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Introduction

Electric vehicles and renewable energy sources are expected to play a fundamental

role in reducing huge amount of carbon emissions caused by both the transportation

and power generation sectors. Consequently a transition toward sustainable trans-

port systems is becoming a crucial issue to be faced by the different players

involved in these sectors. In this context, road vehicles, based on full electric or

hybrid drives, represent a very interesting opportunity to solve various problems

concerning liquid fossil fuel dependence. In addition, the electrochemical energy

storage systems, utilized in their common use to power the electric and plug-in

hybrid vehicles may, when connected to recharging stations, represent an additional

great advantage for the main grid in terms of integration/interaction with the

renewable energy generation sources, such as wind and solar energy, characterized

by their natural power fluctuations. From this point of view, academia and the

electric power systems industry are about to face technical and economic issues

related to the massive integration of electric and plug-in hybrid electric vehicles in

the electric grid, as electricity is becoming the preferred energy vector for the next

new generation of road vehicles. Starting from a deep analysis of the above main

issues, based on the status of the literature and ongoing research projects, this book

presents a wide review of the new power technologies that allow the design of

innovative solutions of charging architectures supporting, for example, DC fast

charging operations for electric and plug-in hybrid vehicles. In particular, the grid-

connected power converters and different typologies of energy storage systems are

analyzed as key components to implement the new concepts of “distributed gener-

ation” and “storage system integration” into Smart Grids. In fact, these technologies

represent the effective interfaces for the control and management of renewable and

sustainable distributed energy resources. In addition, different standards and vari-

ous applications of the main results of microgrid pilot projects, in various contexts

and areas around the world, are reported in this book, as example case studies

showing the convenience and feasibility of going toward a new smart concept of

distributed energy management. As clearly demonstrated by the authors of this

book in each respective chapter, the concept of smart energy management will

xxiii



represent potential avenues for further research, in achieving a more reliable,

secure, and cleaner energy availability.

The book is divided into three main parts: the first part devoted to charging

technologies, the second one presenting significant charging applications, and the

third analyzing EVs adoption and market diffusion. These parts, from different

perspectives, are aimed to support a sustainable smart mobility, based on electric

and plug-in hybrid vehicles. In fact, each one of the parts integrates various research

projects, carried out by authors from different continents, on specific aspects

concerning the new smart charging infrastructures. In detail, the analysis ranges

over many topics: from the main issues and potential impacts of the vehicle

electrification on the electric grid infrastructure (Chap. 1) to the different barriers

explaining the slow market penetration of EVs and the lessons learned by policy-

makers (Chap. 8); from the analysis of the huge potentialities offered by traditional

and innovative battery technologies for transportation applications (Chap. 5) to the

practical results of a German research project iZEUS, which has involved well-

known car manufacturers and investigated how electric and plug-in hybrid vehicles

can benefit from renewable energy sources, avoiding the negative effects on the

electric grid of a unpredictable load peak associated for example with a simulta-

neous charging of many vehicles (Chap. 8); from the basic issues of control,

operations, and protections of DC microgrids integrated with distributed energy

sources (Chaps. 2 and 3) to worldwide experiences and applications of electric and

hybrid vehicles in power system networks (Chap. 7).
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Chapter 1

Vehicle Electrification: Main Concepts,
Energy Management, and Impact
of Charging Strategies

Reinhard Madlener, Vincenzo Marano, and Ottorino Veneri

Abstract In this chapter the main issues related to the displacement of conventional

vehicles in favor of electric vehicles, which is needed for the eventual decarbonization

of the transportation sector, are discussed. First, an introduction to the various vehicle

propulsion concepts and their pros and cons is provided, followed by smart energy

management considerations for plug-in electric vehicles. Then, energy systems,

economic and environmental considerations, as well as the impacts of charging

strategies on the electric grid are discussed. Finally, some further issues which are

important for the acceptance of electric vehicles—including safety, battery lifetime

and optimal sizing, charging infrastructure, and business models—are analyzed.

1.1 Introduction

There is perhaps no apter symbol of the twenty-first century than the automobile—

the dominant means of transport aspired to throughout the world. Today, the energy

for personal transportation comes predominantly from petroleum, which is used in

the form of either gasoline or diesel in conventional vehicles powered by internal

combustion engines. Displacing petroleum without penalizing personal and

commercial mobility has therefore become a major objective for the automotive

industry and for government agencies worldwide. Today, the most viable options
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include fuel economy improvements in conventional vehicles, vehicle

hybridization/electrification, and recourse to alternative fuels (natural gas, LPG,

biodiesel, etc.) (cf. [1–3]).

Passenger cars are required by law to become more fuel-efficient and environ-

mentally friendly. In the USA, the National Highway Traffic Safety Administration

(NHTSA) has recently set standards to rapidly increase Corporate Average Fuel

Economy (CAFE) levels over the next several years, while in other countries fuel

efficiency standards are regulated by way of CO2 emission mandates, and are well

above those of the USA (Fig. 1.1).

Regardless of technology improvements and legislative requirements, consumers

will be the key drivers in the development of alternative-fuel vehicles. Higher cost,

limited range, and long recharging time represent serious drawbacks that limit

market penetration of virtually all alternative-fuel vehicles in the personal transpor-

tation sector. The choice of one particular vehicle option over other options is

complex, and involves a variety of subjective factors regarding income, attitude

towards cleaner technologies, practical needs, and others (see Chap. 8). As discussed

in [1–3], the automotive industry is focusing on alternative-fuel vehicles and a

variety of specific technologies and strategies, including engine downsizing and

boosting, direct injection and variable valve actuation, weight reduction, and mild

hybridization (including engine start-stop technologies) to achieve greater fuel

economy in conventional vehicles.

Fig. 1.1 CO2 g/km efficiency standards, normalized to the New European Driving Cycle (source:
ICCT [4])
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Clearly, as demand for mobility continues to rise around the world, environmen-

tal and energy problems are rapidly making automobile transportation, as we know

it, unsustainable for our society. Thus, the role of the automobile in the future needs

to be rigorously reexamined. Vehicles are becoming part of a much bigger “energy

network,” wherein information, communication, and optimization play a key role.

As a consequence, research is moving quickly towards vehicle electrification that

helps to enhance both the transportation and the electricity sector. Electricity is the

only potential energy source for transportation that addresses the simultaneous need

for fuel diversity, energy supply security, reductions in greenhouse gas emissions,

and improvements in air quality, and that is widely available and produced domes-

tically. However, the impact of charging millions of vehicles from the power grid

could be significant, e.g., in the form of increased loading of power plants, trans-

mission and distribution lines, emissions, and economics. Therefore, this effect

should be considered in an intelligent way by controlling and scheduling the

charging through a communication-based distributed control system.

This introductory chapter focuses in particular on the use of electricity as a

transportation energy source, and outlines how new and existing technologies could

spur a different mix of vehicles and an improved energy infrastructure, serving as

the backbone of the interaction between vehicles and the utility grid.

1.2 Vehicle Electrification: Introduction and Definitions

The current energy situation leads to social, environmental, political, and economic

problems that have huge and critical impacts on everyday’s life. The scientific

community is putting great effort into curbing and rationalizing energy consump-

tion in order to mitigate oil dependency and environmental issues. Over the past

decade, the desire to reduce carbon emissions stemming from transportation

sources has led to the development of new propulsion technologies, a number of

which are focused on vehicle electrification. Plug-in electric vehicles (PEVs) are

receiving a great deal of interest due to their energy efficiency, convenient and

low-cost recharging capabilities, and reduced use of petroleum. The term PEV

includes all motor vehicles that can be recharged from any external source of

electricity, such as wall sockets, and where the electricity stored in the rechargeable

battery packs either drives or contributes to driving the wheels. PEV is a superset of

electric vehicles that includes all-electric or battery electric vehicles (BEVs), fuel-

cell vehicles (FCVs), and plug-in hybrid vehicles (PHEVs).

1.2.1 From HEVs to Plug-In Hybrid Electric Vehicles

Hybrid electric vehicles (HEVs) benefit from an efficient combination of at least

two power sources to propel the vehicle. Generally, one or more electric motors
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alongside an internal combustion engine (ICE) or a fuel cell as a primary energy

source, operate the propulsion system. A battery or a super-capacitor as a bidirec-

tional energy source provides power to the drivetrain, and also recuperates part of

the braking energy dissipated in conventional ICE vehicles. Generally speaking, the

term HEV is used for a vehicle combining an engine with an electric motor. The

main advantages of the HEV drivetrain can be summarized as follows:

• ICE downsizing: Since the peak power demand can be provided by a combina-

tion of the ICE and the battery, the ICE could be sized for the average power

demand of the vehicle. This reduces the weight and improves the efficiency of

the ICE when operating at the same load of a larger engine.

• Regenerative braking: The on-board battery or super-capacitor of an HEV can be

recharged while the electric motor operates in generator mode, providing brak-

ing force instead of friction brake.

• Engine on/off functionality: The engine can be turned off when the vehicle is at

standstill or the vehicle power demand is low. This prevents unnecessary engine

idling or its operation at low power, which is generally inefficient.

• Control flexibility: The additional degree of freedom to provide the vehicle

power demand from either one of the power sources gives the flexibility to

operate the powertrain components in a more energy-efficient manner.

Plug-in hybrid electric vehicles (PHEVs) benefit from the features of both

conventional HEVs and electric vehicles (EVs) by having a large battery which

can be recharged when plugged into an electric power source. A PHEV is a viable

solution to replace some part of the energy used in vehicular transportation with

electricity, until full electrification of vehicles becomes mature. Moreover, PHEVs

can eliminate concerns about EVs’ recharging time and range anxiety. PHEVs can

exceed the limited 100 mile (160 km) range per charge of most electric vehicles and

have the potential to limit air pollutant emissions to near zero. A PHEV can achieve

the cruising range and performance advantages of conventional vehicles with the

low noise, low exhaust emissions, and energy independence benefits of electric

vehicles. Also, PHEVs have considerable influence on propelling the shift from

fossil fuels to electric energy sources for a significant part of the daily commutes.

According to an investigation conducted by Toyota, the accumulative daily travel

of around 75%, 80%, and 95% of vehicles in North America, Europe, and Japan,

respectively, is lower than 60 km [5].

Extended-range electric vehicles (EREVs) are PHEVs that can operate in pure

electric vehicle mode. Both the battery and the tractive motor of PHEVs are capable

of providing maximum tractive and auxiliary power demand for the powertrain.

The maximum range that can be covered in the EV mode for a standard power cycle

is called “all-electric range” (AER) for the specific cycle. The market of EREVs is

focused on daily commuters who prefer the benefits of driving in the EV mode for

daily routine travels while at the same time enjoying driving without the range

anxiety for longer journeys that is still commonplace with all-electric cars [63].

The auxiliary power unit (APU) of a PHEV supplies the required baseline power

to the vehicle, recharges the batteries, and powers accessories such as the air
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conditioner and heater. Typically, the APU consists of a conventional combustion

engine, but can be any kind of mechanical-type engine or a fuel cell, and several

alternative fluids could be employed.

The combinations of connections between components of the propulsion system

define the architecture of PHEVs or HEVs in general. Conventionally, HEVs are

categorized into four basic drivetrain architectures: serial, parallel, power-split, and

serial–parallel. A schematic representation of these four basic architectures is given

in Fig. 1.2. A detailed description of the different architectures is beyond the scope

of this section, but can be found in the specific literature (e.g., [6, 34, 62]); here, we

restrict ourselves to a brief overview, specifically for PHEV applications.

The serial configuration is commonly recognized as an electric vehicle that has

an engine and a generator to recharge the battery, so that it is easier to upgrade it to a

PHEV. The serial architecture drivetrain has an electric motor sized to satisfy the

designed vehicle maximum traction power. The increase in power capacity of the

battery enables the AER and the zero-emission operation of the serial architecture.

Since there is no mechanical coupling between the wheels and the engine in this

architecture, the engine can operate independently around its most efficient torque-

speed region. However, the well-known drawback of the serial drivetrain is the

conversion of the engine mechanical power into electrical and then back into

mechanical energy in the electric motor. This efficiency chain reduces the overall

efficiency of the drivetrain. For example, the GMVolt is a 64 km EREV with a base

platform of a serial drivetrain. The Volt benefits from a mode-changing architecture

by employing a planetary gear set and two brakes. The mechanism enables the

vehicle to shift from the serial to the serial–parallel architecture and thus solves the

above-mentioned drawback. In this mode, the engine can mechanically transfer

power to the final drive in times of higher vehicle speeds and power demands. Also,

Fig. 1.2 Hybrid thermal-electric architectures: serial configuration (A), parallel configuration (B),
power-split configuration (C), serial–parallel configuration (D)
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it has two different EV modes in which the EV mode is shifted from one to two

electric motor drives in order to reduce the losses associated with high-speed

operation of the electric motors, particularly during cruise operation [7].

In the parallel drivetrain, both the engine and the electric motor can propel the

wheels directly. A properly sized electric motor and battery are necessary to

upgrade a parallel drivetrain to an EREV. In the pre-transmission parallel architec-

ture similar to that of the Honda Insight, Civic, and Accord HEVs, a small electric

motor is located between the engine and the transmission, replacing the flywheel. It

is also possible for a parallel HEV to use its engine to drive one of the vehicle’s
axles, while its electric motor drives the other axle. Daimler Chrysler PHEV

Sprinter has this powertrain configuration. On the one hand, a direct mechanical

connection between the wheels and the engine eliminates the conversion losses

from which the serial architecture suffers. On the other hand, it reduces the degree

of freedom of the engine speed control to the transmission ratio selection.

The serial–parallel or power-split architecture is the most commonly used

drivetrain for HEVs. Toyota Prius, the most often sold HEV, the Toyota Camry

and Highlander hybrids, the Lexus RX 400 h, and the Ford Escape and Mariner

hybrids all benefit from the features of this architecture. The serial–parallel hybrid

powertrain combines the serial with the parallel hybrid architecture to achieve the

maximum advantage of both systems. In this powertrain, the mechanical energy

passes through the power split in serial and parallel paths. In the serial path, the

engine power output is converted into electrical energy by means of a generator. In

the parallel path, in contrast, there is no energy conversion, and the mechanical

energy of the engine is directly transferred to the final drive through the power split,

which is a planetary gear system. Generally, similarly to the parallel drivetrain, the

serial–parallel architecture does not have an electric motor designed for the max-

imum traction power demand of the vehicle. The pure EV mode is possible for the

serial–parallel drivetrain; however, in addition to the electric motor power capa-

bility, there is a mechanical constraint that arises from the planetary gear set

dynamics. There is no clutch to release the electric motor from the planetary gear

set in the serial–parallel architecture. Therefore, during the EV mode, the generator

speed increases sharply, and proportional to the motor speed, with a ring-to-sun

gear teeth number ratio.

Another design for the power-split HEV is the Allison Hybrid System, also

known as AHSII [8]. This system is a dual-mode system with two planetary gear

sets, designed by GM and currently employed for several mid-sized SUVs and pick-

up trucks, respectively.

1.2.2 PHEV Energy Management

It is worth pointing out that energy management algorithms are an integral part of

electric mobility and are very important for achieving performance benefits. In fact,

improving the energy management in electrified vehicles can result in important
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benefits, such as the achievement of a minimum amount of fuel consumed and air

pollutant emissions released, giving support to today’s quest for sustainable (indi-
vidual) mobility. Nonetheless, the achievable improvements deeply depend on the

vehicle typology and components and on the driving mission, and can only be

reached by implementing an on-board sophisticated control strategy that is able to

optimize the energy flows within the vehicle powertrain. Energy management

algorithms for PHEVs are crucial for vehicle performance. Energy management

strategies in a PHEV are similar to those employed in HEVs, with the additional

degree of freedom corresponding to the ability to deplete the battery pack in order to

obtain electric tractive power in significant quantities, coupled with the possibility

of recharging the pack [9]. Given the complexity of the PHEV architecture, the

control strategy algorithm is required to perform multi-objective optimization of

fuel economy, AER, total emissions, battery life, and ease of implementation, along

with the constraints related to charging issues and availability, battery aging, and

expected performance. Energy management algorithms can be broadly divided into

analytical ones (e.g., dynamic programming, Pontryagin principle, equivalent con-

sumption minimization strategy (ECMS)) and empirical ones (rule-based, fuzzy

logic, artificial neural networks) [10].

Control strategies can be categorized into two groups: EV mode control and

blended mode control. The EV mode control is a simple method with two stages—

charge-depleting (all-electric) and charge-sustaining. The control algorithm selects

only the electric motor as long as the battery state of charge (SOC) is greater than a

threshold value. Once the SOC reduces below this value, the control algorithm

switches to charge-sustaining (PHEV behaving like an HEV). In blended mode

control, the objective is to achieve the lower limit of the SOC only at the end of the

trip. The battery SOC is reduced slowly throughout the trip, and the SOC profile

followed in this control mode can be optimally selected by principles from optimi-

zation theory like dynamic programming. This method can provide better fuel

economy, but at the cost of higher information requirements. The comparison of

battery SOC profile for blended versus EV mode control is shown in Fig. 1.3.

The blended mode control requires sophisticated algorithms in order to achieve

better fuel economy with reduced information requirements. ECMS is one such

algorithm that is widely used for hybrid vehicles and that can be applied to PHEVs.

It is based on the fact that in a hybrid vehicle, in general, the energy consumption

from the battery is replenished by running the engine [12]. Therefore, battery

discharging at any time is equivalent to some fuel consumption in the future. For

PHEV applications, the ECMS also needs to consider the energy coming from the

grid: this effective fuel consumption is used as the objective function for control

optimization, while the input to the ECMS algorithm is total power demand. The

ECMS searches the best combination between the engine and motor power that

minimizes the effective fuel consumption. The ECMS algorithm is applied to

PHEVs in tracking mode, where the algorithm tracks an optimal reference state

of charge profile. The study of dynamic programming algorithms for PHEVs

reveals that a linearly decreasing SOC profile with respect to the distance of travel

gives optimal performance [13].
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The dynamic programming algorithm is a numerical optimization methodology

that can compute the optimal solution, but is practically impossible to implement on

a vehicle, since it requires complete information on the future driving cycle.

Dynamic programming also requires a large amount of memory and computational

power to perform the optimization. Other algorithms, such as rule-based algo-

rithms, or online optimization methods like ECMS and stochastic dynamic pro-

gramming [10], can be implemented onboard a vehicle. These algorithms do

require some information to perform off-line optimization, or tuning of the param-

eters, but the information requirements are typically lower than that those required

by dynamic programming.

The performance of the energy management algorithm is closely related to the

power demand throughout the driving trip. The power demand depends on the type

of road, the weather conditions, and the velocity profile, the latter of which in turn is

dependent on traffic and geography. The performance of the energy management

can be improved and optimized for the driving conditions and weather patterns

[14]. Therefore, information about the driving route, a weather forecast, and traffic

conditions are very important in guaranteeing optimal performance of the energy

management strategy. Static and dynamic information, including road grade and

road surface conditions, speed limits, traffic light locations and timing, and real-

time traffic flow speeds, can be used to make a long-term forecast of the overall trip

to the destination. Access to such information can improve vehicle energy effi-

ciency and mobility via route planning. Road static information, real-time traffic

Fig. 1.3 Comparison of battery SOC profile for blended versus EV mode control [11]
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flow, battery charging station locations, and real-time prices and other information

are useful in determining an optimal route and energy management. Figure 1.4

shows a concept of such an intelligent energy management with environment and

charging infrastructure awareness. Clearly, there is a trade-off between information

requirements and algorithm performance. Thus, detailed a priori knowledge of the

trip is required for an optimal solution, but clearly this is not a practical scenario,

and a trade-off between optimality and level of information is needed.

Finally, for plug-in vehicles, the control strategy should take into account the

charging station’s location, especially when the chosen state variable is the battery

state of charge. In fact, depending on the energy available in the electrical storage

system, the vehicle energy management can be controlled in different ways, and the

integration of this parameter can bring a relevant benefit in the achievement of the

optimal solution. Nonetheless, the integration of the control strategy with the power

grid allows considering also grid-related constraints, such as grid stability and

capacity, which are often neglected.

1.2.3 Full-Electric Vehicles

An electric vehicle is a vehicle in which the propulsion system converts electrical

energy that is stored in a battery into mechanical energy used to move the vehicle;

such a vehicle does not have a gasoline engine on board, and thus requires a large

Fig. 1.4 Intelligent energy management of PEVs with environment and charging infrastructure

awareness
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(and expensive) battery to guarantee a still very limited range (up to about

100 miles). Higher cost, limited range, and long recharging time (up to 20 h—

using a standard outlet—for 100 miles of driving) represent the main drawbacks.

On this regard, in Table 1.1, the total km per charge and the reduction in petroleum

use of electric vehicles are reported in comparison with other vehicle technologies.

In fact, a key driver in the development of PEVs will be the consumer. People buy

vehicles for a whole variety of reasons; buying decisions are complex, and no one—

including the automobile companies—fully understands how it works. It involves a

number of psychological factors having to do with the individual’s personality and

past experiences—as well as some quite down-to-earth considerations such as

disposable income and practical needs in a vehicle (cf. Chap. 8). Obviously, people

do not buy vehicles based on lifetime costs only, or on the average driving and

comfort needs. People might buy vehicles for those “once-in-a-while” trips, and

might end up choosing a minivan for the twice-a-year family trip out of state, or a

four-wheel drive for two weeks of heavy snow. Table 1.2 shows the factors that

make potential PEV drivers most hesitant to choose a PEV as their next vehicle.

Table 1.1 Consumption, autonomy, and reduction in petroleum use for different vehicle

technologies

Type of vehicle

km/

L Total km per tankþ charge Reduction in petroleum use

TDI diesel 19 855 –

Hybrid electric 21 945 10%

Plug-in hybrid electric (10) 36 1180 28%

Plug-in hybrid electric (40) 67 1255 32%

Plug-in electric (EVs) – 150 100%

Source: US Energy Information Administration [15]

Table 1.2 Answers to the question “Which factor will make you most hesitant to choose a PHEV

or an EV as your next vehicle?” raised within an Ernst and Young study [16]
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As expected, respondents provided interesting insights regarding prevailing

differences between vehicle adoption in the USA and other countries; however,

one major common factor that severely slows down PEV market penetration is that

of driving range. Figure 1.5 provides some interesting insights into the ratio

between people’s actual needs and what people expect from their vehicle, and spe-

cifically the percentage of drivers that consider 100 miles of driving range to be not
enough for their driving needs.

When focusing on US respondents, one can notice that 60% of all drivers would

not be happy with 100 miles of driving range, but at the same time only 3%

actually drive more than 100 miles a day. Is this because people do not really
realize what they need?

Just to give some numbers: to reach the workplace the average US commuter

travels approximately 15 miles one way. Two out of three commuters (68%)

reported a one-way commute of 15 miles or less, 22% traveled between 16 and

30 miles, and only 11% actually traveled more than 30 miles. The majority of

commuters (81%) use only their personal vehicle to complete their commute, and

most personal vehicle users (86%) drive alone (Research and Innovative Technol-

ogy Administration (RITA), “Omnibus Household Survey,” U.S. Department of

Transportation, Bureau of Transportation Statistics, Vol. 3, Issue 4, 2003).

Technology sometimes moves faster than the pace at which people adjust their

habits. People are now used to refueling their vehicle three to four times a month,

by driving to the gas station and taking care of the refueling within minutes. But still

it is not something people do on a daily basis. PEVs require a more frequent

“refueling” and, depending on the specific driving habits, refueling can be a daily

routine in order to maximize electric range. The advantage is that, in most cases,
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Fig. 1.5 Answers to the question “Would you consider a driving range of 100 miles to be

acceptable?” (percentage of respondents who answered “No”) raised within an Ernst and Young

study [16]
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this will happen at home and overnight, thus making the refueling process a part of

people’s home chores and no more an activity to include in their errands. Let us

consider a cell phone: until a few years ago, a phone would go on for days without

requiring a charge. Nowadays, people find themselves always looking for a way to

charge their smartphone—even when not needed, “just in case”—at the coffee

shop, airport, the office, etc. This is called “opportunistic charging,” and it is likely

the same direction that PEV-charging is heading for. Finally, consumer education is

necessary in order to teach owners to not only fully charge each night but also

to charge opportunistically in order to maximize electric range.

1.2.4 PEV Charging Options and Infrastructure

Current PEV charging technology offers three types of charging methods ([17, 18];

cf. Table 1.3): level one charging, level two charging,1 and DC charging. Level one

charging usually uses a standard power outlet of 110 VAC and 15 A (12 A usable),

which is the lowest voltage one can find in a residential or public building in the

USA. It takes about 12–18 hours to fully charge a vehicle, depending on the size of

the battery and actual power rate. Level two uses a 220 VAC circuit with 15–30 A

and thus takes less time to charge. DC fast charging uses a high direct current (i.e.,

200–600 VDC) and requires no more than 30 min to fully charge a vehicle.

However, since such a fast-charging method requires special charging equipment

and power requirement is beyond the capacity of most residential electric service,

DC charging is not expected to be implemented for residential use any time soon.

One of the biggest concerns resulting from vehicle electrification relates to

charging stations (of PEVs). Where and how many charging stations should be

built to satisfy basic charging needs? What kinds of charging technology should be

used? These questions are important in the sense that, as many studies conclude, the

availability of a convenient and affordable recharging infrastructure will directly

affect customers’ purchasing decision and thus also impacts the effective promotion

of PEVs. On the other hand, utility companies have always expressed concerns

about effects of PEV charging loads on the power system. A location plan might

indicate potential power congestion and help utility companies to get ready.

Table 1.3 Charging power levels (based on SAE Hybrid Committee [17])

Charging method Voltage Usage Power (kW) Charging time

Level one 110 VAC Home/public 1.4 12–18 h

Level two 220 VAC Home/public 3.3–6.6 4–8 h

DC levels 1–3 (fast-charging) 200–600 VDC Public 20–50 15–30 min

1We refer to level one and two charging as slow charging, and DC charging as fast charging.
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The location problem of PEV charging stations, in general, is a refueling

infrastructure problem, which has been studied by many papers long before the

advent of electric vehicles. Despite the abundant amount of previous researches,

there are still numerous issues and nuances that are not well addressed by the earlier

models and thus limit their application to PEV charging stations.

First, most of the earlier models are designed for fast-charging refueling

systems, where it is assumed that the charging time required by a customer is

short enough to ignore, and thus that all the customers arriving at the stations will

be served. In other words, any flow that passes through an allocated station will

be served. This assumption is generally true for hydrogen and gasoline charging,

but not justifiable for PEV charging (at least not for level one and level two).

Considering the fact that PEV charging takes a decent amount of time, a flow that

arrives or passes through a PEV station might be rejected if there are no free

chargers in the station and the customer is unwilling to wait, or a vehicle might

only be partially charged because the time it waits is not long enough for full

charging. Therefore, a new model is needed to deal with rejection and partial

charging.

A second problemwith the earlier chargingmodels is that they cannot decide how

many chargers are needed for each PEV charging station. This question is important

for PEV station design because the number of chargers directly affects the amount of

flows that can be served due to the fact that each PEV arriving at the station will

occupy a charger for a long period. Also, the number of chargers almost exclusively

determines the investment cost for slow-charging stations (i.e., levels one and two)

since the fixed cost is relatively low to set up such stations.

Furthermore, many of the earlier studies use conventional vehicle flows or sales

data from gasoline charging stations to estimate the new vehicle flows, and an

underlying assumption is that the new flows are proportional to the conventional

flows. This assumption is problematic for estimating PEV flows, as many recent

studies indicate that PEV adoption is strongly related to customers’ economic

demographic characteristics. Curtin et al. [19] conducted a survey about people’s
interest in electric vehicles, where economic, demographic and current vehicle

usage data were collected for the analysis. The research finds that households

with a higher income and education levels are more likely to buy electric vehicles.

Besides, vehicle usages, such as the number of cars in the household and the daily

highway miles, also have a significant influence. Households with more vehicles

and lower average vehicle ages indicate stronger interests in electric vehicles.

Gallagher and Muehlegger [20] studied consumer adoption of HEVs in the USA

and found that people who are strongly concerned with environmental and energy

security issues prefer HEVs. Similar results are also found in other studies of

alternative-fuel vehicles (e.g., [21, 22];cf. Chap. 8).
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1.3 Energy, Economic, and Environmental Considerations

When connection to the power grid is involved, both the gasoline consumption and

the electricity drawn from the grid, with related generation, transportation, and

distribution costs and emissions have to be considered. Emissions from a PEV

largely depend on the sources used to produce electric power; therefore, various

electricity generation options must be considered. The use of PEVs is likely to

reduce oil dependency but—in terms of GHG and other pollutant emissions—the

primary energy sources used to produce electric power represent the core of the

energy dilemma that the smart distribution grid is supposed to relieve (Fig. 1.6).

In the near future, with a still low market penetration of e-vehicles, there should

be no major technical problems for PEVs to be recharged. PEVs benefit from an

existing infrastructure that can directly use renewable energy: they do not require

energy supply infrastructure developments and could obtain substantial public

benefits, such as the more rapid introduction of zero-emission vehicles; increase

in electric system reliability; lower transportation costs; higher penetration of

renewable energy sources in the electric power system; lower dependence on oil

importations; and lower pollutant emissions.

However, it is important to understand the ramifications of introducing a number

of PHEVs into the grid. Depending on when and where the vehicles are plugged in,
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they could cause local or regional constraints on the grid. They could also require

both the addition of new electric capacity and an increase in the utilization of

existing capacity. Local distribution grids will see a change in their utilization

patterns, and some lines or substations may become overloaded sooner than

expected. Furthermore, the type of generation used to recharge vehicles will be

different, depending on the region of the country and the timing when PHEVs

recharge, and that will strongly affect PHEV emissions and cost impacts.

One possible behavior, which could be rewarded by appropriate electricity

pricing policies, would see PEVs being charged primarily at night, with reduced

effects on the grid (controlled charging). Nighttime charging is suitable for the grid

because of its unused capacity during the night. On the other hand, nighttime

charging requires a charging station or power plug access at home and the installa-

tion of a charging facility, and may need to be installed at the vehicle owners’
expense. The new load of PEV charging directly impacts the existing primary and

secondary distribution networks, with many of these circuits being already satu-

rated without any monitoring and automation capability [23]. Another scenario

would be to allow PEV owners to charge at any time, thus resulting in charging

mostly during daytime (uncontrolled charging), with the risk of destabilizing the

power grid and thus requiring load shedding.

Clearly, the time of charging is a very important factor, since it determines which

generators are to be used to satisfy the increased demand; for example, evening

charging would increase natural gas combined-cycle generation while nighttime

charging would increase coal-fired power generation, with clear implications with

respect to cost and emissions [24]. Sioshansi et al. [24], in a case study conducted for

the State of Ohio (USA), have shown that PHEVs will yield some reductions in CO2

relative to conventional vehicles, but that SO2 and NOx emissions will rise dramat-

ically, due to high generator emissions of these species. Uncontrolled charging, on

the other hand, uses more natural gas-fired generation for PHEV charging, which

gives strong reduction in CO2 emissions compared to controlled charging and CVs.

Thus, time of charging can have a significant impact on the emissions and the

generation associated with electricity used as a transportation fuel.

These results, however, are not universally true, and the emission impacts will be

highly sensitive to the generation mix and economic dispatch policies. It is certain

that the increased use of renewable energy generators will help reducing the

emissions. Tulpule et al. [25] explored a scenario where solar energy is used to

charge PHEVs, and total emission from power grids is measured for nighttime

uncontrolled charging, daytime charging without solar, and daytime charging with

solar energy. Their results show the benefit of using renewable energy for charging

PHEVs, with a CO2 reduction by approximately 70% per year through the use of

solar charging at the workplace.

Apart from the optimization of energy flows, it is also important to intelligently

control the charging behavior. If all vehicle controllers independently decided to

charge without any external signal, grid stability could be compromised. Therefore

it is necessary to provide a centralized charge-enabling control to each vehicle.

Thus, access to real-world data or the ability to generate realistic datasets allows a
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better modeling of the situation and therefore a more significant and optimized

charging strategy [26]. Another important factor to consider when designing a

charging strategy is the likely shift in driving patterns experienced by drivers

changing from an internal combustion engine vehicle to an electric or plug-in

hybrid electric vehicle. For instance, for EVs the range is limited by battery size

and access to charging infrastructure, which leads drivers to better plan daily

commutes and adjust their driving style. In terms of generation capacity, no

technical challenges are expected for low-volume charging of PEVs with current

infrastructure, though larger vehicles (i.e., bigger batteries) may have difficulty

completely recharging during off-peak hours when using a standard 115 V/20 A

residential outlet. However, highly clustered PEV users in the same neighborhood

could cause stress on transmission and distribution systems locally, even at negli-

gible market penetration levels. On a longer term, with a much larger vehicle

population, smart metering and charge control at the utility level will likely be

required to ensure low-impact charging and so maximize overall system efficiency.

In addition to the use of charging strategies, research is focusing on the use of

energy storage to relieve peak loads on the distribution system. Energy storage

presents advantages relative to transformer and wiring upgrades. It allows for

leveling of distribution-level loads, implying higher capacity factors. Storage can

also be used to provide valuable market services, such as energy arbitrage and

ancillary services [27, 28]. The introduction of energy storage requires the devel-

opment of additional and more complex storage control, and optimization algo-

rithms which co-optimize these various competing uses of the storage device.

From this brief state-of-the art assessment it is clear that there are both oppor-

tunities in e-mobility as well as some challenges. From the perspective of emis-

sions, the fuel source generating the electricity, be it coal, nuclear, wind, or others,

can have a tremendous impact on the overall CO2 emissions of the vehicle.

Moreover, the time of day when the charging happens impacts what mix of

electricity will be used to supply the vehicle, which has a direct impact on energy

and emissions associated with charging. Customer usage patterns and expectations

also play into the issue of PEV charging heavily, as they affect the availability of

the vehicle to the grid and owners’ expectations of charging rates. Finally, the

impact of charging on the local distribution grid is of high importance, as this is a

widely acknowledged weakness in the overall distribution grid. With poorly man-

aged charging, even a small number of vehicles on a single residential transformer

lead to dramatic loss of insulation life. This leads to reduced reliability and

increased costs for the utility provider, which in turn get passed on to customers

through rates. Conversely, more sophisticated charging strategies can allow the

same transformer to service a large number of vehicles without serious detriment to

life. In order for PEVs to become mainstream technology, these issues and many

others will need to be addressed by a framework that goes beyond technology issues

and aims at investigating the dynamic interactions existing between electric mobil-

ity, power grid and infrastructure, individuals and their energy footprint, and

multiple energy policies targeting different objectives.
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To date, despite the fact that most of the existing research considers both aspects,

most of it has focused on either technical or socioeconomic aspects of sustainable

mobility. The problem of focusing on one side rather than on both is that in such a

turbulent and uncertain situation the risk of not considering the interdependences

between technological and socioeconomic issues is strong. To address such inter-

section of economic, environmental, and technology issues, involving a complex

set of trade-offs among cost, air quality, technology, and energy sources, an

interdisciplinary and integrated research approach is needed.

1.4 Impacts of PEV Charging on the Power Grid

1.4.1 General Considerations

Vehicle electrification technologies have the potential of making passenger and

commercial vehicles more energy-efficient and environmentally friendly. The

growing fleet of PEVs needs enhanced charging infrastructure in order to satisfy

the electricity demand of these vehicles. Because the electricity infrastructure plays

a crucial role in PEV commercialization, the electric utility companies are studying

the impacts of charging demand on their distribution networks and are moving to

upgrade it and installing smart meters to control and monitor PEV charging

[29, 30]. It is necessary to study the effect of different levels of market penetration

of PEVs into the automotive sector on the power grid. As the number of vehicles

increases, the charging demand may pose serious challenges to grid capacity or may

even cause severe constraints on grid operation. The time and location of the

vehicles determine whether the effect of the PEV charging will be on a local grid

or regional power system. While most electric power systems have sufficient

generation and transmission capacities available to accommodate moderate-sized

PEV fleets, this assumes that PEV charging is controlled and coordinated with

power system operations [27, 31].

Besides all the above-mentioned considerations, the integration of electric

vehicles within the power sector depends critically on the policy and regulatory

framework. If electric vehicles are charged solely at home, starting immediately

after arrival, the resulting uncontrolled charging profile will add to the existing peak

load, stressing the existing network infrastructure.

On the other hand, a number of studies have evaluated the potential of

dispatching electric vehicle charging during the hours with low electricity demand.

This may improve the efficiency of the electricity sector by increasing the load

factor of base-load generators, thus reducing the need for expensive peak genera-

tion [24]. Another benefit of electric vehicles derives from improving the introduc-

tion of more renewable energy sources into the electricity generation mix, reducing

costs, and making renewable energy more affordable [32, 33]. The variable nature

of natural resources causes large fluctuations in the residual load that is served by
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conventional generators. Flexible electric vehicle charging demand can lead to a

flatter output profile of dispatchable units. Energy storage can yield similar effi-

ciency benefits by using base-load generators to serve peak loads. A centralized

control over vehicle charging could enhance generation efficiency and the intro-

duction of renewable energy sources and could also reduce the issues related with

higher peak loads. Controlling the charging profile of electric vehicles requires

some form of infrastructure for these vehicles to exchange information with the grid

and for remote charging control. It is unclear, however, whether consumers will

allow the system operator to have direct control over the charging of their vehicle.

Alternatively, the charging decisions could be left to individual consumers, with

policy makers defining an adequate set of price incentives to time vehicle charging

that considers the interests of the system. Regarding this, small consumers cannot

be assumed to be always pursuing cost minimization and will be probably

represented by a much smaller number of aggregators. The aggregator, as the

intermediate and coordinating entity between individual car owners and other

stakeholders, will play a central role in the market. Ultimately, the regulatory

framework will have an impact on the operations of the aggregators, for example

on which layer of the power system they will operate (generation, transmission, or

distribution) and in which market they will trade (day ahead, intraday, or reserve

market).

1.4.2 Effects of PEV Charging on Battery Lifetime

By applying intelligent battery charging algorithms, battery lifetime can be

increased and at the same time charging costs reduced [34]. The economic impact

of a longer battery lifetime is found to be about twice the revenues that can be

gained through energy trading. Furthermore, it is found that it is difficult to reach

the 10-year battery lifetime intended for vehicle applications without battery

oversizing. However, intelligent battery charging strategies can mitigate or alto-

gether avoid battery oversizing, as standstill times are dominating battery operation,

and because with uncontrolled battery charging the battery SOC is above 90%

during 80% of the time. For achieving the intended battery lifetime, intelligent

charging strategies are thus paramount. Battery oversizing in order to limit the

maximum SOCmay be a costly alternative, because either the electric driving range

is decreased or the battery costs are increased.

1.4.3 Effects of PEV Charging on Generation
and Load Profile

When a vehicle is plugged in and connected to the grid to recharge its battery pack,

it is seen as an additional load on the system, and its energy demand has to be
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immediately satisfied by increasing the overall electricity production. The charging

load corresponding to all the electric vehicles demanding energy for recharging

their batteries depends on the number of vehicles present in the market as well as

drivers’ behaviors and charging strategies. An uncontrolled charging strategy,

where all the drivers recharge their batteries whenever they are able to, is the

simplest one to implement because it does not need any communication system

between the power grid administrator and drivers. This behavior is possible while

electric vehicles are a small part of the automotive sector but when the charging

load increases with the number of vehicles circulating, the system operator will

necessarily need to control the batteries’ recharging process in order to optimally

align it with the functioning of the power generation system.

In order to estimate the impact of a PHEV fleet on the load profile, it is necessary

to know at what time drivers usually park their cars and their driving behaviors.

By coupling these data with information on power generators and hourly electricity

demand, it is then possible to model the impact of PHEVs on the electric system.

An example of such a study is given by Sioshansi et al. [24], for the State of Ohio,

USA, supposing that 5% of the vehicles circulating in the State were recharging the

battery from the power grid. Vehicle driving patterns were based upon a household

travel survey that was conducted in the St. Louis, Missouri metropolitan area.

The vehicle survey tracked second by second driving patterns of 227 vehicles

over the course of a number of weekdays [35]. The driving data were used to

determine the hours in which PHEVs are driven, the total distance traveled in every

hour, and when they are grid connected and could be dispatched to charge their

batteries. In doing so, it was supposed that a PHEV has to be parked for at least an

entire hour to be considered “grid connected” in that hour. Depending on the state

of charge (SOC) of a PHEV battery, the vehicle will be driven in either charge-

depleting (CD) mode, in which case the battery is the primary energy source and the

gasoline engine is used only on a supplemental basis for quick accelerations, or

charge-sustaining (CS) mode, in which case the gasoline engine is used to maintain

the same average SOC.

Two different charging strategies were implemented in the analysis:

1. A controlled charging scenario, where the grid administrator co-optimizes PHEV

charging load with its normal power demand minimizing the total cost of gener-

ation and gasoline burned by PHEVs. In this scenario the grid administrator is

forced to completely recharge a PHEV battery before the driver’s first trip in the

morning.

2. Uncontrolled charging scenarios where PHEVs are recharged whenever they are

parked and the grid administrator has to satisfy the PHEVs’ charging load,

while minimizing generation cost.

In both scenarios it was assumed that public charging stations were available and

that all drivers were able to plug in their own vehicles whenever they parked them.

Ohio’s power plant generation costs were modeled and implemented in the

model to simulate the dispatching process. Generation costs were calculated

based on estimated generator heat rates and fuel costs. Nuclear plants were
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considered as always running at full capacity and not dispatched by the system

operator. Heat rates were estimated based on historical continuous emission mon-

itoring system (CEMS) data from the US Environmental Protection Agency. The

model simulates the commitment and the dispatching of conventional generators as

well as the dispatching of PHEVs to charge when not being driven. As is typical of

day-ahead electricity markets, the unit commitment model has a 1-day planning

horizon with an hourly time step for the commitment and dispatch variables. Each

day in the sample is simulated independently, except that the commitment and

dispatching of each conventional generator and the charge level of each PHEV

battery at the beginning of each day are fixed based upon the ending values from the

previous day’s run. PHEV charging decisions are modeled differently in the

controlled and uncontrolled charging scenarios (Fig. 1.7).

In the controlled charging scenario, the grid operator makes all charging deci-

sions and coordinates these with power system operations. The controlled charging

model also includes a constraint to ensure that each PHEV battery is fully recharged

in time for the first vehicle trip of each morning. In the uncontrolled charging

scenario, PHEV owners are assumed to make charging decisions by themselves,

without any regard for the impact of vehicle charging on the power system. Because

PHEV owners face fixed electricity tariffs, it is optimal for them to recharge their

vehicles whenever these are plugged in, since electricity is a significantly less costly

source of transportation energy than gasoline.

Whereas in the uncontrolled charging scenario charging energy demand is

dependent only on drivers’ behavior and not affected by the preexisting load on

the grid, in the controlled charging scenario the system operator takes the

preexisting load into account when deciding how to recharge vehicles’ batteries
during the day. With 5% of PHEV penetration in the market the peak load is not

increased considerably, but in the future with larger PHEV market penetration
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the charging load could start to create considerable problems for grid reliability.

The National Research Council has proposed in a recent study that PHEV market

penetration could reach 30% of the light-duty fleet by the year 2050.

The study presents a first estimation of how the load profile could change on the

grid in this scenario. The summer peak load is increased by 3.4%, reaching 30 GW

and shifting later in the afternoon ([24]). Even if the generating capacity available

in Ohio were to be enough to cover this power demand, the effects of such a load on

the transportation lines should be analyzed. This analysis requires very detailed

information on the grid scheme and on where exactly generators and loads are

located (Fig. 1.8).

PHEVs are supposed to reduce pollutants by using electricity instead of gasoline

as a transportation energy source. Their net emission impact will be intimately

related with the generation mix in the power system in question, and the mix of

generating technologies used to serve the vehicle charging load. In a system with a

high penetration of renewable or nuclear power plants, the net emissions associated

with PHEVs can be very low, as opposed to a system with predominantly coal

which would yield higher PHEV emissions. In some systems the charging scenario

will also be an important factor, since different generating fuels can be marginal at

different times of the day, which would result in very different generator emissions,

depending on when PHEVs are charged.

In Ohio (USA), for instance, a controlled charge will allow charging in periods

of low loads, and most of the generation will be supplied by base-load units that

usually are nuclear or coal plants. Uncontrolled charging, on the other hand, is done

during the afternoon and is covered by peak-load plants, such as gas turbines.

In the case of Ohio the high penetration of coal plants results in an increase of

total SO2 emissions, a decrease of total CO2 emissions, and minimal variation of

NOx emissions, as shown in [36].
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Fig. 1.8 Summer peak load with uncontrolled charging strategy and 30% PHEV penetration

(Sioshansi et al. (2010), p. 6706 [24])
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Figure 1.9 shows the emission impacts on a per-vehicle basis, revealing that

PHEV use can yield some CO2 emissions of around 1.1 tons on an annual basis in

an uncontrolled charging case, which corresponds to a 24% emission reduction.

With a controlled strategy, on the other hand, the CO2 emission reductions are

minimal. Annual NOx emissions will increase around 5 kg in both cases, because

emissions connected to power generation are higher than the emission reductions

from reduced gasoline use. Due to the high penetrations of coal and heavy oil as

generation fuels, annual per-vehicle SO2 emissions will increase by between 10 and

12 kg with PHEV use.

Looking at the results, it is clear that if the primary goal of PEV use is to reduce

emissions, the uncontrolled charging scenario would be preferred, since CO2 and

SO2 emissions are lower, with a negligible difference in NOx emissions. This result

is not, however, universally true, and the emission impacts will be highly sensitive

to the generation mix. In particular, the energy generation mix for different coun-

tries is reported in Fig 1.10.

For example, in countries like France or Switzerland where hydroelectricity and

nuclear are more abundant, controlled charging may be preferred, since more

hydroelectricity and nuclear may be used for vehicle charging. For this reason,

using PEVs in these countries may be more beneficial from a net emission stand-

point than incountries such as the USA and Germany, which have a large mix of

coal-fired generation.

Fig. 1.9 Annual per-vehicle emissions of CO2 (tons) and SO2 and NOx (kg) (source: Sioshansi
et al. (2010), p. 6708—modified [24])
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1.4.4 Effects of PEV Charging on Distribution Networks

Due to the characteristics of electric power generation, transmission, and distribu-

tion, experts have identified local distribution as a likely part of the chain to be

adversely affected by unregulated PEV charging [27, 31, 37, 38]. Some research

work has been aimed at studying the PEV impact on the local distribution infra-

structure [39, 40] and smart charging control strategies considering different objec-

tive functions [37, 41, 42]. In particular, Gong et al. [37] used mass simulation

approaches (e.g., Monte Carlo) based on stochastic input models to estimate the

output also in a stochastic way.

Fig. 1.10 Energy generation mix for France, USA, Switzerland, and Germany (source: IEA [36])
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The impact of the increase of PEV market penetration on the power generation

system is relatively small. However, the possible impacts on power delivery

systems, especially the distribution system, can be an issue including power quality

problem, voltage imbalance, and transformer degradation. The PEV charging

process involving rectifying the AC signal and running the rectified signal through

a DC/DC converter would produce harmonic distortion in the distribution system,

causing power quality problems.

The distribution system is the weakest part in the current power grid system,

especially the distribution transformer systems. The reason is that the unregulated

charging of PEVs can cause a high power load to the current distribution trans-

former system, which causes the rapid heat up of the transformer winding, thus

accelerating the transformer insulation aging. Farmer et al. developed a PEV

distribution circuit impact model (PDCIM) to estimate the impact of an increasing

number of PEVs on transformers and underground cables [23]. In that paper, the

authors mentioned the transformer aging acceleration caused by temperature

increase but a detailed study was not carried out. In Shao et al. [40], the authors

studied the potential challenges of PEV charging to electric utility at the distribu-

tion level, mainly focusing on the transformer efficiency. Roe et al. investigated the

impacts of PEVs on the power system infrastructure and the primary fuel utiliza-

tions in [43]. A simple transformer thermal model was used for transformer loss-of-

life estimation in the paper. However, the inputs to the model were very simple that

the ambient temperature was assumed as constant and a random daily load schedule

was assumed, making it hard to simulate a more realistic situation in the study.

Since the PEV charging may cause lots of problems in a power grid system,

researchers started to find control solutions for PEV charging with different objec-

tives. Some work tried to minimize the power losses in the power system, some

tried to minimize the peak load, and some tried to reduce the power generation

emission. When the duration of PEV charging is known and the rate of charging can

be controlled, authors in [42] proposed smart energy control strategies based on

quadratic programming with the objective of minimizing the peak load and flatten-

ing the overall load profile. Clement et al. tried to obtain the optimal charge profile

of PEVs by using stochastic programming to minimize the power losses and to

maximize the main grid load factor in [41]. By defining different objective func-

tions, the authors can utilize the V2G technologies in order to maximize the profit in

grid power transactions. Hutson et al. [44] used binary particle swarm optimization

(BPSO) with a price curve to maximize profits for vehicle owners for the parking

lots case. PEVs can also be used as reactive power support for the distributed power

systems when combined with other power devices, such as solar panels. In [45], the

smart grid was used to allow the coordination of multiple reactive power devices

located on the distribution system in order to restore system voltages. Ma et al.

developed a decentralized charging control strategy of autonomous PEVs using

noncooperative games theory [46]. They studied the problem as a form of nonco-

operative game, where a large number of selfish PEVs share electricity resources.

They proved that the demand-dependent price scheme drives the system asymptot-

ically to a unique Nash equilibrium. Ito also applied static noncooperative game
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theory to the PEV charging problem of allocating the charging activities to the

overnight electric demand value [47]. Then, a decentralized charging scheme with

guaranteed robustness was proposed. Ahn et al. [48] proposed a decentralized

charging algorithm using linear programming in order to reduce power generation

cost and carbon emissions. Galus et al. [49] presented an integrated method to

assess the impacts of electric mobility on the three domains of power systems,

transportation systems, and environment. An agent-based model was proposed in

the paper, which comprises models for vehicle fleet evolution, for the development

of transport emissions, for the spatial and temporal transportation behavior, and for

power systems.

An interesting case study is presented by Gong et al. [50], where a transformer

thermal model was used to estimate the hot-spot temperature given the knowledge

of load ratio and ambient temperature. Main inputs to the model, including

residential load, ambient conditions, and vehicle parameters, were taken from real

data. The transformer insulation aging is mainly affected by the hot-spot temper-

ature. A six-vehicle case with a 25 kVA transformer case was studied. Monte Carlo

simulation was used to predict the final SOC of daily driving for a PHEV model and

an EV model. Different market penetrations of PEVs were studied from the

transformer insulation life aspect.

For the transformer thermal model, load ratio and ambient temperature are the two

inputs, and the hot-spot and top oil temperatures can be obtained correspondingly.

Also, 1-year ambient temperature data and base-load ratio data were available.

One case of charging load comparison of the base load and the load with six

PEVs (for six houses which share the same transformer of 25 kVA) with even

charging is shown in Fig. 1.11a. The time for this case is the summer, so the ambient

temperature would be relatively high. The base load at night is lower than in

the daytime. Six PEVs undergoing even charging give a tremendous load to the

transformer. The corresponding temperatures of top-oil and hot-spot are reported in

Fig. 1.11b. The response of the top-oil temperature is much slower than the hot-spot

temperature, since the time constant of oil is much longer than winding. The

hot-spot temperature was increased considerably due to the charging load from

the six PEVs. The damage impact of this scenario is shown in the next subsection.

The transformer insulation life would be compared for different charging

conditions.

Similarly, to see how different market penetrations of PEV would affect the

transformer hot-spot temperature, a simulation of 2–6 PEVs was carried out and

compared with the base-load case. For each market penetration case, half of them

are PHEVs (similar to a Chevrolet Volt), and half are EV (similar to a Nissan Leaf).

From the results presented in Fig. 1.11, higher market penetration of PEVs would

cause much higher hot-spot temperature. The transformer insulation life results for

different market penetrations were studied also in the following subsection.

From the aging model, it is estimated that the insulation life is very sensitive to

hot-spot temperature. For temperatures much lower than the reference value

(110 �C), the expected life can be very long, and for temperatures much higher

than the reference value, the expected life can be very short. In our simulation, for
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values higher than 100 years, the case is labeled “OK” to avoid the confusion to the

real transformer life, which would be dictated by factors other than insulation

degradation. For very small values, there would typically be a load-related failure

other than the gradual reduction of insulation life. Several charging situations were

defined, and the corresponding results were compared to see the necessity of control

of the charging:

• Case 1: charging at 7:00 p.m. at the same time, which is the worst case in our

study

• Case 2: charging at 12:00 a.m. at the same time

• Case 3: randomized charging strategy with 30-min intervals

• Case 4: randomized charging strategy with 15-min intervals

• Case 5: evenly averaged charging from 7:00 p.m. to 6:00 a.m., which is a nearly

optimal case

Level two charging (6.6 kW) was assumed for the PEVs. The expected insula-

tion life for different penetrations of PEVs for the five charging conditions was

collected in Gong et al. [50]. In these cases, the PEVs were assumed to require their

full usable energy for recharge. From the simulation results, cases with four or more

PEVs have great impact on the transformer. In many cases of 4–6 PEVs (out of six

houses), the transformer insulation life is very short.

The next step simulation takes the estimated final SOC from the Monte Carlo

simulation into consideration. For this simulation, the charging time required for

each PEV is not a firm value but a random value, taking the daily driving pattern

into consideration. Integrating this factor into the transformer thermal model,

the expected transformer insulation life for different market penetrations was

simulated and compared in [50]. With Monte Carlo SOC, which is the SOC

distribution obtained from the Monte Carlo based mass simulation, the battery of

PEVs is usually not completely depleted, so the electric energy required to fully

charge the battery is less than the fully depleted case (Table 1.4).

Table 1.4 Expected transformer insulation life for different scenarios (6.6 kW): comparison

between vehicle full charge and vehicle charge based on demand predicted by Monte Carlo

analysis

Vehicles assumed to require full

charge

Vehicle charge based on demand

predicted by Monte Carlo analysis

Cases

Two PEVs

(years)

Four PEVs

(years)

Six PEVs

(years)

Two PEVs

(years)

Four PEVs

(years)

Six PEVs

(years)

7:00 p.m. 6.7 <1 <1 14.41 <1 <1

12:00 a.m. OK <1 <1 OK <1 <1

Randomized

(30 min)

71.04 3.07 <1 OK 13 2.27

Randomized

(15 min)

83.07 2.83 <1 OK 20.7 1.36

Average OK OK 24.31 OK OK OK
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Results show that large penetration of the PEVs can have great impact on the

power grid—particularly in the case of poor coordination of charging times.

Conversely, low market penetration of PEVs is not detrimental to the transformer

life, especially if charging is coordinated to some degree. The sensitivity of overall

transformer insulation life to the departing SOC was also studied. A randomized

strategy shows some improvement of the charging process, and the simulation

results also show the potential of using uneven charging, which indicates the

necessity of optimization of the charging process considering the transformer

insulation life.

1.5 The Role of Smart Charging Technologies
and Applications

1.5.1 General Considerations

PEV charging can occur in different locations, such as home charging in the night,

workplace charging in the daytime, and shopping center charging during the shop-

ping period. The charging of the PEVs will pose a tremendous load to the

local transformers. Thus, smart charging control strategies are necessary.

In the future, power grid administrators will probably need to control when

vehicle charging is done, in order to minimize its impact on the power grid. For

doing that, a complex communication system between power grid administrator

and PEV owners has to be established; with such a system of communication

a power grid administrator could start using the energy stored in vehicles’ batteries
to help meet peak demand when power generation costs are higher, and

could recharge these batteries when the load on the grid is lower; PEVs’ battery
packs could also provide vehicle-to-grid services (V2G), improving the overall

generation efficiency. Many studies have proved that PEVs could become a useful

asset category for the electrical power grid, providing ancillary services with the

distributed energy stored in the vehicles’ batteries’ [52, 53] . PEVs’ batteries could
also be used as a distributed energy storage system that can minimize the

adverse effects of the intermittent nature of renewable energy resources.

With the two-way communication infrastructure, i.e. smart meters and sensors,

the smart grid is a proposed concept which can effectively coordinate and use the

available energy resources. V2G technology is a part of this emerging area. V2G

technology which not only considers the charging scenarios of PEVs, but also

optimizes the impact of PEVs providing electric energy to the power grid, has

been widely studied recently. If successfully implemented, V2G can provide

benefits, such as to lower electricity generation costs, increase grid reliability,

potentially reduce emissions by integrating wind and solar power, and to provide

a revenue stream for PEV owners. This broad area has been attracting lots of

attention recently. Su et al. [54] presented a comprehensive survey of the role of
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industrial informatics systems in the context of PEVs. The survey covers a number

of issues, including (1) charging infrastructure and PEV batteries; (2) intelligent

energy management; (3) V2G; and (4) communication requirements. The authors

introduced a priority-controlled leaky bucket approach for charging PEVs in

a smart grid system. The paper introduced the concept of charging quality of service

(CQoS) as the charging scheme. Masoum et al. [55] studied the impact of

uncoordinated and coordinated PEV charging on substation transformer loading,

system losses, and voltage profile in a smart grid with charging stations that are

operated based on a real-time smart load management control strategy.

V2G services include acting as an energy storage device that can be charged

off-peak and discharged on-peak as well as providing ancillary services, such as

regulation, thereby reducing the need of the system to rely on conventional

power generators. More important is regulation, which reduces the dependence

on conventional generators for capacity and allows the grid administrator to commit

fewer generators.

PHEVs can provide regulation of higher quality than currently available for

three reasons: (1) It can assure a fast response to a signal; (2) it is available in small

increments; and (3) it is distributed.

From the perspective of the electric power sector, this is a new source of high-

quality grid regulation [52]; in addition to these savings to the system, PHEV

owners can obtain value from making their vehicles available to the system for

V2G services; this value comes from energy and ancillary service payment and also

from reduced vehicle driving costs, due to conventional generators having more

capacity available to charge PHEV batteries, since the grid operator does not have

to rely on generators for ancillary services [53]. In this way, V2G services could

give PHEV owners an additional income, which would reduce their lifetime

ownership costs.

Though V2G is a promising concept, there are several challenges that may delay

the real-world implementation in the short term, such as the need for at wo-way

communication-enabled system infrastructure, and an unproven business model

and economic justification.

In the electric power system, ancillary services are necessary for maintaining

grid reliability, balancing of supply and demand, and supporting the transmission of

electric power from the seller to the buyer. Regulation is one of the ancillary

services that PHEVs could provide; the main purpose of regulation is to adjust

the grid to the target frequency and voltage. Regulation helps to maintain intercon-

nection frequency, to balance actual and scheduled power flows among control

areas, and to match generation to load [56]. The required amount of regulation

service is determined as a percentage of aggregate scheduled demand. Regulation is

provided continuously by generators that are online, equipped with automatic

control, and will respond within minutes to control center requests to decrease or

increase power output.

The basic concept of V2G is that PHEVs provide power to the grid while they

are parked. Each vehicle must have three essential elements for V2G: (1) a power

connection to the grid for electrical energy flow; (2) a control connection necessary
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for communications with grid operators; and (3) precision metering onboard the

vehicle. In Fig. 1.12, the control signal from the grid operator is shown schemat-

ically as a radio signal, but this might be transmitted through a direct Internet

connection or other communication media.

In order to schedule the dispatch of power, a grid operator needs to rely on the

fact that enough vehicles are parked and potentially plugged in at any minute during

the day. In the USA, an average personal vehicle is on the road only 4–5% of the

day, which means that for the great majority of the day the vehicles are parked, and

also during peak traffic hours almost 90% of personal vehicles are parked [58].

Unlike large generators, PHEVs’ energy storage and power electronics are

already designed to provide large and frequent power fluctuations over short time

periods, due to the nature of driving. This makes these vehicles especially well

engineered for regulation. Once a signal is received, the vehicle can respond in less

than a second to change its power output. A “regulation up” signal would cause the

vehicle to provide power to the grid (V2G) and a “regulation down” signal would

cause a decrease in the power output or even draw power from the grid (the regular

battery-charging mode). In previous studies [59], it has been successfully demon-

strated that a single-battery electric vehicle can respond to a regulation signal.

Fig. 1.12 Schematic of power lines and control connections between the electric power grid and

vehicles (source: [57])
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1.5.2 Vehicle Electrification, Impacts on Investments,
and Interdependencies in the Power Sector Including
Renewables

So far, we have considered the demand side of the electricity market and the impact

of the policy framework on the shape of electricity demand. Few studies so far have

considered the impact of electric vehicles and their charging patterns on the

investments in new generation capacity. A controlled charging strategy will require

higher investments in base-load generators, reducing the need for peak units. In

contrast, an uncontrolled charging strategy will require more investments in flexible

units. Therefore, the regulatory framework governing the charging of electric

vehicles will have, ceteris paribus, a direct impact on the business of energy

utilities and on the generation mix of the electricity sector. Utilizing more base-

load generators will increase the emissions of coal-fired units, thereby reducing the

load factor of cleaner natural gas generators. Thus, the charging strategy of electric

vehicles will also impact carbon emission mitigation policy mechanisms such as the

EU Emissions Trading System (EU ETS). Higher emissions may lead to higher

carbon prices in the EU ETS, which in turn would cause higher electricity prices,

reducing the competitiveness of electric vehicles. Therefore, it is necessary to

consider the interrelatedness that exists between the electricity sector and the

carbon market when analyzing the resulting pollutant emissions of different charg-

ing strategies for electric vehicles [60].

The ability of electric vehicles to enhance the introduction of more renewable

energy sources also depends on the existing renewable energy policy. An adequate

policy framework is necessary for these generators to respond to market price

signals, and to actively participate in the electricity market. This is not the case

for many European countries where a feed-in tariff mechanism is in place and

generators are paid a fixed price for their electricity independently from demand

[61]. Although many of these renewable power generators are intermittent and only

biomass-fired units are dispatchable just like conventional generators, exposing

these technologies to the electricity price signal - high prices indicating shortage of

supply, low prices abundance of supply - will attract investments in those projects

which are more valuable for the system.

It is thus necessary to dedicate special attention to the policy and regulatory

framework when analyzing the performance of electric vehicles, their impact on the

power sector, and their eventual costs to consumers (with and without electric

vehicle/s).

1.6 Conclusions

From the considerations reported in this chapter, it is possible to conclude that

vehicle electrification is a multifaceted topic, and that there is considerable uncer-

tainty regarding the vehicle mix of the future and the actual market diffusion
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dynamics, not least due to the issues of lock-in, habit persistence, interrelatedness

with the electricity system, and system transformation. When promoting

e-mobility, policy makers need to take the multi-faceted interrelations properly

into consideration for maximizing social welfare and avoiding undesirable side

effects. They will also need to find out how the impacts change as the number of

e-vehicles grows, other flexibility measures arise (that may or may not be cheaper

or more easily accessible), and the local grid is renewed. Moreover, it is the

concrete (combination of) policy support measures that, additionally to the vehicles

and vehicle improvements being offered in the market, all have a crucial impact

on the actual technical change happening and the overall benefits of vehicle

electrification.
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Chapter 2

AC and DC Microgrid with Distributed
Energy Resources

Dong Chen and Lie Xu

Abstract Renewable power generation and the prospect of large-scale energy

storage are fundamentally changing the traditional power grid. Arising challenges

occur in terms of energy management, reliability, system control, etc. Microgrid, as

an active subsystem of modern power grid, has revealed its promising potential in

dealing with intermittent clean power generation and emerging energy storage,

partially brought by electrical vehicle batteries. In this chapter, the concept of

microgrid is introduced. The main focus is placed on the basic issues of control,

operation, stability, and protection of DC microgrids.

2.1 AC Microgrid

The arising concerns on environment and sustainable energy issues have promoted

the development of distributed renewable power generation and the emerging of

microgrid [1]. Since renewable power sources are naturally dispersed, it is very

difficult for the power system to manage a countless, yet still growing, intermittent

distributed power generation in a traditional way. In order to effectively manage

distributed generation sources, load, and possibly energy storages, a systematic

view has to be taken. By integrating all these distributed units together, a micro

power system is formed from the distribution side, hence the nomination of

microgrid. Given that distribution power system is formerly considered as load-

only, the inclusion of generation and storage units in microgrids is fundamentally

changing the control and operational structure of traditional power system.

As traditional power system is based on AC, microgrids are considered to be

naturally AC based at early stage. A three-phase AC bus is commonly employed as

the point of common coupling (PCC) [2]. PCC is normally set as the only power

interface between a utility grid and the microgrid. The schematic structure is shown
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in Fig. 2.1. A microgrid can be either operated in grid-connected condition or in

some situations, switched to the stage of isolation, i.e., islanding operation [3]. A

fast switch can be placed in between PCC and utility grid as the cutoff point

between the microgrid and utility grid.

Comparing with traditional power grid, the emergence of DGs and ESSs is the

major difference. In a microgrid, renewable DGs and ESSs are interfaced with

power electronics converters with distributed control [4].

Renewable DGs extract power from natural environment, blowing wind, or

sunshine for instance, and try to maximize the power extraction and integration to

the grid. In this sense, the actual power generated mainly depends on instant natural

conditions. Therefore, the renewable DGs are generally considered to be nondeter-

ministic from the grid operator’s view. The only exception occurs when renewable

power must be curtailed or switched off, however, at a certain cost.

ESSs are considered to be a controllable bidirectional source in a microgrid. A

high-performance power electronics interface enables an ESS to provide instant

support to power grid in addition to storage energy management. This special feature

can be employed to cope with the problem caused by intermittent renewable DGs. For

example, the EV charging station can use its battery as an energy buffer to absorb

intermittent power to avoid voltage instability and discharge it in peak hours to reduce

the demand on spinning reverse. It has to be pointed out that a vehicle battery with a

one-direction charger is not necessarily an ESS system. A charging-only battery

system, though controllable, behaves more like a controllable load in distribution

power system due to its lack of discharging capability. However, a vehicle battery, or

more likely a group of vehicle batteries in a charging station, with bidirectional

“chargers” under certain control can play the role of ESS in a microgrid.

A coordinating scheme, either distributed or centralized, is usually designed to

combine all the above-mentioned DGs, loads, ESSs, and relays together to form a

subsystem. This feature also defers from a passive distribution power system with

DG 1 Load n ESS 1

Utility Grid

DG n Load 1 ESS n

PCC

Fig. 2.1 AC microgrid
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isolated DGs and ESSs. A digital secondary control system is commonly used to

supervise, manage, and monitor the whole system [5]. Additional communications

and energy management schemes might be applied with relevant supervisory

control and data acquisition (SCADA) system of higher power system hierarchy.

2.2 Introduction to DC Microgrids

2.2.1 DC Distributed Sources

The idea of DC microgrid emerged soon after the concept of microgrid was

proposed [6]. It is commonly designed for a distributed DC power source

connecting intermittent renewable power sources, energy storages, and DC loads.

This is due to the fact that many renewable power sources, e.g., directly driven wind

generation and photovoltaic system, and energy storage systems, e.g., battery and

super-capacitor, normally have DC links at their interface converter stages [4].

2.2.2 The Configuration of DC Microgrids

By connecting all the DC links of the sources and loads, a DC microgrid is formed,

as is demonstrated in Fig. 2.2. Unlike the idea of AC microgrids, a DC microgrid

does not directly connect to the prevalent three-phase AC utility grid but via a

bidirectional DC/AC converter for common integration.

Utility Grid

AC

DC

DC AC DC

Wind Turbine

Energy Storage

DC load

PV array

Fig. 2.2 DC microgrid
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2.2.3 Comparison of AC and DC Microgrids

(a) Conversion efficiency

DC microgrids are considered to boast its efficiency advantage over AC

counterparts in isolated operation mode when energy storage is involved in

power flow due to fewer conversion levels. Typically for a PV-to-battery

charging case, the power flow in an AC microgrid has to go through DC

generation-AC distribution-DC storage process with DC/AC and AC/DC

conversions. However, the power flow in a DC microgrid skips the AC

stage, thus eliminating the losses brought by DC/AC and AC/DC conversions.

One potential additional loss in DC microgrid is on the load side. Additional

DC/AC conversion losses may apply if interface convertors are placed

between the DC bus and the local AC loads. As a result, the total conversion

efficiency between DC and AC microgrids depends on the trade-off between

reduced conversion and additional conversion losses.

(b) One-off cost on converters

A common DC/AC converter is normally used for interfacing the DC

microgrid to AC utility grid whereas in an AC microgrid, DC/AC converters

have to be equipped with every distributed source. As the power rating of the

common DC/AC converter in a DC microgrid is normally less than the total

power rating but greater than any of the individual unit rating in AC counter-

parts, the one-off manufacturing and installation cost is reduced in DC

microgrids due to higher per-kilowatt cost on converters of lower power

ratings.

(c) Transmission/distribution efficiency

A significant feature of DC transmission is that there is no reactive power

concern. As a result, the transmission loss caused by reactive current in AC

systems is eliminated. In addition, a constant DC current tends to produce less

copper loss on power line than AC over the same line resistance when

delivering the same amount of real power.

(d) Power supply reliability

One promising feature of microgrids is that it can provide uninterrupted

power supply during utility grid outage, which is often referred to as “seam-

less” switch during islanding operation.

For the AC microgrid system, it is difficult to determine when to switch the

energy storage converter to islanded (isolated) mode since there is a contra-

diction between potential low-voltage ride-through (LVRT) grid code require-

ment and seamless switch.

Even though the present IEEE 1547 standard does not demand distributed

sources to carry out voltage ride through during voltage dip and require

renewable sources be tripped for voltage deviations, and the PCC switch of

an AC microgrid can be designed and implemented to such requirement

accordingly at this stage, it is doubtful that if it is appropriate in future. The

reason is that a voltage dip caused by transmission level tends to cause low
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voltages over a vast area of distribution systems. The instant and simultaneous

trips of AC microgrids along with its DG sources can potentially cause further

transient event after the fault. It is better to maintain the generations and

possibly loads to avoid severe power imbalance after a grid fault.

A possible case in future is that the utility grid operator would require the

distributed sources or microgrids stay connected for a predefined period of

time, say a few hundred of milliseconds, before disconnection when voltages

stay above a small percentage of nominal, say 15%, during voltage sag. This

could be demanded in a distribution system with high penetration of renewable

generations. It is to ensure that a temporary fault would not cause further

undesirable disconnection of other distributed generations [7]. That is to say,

for a grid-connected AC microgrid, a predefined seam might be required by

the grid operator if the voltage drop is not sufficiently low. Therefore, the

energy storage system, as is directly coupled with AC utility grid, cannot

restore the local voltage by switching to the voltage regulation mode imme-

diately after a voltage dip is detected. Furthermore, the prevalent implemen-

tation of instant voltage detection approach, digital phase-locked loop (PLL),

either for single or three phase, can cause further delay in voltage detection

process [8, 9], which is another unfavorable aspect for seamless transition

during islanding operation.

For a DC microgrid not directly coupled with the AC utility grid, the energy

storage system on the DC side can take over or facilitate the DC voltage

regulation immediately after an abnormal DC voltage variation, say 20% dip,

is detected. It can help to suppress the undesirable variation to a predefined

level in a reacting time of milliseconds. This reaction can take place regardless

of the operation mode of the common DC/AC converter and whether there is a

utility fault or not [10–12]. In addition, enhanced operational control tech-

nique [13] may be applied to further improve DC power quality to cater

specific power quality standards, MIL-STD-704F for instance, during tran-

sients. These features make the DC microgrid to provide a better quality

“seamless” power supply to cater commercial [11] and industrial [12] con-

sumers’ needs.
(e) Controllability

A good feature of DC power systems is that a constant DC voltage would

ensure the stability of the system. As a result, DC voltage regulation is the only

essential concern to maintain a stable DC power system. For an AC power

system, however, not only the voltage (amplitude) but also the frequency

(angle) must be regulated and both regulations must be performed simulta-

neously. Furthermore, as the AC utility grids are three-phase systems, sophis-

ticated techniques shall be employed to cope with unbalanced components

which predominantly come from the vast adoption of single-phase DGs and

loads in low-voltage power system. All these fore-cited factors indicate a

better controllability for DC microgrids over AC.
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(f) Protection arrangement

Protection is currently the major advantage of AC microgrid over DC. For

AC protection theory and equipment have been maturely developed and the

zero-crossing nature of AC current enables AC circuit breakers to distinguish

arc easily. However, zero-crossing does not naturally happen in a DC system.

Thus sophisticated technique has to be implemented resulting in higher costs

for DC circuit breakers.

(g) Load availability

As power system is predominantly AC based, electric equipment is preva-

lently designed for standard AC power supply. However, DC load has huge

potential. Digital equipment such as computers, routers, LEDs, and TV sets

are naturally more compatible with DC power supply. In addition, motor

drives including EVs are likely to have DC links. A common DC bus would

help to greatly reduce its cost on the rectifying side. The relevant loads, such as

converter-fed electric fans, pumps, and air conditioners, can be designed for

DC power supply instead of AC with manufacturing cost lowered and effi-

ciency boosted.

The comparison of AC and DC microgrid is generalized in Table 2.1.

Table 2.1 DC microgrid

Microgrid

type AC DC

Conversion

efficiency

Low: Multiple AC/DC and AC/DC

conversions have to be used when

interconnecting renewable sources and

storages

High: AC/DC and DC/AC conver-

sions between renewable sources and

storages are reduced

Cost on

converters

High: DC/AC converter has to be

invested for each of the renewable

sources and storages

Low: Reduced conversion stage

means less converters are required

Transmission

efficiency

Low: Additional loss due to reactive

current

High: Loss associated with reactive

current eliminated

Power supply

reliability

Difficult-to-guarantee seamless transi-

tion after a utility fault

A guaranteed smooth transient DC

power supply with limited voltage

variation

Controllability Difficult: Both voltage and frequency

regulation needed; unbalance com-

pensation needed in a three-phase

system

Simple: No frequency, reactive

power, or phase unbalance concern

Load

availability

High: Available loads are dominantly

designed with AC power supply

Low but with great potential: Digital

and converter-based loads are highly

compatible to DC

Protection Mature arcing technique with cost-

effective circuit breaker and well-

developed protection system

High-cost circuit breaker with pro-

tection theory and equipment under

development
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2.3 The Control and Operation of DC Microgrids

2.3.1 Principles of DC Microgrid Operation

As is seen in the previous section, a DC microgrid consists of a number of terminals

to achieve certain functions, which are power generation, grid connection, energy

storage, and power consumption. DC capacitors which help to maintain system DC

voltage are located at each of the terminals. DC lines are set to connect every

terminal to form a DC network.

2.3.1.1 The Definition of DC Terminals [13]

DC microgrid terminals can be categorized into four basic types in terms of their

functions. They are grid connection, power generation, load consumption, and

energy storage.

If we further analyze how the terminals can affect a DC power grid, we can

generalize the terminals, in terms of their contributions to system operation stabil-

ity, into two groups which are named as power terminal and slack terminal.

• Power terminals are defined for those DC terminals that are either outputting or

absorbing power on their own merits, which behave as “selfish” terminals.

• Slack terminals are defined for those DC terminals that are actively balancing the

power flow within the DC grid, which behave as “generous” terminals.

Care must be taken that the determination of which fore-cited group a certain DC

terminal belongs to is based on its instant behavior. Therefore, for a certain DC

terminal, it is possible that its category can be switched from one to the other. For

instance, the utility grid-side DC/AC converter, normally operating as slack termi-

nal, accommodates the power surplus and deficit within the DC grid. When the

surplus exceeds the power rating, the DC/AC converter has to operate at its

maximum power (current) point and consequently loses the capability of balancing

power and becomes a power terminal.

Obviously, in order to maintain the power balance, there must be at least one

slack terminal within the DC microgrid, for the “selfish” power terminals are not

capable of balancing the power on their own.

2.3.1.2 Control of DC Microgrids: Central Control and Autonomous
Control

One original idea of DC microgrid control scheme was centrally control based [14],

which stems from traditional power system control. By using a central controller,

the real-time sampling and detections are collected from all the terminals to a

general central controller as is illustrated in Fig. 2.3a. The central controller
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possesses the detected information and manages to output instant orders to each

terminal. This idea was soon found unfeasible and unreliable for an expanded DC

network with increasing number of DC terminals. Unlike traditional large-scale AC

power systems, a DC microgrid does not have significant inertia. The DC voltage

can typically drop to zero or rise to double in a few mini-seconds if a steady power

mismatch is not addressed. As a result, an extremely high bandwidth and reliable

communication channels are demanded in this case. Central control scheme

demands duplex communications on the loop of high-bandwidth control between

each terminal and the central controller, which would greatly increase the cost and,

more importantly, the extra communication system degrades the reliability as

unpredictable consequences would occur if there is a communication failure, a

packet losing for instance. The overall reliability of a centrally controlled DC

microgrid is generally difficult to guarantee as a failure on the central controller

on the communication channel may result in system collapse.

(a) Central control

(b) Autonomous control

V

Central Controller

Converter
Controller 1

V1 I1 Vn In

V

Converter
Controller n

+

-

V

Converter
Controller 1

V1 I1

V

Converter
Controller n

Vn In

+

-

Fig. 2.3 (a) Central control. (b) Autonomous control
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In order to avoid such high communication demand of central control, autono-

mous control was proposed for DC microgrid control at primary control level,

which is illustrated in Fig. 2.3b. Autonomous control is based on local detections

only and therefore the primary controls of terminal converters can be incorporated

in a “plug-and-play” and expandable manner without the need for communications.

With autonomous control methods, the terminal cooperation scheme shall be

specially designed and embedded into terminal controllers.

For autonomous control, voltage variation-based technique can be implemented

[15–17] which does not need additional communication channel but local voltage

detection, hence better reliability and lower cost. Droop control is normally

employed throughout voltage variation-based autonomous control scheme. A typ-

ical voltage banding scheme is demonstrated in Fig. 2.4, where specific control

strategies are determined by which band the local DC voltage detection belongs to

[17], and its relevant control is locally embedded within each DC terminal.

2.3.1.3 The Principles of DC Voltage Control [13]

Figure 2.5 shows the basic DC terminal model. The terminal voltage would rise

when the capacitor charging current is positive and drop when negative. In other

words, voltage variation of a DC microgrid can indicate whether the system power

flow is effectively balanced.

Voltage varia�on
V1+ V2+V1-V2- 0

Voltage Band 0
Voltage
Band 1-

Voltage
Band 1+

Voltage
Band 2+

Voltage
Band 2-

+

Fig. 2.4 Voltage band definition for autonomous DC microgrid control scheme

CT

icharge

it ig

VT
+
-

Fig. 2.5 Voltage variation-

based DC microgrid control

scheme
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The charging current icharge is subjected to

icharge ¼ it � ig ð2:1Þ

where it is the terminal current and ig the DC grid current. Once the grid current is

given, the charging current can be regulated by controlling the terminal power.

Droop control, as is shown in Fig. 2.6, is widely used in the implementation to

determine how much current a slack terminal shall be given on a real-time basis.

Linear current-voltage control is imposed when the voltage variation is between

and ΔV1 and ΔV2. Saturation current/voltage is normally added for power rating or

control band switching concern.

The corresponding control diagram of droop control can be generalized as a

proportional with saturation control shown in Fig. 2.7, where the voltage variation

can be calculated with the reference voltage Vref and the detected terminal voltage

Vt and Kp refers to the gain of the droop.

2.3.1.4 Operational Criteria

In order to determine the specific control strategy in each operational status, the

operational criteria of a DCmicrogrid is set up in three groups in terms of priority as

the following:

• Reliability—of the first priority

Reliability concerns operational stability and equipment safety, which ensures

that the facilities within the microgrid, such as capacitors, power electronics

devices, transmission lines, and energy storage systems, are not damaged and are

in normal operation. As the reliability is primarily for safety concern, once a DC

microgrid is in operation, the criteria of reliability shall be obeyed at all time.

It

-ΔV

I1

I2

-ΔV1 -ΔV2

Fig. 2.6 DC voltage droop

+

-

ΔV
Vref

Vt

It
Kp

Fig. 2.7 DC voltage droop

control block
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• Function ability—of the second priority

Function ability concerns satisfactory anytime plug-and-play power supply,

maximum renewable power generation, and state of charge (SOC) management

of energy storage. As the function ability is proposed for the basic function

demand from microgrid customers, it shall be fulfilled upon the state when

reliability is ensured.

• Optimization—of the least priority

Optimization concerns the optimal but not essential operation attributes for a

microgrid. Examples are utility grid support, power smoothing, and internal

voltage variation suppression.

During system operation, conflicts among groups of criteria may occur under

certain circumstances. The criteria of the lower priority shall be subjected to the

higher. One typical example is when the microgrid is operating during islanding

operation, load shedding shall be carried out when the load power consumption

exceeds the real-time total power supply capability, where the anytime power

supply function ability shall give way to the safety criteria to avoid system

instability.

2.3.1.5 Autonomous Control Strategy of DC Microgrid [17]

Since the control schemes of the terminals within a DC microgrid can be deter-

mined by DC voltage variation, autonomous control for an entire DC microgrid can

be established. Assuming that the voltage difference among the terminals is negli-

gible, a certain range of operational voltage can be set and divided into a number of

bands. In order to ensure the power balance, certain combination of terminals is

assigned into each band acting as slack terminals. Based on the voltage band

defined in Fig. 2.4 and the fore-cited control criteria, a typical autonomous voltage

control scheme can be established, which is demonstrated in Fig. 2.8.

As is shown in Fig. 2.8, a control structure of three levels within 5 V bands is

established by injecting slack terminals into each of the voltage bands. The control

levels are:

Level 0: Level 0 control corresponds to voltage band 0, where the system is in

normal grid-connected operation. The DC voltage is maintained by utility grid-

connected DC/AC converter (GVSC)—the slack terminal.

Voltage varia�on
V1+ V2+V1-V2- 0

Voltage Band 0
Voltage
Band 1-

Voltage
Band 1+

Voltage
Band 2+

Voltage
Band 2- +

GVSC Genera�onESSESSLoad

Fig. 2.8 Autonomous voltage control
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Level 1: Level 1 control corresponds to voltage band 1+ and 1�, where the G-VSC

fails to regulate the DC voltage within band A and energy storage system (ESS),

the slack terminal(s), starts to take the place.

Level 2: Level 2 control corresponds to voltage band 2+ and 2�, where both GVSC

and ESS cannot maintain DC voltage within band A and an emergency control is

performed. Load shedding is carried out in band 2� and generation curtailing in

band 2+. Please note that since load shedding is normally an on/off process, it

cannot possibly maintain the DC voltage within band 2� but to push the voltage

back to band 1�. If the voltage goes below band 2� or above 2+, protection

measures shall take place.

It is possible that multiple slack terminals are selected within one band and

cooperation strategy is essential in such situation.

2.3.1.6 Enhanced Droop Control for DC Microgrids [13]

Droop control is normally performed in voltage regulation, though it has a number

of drawbacks. One obvious fact is that there is always a static error. Another

undesirable feature is that the system might be subjected to lack of phase margin

when the droop gain is too large for a relatively large control period. In order to

correct the undesirable features of droop, enhanced control strategies are proposed

for practical implementations.

Adding an integral controller paralleled with the proportional forms a PI con-

troller, as is shown in Fig. 2.9a, which is normally employed by GVSC within a DC

microgrid to eliminate static voltage error during AC grid-connected operation.

Care must be taken that no more than one PI regulation can be implemented within

a DC microgrid simultaneously to avoid conflicts between each other.

(c) PI voltage control

(d) P + Lead-lag control

+

-

ΔVVref

Vt

It
Kp

+
+

Ki 1/S

+

-

ΔV
Vref

Vt

It
Lead-lagP

Fig. 2.9 Enhanced droop control. (a) PI voltage control. (b) P + lead-lag control
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Lead-lag controller is also well employed when a large droop gain is required

with a low control frequency, typically 2.5–5 kHz. A lead-lag controller is added to

the droop controller to correct the dynamic behavior by increasing phase and gain

margin; one example is shown in Fig. 2.10.

2.3.1.7 Enhanced Operational Control of DC Microgrid and Power

Smoothing

In order to enhance the output power exchange with the utility grid, ESS can be

injected into the voltage band 0 in Fig. 2.8 as Fig. 2.11 shows.

By setting the gain much larger than the GVSC, the ESS can effectively share

most of the power fluctuation of higher frequency, hence smoother output power

from the GVSC to the utility grid. Besides, the total bandwidth of voltage regulation

can be increased, which means that the DC voltage variation can be further

suppressed for the same power variation. As the gain can be considerably large, a

lead-lag controller shall be added to the ESS controller in the form of Fig. 2.9b.
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Fig. 2.10 Lead-lag correction
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Fig. 2.11 Enhanced operational control
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Such a voltage regulation and frequency-based power sharing strategy can be

assessed by close-loop Bode plot, which is illustrated in Fig. 2.12.

2.3.1.8 Hierarchical Control Scheme with Low-Bandwidth
Communication

The major drawback of the fore-cited autonomous control scheme is that a static

voltage variation cannot be avoided when the DC system is operating in a certain

voltage band other than band 0. Besides, it is also difficult to achieve accurate

power sharing among slack terminals in an autonomous manner. A communication

(a) Voltage regulation response Vdc/Vdc*

(b) Power sharing of enhancing operation
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network is therefore employed to optimize voltage profile in various timescales,

hence a hierarchical control system [18]. A hierarchical microgrid control system

can be typically divided into three layers in terms of the control cycle. They are

autonomous control layer, local central control layer, and remote control layer,

which are demonstrated in Fig. 2.13. As is shown in Fig. 2.13, the fore-cited

autonomous primary control scheme is performed by each of the terminal converter

in the autonomous control layer. The instant control feedbacks are based on each

local voltage and current detections. The control cycle of this layer is normally less

than a millisecond. Meanwhile, local central controller collects the current and

voltage information from each terminal and provides optimized parametric amend-

ment orders to current and voltage control. A secondary power sharing and voltage

adjustment can be performed in this layer [19]. And the overall energy management

can also be carried out in this layer if applicable. The control cycle of local central

controller is typically between tens of milliseconds to a few seconds depending on

communication baud rate and system scale. The remote controller layer allows the

system operator or higher but slower level control to access the database uploaded

by local central controller and manage the energy management strategy based on a
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Local Central
Controller
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Fig. 2.13 Three-layer DC microgrid control system
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cycle of a few seconds to a few minutes. The local central control layer is a

desirable redundancy for optimization to the autonomous control layer and similar

case is the remote control layer to the local central controller.

2.4 Stability of DC Microgrids

2.4.1 Small Signal Model and Stability Assessment

2.4.1.1 Virtual Impedance Method

In order to assess the dynamic performance of a DC system, an appropriate

linearized model shall be established for small signal analysis. As is cited in

previous sections, the DC microgrid system consists of power terminals and slack

terminals. Slack terminal control can actively affect system dynamic performance.

A single-slack terminal DC system model can be established with the slack control

modeled as virtual impedance in S domain using virtual impedance method

[20]. The modeling scheme is demonstrated in Fig. 2.14, where Reg(s) refers to

the linear transfer function of the slack terminal control, including both open-loop

voltage regulator RegV(S) and close-loop current regulator RegI(S).
The transfer function can be given by

Reg Sð Þ ¼ RegV Sð ÞRegI Sð Þ ð2:2Þ

+

-

+

-

+

-

1
( )Reg S
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-
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ri +

-
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pi

dcVri refV
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Fig. 2.14 Single-slack terminal DC microgrid modeling using virtual impedance concept
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A high-bandwidth current regulation transfer function can be simplified and

modeled as a first-order delay process as

RegI Sð Þ ¼ 1

1þ TcS
ð2:3Þ

where Tc is the implemented control cycle. RegV(S) is the linearized open-loop

voltage regulator which can be a P control, P with lead-lag control or PI control as is

cited in previous sections.

With a simplified model as Fig. 2.14 shows, transfer functions or state space can

be established and then system stability can be analyzed with known assessing

technique such as phase/gain margin analysis and root locus. One example of

single-slack terminal analysis in terms of variable PI regulator band width is

shown in Fig. 2.15 using close-loop root locus and open-loop marginal analysis.

For a DC microgrid with multiple slack terminals and complex topology, S-
domain model can be set up based on single slack terminals connected to each other

via line impedances. By using Thevenin’s equivalent from any of the terminal sides,

the multiple-terminal system can be transformed into a simplified model in the

same form in Fig. 2.14. This process is shown in Fig. 2.16 and then the same

stability assessing technique applies.

2.4.1.2 Impacts of Constant Power Load on System Stability

The DC loads in a system are not necessarily linear load. Their behaviors vary and

can have significant impact on a DC microgrid operation and stability. One of the

commonly seen and severe cases is the constant power loads (CPLs) [17].

Static Consideration of a DC System with CPL

As is previously cited, droop-based control is normally used in autonomous control

level. A basic concern about the impact of CPLs is whether they are compatible

with droop control. A basic example is demonstrated in Fig. 2.17a where a droop-

controlled slack terminal is supplying a CPL RCPL with a cable resistance of RL. The

static characteristic of the simple circuit is shown in Fig. 2.17b with two droops and

the CPL considered [17].

The DC voltage at the load terminal is

Vdc ¼ Vref � Req þ RL

� �
Idc ð2:4Þ

where Req is the equivalent slack terminal virtual resistance and per-unit values are

used in all the expressions in this section.

As is shown in Fig. 2.17b, the CPL characteristic is given as
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Vdc � Idc ¼ constant ¼ PL ð2:5Þ

where PL refers to the load power.

In order to ensure a stable system operation, the characteristic curves of the slack

terminal and the load must share a cross point on the V–I plane, using per-unit value

Fig. 2.15 Stability assessment of single slack terminal. (a) Close-loop root locus (arrow points to
increasing ω0 value). (b) Open-loop Bode plot
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with the superscript of “*” and assigning Vdc*¼ 1. The operating voltage can be

calculated by combining (Eqs. 2.4 and 2.5) as

Vdc* ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4 Req*þ RL*

L
� �

PL

q
*

2
ð2:6Þ

To ensure the existence of the operating point, the following condition must be

met:

Req*þ RL* � 1

4PL*
ð2:7Þ

Obviously, Droop 1 does not meet the conditions whereas Droop 2 does in

Fig. 2.17b. And the operating point can be given as

Vdc*, Idc*ð Þ ¼
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4 Req*þ RL*

� �
PL*

q

2
;

2PL*

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4 Req*þ RL*

� �
PL*

q
0
B@

1
CA

ð2:8Þ

Droop can be selected with the guidance of (Eqs. 2.7 and 2.8).

Small Signal Modeling of a CPL with Virtual Impedance Method

By differentiating the equation of Vdc¼PL/Idc on both sides, the small signal virtual

impedance on a given point can be obtained as

RCPLeq ¼ dVdc

dIdc

��
Idc¼Idc0 ¼ � PL

Idc
2

��
Idc¼Idc0 ð2:9Þ

where Idc0 refers to the equilibrium point current. Therefore, when the operational

analysis point, that is, Vdc and Idc, has been determined, this equivalent virtual

resistance can be incorporated into the fore-cited S-domain analytical circuit based

on virtual impedance concept.

Dynamic Consideration of a CPL Within a DC Microgrid

In a DC power system, though the static characteristic matches the needs from CPL,

there is still a chance that severe oscillation would be caused due to its dynamic

behavior caused by the negative resistance brought by CPL. Such oscillation is

more likely to happen with larger line impedance, smaller terminal capacitance, and

larger constant power load.
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In order to prevent undesirable oscillation, damping measurement shall be taken

into consideration at the designing stage. The damping implementation varies.

However, the damping methods can be generally categorized into two kinds—slack

terminal side damping [19–21] and power terminal side damping [22–24]. The

power terminal damping methods superimpose an extra damping control into the

CPL control, hence a modified and more stable CPL behavior for the global system

concern. Such power terminal side method can possibly result in a trade-off of the

modified load performance but more adaptive to a system with multiple CPLs and

possible reconfigurations [24]. Slack terminal damping methods, on the other hand,

superimpose the damping control into the normal voltage control to provide extra

damping to the DC system without compromise to load behavior; yet the drawback

is that it is case sensitive to system configuration and variable sources and loads

may increase the difficulty to ensure its robustness.

2.5 Protection of DC Microgrids

Comparing the protection of traditional AC systems, the theory and implementation

of the newly evolved DC microgrid protection are far from maturity. In this section

a few issues concerning DC microgrid protection are discussed.

2.5.1 Introduction to DC Faults

The faults within a DC microgrid can occur at terminal units and on any point of the

network. The terminal units are DC/DC converters, grid-connected VSC, loads,

utility AC grid, or other converters. Network fault concerns those occurring at the

DC buses, transmission lines, or feeders.

For converter and AC-side fault, the fault current can normally be limited by the

inductive filters along with switching devices.

The DC network faults can further be divided into two types: line breaking and

short fault [25].

(a) Line breaking

A line breaking fault will possibly change the system topology and power

flow of a DC microgrid. Typically in a radial topology, a breaking fault would

essentially intersect the grid into two sub-grids, which is illustrated in

Fig. 2.18. The instant autonomous control scheme will continuously be

performed within each of the sub-grid. The terminal unit will remain in the

operational voltage band shown in Fig. 2.4 as long as there is at least one slack

terminal surviving for each sub-grid. Otherwise, the DC system voltage will

divert and protection must take place by blocking all the converter sources and

tripping the loads. Actually, the system behavior of a DC microgrid after a line
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break seems more like a mode switch and can be handled with predefined

autonomous control scheme and voltage protection.

(b) DC short faults

As the DC side impedance is very low, a DC short fault will produce a huge

current surge draining into the faulty point in a very short time, typically

milliseconds. If a bus fault happens at the point of S1 shown in Fig. 2.19, the

current will increase drastically.

Simulation results shown in Fig. 2.20 are given from the GVSC converter

side, where it can be seen that the fault current across the faulted cable can rise

up to 20 p.u. in 5 ms.

(c) DC arc faults

Arc faults refer to the situation that an electric circuit is maintained via

an arc when two conductor ends are very closely located with dielectric

medium in between [26–30]. Such situation results from the cause that the

Terminal 1 Terminal 2

Terminal 3 Terminal 4

Terminal 5 Terminal 6

Terminal 7 Terminal 8

B111B

Sub-grid 1

Sub-grid 2

Fig. 2.18 Line-breaking

fault in a DC microgrid

Terminal 1 Terminal 2

Terminal 3 Terminal 4

Terminal 5 Terminal 6

Terminal 7 Terminal 8

S1

Fig. 2.19 Bus fault in a DC

microgrid
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high-temperature arc ionizes the dielectric medium. The arc current is usually

not very significant comparing with normal power rating but is able to

accumulate high temperature at the faulty point. A lasting arc fault may further

damage the adjacent equipment and cause more severe fault event. There are

mainly two kinds of arc faults—series and parallel, shown in Fig. 2.21a, b.

A series arc fault is more common in a DC system. It can be caused by

unintentional conductor discontinuity within DC lines or by a loose contactor

that slightly separates the connections, etc.

In order to prevent damage caused by arc fault, the arc fault of a DC

microgrid should be detected. However, the detection of DC arc fault, espe-

cially a series arc fault, in a DC microgrid is difficult. The reason lies on the

fact that the behavior of an arc fault is similar to small nonlinear impedance,

causing limited changes to system currents and voltages [26–29]. Reports

show that the behavior includes a static resistive characteristic along with

high frequency, typically a few kHz, chaotic noise as well [26, 27]. It is still
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Fig. 2.20 DC fault behavior from GVSC side. (a) GVSC terminal side model. (b) Fault behavior
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difficult to establish an explicit analytical model to find out its exact signature

due to its chaotic behavior and random causes.

2.5.2 DC Circuit Breaking

The key issue of DC protection device is to interrupt fast-increasing DC fault

current. There are generally two types of DC current interruption methods, that

is, current breaking and current limiting.

Fuse [25] is the most common circuit-breaking device with a fuse link and

arc-quenching component. A fuse breaks its circuit by melting when a certain

root mean square current goes through, which means that it can be applied in either

DC and AC circuit. A fuse uses its heat-absorbing material to break the circuit and

quench the arc. The heat-absorbing material is normally silica sand, connecting to

conductor links within a ceramic cartridge. The selection of fuse mainly depends on

its voltage and current-time ratings. For the DC applications, a shorter current rising

time (typically a few milliseconds) rather than a steady large current will result in a

quicker melting process and better arc quenching [31]. A quick melting fuse with

light overcurrent handling ability is desirable for a DC fault. The major drawback of

fuse is that it is nonreversible. Fuse can be applied as the main protection device in

small-scale DC microgrid or as the backup device in a relevant large system.

Molded case circuit breaker (MCCB) is the most commonly used low-voltage

circuit breaker. Unlike fuses, MCCBs are reversible. An MCCB is able to interrupt

current within a time of a few tens of milliseconds under a rated voltage of hundreds

of volts and with an interruption current of tens of kilo amperes [32]. MCCB can be

used as the main protection device in low-voltage small-scale DC microgrid

system.

The idea of current limiting is to insert a device of current-sensitive impedance

into DC circuits. The inserted impedance can be resistive or inductive. The value of

the inserted impedance is very low when normal current goes through and tends to

rise drastically when large fault current passes through, hence limited rising rate of

the DC fault current. With the assist of current limiter, the DC current can be

interrupted with relevant “slower acting” switchgear. The DC circuit breaker can

therefore make the fault current to commutate to the axillary resonant circuit and

force a zero-current point to allow arc extinguishing.

(a) Series arc fault (b) Parallel arc fault

Vdc
+

-
Load Vdc

+

-
Load

Fig. 2.21 DC arc fault. (a)
Series arc fault. (b) Parallel
arc fault
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2.6 Conclusion

Microgrid, as a promising new power management system, is proposed for accom-

modating growing distribution generation and energy storages; for example, elec-

tric vehicle charging stations can act as an ideal storage resource in microgrids.

Distributed renewable generations, energy storage systems, and local loads are key

elements of a microgrid. DC microgrid is specially designed for distribution power

systems dominated by those generations, storages, and loads that have DC links.

In this chapter, the hierarchical structure of DC microgrids is introduced. With

autonomous voltage control scheme at primary control level, a DC system can well

operate autonomously. Secondary and higher control levels enable further optimi-

zation on accurate power sharing, voltage restoring, and energy management.

Virtual impedance method is introduced for assessing DC power system dynamics.

DC microgrids have significant advantages in terms of converter cost, distribu-

tion efficiency, power supply reliability, and controllability compared to AC ones,

whereas the difficulty in DC protection is the major weakness.
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Chapter 3

Integration of Renewable Energy Sources
into the Transportation and Electricity
Sectors

Vamsi Krishna Pathipati, Arash Shafiei, Giampaolo Carli,
and Sheldon S. Williamson

3.1 Introduction

The challenge for the next few years in the auto industry is to improve vehicle fuel

economy, and make them independent of oil supply, as well as reduce carbon

dioxide (CO2) emissions. To achieve these stringent industrial goals, the trend in

the auto industry is to move towards transportation electrification, by introducing

sustainable and nonpolluting electric and plug-in hybrid electric vehicles

(EVs/PHEVs). Innovative transportation penetration has affected energy produc-

tion in a major way. Energy production is already reaching its peaks. Hence, it has

become imperative to find a solution, to manage energy production and usage

accurately, especially within the context of EV/PHEV energy storage systems.

The chapter also focuses on EV battery charging from home as well as at work

and future public charging stations, covering charging levels I and II, as defined by

standards laid out by the Society of Automotive Engineers—SAE J1772. According

to SAE J1772, DC charging of EVs/PHEVs can be performed at 200–450 VDC,

from 36 kW, 80 A (DC Level I), up to 200 A, 90 kW (DC Level II). A power

electronics perspective to interconnect EVs/PHEVs with renewables and the grid is

also discussed. Power electronic DC/DC converter topologies for smart and efficient

interconnection of EVs to homes as well as the grid and renewable energy systems

are introduced. Reduced stages of power conversion are also emphasized upon.

Finally, this chapter presents the advantage of having an EV at home (powered

from the AC grid and a rooftop PV panel). Recently, it has become a trend to

produce electricity at home, for personal usage, or to sell power to the grid. This is

the concept of smart grids. However, there typically exists no energy storage at

home. If the EV battery is considered as an element of the household, when the
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vehicle is connected at home, renewable energy can be stored in the EV battery.

Thereafter, this energy can be used for vehicle propulsion or to supply the grid. This

power flow is called vehicle-to-home (V2H) or vehicle-to-grid (V2G) power flow.

This chapter discusses a real-world test case scenario of an EV connected to a

PV/grid-powered home. An optimization formulation for minimal cost power flows

is presented.

3.2 On-Board Energy Harvesting Through Renewable
Energy Sources

Solar electricity which can be obtained using photovoltaic panels is one of the

easiest ways as long as sun is available. They can be easily mounted on the roofs of

buildings or rooftops of parking slots generating electric power to charge the battery

pack of the EVs while providing shade for the cars. Since solar energy is intermit-

tent and variable, power grid should be involved to ensure that enough power is

available. Conventional solar chargers inject power to the grid and use grid as the

main source because of its reliability and being infinite. Hence, they use grid as a

kind of energy storage system. This approach can lead to problems for grid stability

if solar panels are utilized in large scale and comparable to the grid.

For easy understanding, an example approach is taken in this unit, based on the

photovoltaic potential as per Pelland et al. [1] and Morris [2] of certain locations in

Canada, and the sizing of the PV panel, required for charging a PHEV, for operating

in an all-electric mode for 40 miles daily, is discussed. More importantly, scenario-

based case studies based on different vehicle structures are carried out to evaluate

the possibilities of reducing the costs. Finally, a comprehensive comparison is

carried out to summarize the advantages from different points of view.

3.2.1 Introduction

Conventional vehicles (CVs), which use petroleum as the only source of energy,

represent majority of the existing vehicles today. As shortage of petroleum is

considered as one of the most critical worldwide issues, costly fuel becomes a

major challenge for CV users. Moreover, CVs emit greenhouse gases (GHG), thus

making it harder to satisfy stringent environmental regulations.

One of the most attractive alternatives includes electric vehicles (EVs) or zero-

emission vehicles (ZEVs), which only consume electric energy. However, due to

the limited energy densities of the current commercially available battery packs, the

performance of EVs is restrained as neighborhood vehicles, with limitations of

low speed, short autonomy, and heavy battery packs. As a successful example,

Canada-based ZENN’s commercialized EV has an average speed of 25 mph and

30–40-mile driving range per charge.
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Currently, the most promising and practical solution is the hybrid electric

vehicles (HEVs). Its propulsion energy is usually from more than two types of

energy storage devices or sources, and one of them has to be electric. HEV drive

trains are basically divided into series and parallel hybrids. Series hybrids are

electric-intensive vehicles, as the electric motor is the only traction source, and

the internal combustion engine (ICE) merely works at its maximum efficiency, as

an onboard generator, to charge the battery.

Keeping in mind the goals of creating an energy-wise, cost-effective, and overall

sustainable society, plug-in hybrid electric vehicles (PHEVs) are recently being

widely touted as a viable alternative to both conventional and regular hybrid

electric vehicles. PHEVs are equipped with sufficient onboard electric power, to

support daily driving (an average of 40 miles per day) in an all-electric mode, only

using the energy stored in batteries, without consuming a drop of fuel. This, in turn,

causes the embedded internal combustion engine (ICE) to use only a minimal

amount of fossil fuel to support further driving beyond 40 miles, which further

results in reduced greenhouse gas (GHG) emissions.

PHEVs can reduce fuel consumption by charging its battery from the grid. It is,

thus, a valid assumption that moving into the future, a large number of PHEV users

will most definitely exist, and the overall influence of charging the onboard energy

storage system (ESS) cannot be neglected. Related literature [3, 4] by L. Eudy and

A. Burke firmly states that by the year 2018, the market share of PHEVs will

increase to about 25%. Based on this data, the additional electric energy demanded

from the distribution grid for five million PHEVs would be roughly about 50 GWh

per day. The typical charging time would be 7–8 h, which might make it hard to

accommodate these additional loads in the load curve without increasing the peak

load. Also, the required additional charging energy would have a possible impact on

the utility system. Expanding the electric system the conventional way, with large

generating plants located far from the load centers, would require upgrading the

transmission and distribution systems too. Besides the high costs, this can take

many years before obtaining the right-of-way. Alternatively, smaller power plants

based on renewable energy, such as solar energy, can be installed in a fraction of

that time on the distribution system, which is commonly referred to as “distributed

generation (DG).” Photovoltaic (PV) presents a modular characteristic and can be

easily deployed in the rooftop and facades of residences and buildings. Many

corporations are adopting the green approach for distributed energy generation.

For instance, Google has installed 9 MWh per day of PV on its headquarters,

Googolplex, in Mountain View, California. At the moment, it is connected to

Mountain View’s section of electricity grid. Alternatively, it could be used for

charging PHEVs during work hours, being a great perk for environmentally

concerned employees. The energy stored in the batteries could also be used for

backup during faults. In Canada, the latest projections (2000) indicate that by 2010,

renewable DG sources will represent at least 5% of the total energy produced and

20% of cogeneration, from the actual figures of 1% and 4%, respectively. There-

fore, from the environment point of view, charging PHEVs with solar power will be

the most attractive solution.
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This chapter deals with the sizing of the PV panel required for charging a PHEV

for operating in an all-electric mode for 40 miles daily.

3.2.2 Vehicle’s Main Features

For the analyses conducted in this chapter, the selected PHEV presents the features

of the vehicle’s existing state as well as the developing trends in terms of the vehicle

size and pure electric autonomy. The typical daily driving mileage for a commuter

in North America is approximately 35–40 miles. Thus, PHEV-40, which has

40-mile daily driving in all-electric mode, is proposed. In addition, the midsized

sport utility vehicle (SUV) possesses the most significant market share in North

America. Therefore, a midsized SUV PHEV-40, configured as a series HEV, is used

as the case-study-case vehicle for this chapter. As one of the developing trends,

PHEV-40 presents the user favorable features such as long daily driving distance,

reasonable onboard battery pack weight, high fuel economy, and environment

friendliness.

A typical electrical power system of a PHEV is shown in Fig. 3.1. Charger plugs

in the grid to charge the high-energy battery. A bidirectional DC/DC converter

connects the battery to high-voltage bus and it is also used to deliver the energy

back to battery during regenerative breaking events.

As shown in Fig. 3.2, a series PHEV liberates the ICE, which is disconnected

from the shaft, compared to a parallel PHEV, to operate in its optimal efficiency

region. The electric motor is the only propulsion source for the vehicle. Fuel energy

is used to charge the battery when all the electric energy is drained from the battery.

Hence, the electric-intensive structure, which represents the future developing

trends, is a combination of different energy sources.

AC 
Grid

Converter and Add - on Battery

High 

Energy 
Battery

Bi-directional
DC/DC

converter

Signal Isolation
Gating signal voltage/current feed-back

AC/ DC Charger 

DC/DC 
Converter

Full Bridge
Converter

PHEV
Electric
Loads

High Voltage Bus

Digital
Controller

Fig. 3.1 Power system schematic of a plug-in HEV (PHEV)
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The proposed SUV employs a lithium-ion battery pack as the onboard energy

source, which has a typical energy density of 180 Wh/kg or volumetric energy

density of 250 Wh/L. Its price is usually in the range of 3–5 Wh/dollar. Taking the

Toyota Highlander and GM Volt as references, on an average, about 15–17 kWh of

energy is needed (including regenerative breaking) for driving the first 40 miles in

all-electric mode. Here, an important parameter, battery state of charge (SOC), is

introduced, to describe the charging state of the battery pack. Due to typical PHEV

properties, the upper limit of SOC is 95% while the lower limit of SOC is 20%. In

other words, only 75% of the total energy is used and the battery cannot be literally

fully charged or completely discharged. Thus, the actual capacity of battery pack is

calculated by Eq. (3.1):

Ereal ¼ Ereq

SOChi � SOClow

ð3:1Þ

Here, SOChi is the battery high SOC and SOClow is the battery low SOC. Hence, the

real battery pack range is from 20 to 23.4 kWh.

3.2.3 PV Panel Sizing

Based on the energy requirement, the size of the PV panel, used to charge a PHEV

in the worst situation (under minimum solar radiation received during a day), is

calculated. The required PV panel size can be proportionally expanded according to

the number of vehicles, by simply multiplying the unit PV panel size with the

number of vehicles.

A great deal of research with regard to solar power radiation in different areas of

Canada has been conducted for years. Reliable data is retrieved from the latest

projects for calculation purposes. Figure 3.3 shows the variation of mean daily solar

Fuel
Tank

ICE Converter M

Motoring

Regenerating

Fig. 3.2 Block diagram of a typical series PHEV
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radiant energy with respect to each month, in Alberta, which possesses greater solar

radiation than many other Canadian cities.

As the required energy (Ereq) charges the PHEV-40 from low SOC to high SOC,

and mean daily radiation (Rday) is known, considering the PV array efficiency

ðηPV ¼ 15 %) and DC/DC convert efficiency (ηDC=DC ¼ 95 %), the area of the

PV array can be calculated by Eq. (3.2):

A ¼ Ereq

RdayηPVηDC=DC
ð3:2Þ

It is easy to note from Fig. 3.3 that December is the month with the lowest solar

radiation in a year. In contrast, July receives the greatest solar radiant energy.

However, in winter, the day hour is considered from 9:00 a.m. to 5:00 p.m., whereas

in summer it is from 6:00 a.m. to 8:00 p.m., as shown in Fig. 3.4. By integrating the

two curves in Fig. 3.4, it is easy to find that the reduced radiant energy in December

is approximately 3/8 of the received solar energy in July. However, since PV can be

connected with the grid, one can always charge the battery from the grid with the

energy that was injected there before the PHEV arrived in the morning. Therefore,

the extra radiant energy in summer from 6:00 a.m. to 9:00 a.m. and 6:00 p.m. to

9:00 p.m. cannot affect the PV panel cost. Consequently, the minimum PV panel

size for the best day in a year is 20 m2.

However, the design should be able to meet the needs in the worst situation.

Therefore, the minimum unit PV panel size for all-year operation should take

December as a reference, which yields 78 m2. Keeping the same PV array size in

July, the best day, the received solar energy can be used to charge four PHEVs or to

inject power into the grid.

In this way, there is no impact on the grid, no fuel expenses, and great perk for

the employees. However, there is a cost, which can be reduced in different ways.
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In the next section, different cases are studied to find out the appropriate PV panel

size and possible measures to reduce the overall cost.

3.2.4 Case Studies

As mentioned earlier, the typical daily driving mileage in the North America is

approximately 35–40 miles. The PHEV-40, if fully charged every day, can cover

the daily driving without using any fuel. In this section, the PHEV-40 is compared

to different types of vehicles, in order to assess its advantages and disadvantages.

3.2.4.1 Conventional Vehicles

Considering the popular conventional SUV Highlander as an example, it employs a

270 hp, 3.5 L, V6 I.E. with an appalling fuel economy of 25 mpg in the city and

35 mpg on highway. The capacity of the fuel tank is 19 gallons, which endows the

SUV 475-mile autonomy. Compared to EVs, there is no investment in PV panel

installation or maintenance of battery packs. However, the costly fuel and serious

environmental problems are the limitations of CVs.

Assuming that a user drives a midsized SUV in a regular manner, the gasoline

consumed over 40-mile daily driving is approximately 1.6 gallons. Based on the

estimated gasoline price trend, Table 3.1 depicts the estimated average yearly

gasoline price and fuel cost in 10 years. The costs incurred due to fuel usage can

be saved if the 40-mile daily drive can be replaced by all-electric driving. As the
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fuel price increases, the savings on fuel cost will be a justified reason for the

consumers to invest in advanced EVs.

Apart from fuel cost, the inefficient operation of ICE, which results in roughly

about 15% overall drive train efficiency, is also not energy-wise. Moreover, from

the environmental point of view, a CV emits almost 9 tons CO2 equivalent

greenhouse gas emissions per year, based on 40-mile daily driving. Thus, it is

gradually becoming hard for auto manufacturers to meet the stringent requirements

of environmental regulations.

3.2.4.2 Pure EVs

A pure EV replaces the petroleum-based CV propulsion system with a pure electric

drive train. The commercialized EVs such as the REVA and ZENN usually employ

an AC induction motor with a torque capability of 45–55 Nm at zero speed.

As energy sources, they typically use several heavy-duty lead-acid battery packs,

with typical sizes of 10–13 kWh, which cost about $7/kWh.

For the purpose of comparison, it is assumed that the electric energy used to

drive EVs over the first 40 miles is totally provided by PV. Maintaining the

minimum PV cost (20 m2), as the previously proposed PHEV-40, the users may

charge the car at home at their own cost, if further driving distance is needed.

Different battery chemistries and their typical charging time from a residential

outlet, for 40-mile energy usage, are summarized in Table 3.2. Even though it is the

auto industry’s preliminary battery, lead-acid (PbA) batteries are out of favor for

EV applications, because of its low energy density. In comparison, the nickel-metal

hydride (Ni-MH) battery is favored more, because of its higher energy density,

shorter charging time, and long life cycle, but it presents an immature recycling

system. The lithium-ion (Li-ion) battery chemistry is considered as a definite future

trend, but compared to the other two candidates, it has lower durability, which is an

issue that needs to be focussed upon.

Table 3.1 Estimated average yearly gasoline price trend (dollar/gallon) and savings on gasoline

(dollar)

Year 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

Estimated

average

yearly price

2.81 3.22 3.86 4.64 5.80 7.25 9.42 12.24 15.92 22.28

Daily saving 4.50 5.15 6.18 7.42 9.27 11.59 15.07 19.59 25.47 35.65

Yearly saving 1641 1880 2257 2708 3385 4231 5500 7151 9296 13,014

Table 3.2 Typical charging time and energy density of popular battery candidate for EVs

Battery PbA Ni-MH Li-ion Unit

Charging time 8–10 6–14 5–7 Hours

Energy density 60 80 180 Wh/kg
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The performance of commercialized EVs is mainly restrained by the capacity of

onboard battery packs. For instance, the ZENN can only drive at 25–35 mph and has a

limited driving distance with each full charging. In order to have the same perfor-

mance and autonomy as CVs, the size of battery on an EV has to be at least eight times

greater. As is well known, lead-acid battery has the low energy density about

30–40 Wh/kg or 70 Wh/L. As a result, greater vehicle weight and larger space to

store battery packwill be accepted neither by themanufacturers nor by the consumers.

3.2.4.3 HEVs

Combining the advantages of CVs and EVs, HEVs are an available alternative to

the aforementioned vehicles. Compared to CVs, EVs have higher fuel economy,

less GHG emission, and more comfortable driving experience. It is totally discon-

nected from either PV or the grid. For series HEVs, the onboard ICE works as a

generator, to convert the fuel energy to electric energy, when needed. In this way, it

ensures that the ICE operates in its maximum efficiency region and provides the

vehicle the ability to drive long distances. Consequently, a relatively smaller

onboard battery pack can be used, compared to that of pure EVs.

For a mild series hybrid vehicle, the hybridization factor (HF), which is defined

as the ratio of the difference between the powers of both the electric motor and the

ICE to the power of the electric motor, is no more than 40%. Assuming that the

monitored mild series HEV is driven in a city and highway combined pattern, the

sizes of both the ICE and the motor are determined based on the load demands of

Fig. 3.5 as well as the HF. Therefore, the sizes of ICE and electric motor are 75 kW
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and 125 kW (continuous power), respectively. As the favored battery of the HEV

industry, the 25-module NiMH-60, which has a rated voltage of 335 V, 60 A peak

current, and 316 kg weight (with 6 kWh stored energy), is used for the

abovementioned HEV [].

Unlike the PV-based PHEV, charging from the grid eliminates the limitation of

charging from PV. However, charging from grid will be a problem as the number of

PHEV users grow. In addition, HEVs save the cost of PV panel, electricity, and

huge battery pack, but incurs gasoline costs. The essential difference between an

HEV and the proposed PHEV-40 is that more gasoline is involved in the activities

of HEVs. 1.3 gallons of gasoline is needed for the 40-mile daily driving for 30 mpg

fuel economy. Also, GHG emission, environmental issues, and the increasing

gasoline price are the major drawbacks in this case.

3.2.4.4 Grid PHEVs

Simply, an HEV that can be pre-charged from the grid is termed as a PHEV. As one

of the HEV families, an advanced attribute of the PHEV is that the control strategy

guarantees the usage of electric energy, and is the first priority. Fuel is only used for

further traveling after electric energy is drained out. Considering the same battery

as that for the HEV, fully charging the battery takes almost 8 h from a conventional

residential power outlet. Driving PHEVs in places, such as Montreal and Vancou-

ver, where electricity rates are among the lowest in the world, fully charging the

battery only costs approximately $9. However, by employing the aforementioned

battery, when fully charged, it is only capable of driving almost 25 miles in

all-electric mode. For this reason, either a two times greater onboard battery pack

needs to be installed, or the vehicle needs to run in an electric-fuel combined pattern

for 40-mile daily driving. In the latter case, based on the above analysis, driving

40 miles per day in Montreal needs two more dollars for gasoline, which is more

economic and more environmentally friendly than driving HEVs. However, apart

from the fuel cost, GHG emission cannot be eliminated since it is only a half ZEV

and if the utility is using thermal generation, charging PHEV from grid eventually

contributes to GHG emission.

3.2.4.5 PV-Grid PHEVs

The best solution from both the environmental and fuel economy points of view is

that the PHEV can be fully or partially charged regularly from a renewable energy

source. For example, when charging with solar energy, the user drives the car to

work in the morning and back in the evening. Hence, the vehicle can be charged

during the day.

Keeping the same size of PHEV as that in previous sections, the first case (case

1) presented here is that a large PV panel is needed to guarantee the ability of fully

charging a PHEV all year long. Thus, the PV panel is designed based on the worst
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situation of a year. As mentioned earlier in the chapter, 78 m2 is required for

charging a PHEV all year long.

Also, the proposed PHEV-40 is armed with a 23.4 kWh Li-ion battery pack, used

to store the 17 kWh electric energy, which can be used to satisfy 40 miles of daily

driving. In summer, the surplus solar energy can be injected into the grid. During

the best days of the year, the surplus energy generated by the 78 m2 solar panel is

67 kWh. This is able to create at least $4.6 revenue per day in Montreal, or $22.1 per

day in New York City.

From the vehicle point of view, the onboard battery would be the major element

that needs to be considered into cost. However, benefit of driving a PHEV-40 is

irresistible, such as no fuel cost over regular daily driving, zero greenhouse gas

(GHG) emission in pure electric mode, and comfortable driving experience.

The second case (case 2) presented here is that the PV panel is designed based on

the best day of the year, which means that the PHEV can only be fully charged for

40-mile daily driving during the sunniest day of the year. In this way, as described

in the second section of this chapter, one can obtain the minimum PV panel size,

which is 20 m2. Keeping the same onboard battery capacity as in previous case, a

PHEV is able to operate as the normal pure PV-based PHEV-40 in July, but as the

solar radiation decreases during rest of the year, the PHEV needs to be charged

from grid. Table 3.3 lists the average daily solar-generated energy with respect to

the month, based on the minimum PV panel design. Assuming that users need

40-mile daily driving, it is clear to see that in the worst situation, only 4.3 kWh is

generated and therefore the remaining 12.7 kWh needs to be charged from grid.

Only in June and July can surplus energy be generated, and in the worst case of

December, user needs to pay $0.9 for charging from the grid.

In summer, a vehicle can be fully charged by PV, and charged by both PV and

grid when solar radiation is not satisfied. It reduces the impact of PHEVs on the

power grid as well as helps companies reduce the costs on energy saving. However,

from the PV panel’s point of view, the second case saves the cost of PV modules.

The typical lowest cost of solar modules as of May 2008 is approximately $4.9

CAD/W. For case 1, when solar power is designed based on the worst day of the

year, the initial cost for PV panel would be almost $20,000. For the latter case, the

initial cost for PV panel is only $10,000. However, for the first case, surplus energy

can be injected into grid, to balance the final cost. It is important to note that the

solar electricity sales rate in May 2007 was 27.33 cents/kWh, assuming that users

fully charge their vehicles for 40-mile driving every day and use PV as first priority.

Table 3.4 elaborates the operation costs for the two above cases during a year.

Apparently, case 1 suppresses case 2.

Table 3.3 Average daily solar energy with month in kWh

Month January February March July August September

Generated PV energy 5.56 8.31 11.54 17.40 15.53 12.41

Month April May June October November December

Generated PV energy 13.85 15.90 17.31 8.95 5.86 4.37
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It is critical to note that although the proposed PV-based PHEV needs the

investment for the solar panel integration with buildings, the enormous environ-

mental impact is non-negligible. Moreover, as the years go by, it is easy to notice

that the full-size design in the former case presents a more promising future, due to

the feature of injecting energy into the grid rather than only drawing energy. In

addition, energy storage systems with higher energy densities, such as ultra-

capacitors and flywheels, also provide the PHEV the ability to drive as a ZEV for

a longer distance.

In general, Table 3.5 briefly summarizes the key elements compared in the above

analyses. As shown in Table 3.5, the potential of PHEVs is definitely very

promising.

3.3 Opportunities and Challenges for Photovoltaic-Based
EVSEs

3.3.1 Introduction

As different electrical sources, loads, and storage devices have different character-

istics, power electronics plays a key role in reliable and efficient operation of

electrical systems. Power electronics have dramatically developed over the previ-

ous decades in different aspects such as speed, reliability, performance, and control.

Besides, enormous effort has been put into development in different areas of power

electronics such as novel converter topologies, converter control and modeling, and

power flow management to improve the performance, increase the efficiency, and

reduce the cost of power converters. Without reliable and low-cost power con-

verters, deployment of renewable energy sources for residential and industrial

applications is impossible. Power electronic converter systems can be categorized

based on different criteria. For single-input single-output converters power flow is a

general criterion for classification which leads to two important classes, namely,

unidirectional converters and bidirectional converters. Multi-input single-output,

single-input multi-output, and multi-input multi-output converters are generally

classified under multiport converter category.

For the EV/PHEV battery pack charger application using solar energy, PV

panels are not used to charge the battery pack directly because of the intermittent

nature of renewable sources. This is because of the necessity of the presence of

enough power during the charging process. If the PV panels are directly connected

to battery pack using an MPPT stage, when the required power by the battery pack

is more than the available power from the PV panels, the battery pack cannot be

charged based on the specified charging algorithm by the manufacturer. This will

lead to battery degradation and reduced life cycle over time and also prolonged

charging times which is not acceptable for users. Due to this fact, what is being

applied in solar charging stations currently is injecting the available power from PV
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panels to the grid using inverters and charging the battery packs from the grid

separately which can be considered an infinite source providing any amount of

required power to the load. Using this method is like using the grid as a storage

device which stores power from PV panels when available and delivers power to the

load when required, specifically if the charging process does not coincide solar

irradiation. This configuration has some problems or may cause some other prob-

lems for the grid in future. First, all of the injected power from the PV panels to the

grid will not necessarily enter the battery pack and may flow through other paths

and other loads far from the source which involves electric losses. In some cases the

generation plant and charger can be very far from each other which will lead to lots

of electrical losses in the transforming cables. Second, if the number of these

charging stations increases a lot over time, assuming that each house installs a

solar charger and they all utilize the grid as storage, this can cause problems for the

stability of the grid. What author has in mind is to propose a structure which forces

the available power from PV panels to enter the battery pack directly and obtain the

remaining required power from the grid simultaneously.

3.3.2 Solar Maximum Power Point Tracking for EV/PHEV
Battery Charging

Solar energy is one of the most interesting types of renewable energy because of

relatively well-established technology and efficiency enhancement every day with

great efforts towards higher performance photovoltaic (PV) panels. However,

nonlinearity of PV panel characteristics and their dependence on atmospheric

conditions such as sunlight irradiance level and temperature variations need a

maximum power point tracking (MPPT) unit, which is usually a converter to

track the maximum power to ensure maximum efficiency of the system. Direct

connection of PV panels to the load involves oversizing the panels to ensure load

supply or in other words increased loss of the whole system. A typical PV panel

characteristic is plotted in Fig. 3.6.

Fig. 3.6 Typical photovoltaic cell characteristics: (a) I–V curve and (b) P–V or P–I curve
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In general, the task of MPPT technique is to automatically shift the operating

point to the maximum power point. There are numerous techniques in the literature.

They may be categorized in different ways. In [5] MPPT methods are classified into

two major groups based on the size of the system: (1) large-scale PV systems which

utilize digital signal processors (DSP) and (2) small-scale PV systems which do not

use DSP-based methods. However, based on operation principles MPPT methods

can be divided into various categories [6]: (1) hill climbing/P&O, (2) incremental

conductance, (3) fractional open-circuit voltage, (4) fractional short-circuit current,

(5) fuzzy logic control, (6) neural network, (7) ripple correlation control (RCC),

(8) current sweep, (9) DC-link capacitor droop control, (10) load current or load

voltage maximization, (11) dP/dV or dP/dI feedback control, (12) array

reconfiguration, (13) mathematical calculation of MPP, (14) state-based MPPT,

(15) best fixed voltage (BFV) algorithm, (16) linear reoriented coordinates method

(LRCM), etc. All these methods are summarized and briefly described in [6] along

with their major characteristics such as PV array dependence, true or approximate

MPPT, analog or digital implementation, periodic tuning, convergence speed,

implementation complexity, and sensed parameters. Based on MPPT technique

characteristics, one or more types are more suitable for a specific application.

One of the most common applications is battery charging which may be the main

purpose of the whole PV system such as PHEV battery pack charger (stand-alone

system), or a subsidiary part of the PV system as an energy storage element for

storing extra energy produced, such as power injection to the grid in distributed

generation systems (grid-connected system). A novelMPPT algorithm is introduced

in this chapter and the first scenario is of interest of this thesis. However, this

technique can be easily applied to more complex PV systems [7]. According to [8]

among single-pole double-switch converters, the buck-boost converter has the

highest energy conversion efficiency; however, since our goal here is not to inves-

tigate the energy conversion efficiency of the proposed algorithm among different

topologies, we have chosen a simple buck converter as the MPPT stage just to prove

the validity of the proposed algorithm. However, this algorithm is independent of the

converter topology as will be described later. As concluded in [9] the MPPT can be

achieved only with sensing one of the output variables, output voltage or output

current. This methodmainly falls into load current maximization category, however,

with some advantages such as independence from circuit topology and high degree

of simplicity of low-level controller. Besides, it can be easily implemented using

low-cost analog circuits with low implementation complexity.

3.3.3 Power Electronics Interface

3.3.3.1 Conventional Structures of PV Systems

In this section, we have an overview on the existing PV structures. A general PV

system consists of PV panels, power converters, filters, controllers, and electrical

load or power system. Different configurations can be utilized to convert solar

80 V.K. Pathipati et al.



power to processed electrical power. They are mainly [10] (a) central inverters,

(b) string inverters, and (c) module-integrated inverters as shown in Fig. 3.6. It is

important to understand various inverters so as to implement them in the

In Fig. 3.7 the converters are shown as DC–AC inverters. However, they do not

have to be necessarily an inverter. They can also be DC–DC converters

implementing MPPT based on the nature of the load, coupling of sources, or

power system connected to the other side.

3.3.3.2 Central Inverters

In this configuration (usually for more than 10 kW), some PV strings are paralleled

and connected to a single converter. This has some advantages and some disadvan-

tages. According to initial and maintenance cost, it is beneficial because of single

converter. On the other side, this topology has lower efficiency compared to others

because of inherent characteristic mismatch among different PV panels. In addition,

partial shading in this case cannot be handled in an efficient manner [11]. After all,

according to reliability point of view, this configuration is not reliable, since failure

of the converter will result in failure of the whole system.

3.3.3.3 String Inverters

As depicted in Fig. 3.7b in the case of string inverters, the whole PV arrays are

divided into parallel strings of series connected PV panels and each string is

connected to a singular converter. This increases the whole energy harvested

Fig. 3.7 Conventional PV structures: (a) Central inverter, (b) string inverter, and (c) module

inverter
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from solar energy due to better and more accurate MPPT capability, since each

string is controlled separately and partial shading and PV panel mismatch can be

considered in a more efficient manner. Because of utilization of multiple converters

the whole system has higher reliability compared to centralized configuration.

A subclass of string converters exists and is called multi-string inverters. In this

category a DC–DC converter is utilized for each string and finally only one DC–AC

inverter is used for conversion to AC as shown in Fig. 3.8. This configuration

combines the benefits of both string and centralized configurations. This multi-

string topology allows the integration of different technologies of PV panel strings

and also different orientations. The typical operating power range of multi-string

topology is 3–10 kW.

3.3.3.4 Module-Integrated Inverters

This configuration uses one converter for each PV panel and according to energy

point of view the maximum possible electrical energy is harvested out of each panel

because of implementing MPPT at panel level. This eliminates the losses due to

panel mismatch. This system has a very high reliability; however, maintenance

procedure is very complicated. Although this configuration is very costly at the

moment, some researchers believe that according to progressing technology of

Fig. 3.8 Multi-string

inverter structure
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packaging and everyday decreasing price of semiconductors, this topology will be

the most suitable one for the future of PV plants according to modularity and plug

and play capability.

3.3.4 Topologies for PV Inverters

During recent years PV inverter technologies have evolved increasingly [12]. There

are various power configurations possible. These can be summarized as shown in

Fig. 3.9.

Using or not using a DC–DC converter depends on the configuration of PV

panels and number of PV panels in series. If the number of PV panels in series is

high enough to produce higher voltage than load-side voltage for most of the times

the use of a boost DC–DC converter can be avoided. The isolation depends on the

safety standards and requirements.

3.3.4.1 PV Inverters with DC–DC Converter and Isolation

Isolation is usually achieved using a transformer. This transformer can be on the

low-frequency (LF) side (Fig. 3.10a) or interleaved in the high-frequency (HF) side

(Fig. 3.10b) which is an intermediate AC stage. The second configuration is smaller

and lighter due to smaller transformer; however, transformer should be of higher

quality because of higher losses.

3.3.4.2 PV Inverters with DC–DC Converter and Without Isolation

Depending on the safety regulations, if isolation is not mandatory the transformer

can be eliminated and a more simple system will be achieved as shown in Fig. 3.11.

Fig. 3.9 Power configurations for PV inverters
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3.3.4.3 PV Inverters Without DC–DC Converter and with Isolation

Eliminating the DC–DC converter stage and using only the DC–AC inverter

involve MPPT and inversion stages to be integrated resulting in a more complex

control algorithm. Besides, since the transformer is on the low-frequency side it is

bigger and heavier. A typical block diagram of this configuration is illustrated in

Fig. 3.12.

3.3.4.4 PV Inverters Without DC–DC Converters and Without

Isolation

This configuration is the simplest configuration possible and at the same time has

the least reliability comparing to its counterparts. Any fault in the source side or

load side can easily expand to the other side and endanger the operation of the

system. So an efficient protection system is required. Besides, any DC current can

Fig. 3.10 PV inverter configurations with DC–DC converter and isolation: (a) Transformer on LF

side and (b) transformer on HF side

Fig. 3.11 PV inverter configuration with DC–DC converter and without isolation
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be injected to the load or power system side. This configuration can be utilized if the

number of PV panels in series is high enough to produce a voltage higher than

AC-side voltage level. This configuration is shown in Fig. 3.13.

3.3.4.5 Possible PV Interconnection Schemes

Comparing output power and energy results from PV systems obtained using

simulations during design stages with the real experimental results over the previ-

ous decades has exposed a significant difference [13]. This is due to numerous

reasons, one of which is mismatch losses. Mismatch losses are mainly constituted

of two main reasons [14–19]. The first reason is dispersion of electrical properties

and nonuniform PV cell illumination among the array. This is mainly due to the

manufacturer’s tolerances or degradation processes. The other important reason is

partial shading of the PV array and variation of the tilt angles of different PV panels.

Test results from various commercially available inverters show that the power loss

due to partial shading can be as high as 70% [19]. If partial shading happens in a PV

array or different PV panels with different angles are connected to one converter

this will cause the power versus voltage/current characteristics of the PV array to

have multiple local maximum point as shown in Fig. 4.8; however only one of them

is the global peak (GP) [20].

The existence of such local maximums can cause some MPPT techniques

especially perturb and observe (P&O) or incremental conductance methods to fail

tracking the global maximum point (Pmax,2 in Fig. 3.14). Eliminating or reducing

Fig. 3.12 PV inverter configuration without DC–DC converter and with isolation

Fig. 3.13 PV Inverter

configuration without DC–

DC converter and without

isolation
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this power loss resulting from mismatch of panels or different tilt angles can be

performed by utilizing more efficient MPPT techniques, adding more converters or

static/dynamic reorganizing cell/module connections. The usual interconnection of

panels is connecting them in series and making strings of cells and paralleling the

strings as was previously shown in Figs. 3.6 and 3.7. This interconnection is called

series–parallel (SP). Other cell interconnections have been proposed which can

reduce the mismatch power loss [14–16, 21–23]. They are called total cross-tied

(TCT) and bridge-link (BL). They are shown in Fig. 3.15.

3.3.4.6 Latest Research and New Proposed Topologies

The system diagram of the proposed structure is depicted in Fig. 3.16. This

configuration has some advantages. First, the PV power can be directly injected

to the battery pack and not to the grid and then from the grid to the load which

reduces the overall losses. Second, this configuration provides great flexibility for

different power flows. Depending on the amount of available power from PV panels

and required power by the battery pack, different modes of operation may happen.

If available power from PV is more than the required power for charging the

battery pack the remaining can be injected to the grid (mode 1). If PV power is not

enough, grid will be involved to supply the remaining power (mode 2). If there is no

power available from the PV panels battery pack can be charged solely by the grid

(mode 3). If the battery pack is not connected to the system, PV power can be

injected to the grid to reduce the electricity bill of the house (mode 4). If needed, the

battery pack can be discharged to the grid during specified times performing as a

configuration supporting vehicle to grid (V2G) (mode 5). Even in the case of

Fig. 3.14 A typical P–V curve of a partially shaded PV array
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blackouts the battery pack can perform as an energy source and supply the power to

the house for some time depending on the battery pack capacity (mode 6). This

flexibility in power flows and modes of operation facilitates implementing concepts

like smart grid. Different modes of operation are illustrated in Fig. 3.17.

Fig. 3.16 System structure

Fig. 3.15 Different cell interconnections: series–parallel (SP), total cross-tied (TCT), and bridge-

link (BL)
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3.4 Renewable Energy and Electric Mobility into
the Smart Grid: Enabling Factors Towards
Sustainability

3.4.1 Introduction

Solar electricity which can be obtained using photovoltaic panels is one of the

easiest ways as long as sun is available. They can be easily mounted on the roofs of

Fig. 3.17 Modes of operation
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buildings or rooftops of parking slots generating electric power to charge the battery

pack of the EVs while providing shade for the cars. Since solar energy is intermit-

tent and variable, power grid should be involved to ensure that enough power is

available. Conventional solar chargers inject power to the grid and use grid as the

main source because of its reliability and being infinite. Hence, they use grid as a

kind of energy storage system. This approach can lead to problems for grid stability

if solar panels are utilized in large scale and comparable to the grid.

Earth temperature has risen by 1.1–1.6 �F over the past century as assessments

by Intergovernmental Panel on Climate Change (IPCC) show. This has caused

noticeable climate change evidences such as ice mass loss and decreasing snow

cover in both the northern and southern hemispheres, rising sea levels, more

frequent extreme weather events, floods, more sever tropical storms and hurricanes,

volcanoes, acidification of oceans, and much more. These are all due to increased

greenhouse gases made by human activities. Since large-scale industrialization

began around 150 years ago, levels of several important greenhouse gases have

increased by about 40%. Fossil fuels constitute around three-fourth of human-made

emissions during the past 20 years. Some of the emitted greenhouse gases can be

absorbed by natural processes happening in the nature but the remaining will be

added to the atmosphere. On an annual average basis, 7.2 billion metric tons of

greenhouse gases are produced each year, 4.1 billion metric tons of which are added

to the atmosphere annually. The process which increases the earth temperature can

be simply described by extra absorption of radiations coming from the sun by

additional greenhouse gases made by human activities and converting them to heat.

Greenhouse gas emissions include different types of gases, each of which

includes a portion of the total emissions. Considering the USA, a highly industrial

country emitting large amounts of pollutants each year as an example, the latest

available data provided by U.S. Energy Information Administration (EIA) shows

that carbon dioxide (CO2) emissions constitute 81.5% of total gas emissions in the

USA as shown in Fig. 3.18. Other gases include methane, nitrous oxide, fluorinated

gases, and other carbon dioxide gases constituting 11.1%, 3.3%, 2.7%, and 1.3%,

respectively. According to the big portion of CO2 emissions the sources of this gas

U.S. Greenhouse Gas Emissions, 2009

Carbon Dioxide: 81.5%

Methan: 11.1%

Nitrous Oxide: 3.3%

Fluorinated Gases: 2.7%

Other Carbon Dioxide: 1.3%

Fig. 3.18 US greenhouse gas emissions by gas type
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should be considered. The biggest carbon dioxide-emitting sector in the USA is the

energy sector. About 87% of the total amount of US greenhouse gases emitted in

2010 has been energy related and 91% of those energy-related gases have been

carbon dioxide from the combustion of fossil fuels.

Main energy-related fossil fuels used in the USA are petroleum, coal, and natural

gas as depicted in Fig. 3.19. The major fuels are used in different sectors of the US

economy, each one contributing to the greenhouse gas emissions. Electric power

generation is the biggest part emitting 40% of the total carbon dioxide and

transportation stays on the second level with 34% as illustrated in Fig. 3.20. The

remaining is due to the direct use of fossil fuels in residential and commercial

buildings and by industry. Emissions by electric power generation and transporta-

tion section together have increased at an average rate of 0.8% per year in the

period of 1990–2011.

Related literature [1, 2] by L. Eudy and A. Burke firmly states that by the year

2018, the market share of PHEVs will increase to about 25%. Based on this data,

the additional electric energy demanded from the distribution grid for five million

PHEVs would be roughly about 50 GWh per day. The typical charging time would

be 7–8 h, which might make it hard to accommodate these additional loads in the

load curve without increasing the peak load. Also, the required additional charging

energy would have a possible impact on the utility system. Expanding the electric

U.S. Energy-Related Carbon Dioxide Emissions by Major Fuel, 2011

Petroleum: 42%
Coal: 34%
Natural Gas: 24%

Fig. 3.19 US energy-related carbon dioxide emissions by major fuel, 2011

U.S. Energy-Related Carbon Dioxide Emissions by Sector, 2011

Electric Power Generation: 40%

Transportation: 34%

Residential, Commercial and
Industry: 26%

Fig. 3.20 US energy-related carbon dioxide emissions by sector fuel, 2011
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system the conventional way, with large generating plants located far from the load

centers, would require upgrading the transmission and distribution systems too.

Besides the high costs, this can take many years before obtaining the right-of-way.

Alternatively, smaller power plants based on renewable energy, such as solar

energy, can be installed in a fraction of that time on the distribution system,

which is commonly referred to as “distributed generation (DG).” Photovoltaic

(PV) presents a modular characteristic and can be easily deployed in the roof top

and facades of residences and buildings. Many corporations are adopting the green

approach for distributed energy generation. For instance, Google has installed

9 MWh per day of PV on its headquarters, Googolplex, in Mountain View,

California. At the moment, it is connected to Mountain View’s section of electricity
grid. Alternatively, it could be used for charging PHEVs during work hours, being a

great perk for environmentally concerned employees. The energy stored in the

batteries could also be used for backup during faults. In Canada, the latest pro-

jections (2000) indicated that by 2010, renewable DG sources will represent at least

5% of the total energy produced and 20% of cogeneration, from the actual figures

of 1% and 4%, respectively. Therefore, from the environment point of view,

charging PHEVs with solar power will be the most attractive solution.

3.4.2 Smart Grid and EVs/PHEVs

3.4.2.1 Grid-Tied Infrastructure

Assuming that fast charging through direct DC connection becomes the method of

choice, car owners will have two options. They may still prefer to slow-charge their

vehicles overnight by plugging it into an AC–DC charger (or electric vehicle supply

equipment: EVSE), most probably in their homes. This converter will deliver

relatively low power of the order of 5–10 kW because of the limitations of the

residential connection, as mentioned earlier. However, as further explained in Sect.

15.5, this method might involve some financial returns. The alternative method will

be to use a fast-charging public facility, corresponding to a familiar service gas

station that is capable of multi-megawatt power transfers. Although the cost per

kWh will be high, the owner benefits from charge times in the order of minutes

rather than hours.

In both cases, V2G capability enabled by smart grid technology will become a

standard feature with all EVSEs, whether they are public, commercial, semipublic,

or private. This will allow the subsistence of a very significant distributed storage

resource at the disposal of electric utilities. More specifically, the PEV fleet will be

optimally positioned to become a significant provider of some ancillary services

and play a role in offering dispatchable peak power. These services to the electricity

supplier will be analyzed separately.
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3.4.2.2 PEVs as “Peakers”

A peaker is a small but nimble generating unit that can supply the grid with

relatively fast response. Historically, natural gas turbines or small hydroelectric

plants were the devices of choice for this task. They are active for only a few hours

every day and therefore provide only limited energy. Thus, a substantial fleet of

PEVs can carry out this task as a highly distributed resource without significantly

depleting their batteries. Unfortunately, as long as peak power is not considered a

“service,” the utility operator will compensate the car owner solely for the energy

sold, albeit at a higher peak demand rate [24]. This might not constitute a strong

incentive to the car owner who has to consider other factors, such as the additional

battery and power electronics wear and tear, for his or her vehicle. Nevertheless,

future adjustments in energy market models are understood to address this among

many other issues.

3.4.2.3 PEVs as Spinning and Non-spinning Reserve

One of the most lucrative ancillary services is the spinning and non-spinning

reserve. The former consists of generators that are online, but normally run at

very low capacity. In the case of a disruption, such as a failure in base load

generation or transmission, these generators are commanded to provide the missing

power. They must be able to ramp up in less than 10 min and provide power for as

long as 1 h or more. Non-spinning reserves are not online and are required to ramp

up to full power within 30 min. Because this is a service, the utility company will

pay for the availability of the power as well as its amount. In fact, this service is paid

even when no power is ever delivered. A PEV owner can provide this service

naturally and be reimbursed starting at the time he or she plugs his or her vehicle

into the grid, even if the battery is never discharged. Additionally, it must be noted

that PHEVs have smaller battery capacity than AEVs, but contain an ICE that can

be started on a V2G command to generate electricity and function as a spinning

reserve as well.

3.4.2.4 PEVs as Voltage/Frequency Regulation Agents

An ancillary service that is even better tailored for PEVs is regulation. It consists of

delivering or absorbing limited amounts of energy on demand and in real time.

Normally, the request is automated in order to match exactly the instantaneous

power generation with the instantaneous load. Failure to do so results in dangerous

shifts in line frequency and voltage. The dispatched amount of energy has short

duration, only of the order of a few minutes, but it is requested relatively frequently.

Therefore, this is a continuous service. It is important to underline that the amount

of energy involved is relatively small and changes direction quite rapidly and
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regularly, implying minimal PEV battery discharge for any reasonably short time

interval. The near-instantaneous response time and the distributed nature of the

PEV fleet explain why regulation is probably the most competitive application for

V2G from the point of view of the utility operators.

3.4.2.5 PEVs as Reactive Power Providers [25]

Most electronic topologies used for the inverter/rectifier function in the interface of

the PEV to the grid are fully capable of shaping the line current to have low

distortion and varying amounts of phase shift with respect to the AC line voltage.

This implies that reactive power can be injected into the grid on demand and in real

time. Furthermore, as reactive power translates in no net DC currents, this service

can be provided without any added stress to the PEV battery.

3.4.3 Vehicle-to-Grid (V2G) and Vehicle-to-Home (V2H)
Concepts

The advantages described in the preceding sections are not presently exploitable

owing to a general lack of the required hardware infrastructure, as well as the thorny

transition to new business models that include the V2G concept. The roadmap

towards achieving this goal will probably consist of the following several

milestones.

1. The first milestone is rather rudimentary because it does not yet require bidirec-

tional converters. It will consist of a simple owner-selectable option afforded by

the vehicle BMS user interface that allows the grid to schedule when to activate

and deactivate charging. In return, the owner pays lower per-kWh rates. Com-

munication between the grid operator and the BMS can be done through existing

cell phone technology, requiring no additional infrastructure or hardware.

2. The straightforward “grid-friendly” charging time-window strategy described

above will evolve to include more sophisticated algorithms. For instance, the

grid might broadcast any updates to the current per-kWh cost and let the

vehicle’s BMS choose whether to activate charging. Some ancillary services,

such as regulation “down,” could become feasible, while regulation “up” will be

limited by the lack of reverse power flow capability of the EVSE at this stage.

The use of aggregators will also become widespread. Aggregators are interme-

diate communication and power distribution nodes between a group of vehicles,

located in proximity to each other and to the grid. This allows the grid to macro-

manage a single installment of several vehicles, corresponding to significant

power-level blocks with somewhat predictable behavior, akin to other distrib-

uted energy resources. Furthermore, because the aggregator’s consumption will
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be in the MW range, it will allow purchases of power on the wholesale market,

reducing the cost for each participant vehicle.

3. Eventually, directionality will become a standard feature for all EVSEs. How-

ever, this capability will not be harnessed immediately to achieve controlled

reverse power flow to the grid. Rather, the PEV battery will, most likely, initially

service the surrounding premises, probably the owner’s home. This scenario,

called V2H, will probably precede the full implementation of V2G [26], because

it effectively bypasses several large infrastructure and technical issues needed

for V2G while achieving many of the same results. Through pricing incentives, a

PEV, parked at the residential premises and connected on the customer’s side of
the meter could be exploited to absorb energy from the grid during times of low

demand and transfer it to the household appliances during times of high demand.

Indirectly, this will shrink the power peaking for the grid while reducing the

electricity bill for the user. It will also reduce overall transmission losses over the

V2G strategy, because line current will flow only in one direction, from grid to

vehicle, and will then be consumed locally.

Moreover, if the household is geared with renewable source generators, the

vehicle can immediately serve as storage and, during blackouts, as backup

power. Although one can find some similarities between the concepts of V2H

and V2G, there are important distinctions. In practical terms, these differences

stem from the fact that V2H cannot take advantage of the high predictability

deriving from statistical averages afforded by very high numbers of vehicles

available for V2G operations. Simply stated, the real benefits of V2H are not

easily estimated because they are dependent on many exceedingly uncertain

variables, which include the number of available vehicles, commute schedule,

time duration and distance, PEV energy storage capacity, presence and quantity

of quasi-predictable local generation (example: solar panels), presence and

quantity of unpredictable local generation (example: wind power), residence-

specific energy consumption profile, and presence, of additional storage. Despite

the fact that these issues will require complicated management algorithms in

order to optimize the use of V2H, some benefits such as emergency backup are

available immediately with relatively minor upgrades to the residential infra-

structure. These upgrades consist mainly of the installation of a transfer switch to

disconnect the residence from the grid during backup operation, and to expand

the design of the power converter to detect islanding conditions. Furthermore,

the EVSE must be capable of controlling output current into the line when

connected to the grid, but reverting to controlling output voltage when acting

as a backup generator.

4. Full V2G implemented with automated options for V2H: The connection would

be metered and it could include any locally generated renewable energy

management.
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3.4.3.1 Grid Upgrade

The electric transmission and distribution networks in most industrialized nations

must consider changes and upgrades in order to benefit fully from the introduction

of PEVs as distributed resources. First, we must consider the extent by which the

current production capacity will have to be expanded. Various studies [27] have

suggested that once the typical charging profile for a PEV is scrutinized and

hopefully optimized—charging mostly at night—the installation of a new genera-

tion will be unnecessary or minimal at most. In fact, it will have the effect of

diminishing reliance on more expensive load-following plants, as the overall 24-h

demand curve will average closer to the base load. Therefore, the main effort should

be in effectively introducing intelligence into the grid. The hardware and commu-

nication standards for implementing such intelligence are still under study. A

wideband digital interface can take the form of power line communication (PLC)

or utilize separate communication channels that have some market penetration

already. In either case, the EV will most likely be treated as any other managed

load by this smart grid, with the exception of a sophisticated onboard metering

device that will have to be reconciled with the utility’s pricing model. Presently the

two major obstacles to the utilization of PEVs as distributed resources are the lack

of directionality in the power converters and the lack of recognized standards, both

software protocols and hardware, for the smart grid function. Of the two, the former

is by far the easiest to implement, given the well-established characterization of

suitable power electronic topologies.

3.4.3.2 Renewable and Other Intermittent Resource Market

Penetration

Owing to recent well-known trends, renewable resources are becoming increas-

ingly prominent in the complex energy market mosaic. As long as their penetration

level is low, they can be handled easily by the current infrastructure, but at present

incremental rates, this will not be the case in the future. The intermittent nature of

solar and wind generation will require a far more flexible compensation mechanism

than is currently available. Because of this, large battery banks that act as buffers

between the generator and the grid invariably accompany today’s renewable energy
installations. Wind power, in particular, is not only intermittent but it has no

day-average predictability, as winds can differ hour to hour as easily at night as

during the day, adding an extra amount of irregularity to an already varying load.

This suggests that PEVs will be called on to not only perform the more manageable

regulation tasks, but also aid in providing peak power. As noted earlier, this might

not find approval with PEV owners unless the pricing model is modified. Never-

theless, it is reasonable to ask whether a large PEV-contracted fleet could perform

this task on a national (US) level. Studies have shown [28] that the answer is yes.

With an overconfident 50% estimation for the market penetration of wind energy
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and 70 million PEVs available, peak power could be provided at the expense of

approximately 7 kWh of battery energy per day or about 10–20% of an average

PEV reserve.

3.4.3.3 Dedicated Charging Infrastructure from Renewable Resources

The traditional microgrid often relies on diesel generators as a single source of

energy. Even in this case, any load fluctuations are quite difficult to negotiate,

relying solely on the intrinsically slow ramp-up speeds of the generator itself. The

new trend towards integrating renewable resources into microgrids greatly

amplifies this problem owing to their notorious intermittent nature. On the other

hand, the dedicated generation from renewables for the explicit purpose of PEV

charging is gaining more credibility as a means to eliminate transmission losses and

greatly reduce the overall carbon footprint associated with EVs. Such installations

would fall into two categories: (1) small installations with or without a grid tie and

(2) large installations with grid tie. Small installations can be somewhat arbitrarily

defined at less than a total of 250 kW of peak production. This would be sufficient to

slow-charge about 20 vehicles and would certainly require local external storage in

order to buffer the peaks and troughs in local energy production. This is more

evident in the case of islanded installations; if any energy is produced in excess, it

cannot be sent back to the grid, so it will need long-term storage capability. Large

installations with a grid tie can inject or draw power to and from the grid as a means

to equalize the grid during overproduction and draw from the line. However,

depending on the number of vehicles connected, which can be accurately predicted

with statistical methods, some of the PEV resource could be utilized to minimize

the size of the external storage. Nonetheless, it appears that PEVs could alleviate

the inherent issues associated with local renewable production for the dedicated

purpose of PEV charging, but not eliminate them.

3.4.4 Power Electronics for GRID and PEV Charging

The PEV charging process will be enabled by the sophisticated power electronics

circuits found in the EVSE. Such equipment will be optimally designed depending

on the different possible sites and types of power connection. We will begin by

looking at EVSE connected to the main power grid and then analyze dual-sourced

systems such as grid-tied renewable energy installations dedicated to PEV charg-

ing. A short discussion on basic safety compliance strategy follows.
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3.4.4.1 Safety Considerations

For off-board chargers, only a few important safety needs affect significantly the

power converter design: (1) isolation of the battery pack with respect to the chassis

and the grid terminals, (2) ground fault interrupters (GFI) to detect any dangerous

leakage current from either the grid or the battery circuit, (3) connector interface,

and (4) software. A typical EVSE and related connections are shown in Fig. 3.21.

Two GFIs detect any breakdown or current leakage on either side of the isolation

barrier in order to ensure complete protection to the user and to disconnect the high-

power circuit immediately in case of fault. The battery pack is fully isolated from

the chassis because it cannot be grounded properly during charging without heavily

oversizing the connector cable. In fact, some existing safety recommendations

require that an active breakdown test be performed on the battery pack prior to

every charging cycle. At the time of writing, the de facto standard for Level 3 DC

charging is the CHAdeMO standard developed by the Tokyo Electric Power

Company. Although competing standards may eventually overtake it in popularity,

the description of the CHAdeMO connector demonstrates the safety concerns

involved. The connector itself will have the mechanical means to lock itself onto

the car receptacle in order to prevent accidental removal when energized. It will

carry the power leads, but also the communication wires that include a CAN bus

digital interface as well as several optically isolated analog lines for critical

commands, such as on/off and start/stop. Every analog signal sent by the PEV to

the charger (or vice versa) is received and acknowledged through the analog lines.

This analog interface is sturdier than a digital one and less susceptible to electro-

magnetic interference. The CAN bus is activated only when more complex infor-

mation is exchanged. Prior to the start-charge command, the EVSE communicates

its parameters to the PEV (maximum output voltage and currents, error flag

convention, etc.) and the PEV communicates its parameters to the EVSE (target

voltage, battery capacity, thermal limits, etc.) and a compatibility check is

performed. During charging, the PEV continuously updates the EVSE with its

instantaneous current request (every 100 ms or so) and all accompanying status

flags. Once charging is finished, the operator can safely unlock the connector and

drive away.

As can be seen, the presence of safety devices, such as the GFIs, as well as the

sturdy method of analog and digital communication render the charging process
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Fig. 3.21 Typical EVSE safety configuration
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extremely safe, leaving the power electronic designer of the EVSE with the

relatively simple task of ensuring only the isolation barrier between the grid voltage

and the PEV floating battery. In fact, the utilization of an isolation transformer can

actually simplify some designs owing to the added voltage amplification capability

afforded by the transformer’s turns ratio. This could prove very beneficial if much

higher battery voltages become necessary in order to increase storage capacity.

3.4.4.2 Grid-Tied Residential Systems

As noted earlier, only Levels 1 and 2 are feasible within the confines of a residential

setting. This can be accomplished through integrated chargers when available or by

an external EVSE. In the latter case, the most obvious circuit configuration is a

single-phase bidirectional rectifier/inverter powered by a 240 V AC/60 A circuit

that is readily available from the distribution transformer. The DC-link voltage is

then processed by a bidirectional DC–DC converter that performs the isolation

function. This simple topology, shown in Fig. 3.22, can be called the canonical

topology as it will be repeated, with minor changes, for most grid-tied systems

irrespective of power rating.

In North America, the 240 V from the residential distribution transformer is in

the form of a split 120 V supply, suggesting small modifications to the canonical

topology. Figure 3.23 shows two possibilities.
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Fig. 3.22 Canonical single-phase EVSE configuration
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Fig. 3.23 Split phase-sourced EVSE configurations
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The two topologies in the figure are similar, but the one on the right has better

voltage utilization and is better equipped to counter unbalanced loads on the split

supply [29]. For the DC–DC converter, many bidirectional isolated circuit topolo-

gies have been proposed [30]. Typical circuits are shown in Fig. 3.24.

When the two controlled bridges are driven independently in phase-shift mod-

ulation (PSM), these are generally referred to as dual active bridge (DAB) topol-

ogies. In their simplest operation mode, when power needs to be transferred from

the left-side circuit to the right-side circuit, for instance, the right-side IGBT

switches are left undriven, leaving their antiparallel diodes in the form of a regular

diode bridge. Under these circumstances, the topology becomes identical to a

regular PSM converter, which is simple to operate, but not very flexible in terms

of voltage gain. On the other hand, when both bridges are modulated, power

transfer can be accomplished in both directions and with great variability ranges

on the input and output voltages. In addition, zero voltage switching (ZVS) can be

assured for all switches for reduced switching loss and generated electrical noise

(EMI). Other topologies [31, 32] based on the DAB have been proposed with

purported additional benefits, such as better switch utilization, extended ZVS

operating range, and more flexible voltage amplification.

3.4.4.3 Grid-Tied Public Systems

A public parking/charging installation would deliver only Level 2 power, given the

relatively long plug-in times. Because there are several parking locations in close

proximity, the power configuration used for residential use might not be optimal.

Rather, a single transformer can be installed at the grid, delivering isolated power to

all vehicles in the facility. This way, cheaper and more efficient non-isolated DC–

DC converters can be used without violating safety rules. Figure 3.25 illustrates this

configuration for each charging station. For the entire installation, the architectures

shown in Fig. 3.26 are possible.

In the centralized architecture [33], a single, large polyphase 50/60 Hz step-

down transformer connects to the grid, providing isolation for the entire facility. A

large bidirectional rectifier that produces a single high-voltage DC bus follows this.

Each parking station uses inexpensive high-efficiency non-isolated DC–DC con-

verters to process this bus voltage into the appropriate charging current for the

+ + + +

Fig. 3.24 Typical isolated bidirectional buck-boost DC–DC converter topologies
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individual PEVs. Because isolation is either desirable or required, especially on PV

panels depending on local electrical codes, additional storage or generating

resources, such as wind turbines and fuel cells, could also benefit from a simpler

interface to the DC bus. Moreover, the single-transformer connection guarantees

that no DC current is injected into the grid, doing away with complicated active

techniques to achieve the same purpose.

However, these advantages of the centralized configuration are somewhat offset

by the following drawbacks: (1) the need for a bulky and usually inefficient line-

frequency transformer, (2) an expensive high-power polyphase inverter/rectifier,

(3) single-fault vulnerability in the transformer and central inverter rectifier, and
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Fig. 3.25 Configuration with isolation at the grid

25kV

Central
poly-phase

bidirectional
Inverter/Rectifier

Wind
Turbine

Fuel
Cell

Solar
Panel

DC/DC
bi-dir.

DC/DC
bi-dir.

DC/DC
bi-dir.

DC/DC
bi-dir.

DC/DC
bi-dir.

DC/DC
bi-dir.

DC/DC
bi-dir.

local
storage

Car 1

Car 1

Car 2

Car 2

Car 3

• • •

Car 3

Bus Voltage
(~750VDC)

6kV 6kV 6kV 6kV

Distributed
poly-phase

bidirectional
Inverte/Rectifier

local
storage

Fig. 3.26 Central architecture (top); distributed architecture (bottom)

100 V.K. Pathipati et al.



(4) lack of voltage amplification in each non-isolated DC–DC converter (otherwise

afforded by the turns ratio of the high-frequency transformer in isolated topologies).

In a Level 3 (fast-charging) public facility, other technical challenges must be

considered. For instance, with battery pack rated voltages in the range of

200–600 V, the overall currents required for fast charging will be of the order of

thousands of amps [34]. These currents must necessarily flow through cables and

especially connectors, causing local thermal issues and loss of efficiency owing to

ohmic losses. In addition, the charging stations will appear as concentrated loads to

the grid, such that any power transients produced by the stations are very likely to

cause local sags or surges.

The first issue can be countered partially by brute force methods such as the

development of advanced sub-milliohm connectors and by minimizing cable

lengths by placing the grid step-down transformer in physical proximity to the

vehicle. It is obvious that any intervening power conditioning electronic circuitry

should be added only when necessary. This suggests immediately that the archi-

tecture of the charging station should be distributed rather than central. As can be

seen from Fig. 3.27, a distributed architecture could potentially reduce the number

of processors from grid to battery from two to one. To be fair, this single stage may

not be feasible when managing large input–output voltage ranges, especially if

buck-boost operation is required (see discussion on the Z-converter later in this

section). Nevertheless, if an additional DC–DC stage should prove necessary, it will

be easily integrated locally with the inverter for improved efficiency. Furthermore,

a central processor, in addition to constituting a single point of failure, as already

noted, would have to be rated for the full service station power, which could be of

the order of a megawatt. In contrast, a distributed architecture benefits from

repeated circuitry (economies of scale), redundancy for higher reliability, and

possibility of power conditioning in physical proximity to the vehicles, thereby

reducing ohmic losses.

The issue of the deterioration of power line quality caused by the service station

operating transients has only been studied for specific geographic locations [35],

but possible voltage fluctuations of up to 10% have been reported, depending on the

length of the feeding high-voltage transmission line. The obvious and perhaps sole

approach to mitigate this problem is the integration of flywheel, battery, or

DC bus

Active
Filter

Fig. 3.27 Thyristor bridge and active line filter (left); IGBT bridge (right)
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ultracapacitor banks into the charging station. This storage will smooth out the load

transients by delivering local power when needed and storing power during periods

of lower demand. Moreover, it will average out the draw from the grid, such that the

distribution equipment can be rated at much lower peak powers (by as much as

40%) [36].

The task of discriminating between the various available electronic topologies is

made easier when considering the sheer power handled by fast chargers, to wit, up

to 250 kW. Obviously, a good candidate must be very efficient, inherently of low

noise with low component count, and be capable of high-frequency operation in

order to control physical size. For the inverter/rectifier section, we must also add the

requirement that no significant harmonic content should be present in the line

current. In order to obtain input currents that are sinusoidal and free of ripple

noise, several methods of increasing complexity exist.

One method uses a three-phase thyristor bridge. The devices are very rugged and

efficient in terms of conduction loss and have enough controllability to regulate

approximately the DC bus [37]. In order to remove unwanted current harmonics, an

active filter is added. This filter is based on IGBT devices, but it only processes a

small proportion of the total power. A second method uses a fully controlled IGBT

bridge in order to achieve excellent input current shaping for extremely low input

current distortion and well-regulated, ripple-free DC bus voltage.

Moreover, fewer components and much higher switching frequencies can be

achieved resulting in smaller magnetic components. On the other hand, IGBTs have

switching losses and more significant conduction losses than thyristors. However,

other techniques, although less sophisticated, have the potential of realizing the

required low-current distortion limit without the addition of an active filter. The

uncontrolled 12-pulse rectifier shown in Fig. 3.28 can certainly do this, albeit with

the addition of significant inductive filtering. Because the output DC bus will not be

regulated, the subsequent DC–DC converter design cannot be optimized. Using

thyristors can achieve regulation of the bus and possibly still achieve the required

input current shaping. It is important to note that of the four topologies mentioned

here, only those in Fig. 3.27 are bidirectional and therefore are the only choices if

Unregulated
DC bus

Regulated
DC bus

Y
Y

Δ Δ

Fig. 3.28 12-Pulse rectifier circuits
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V2G is to be implemented. For the final DC–DC converter, all common basic

topologies, boost, buck-boost, buck, Cuk, SEPIC, and ZETA, can be used, so long

as they are rendered bidirectional by replacing the diode with a transistor device. In

this case, these topologies function differently, depending on the direction of the

power flow, Fig. 3.29.

Different design requirements might suggest different topologies [33], but some

of these are more difficult to justify objectively. For instance, using the buck-boost/

buck-boost (bottom left in Fig. 3.29) produces a voltage inversion from positive to

negative that might be undesirable. It also places higher electrical stress on the

switches, it requires a more sophisticated design for the inductor, and it draws

pulsed current from the battery. Similarly, the ZETA/SEPIC topology has a higher

part count, including a capacitive, rather than inductive, energy-transferring ele-

ment. On the other hand, as long as the DC bus is guaranteed to exceed the battery

voltage—a requirement that is assured by the use of the controlled bridge discussed

earlier—the buck-boost topology (top left in the figure) is quite attractive. Further-

more, this topology is readily modified in order to divide the task of handling a very

large power flow among paralleled modules [35].

This is shown in Fig. 3.30. The amount of converted power can be split among n

identical sections and the battery ripple current reduced greatly by the well-known

technique of phase-shift interleaving. Using this circuit with n¼ 3 and a switching

frequency of 2 kHz, for a typical 125 kW application, efficiencies as high as 98.5%

have been reported.
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Fig. 3.29 Basic bidirectional non-isolated topologies
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3.4.4.4 Grid-Tied Systems with Local Renewable Energy Production

As noted earlier, when relatively large energy production from intermittent sources

is to be tied into the grid, a statistically predictable PEV presence could serve the

purpose of minimizing on-site dedicated storage. This would be the case for

municipal carports powered by wind and/or solar generation, and where the vehi-

cles must be able to interact intelligently with both locally generated and grid

distributed power at the same time. The possible scenario described in Fig. 3.26

may not be ideal when the renewable resource is meant to generate the dominant

share of PEV charging energy. Rather, by realizing the advantages of the distributed

configuration, as in Fig. 3.26, one stage of conversion can be eliminated as long as a

conversion topology with wide input–output voltage range capability can be found.

Figure 3.31 shows some possible configurations for one of the several charging

stations in a solar carport. The architecture depicted on the left has the disadvantage

of inserting a DC–DC converter into the main intended power flow, from PV to

battery. Moreover, the power drawn from a single-phase connection is pulsed at

twice the line frequency. This pulsating power takes the form of an undesirably high

ripple current into the battery. The configuration shown in the middle of Fig. 3.31

removes the ripple issue, but adds an additional conversion stage between the grid

and the battery. The configuration on the right requires a converter that is capable of

bidirectional flow between the PEV and the grid, as well as the steering of PV

power to either the PEV or the grid in a controlled fashion. Furthermore, ideally,

this should be achieved by a single conversion stage for all power flow paths and

with wide voltage range capability. A good candidate for this task is the Z-loaded

inverter/rectifier topology shown in Fig. 3.32.

The operating characteristics of the Z-loaded converter have been described

extensively in the literature [38–41]. The most salient feature of this conversion

topology is its controllability through two distinct modulation modes within the

same switching cycle, designated by duty cycle D and “shoot-through” duty cycle

Do. The gating patterns shown in Fig. 3.32 describe the meaning of D and Do. As

can be seen, during period Do, all four switches are closed simultaneously, causing
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Fig. 3.30 Interleaved modular approach for the DC–DC converter
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the inductors to charge and ultimately boost the voltage across the capacitor, the

battery, and the grid terminals. Thus, Do can be understood as the duty cycle

associated with operation, akin to that of a current-sourced inverter. During

period D, on the other hand, the bridge operates in a manner similar to that of a

voltage-sourced inverter, which is essentially a buck. Therefore, with the appropri-

ate utilization of D and Do, both buck and boost operation can be achieved, such

that the battery voltage can be either higher or lower than the peak of the line

voltage. This allows a wide line and battery voltage range. Most significantly,

owing to the double modulation, both the grid and the battery current can be

controlled precisely in amplitude and shape (sinusoidal for the line current and

ripple-less DC for the battery). The MPPT function for the PV string can then be

achieved by managing the simple addition of these two power flows.

The topology shown in Fig. 3.32 must be modified in order to achieve isolation

of the battery pack. Therefore, the DAB converter shown in Fig. 3.24 can be

integrated, resulting in the detailed schematic of Fig. 3.33. The apparent complexity

of the isolation stage is deceptive. In fact, it is a simple bidirectional converter using

a small and inexpensive high-frequency transformer, which runs in open loop at full

duty cycle, where all eight switches are driven by the same signal. In addition, as

the duty cycle is always 100%, ZVS is assured, resulting in efficient operation

executed by relatively small devices.

With the inclusion of the isolated DC–DC converter, the need for the 50/60 Hz

isolation transformer might be called into question. In North America, the ground-

ing of one side of the PV panel has traditionally been the required norm. Although

the National Electric Code has allowed recent conditional exceptions to this safety
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regulation, utility companies have resisted this change, mainly because a direct

connection to the AC–DC bridge converter can inject dangerous levels of DC

current into the distribution transformer. On the other hand, should this constraint

become less binding in North America, as it is currently in Europe, other circuits

could be proposed that could prove more reliable and efficient. Many so-called

transformerless topologies have been proposed [42, 43], and Fig. 3.34 depicts a

simplified schematic for one such possibility.

In this case, the DC–DC conversion and the rectifier/inverter section are con-

trolled separately, rendering the control strategy much simpler. On the other hand,

the DC–DC converter is now governed by a feedback loop, meaning that it no

longer takes advantage of the low switching loss normally associated with 100%

duty cycle operation. With allowances from the regulatory safety agencies, the PV

panels can be floating, as long as the circuit has additional protection afforded by

GFIs and that it produces no leakage currents to ground during normal operation.
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The last requirement is attained only if the topology guarantees very little common-

mode voltage on the PV panels during normal operation (note that this cannot be

achieved with the Z-converter). Nevertheless, the midpoint can still be grounded, as

indicated by the dashed line in the figure, but at the expense of performance.

Whichever architecture is chosen, it is clear that the energy transfer cannot be

controlled to satisfy fully any arbitrary current demands of the PV, the grid, and the

EV/PHEV battery, simultaneously. In fact, many renewable resources are them-

selves subject to MPPT control, such that the simple power balance in Eq. (3.3)

must be satisfied:

PMPPT ¼ PPEV þ PG ð3:3Þ

Here, MPPT is the power draw requested by the distributed resource. It has to equal

the sum of the power absorbed by the grid and the PEV battery (PPEV and PG,

respectively). As MPPT is determined by external factors, such as clouding in the

case of PV, either PPEV or PG can be controlled independently, but not both.

Which of these is controlled will depend heavily on how the PEV owner decides to

utilize his or her vehicle storage resource. Thus, in installations where charging

power comes primarily from intermittent sources, the need for a significant pres-

ence of additional storage on the premises will be diminished, but not eliminated.

3.5 Conclusions

This chapter started off by presenting the arrangement and basic design aspects of

EV charging infrastructures. Future trends in EV charger manufacturing were also

discussed. Integration of EVs with green, renewable energy sources was presented,

along with an introduction to the design of such systems, focusing on power

electronic converters and control. Various charging scenarios for EV batteries

were discussed, when charging at home, at work, or in between routes. Future

advanced battery charging infrastructure, such as from combined PV and grid

sources, were introduced and studied in detail.

Shortage of petroleum is considered as one of the most critical worldwide issues

today. At the same time, as of today, car owners in Canada and North America, in

general, spend more money at the gas station than they have done ever before. The

most practical solution to the oil crisis problems lies in commercially available

electric and plug-in hybrid electric vehicles (EVs and PHEVs). EVs and PHEVs

present a significant opportunity to reduce greenhouse gases and dependence on

foreign oil. Major car companies have already developed exciting new EVs, such as

the Chevy Volt, Nissan Leaf, Tesla Model S, just to name a few of the many

manufacturers of electric cars. The Tesla Model S is a brand new product in the

market as a result of a successful start-up company project. Finally, Toyota most

recently developed the plug-in hybrid electric model of the popular Prius. Thus, it is

clear that new EVs are being introduced at an increasing rate in the market.
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In order to convince customers to buy EVs, urban communities will need to

enable the necessary large-scale charging infrastructure. An EV can reduce fuel

consumption by charging its battery from the utility grid. The typical battery

charging time for EVs and PHEVs is 6–8 h, if charged at home. However, if the

charging is required to be done at a faster rate, it can be performed in less than

20 min, at a suitably sized charge station. However, the required charging energy

will have a major impact on the utility. Alternatively, green renewable energy

sources, such as photovoltaics (PV) and wind energy, could be used to provide the

necessary charging energy at a cleaner and cheaper rate. Such energy sources can

also be installed at home or in urban buildings in large cities, thereby allowing for

battery charging during work hours.
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Chapter 4

Charging Architectures for Electric
and Plug-In Hybrid Electric Vehicles

Sebastian Rivera, Samir Kouro, and Bin Wu

Abstract This chapter provides an overview of the different charging architectures

available for electric vehicles and plug-in hybrid electric vehicles. The charging

architectures are addressed following two main categories: onboard chargers, used

mainly for slow and semi-fast charging (generally AC connection), and off-board

chargers, used for fast charging (DC connection). The chapter focuses on the

mainstream solutions available in the industry, and also presents some recent

advances and trends found in the literature. In addition, the chapter provides an

introduction to well-established charging standards being used by manufacturers.

Finally, the control schemes used in charging configurations, including the control

schemes for DC–DC and AC–DC converter stages, are discussed, the latter con-

sidering both single- and three-phase control schemes.

4.1 Introduction

One of the most critical components in electric vehicles (EV) and plug-in hybrid

electric vehicles (PHEV) is the battery storage system. Its energy density, charging

time, lifetime, and cost are currently the main drivers behind EV technology

development to increase their penetration in the market. The energy density and

charging time are closely related to the range of the EV, and are perceived as the

main limitations by a broad segment of the market for the adoption of EVs over

fossil-fueled cars. In addition, the charging time and lifetime of a battery are

strongly related with the characteristics of the battery charger. Hence, by extension,
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the battery charger has also become a key player for the present and future of EV

and their widespread acceptance.

For these reasons research and development of different charging architectures is

one of the most important topics in EV evolution. Their structure, power rating,

charging times, and type of connection can lead to different classifications. Never-

theless, the most conventional classification accepted currently for chargers is

based on their power ratings as shown in Fig. 4.1. The division according to the

power levels that the charger can deliver to the battery is given by level 1 for powers

below 1.92 kW, level 2 up to 19.2 kW, and level 3 for chargers that deliver power

above 20 kW. Additionally, depending on the nature of the electrical input to the

vehicle, these chargers can be either AC or DC. Furthermore, based on the location

of the charger components or stages, they are also divided between onboard and

off-board chargers.

Onboard chargers, as the name suggests, are located inside the vehicle, and

provide flexibility and simplicity, as they require minimal external equipment

besides the power outlet. There are two main types of onboard chargers, depending

on whether an exclusive or dedicated power converter is used to charge the batteries

as shown in Fig. 4.2a, or if its integrated, by using the existing power converters

already available in the power train that drives the power from the batteries to the

motor, as shown in Fig. 4.2b.

Dedicated onboard chargers are usually small in power (as illustrated by the size

of the DC–AC converter connected to the grid in Fig. 4.2a) due to size and weight

limitations of adding additional equipment to the vehicle, and therefore are con-

sidered level 1 slow chargers. Dedicated chargers are typically single phase and

intended for overnight home AC charging. Integrated chargers, in turn, use the

motor drive converters, hence their power ratings are increased, without adding

        EV and PHEV
charging architectures

On-board chargers

Off-board chargers

        On-board
dedicated converter

          On-board 
integrated converter

Level 1: 
Slow charging

Level 2: 
Semi-fast charging

Lelvel 3: 
Fast charging

 1-phase 
converter

 3-phase 
converter

Fig. 4.1 Classification of EV and sperm charging architectures
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cost, size, and weight, while reducing the charging time. This architecture can be

found with single- and three-phase grid connection and they are considered both

slow and semi-fast level 2 chargers. Their charging time can go from ten to a couple

of hours and therefore are targeted for use at home, work, or shopping (parking).

Finally, off-board chargers consist of dedicated charging architectures that

reside outside the vehicle as shown in Fig. 4.2c. Because of this reason there are

no strict restrictions related to weight and volume, compared to their onboard

counterparts. The connection to the vehicle is performed directly to the battery;

hence the vehicle connector is of DC nature. The higher converter power capacity

allows deliver shorter charging times of less than an hour, hence the name DC-fast

chargers and classification as level 3. Because of their size and power levels, they

are designed considering a three-phase connection to the grid, and therefore cannot

be easily accommodated at home and even work. Instead, they are installed at

parking lots and public locations that resemble the conventional gas-filling stations.

Table 4.1 summarizes the main features, parameters, and characteristics of level

1, 2, and 3 chargers, including an example of the hardware required outside the

vehicle, to easily recognize which type of charging system that is being used.

Battery
Pack

ac
ac dc

dc
Dedicated
Charger

AC connector
Motor

(a)

Battery
Pack

ac
dc

Integrated
Charger

AC connector

Motor

(b)

Battery
Pack

ac

ac dc

dc

dc

dc

Fast Charger

DC connector

Motor

(c)

Fig. 4.2 Electric vehicle charging configurations: (a) onboard dedicated converter, (b) onboard
integrated converter, and (c) off-board fast charger
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4.2 Onboard Chargers

Onboard chargers provide flexibility to the drivers, as they do not require any

special equipment other than a traditional power outlet. This allows to charge

anywhere, with the drawback that the stringent concerns of cost, volume, and

weight of vehicles typically restrict the size and capacity of the charger. Therefore,

usually onboard chargers are found for power levels below 3.5 kW [1], and feature

long charging times. The general structure of an onboard conductive charger is

presented in Fig. 4.3. It can be seen that it is composed by a rectifier stage that also

features power factor correction (PFC), for unity power factor operation. Then, this

intermediate DC voltage is adapted using a DC–DC stage to the voltage levels

required by the battery management system (BMS), which regulates the charging

Table 4.1 Charging level parameter comparison

Item description Level 1 Level 2 Level 3

Speed Slow charging Slow/semi-fast charging Fast charging

Charger location Onboard Onboard Off-board

Connection to vehicle AM AM DC

Typical use Home Home and work Charging station

Typical charging time 6–10 h 30 min to 4 h 15-50 min

Power level 1.1 to 3.3 kW 3.3 to 19.2 kW 20-150 kW

Voltage 120 V 208 or 240 V 480 V

Number of phases Single phase Single/three phase Three phase

External equipment

Source: Roperld
Source: Bosch

Source: Blink

Battery

ac-dc stage (PFC)

On-board EVSE

AC grid

dc-dc stage (isolation)

Fig. 4.3 general structure of a two-stage onboard battery charger
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process [2, 3]. Additionally, the latter stage features high-frequency isolation, in

order to isolate the battery from the AC grid for safety issues [3–5]. In the following

sections different onboard charger power converter topologies will be analyzed and

commented.

4.2.1 Level 1: Dedicated Converter (Slow Charging)

The simplest and most straightforward concept for onboard battery chargers is the

use of a dedicated power converter, which exclusively performs the battery charg-

ing tasks. As mentioned earlier, these converters are based on a two-stage power

conversion structure as shown in Fig. 4.4, where the first generates an intermediate

DC voltage while generating a low distortion current and unity power factor at the

AC grid side, and the second regulates the battery charging current. Additionally,

these onboard chargers include a galvanic isolation towards the main distribution

network [3, 4] in order to comply with safety regulations.

The 3.3 kW topology presented in Fig. 4.4a is proposed in [6]. As illustrated, it

can be seen that it consists of a two-channel interleaved boost performing the

rectification and PFC, which allows to reduce the input and output current ripples

and share the input power between the two channels. This is achieved by a phase

shift introduced between the PWM carrier signals controlling both boost converters.

The reduced current ripple allows a reduction of the size of the boost inductor and

the output capacitor, as well as an extension of its life span. Because the power is

divided between two boost converters, lower current rated semiconductor devices

can be used, which feature shorter commutation times, higher switching frequency,

and hence smaller magnetic components, such as the inductor core. Higher capacity

chargers can include even more boost converter channels in interleaved connection

to allow more power without increasing the size of the converter. The second stage

of the charger is a high-frequency (HF) isolated full-bridge DC–DC converter with

zero voltage switching. This discontinuous switching mode operation greatly

reduces the switching losses, increasing the efficiency of the charger. Operating

at rated load, the overall reported efficiency of the system is up to 93.6% [6].

Following a similar structure, Fig. 4.4b presents an alternative onboard charger

[7]. In this topology, the high-frequency isolated DC–DC stage has been changed to

a series-loaded resonant full-bridge DC–DC converter, while the PFC stage is

composed by a single-phase rectifier bridge and boost converter. As in the previous

case, the converter features unidirectional power flow imposed by the diode rectifier

and boost converter. The PFC ability provided by the boost converter enables

adjustable power factor operation up to 0.995. The HF isolated DC–DC converter

requires a special frequency control method for the resonant characteristic that

reduces switching losses. The reported efficiency for this topology at rated load is

93% [7].

A different approach is presented in [8], where the boost PFC stage has been

shifted to the lower voltage end in order to reduce the size of the DC-link capacitor
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and extend its life span. As it can be seen in Fig. 4.4c, the 3 kW charger has a

reverse structure compared to the conventional two-stage topologies. It uses a

passive front end followed by an LLC full-bridge resonant converter that operates

with fixed switching frequency, and finally a low-voltage boost PFC stage that

performs the output voltage regulation and the harmonic control. This scheme

allows to reach an efficiency of 93.6% with a power factor of 0.996 operating at

full load. The reduction on the DC-link voltage allows to replace the electrolytic

capacitor with a film capacitor, extending the life span of the converter.

A similar charger structure is shown in Fig. 4.4d, where a cascade structure of a

high-frequency resonant converter is employed [9]. The topology is composed of a

single-phase rectifier bridge connected in cascade to an uncontrolled LLC resonant

converter, which provides the step-down of the voltage while introducing galvanic

isolation. This is followed by the second stage which includes a boost converter

performing the PFC control. The charger is able to deliver output voltages in the

Co
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AC grid
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Cd
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Two-channel boost
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Fig. 4.4 Two-stage onboard chargers with high-frequency galvanic isolation and dedicated

charging converter. (a) Full-bridge converter with interleaved boost PFC. (b) Series resonant

converter with boost PFC. (c) LLC full-bridge resonant converter with low-voltage boost PFC.

(d) Uncontrolled LLC resonant converter with low-voltage boost PFC
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range from 150 to 450 V, with a peak efficiency of 92.5%, when operating at full

load and with a 220 V input.

As can be appreciated from all the topologies in Fig. 4.4, a common feature of

onboard chargers is the galvanic isolation achieved using high-frequency trans-

formers, instead of low-frequency transformers, which would add too much weight

and volume to the vehicle. Nevertheless, HF isolation requires more power con-

verter stages through which all the power is transmitted, resulting in additional

switching, conduction, and magnetic losses reducing the converter efficiency.

4.2.2 Level 2: Integrated Converter (Semi-fast Charging)

A different approach for onboard chargers is to use part of the drive inverter and

machine windings for charging purposes, considering that in normal operation the

driving and charging do not happen simultaneously, with the exception of regen-

erative braking [2]. This has motivated the development of integrated drive system

and battery charger. This integration offers the possibility of reducing the problems

of additional cost, space, and weight by using a single converter for both driving

and charging. Since the power converter used for the drive system is rated at

nominal machine power, the same power capacity can be used for charging,

increasing the power level compared to dedicated chargers. However, depending

on the level of integration, the voltage adaptation, and torque pulsations in the

motor during charging, efficiency considerations should be properly addressed.

Additionally, the random connection of these higher power chargers in different

places of the city has to be taken into consideration, so the grid may absorb the EV

charging load properly [10, 11].

As discussed earlier there are different levels of integration regarding onboard

battery chargers. This level of integration will depend on whether they use exclu-

sively the power electronics devices of the drive, or also make use of the motor

windings.

Among the partially integrated topologies, which fractionally use the power

electronics on board as a part of the charging circuit, several topologies have been

proposed. The idea is to maximize the usage of the components, leading to a

reduction in cost, size, and weight. In this category, the charging circuit is reduced

to a single-stage topology that is combined with the bidirectional DC–DC stage,

which is also used by the power train. This leads to a further reduction in the size of

the converter and the component count; however, as stated earlier, this sets the

restriction that the vehicle cannot be charged while driving or it cannot be driven

while the battery is being charged.

Despite the two-stage power converter configuration with HF transformer

approach appears a mainstream solution for onboard chargers, there is no explicit

requirement for such characteristics in standards for safety of EVs as specified in

SAE J1772 [12]. This has motivated the research and development of different

high-efficiency non-isolated single-stage topologies, which feature important
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advantages in increasing the power density and converter efficiency through the

elimination of the HF transformer.

The topologies shown in Fig. 4.5 correspond to partially integrated onboard

chargers. From the figure it is possible to see that part of the DC–DC converter

featured in the topology is already part of the power train; more precisely they

provide a voltage ratio conversion between the battery DC voltage and the motor

drive inverter DC voltage. They do not use the full power converter and motor

windings as the integrated onboard chargers, hence the name.
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Fig. 4.5 Onboard partially integrated charging topologies without galvanic isolation. (a) Single-
phase rectifier with interleaved buck-boost. (b) Bidirectional AC-DC/DC-DC converter for

PHEVs. (c) Non-isolated buck-boost with a three-level active front end
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The non-isolated onboard charger presented in Fig. 4.5a features a diode bridge

rectifier, followed by an interleaved buck-boost stage [13]. The two-channel inter-

leaved connection allows reduction in the current and voltage ripples while reduc-

ing the size of the converter inductors. The buck-boost converter also provides a

wider input and output voltage range. This topology has been reported to be rated at

3.7 kW, with a peak efficiency of 97.6% and a power factor of 0.99. Since the

converter has no HF isolation it requires less converter stages and therefore has a

reduced component count compared with previously reviewed onboard chargers.

Another non-isolated buck-boost active rectifier employed as battery charger is

shown in Fig. 4.5b. The topology shares the inductor Lf with an integrated bidirec-

tional DC–DC converter [14]. This structure allows to meet the three requirements

of the PHEV system: buck-boost operation for the charging of the battery; boost

operation from the battery to the higher voltage DC bus of the electric traction

system; and buck operation from this bus to the battery for regenerative braking. Is

important to mention that this approach assumes that none of the three previous

modes happen simultaneously. In comparison with traditional topologies this

approach has the drawback of additional losses because of the extra switching

devices and also a poor harmonic performance at the AC side if no filter is

employed. Aiming to improve the harmonic performance at the grid side, a three-

level active front end is incorporated into the charger [15], which along with

reducing the total harmonic distortion (THD) below 3% provides a bidirectional

power flow allowing vehicle-to-grid (V2G) operation. This comes at the expense of

an increased number of switching devices and the need of controlling the midpoint

voltage.

A higher level of integrated onboard chargers use the traction inverter together

with the motor windings, as shown in the topologies in Fig. 4.6. For this category,

the main concern is the minimal addition of external elements to allow the

reconfiguration of the circuit aiming to reduce the size and weight of the power

electronics used in the vehicle. Moreover, as the motor drive is normally designed

for higher power ratings, this approach allows the use of higher charging power

levels (i.e., shorter charging times) and either single- or three-phase power outlets.

The idea behind the integrated charger presented in Fig. 4.6a is to use the

induction motor (IM) stator leakage inductances as a set of filters, which along

with the inverter operate as a boost converter [16]. It can be seen how the drive

system is reconfigured with the use of inexpensive relays to operate as a battery

charger.

This charger can be fed either by a single-phase supply, as shown in Fig. 4.6a, or

the three phases of the converter as an interleaved three-channel boost converter,

with the drawback of generating torque in the machine during charging. It is

reported that the single-phase alternative has an input voltage in the range of

100–250 V and is rated up to 20 kW.

A similar single-phase concept based on a dual-IM system, either with two

machines or using a single one with split phases and two inverters, is shown in

Fig. 4.6b. In this topology, the three-phase sets of inductors are connected to the AC

grid through the neutral point, acting as a power factor correction DC–DC stage that
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recharges the battery [17]. This approach has the benefits of allowing a bidirectional

power path and unity power factor operation; however there is no galvanic isolation

provided.

A different integrated charger is presented in Fig. 4.6c, in which each of the split

phases of a permanent-magnet synchronous motor (PMSM) are connected to a dual

set of two-level voltage source converters [18–20]. This generates an intermediate

DC-link voltage Vd that reaches up to 900 V. This voltage is converted by a

bidirectional buck-type DC–DC stage that performs the battery charging. An

additional EMI filter is normally added in order to improve the quality of the grid
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currents. Despite having a total traction power of 40 kW, this scheme limits the

battery charging power to only 30 kW.

The use of the split-winding configuration leads to the cancellation of the

rotational magnetic field in the motor while charging. Additionally, this scheme

does not require any additional relays or contactors, thereby reducing the hardware

requirements. This scheme is also available in a single-phase version [21].

Another onboard solution that uses the power train for charging purposes is

illustrated in Fig. 4.7a. The approach is based on an interior permanent-magnet

synchronous motor (IPMSM) with reconfigurable stator windings [22, 23]. The use

of relay-based switching devices and a mechanical clutch allows to use the machine

as an isolation transformer connected to the grid and the traction components

operate as a battery charger. The IPMSM has six stator windings, which are

connected in series in order to constitute a three-phase set, while charging a relay

reconfigures these windings as shown in Fig. 4.7a. It can be seen that in this

configuration, the drive inverter operates as an active front end, allowing to control

the battery voltage, while generating high-quality currents at the AC side. It is

important to mention that this scheme does not require a mechanical brake, as the

machine rotates freely at synchronous speed, while inducing voltages in the sec-

ondary side. For a 25 kW drive system, this charger is restricted to operate at

12.5 kW. The reconfigurable charging system has been patented in [24].
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The switched reluctance machine (SRM) has emerged as a promising alternative

for the IM or PMSM in drive applications, because of its simple control and

robustness. A compact single-phase integrated SRM-based onboard charger is

presented in Fig. 4.7b. During charging mode, the switch Sm is connected to the

charging point, while Sd remains permanently off (the boost stage connected to the

battery pack is not used during charging mode) [25]. Three out of the four phases of

the SRM are reconfigured to compose a buck-boost PFC charger; the first two motor

windings act as input filters while the third one operates as an energy storage for the

SRM converter. This leads to improved power quality at the AC side.

4.3 Off-Board Chargers

The previous sections covered the different charging topologies with a dedicated or

integrated power converter installed inside the vehicle, responsible for the charge of

the batteries. These onboard chargers provide flexibility and availability, as they

only require a conventional power outlet and minimal additional hardware to

recharge the battery. Nevertheless, the additional volume and weight on the vehicle

limit its power ratings, hence increasing the charging times. An alternative to

recharge the battery pack of an EV or PHEV is through the use of a dedicated

infrastructure located externally. This offsets weight and volume from the car to the

electric vehicle supply equipment (EVSE) which delivers power from the grid to

the vehicle.

Additionally, the presence of a vast charging infrastructure network in the future

will support the adoption of PEVs, as the availability of quick-charge stations in

different parts of the cities will provide drivers more flexibility in using their cars,

address range anxiety, and allow occasional longer trips without the need of

batteries with larger capacities. This is expected to happen regardless fast charging

becomes the main alternative for replenishing batteries or remains as a comple-

mentary process to conventional level 1 and 2 charging [26].

The general structure for off-board chargers is illustrated in Fig. 4.8. Depending

on the architecture, the chargers are connected to the grid through a transformer,

followed by a rectifier stage composed by the input filter to mitigate the grid-side

harmonic injection, and the AC–DC stage to control the input currents and generate

the regulated DC voltage. Then, a DC-DC converter is connected to this regulated

DC voltage, in order to regulate the battery voltage and control its charging

currents, following the requirements of the vehicle’s BMS. The latter stage does

not require galvanic isolation in the presence of a grid-side transformer, as shown in

Fig. 4.8a. Finally an output filter for the regulation of the battery current and voltage

ripples is included.

In case the galvanic isolation is part of the DC–DC stage, then the off-board

charger can eliminate the bulk line frequency transformer, as exhibited in Fig. 4.8b.

The differences between the isolation location, and the different converter topolo-

gies for both AC–DC and DC–DC stages are discussed next.
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4.3.1 Level 3: Dedicated Off-Board DC Chargers (Fast
Charging)

4.3.1.1 Concept of Fast-Charging Stations

As established in the previous sections, the fast charging of EVs and PHEVs might

not be conceivable as an onboard solution, due to cost, size, and weight constraints

in the vehicle. Therefore, studying the concept of a public installation with installed

off-board high-power chargers that operates as a filling station is relevant. These

stations will provide EVs the equivalent of a fuel stop by feeding their batteries

directly with DC currents, which refuel the car in the shortest possible time

[4]. This concept, along with emerging battery technologies that accept higher

charging rates and several thousands of charging cycles, makes fast charging a

realistic possibility [27].

Two possibilities can be identified for fast-charging station (FCS) architectures,

as shown in Fig. 4.9. The first uses the secondary windings of the step-down/

isolation transformer as an AC bus, where each load is connected to the bus via

independent AC–DC stages. The second uses a single AC–DC stage in order to

provide a common DC bus for all the loads of the system.
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Fig. 4.8 General structure of an off-board battery charger. (a) LF isolation. (b) HF isolation
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4.3.2 Common AC Bus Architecture

One alternative for the FCS architecture is the use of a common AC bus, as depicted

in Fig. 4.9a. In this structure, each charging unit has its own rectifier stage that is

connected to a common AC coupling point in the secondary windings of the step-

down transformer. This architecture represents a simple concept and has been used

for years, and well-developed standards and technologies are available. Further-

more, it needs lower power rating front-end stages, which can be either passive or

active.

However, the presence of several battery chargers, with independent rectifier

stages and inherent low power-factor operation, may produce unwanted harmonic

effects on the utility grid [28, 29], particularly for high-power fast chargers.

Moreover, the cost of several converter units with lower power ratings is higher

than that of a single high-power converter unit, due to the need of several filter sets,

control stages, and sensors.

In addition, in the presence of distributed generation units in the station, such as

photovoltaic panels or fuel cells, or even the usage of energy storage systems, will

also require their independent AC–DC stage, thereby further increasing the number

of the conversion stages in the system and consequently, the cost and complexity of

the AC bus architecture.

4.3.2.1 Common DC Bus Architecture

The alternative approach uses a single AC–DC stage with a higher power rating to

provide a common DC bus, as illustrated in Fig. 4.9b. This bus feeds several battery

chargers and provides a more flexible structure, which can easily integrate distrib-

uted renewable energy conversion systems, or energy storage devices, since these

systems are essentially DC, as depicted in Fig. 4.10. In addition, the DC connection

is characterized by the lack of synchronization and reactive power problems. These

features allow the charging station to act as an intelligent system that can mitigate
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the negative effects of a deeper EV penetration in the existing utility grid, and also

to be a part of a future smart grid.

The system in Fig. 4.10 is better in reducing device count and costs in compar-

ison to the AC bus architecture, as a result of the fewer power conversion stage

requirement [30–33], but at the expense of an increase in the power rating of the

central grid-tied converter. The lower number of power conversion stages also

improves the overall efficiency of the charging station. However, the higher power

ratings of the single rectifier unit lead to more stringent requirements by the grid

code, in terms of harmonic components amplitude and THD. Moreover, limits are

imposed on the switching frequency of the devices because the switching losses

become relevant when the power is in the megawatt range. Another issue with the

DC bus concept is that it requires more complex protection devices than the AC

bus, because no zero crossing of the voltage exists [34].

In general, a much lower number of converters is needed in comparison to the

AC bus architecture, making the system simpler. Moreover, energy delivery at DC

is characterized by reduced losses and voltage drops in lines [35]. Furthermore,

assuming that the DC system has generation units, in case of the abnormal operation

of the utility grid, the DC system can be switched to stand-alone operation, and the

loads are supplied with the generated power [36].

On the other hand, regarding the application, the current development in DC

charging standards [12, 37] also supports the idea of a centralized charging station

serving as an active front end and providing DC power to several battery chargers,

which can be either semi-fast or fast solutions. In addition, this allows to concen-

trate these potentially large loads in strategic places to minimize their impact on the

grid, as opposed to the case of residential fast chargers that are randomly connected

in different areas of the city.

MV grid

Wind PV

Fuel Cell Battery

Optional Stages

ac
dc

dc

dc
dc

dc
dc

dc
dc

dc
dc

dc
dc

dc
dc

dc

dc
dc

dc
dc

Central
Converter

Fast Charging
Ports

Fast Charging
Ports

Regular
Charging Port

Regular
Charging Port

Isolation/
Step-down
Transformer

Unipolar
dc Bus

Fig. 4.10 Common DC bus charging station concept with distributed generation microgrid

4 Charging Architectures for Electric and Plug-In Hybrid Electric Vehicles 125



4.3.3 Central Converter Topologies

The central converter stage has a fundamental role in the DC charging architecture

of Fig. 4.10, and is desirable to provide several features, such as distortion-free

operation, fully adjustable power factor, and reduced size of the input filters, while

simultaneously featuring a reduced number in both active and passive components

[2, 38]. The following section provides a brief review of the most common

converters used as the central converter of the charging station.

4.3.3.1 Two-Level Voltage Source Converter

One of the most widely used topologies in the industry is the two-level voltage

source converter (2L-VSC), whose power circuit is presented in Fig. 4.11. As shown

in the figure, the circuit consists of an array of six switching devices, typically

insulated-gate bipolar transistors (IGBTs) and a DC-link capacitor. The presence of

these active switches, along with a proper control scheme, generates sinusoidal

currents at the input side, a fully adjustable power factor, and a bidirectional power

flow [39]. This converter also steps up the voltage to higher values than the input

grid voltages. These characteristics make this topology a valid alternative as the

grid-tied converter for a high-power off-board charger [38], or as the central

converter of the charging station.

Both carrier-based pulse-width modulation (PWM) and space vector modulation

(SVM) can be applied to generate the switching patterns for the 2L-VSC [40]. In

addition, variable switching frequency methods, such as table or prediction-based

methods, can also be used [41, 42]. As the name suggests, this converter generates a

binary pulse train, which alternates between 0 and Vd, whereas the line-to-line

voltage presents a three-level waveform. This impacts the THD of the input current,

as larger active/passive filters or higher switching frequencies are needed in order to

meet the limits imposed by the grid code.

This configuration typically operates at low AC voltage (690 V), which allows a

power rating of up to 0.8 MW, without paralleling switching devices or converters,

limiting the number of chargers that the station is able to feed. To reduce the current

stress on the devices, the converter can be connected to higher AC voltages;

however, this also implies a larger DC voltage as well, thereby increasing the
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voltage blocking requirement of the devices and the step-down effort of the DC–DC

stages of the chargers, which is not desirable since it reduces the conversion

efficiency.

Moreover, future megawatt charging stations will also demand higher power

ratings for the central grid-tied converter, for which the power ratings, power

quality, and efficiency requirements cannot be met using a 2L-VSC. Therefore,

the use of several two-level converters is needed, which also means more power

electronics, control systems, sensors, filters, larger size, and higher cost.

In order to extend the power ratings of this converter topology, some alternative

configurations can be used, which are based in the use of multi-winding trans-

formers. A phase-shifting transformer is included to share the power between two

AC–DC stages, as presented in Fig. 4.12. Each 2L-VSC stage is connected to a

different secondary winding of the transformer. The presence of this transformer,

along with a symmetrical gating pattern of both converters, leads to the significant

mitigation of certain harmonic components in the grid currents, in this case those

with order 6n� 1, with n odd, which is similar to that achieved when using a diode

front end in the 12-pulse configuration [40]. The DC output of the converters can be

connected either in parallel, to have a single DC bus, or in series to generate a split

DC bus.

Although the phase-shifting transformer significantly improves the power qual-

ity at the grid side, the limited power that this topology is able to withstand without

paralleling devices is still low for the application. The result is a higher cost of the

grid interface assuming a 2 MW charging station, as the paralleling of devices or

converters may be needed. In addition, the presence of the transformer is not

optional because it is required for the harmonic improvement at the AC side,

which results in the higher cost and size of the station even if the fast chargers

provide isolation to the battery.
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4.3.3.2 Vienna Rectifier

Some authors suggest that in the case of fast charging applications, the bidirectional

operation is not mandatory, considering that its main functionality is to charge the

batteries as quick as possible and also because vehicle-to-grid (V2G) operation is

still not considered as a short-term solution. Therefore, the bidirectional rectifier

stage is replaced by a Vienna converter [2, 38]. The power circuit of the converter is

shown in Fig. 4.13.

This topology shares the operating principle of stepping up the voltage with the

2L-VSC. It features a lower active switching device count, at the expense of

sacrificing the reverse operation characteristics. Moreover, this topology features

a highly sinusoidal input current, three-level voltage waveform, reduced voltage

stress in the devices, and a high-power factor operation. The input filter size is

reduced because of the multilevel voltage waveform [43].

The control scheme is based on controlling the magnetization of the inductor by

using high-frequency PWM [38]. One important advantage is that this topology

offers operation without a neutral connection. Furthermore, the commutation of

diodes takes place as soon as the switches are turned off, which removes any dead-

time problems [43]. The disadvantages include the lack of regeneration and rela-

tively high assembly effort exhibited by the circuit when a realization with discrete

components is considered. In addition, the high switching frequency required limits

its potential for high-power applications.

4.3.3.3 Multipulse Rectifier with DC Active Power Filter

Another approach for central converter considers a nonregenerative 12-pulse

decoupled rectifier system which provides the common DC bus for a 1.1 MW

charging station [32, 44]. A DC active power filter (DC-APF) stage is also included

to eliminate the harmonics at both DC and AC side. The circuit diagram is shown in

Fig. 4.14.
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This harmonic cancellation is achieved through the triangular shaping of the

currents ip and in. The result is a grid-tied converter with reduced complexity and

cost, which generates high-quality sinusoidal input currents. The resulting con-

verter complies with the limits imposed by IEEE 519-1992 standard and produces a

DC bus with reduced voltage ripple and improved dynamics.

This topology also includes an energy storage system (ESS), in order to design

the converter such that it withstands only the average demanded power, while this

additional stage provides the extra power during peak instants.

However, the inability to control the DC bus voltage and the lack of power factor

adjustment and regeneration capabilities limit the potential of the charging station,

given that it becomes unable to inject power into the utility grid or perform reactive

power compensation.

4.3.4 High-Power DC–DC Converters

Once the grid connection and the DC voltage regulation have been performed by

the central converter stage, the fast-charging ports must be enabled through the use

of high-power DC–DC converters. These converters will have a tremendous impact

on the system efficiency and on the charging times. The DC voltage output range

remains the same as with conventional charging levels, covering the range from

200 to 600 V; however for the reduction of the charging time, the power ratings are

in the range from 50 to 240 kW [3, 4]. Considering this, the cost, efficiency, and
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isolation requirements should be properly taken care of. In terms of cost, the size of

passive elements can be reduced while featuring higher switching frequencies in the

operation of the DC–DC stage or with the use of interleaved topologies [4, 27,

45]. On the other hand, the fast charger efficiency will put strong limitations in the

switching frequency, in order to keep the turn-on and turn-off losses within

acceptable levels. This has led to the use of soft switching techniques[ 2, 27, 46, 47].

Finally, the galvanic isolation requirement between the distribution grid and the

battery pack will depend on the selected architecture, as it was mentioned earlier

that this could be achieve either through a low-frequency transformer at the input

side or this could be included in the DC–DC stage with a high-frequency trans-

former [4, 32]. The following sections cover different high-power DC–DC stages

considered for EV and PHEV charging applications.

4.3.4.1 Non-isolated Multichannel Interleaved Buck Converter

The central high-power charging station usually includes an isolation transformer in

its AC–DC stage; thereby the galvanic isolation requirement is already covered,

leading to the use of non-isolated DC–DC stages [27]. The multichannel interleaved

buck converters share the high charging power between multiple modules [4, 27,

45]. Its power circuit is shown in Fig. 4.15a, where it can be seen that three

bidirectional buck channels are sharing the output power of the fast charger. By

means of this configuration it is possible to reduce the filter size, as the interleaved

operation increases the output equivalent frequency. This leads to a smooth output

current, which allows the reduction in the output inductor by a factor of 1/n, for an
n-channel converter.

Another advantage of interleaving DC–DC converters is the possibility of power

shedding, which is the management of the number of active stages depending on the

partial load of the fast charger. This allows to achieve higher efficiencies in a wider

load range.

4.3.4.2 Phase-Shifted ZVS Full-Bridge Converter

If the central AC–DC stage does not include an isolation transformer, the DC–DC

stage must provide a galvanic isolation stage. In this category falls the phase-shifted

ZVS full-bridge converter, which is shown in Fig. 4.15b. This topology uses the

parasitic capacitance of the switching devices and the leakage inductance of the HF

transformer to conform a resonant tank which is controlled in ZVS operation [38]. It

is reported to have higher efficiency than the conventional full-bridge topology in a

specific load range. Through the phase-shifting of the switching signals between the

converter legs (S3 and S4 with respect to S1 and S2), the minimization of the

oscillations, which take place between the aforementioned inductance and capac-

itances, is achieved. However, its soft-switching characteristic is only valid over a

specific power level, as it depends on the output current.
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4.3.4.3 Half-Bridge LLC Resonant Converter

Another option to enable the fast-charging ports in a fast-charging station is the

topology illustrated in Fig. 4.15c. The half-bridge LLC resonant converter is

composed by an active half bridge at the primary side, followed by three passive

components: the resonant inductor Lr, the resonant capacitor Cr, and the magnetiz-

ing inductor Lm [38]. The secondary side of the converter is composed by a center-

tapped rectifier and the output filter capacitor Co. This topology features a wide load

range for ZVS operation and high efficiency at high input voltage along with no

reverse recovery losses. However, the output voltage is a function of the switching

frequency, which complicates the design of the transformer and the filter.

4.3.5 Challenges for Fast-Charging Stations

As stated earlier, it is expected that the development of a vast fast-charging

infrastructure will have a key role in the large-scale adoption of EVs in the near
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future [26]. However, high-power fast charging is a challenging task due to large

currents being injected to the battery pack, as well as generating them in a wide

output voltage range efficiently [27]. Additionally, this process implies challenges

not only to the vehicle itself but also to the distribution system. To start with, the

power rating involved in the fast-charging process makes it unlikely to be adopted

as an onboard solution because of the requirement for larger, heavier, and costly

additional equipment [2, 3]. Furthermore, studies show that conventional overnight

charging (AC levels 1 and 2) are expected to remain as the preferred charging

method [26]; thus, installing an additional high-power charger on board is not

needed. Even if the vehicle features an onboard integrated fast charger, the random

connection of high-power fast chargers in different places of the cities will have

adverse effects on the utility grid (e.g., demand and energy price increase, voltage

stability decreased, power quality issues) [26, 48].

On the other hand, quick charging is not suitable for residential applications due

to several reasons. First, dedicated equipment must be installed at the homes, as a

result of the increase in the power consumed by the charger in order to reduce the

charging time of the battery. In addition, this power consumption exceeds the

typical power ratings of the conventional appliances. Moreover, a three-phase

power connection is required because of the power levels involved. Furthermore,

the electric system in these areas is not designed for high-power levels; therefore, if

fast chargers operate in residential areas, then transformers and other distribution

elements need to be replaced; otherwise they will be damaged by repetitive

overload operation [49]. This additional infrastructure makes the cost of the fast-

charging solution excessive, so that a different approach is required.

Finally, from the perspective of the utility grid, a large-scale penetration of EVs

results in increased power demand, thereby leading to additional coordination

methods of absorbing the EV charging load, and does not merely require having

sufficient generation capacity [11]. The reason for this is the stochastic behavior of

the EV load, and if this issue is not addressed properly, the actual electric system

will be unable to satisfy this demand. For example, a larger EV fleet will require

additional operating reserves in order to cope with the increased power demand and

the uncertainty associated with the EV charging [26]. This also affects the trans-

formers and lines loading and the protection settings. In order to minimize these

effects the addition of generation or energy storage units becomes necessary.

4.4 EV / PHEV charging Standards

A crucial part of the operation of the EVs is the recharging of their battery pack.

This process can be carried out in two different ways: conductively or inductively.

The first charging method uses electrical contact between the charging port of the

vehicle and the charger connector to transfer the energy into the battery pack. The

second method uses wireless energy transfer through electromagnetic field cou-

pling, eliminating the plug-in cord [3, 50]. This type of charger has been explored
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for level 1 and 2 devices, and is still under development and therefore will not be

discussed in detail in this chapter.

Conductive charging has already been adopted by the EV industry, including

mainstream EV manufacturers. Depending on the rate at which the EV battery is

charged, conductive chargers can be generally classified into slow chargers and fast

chargers. The slow or conventional chargers are able to recharge the battery in 8 h,

while the fast chargers can do this process within 30 min (although generally not

allowed up to full charge). More specifications on the power levels and charging

times for the available charging methods can be found in some of the existing

charging standards [12, 51].

To regulate and standardize the conductive chargers several organizations, such

as the Institute of Electrical and Electronics Engineers (IEEE), the Society of

Automotive Engineers (SAE), and the International Electrotechnical Commission

(IEC), have been developing standards to regulate the utility/customer interface.

4.4.1 SAE J1772 Standard

The SAE has published the standard SAE J1772™ [12], which defines practices

regarding the conductive charging architecture for electric vehicles. This standard

defines three charging methods: AC level 1, AC level 2, and AC level 3, aside from

the DC fast-charging levels, which are still under development. The details of the

charging levels included in SAE J1772 are presented in Table 4.2.

Levels 1 and 2 in general fall into the category of slow charging, except for level

2 DC charging. A European standard IEC 62196 has also been developed promot-

ing different charging levels (up to 690 V AC and 1000 V DC) that are analogous to

Table 4.2 SAE charging configurations and rating terminology (as in [12])

Charging method Input voltage (V) Charger location Power level

Sperm (EV)

charging time

AC Level 1 120 Onboard 1.4 kW, 12 A

1.9 kW, 16 A

7 (17) h

aDC Level 1 200-450 Off-board 36 kW, 80 A 0.3 (1.2) h

AC Level 2 208-240 Onboard 19.2 kW, 80 A 0.4–3 (1.2–7) h
aDC Level 2 200-450 Off-board 90 kW, 200 A 10 (20)

AC Level 3 208-240 Onboard 96 kW, 400 A (15)
aDC Level 3 200-600 Off-board 240 kW, 400 A (<10)min

EV (25 kWh usable pack size) charging always starts at 20% SOC, faster than a 1C rate will also

stop at 80% SOC instead of 100%

PHEV (10 kWh usable pack size) can start from 0% since the hybrid mode is available
a Not finalized
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those in SAE J1772. Additionally, there is an ongoing coordination between the two

standards in order to develop a combined charging system (CCS)[ 52].

4.4.2 CHAdeMO Standard

Other than the SAE and IEC standards, an association named CHAdeMO proposed

a quick charging method as a global industry standard. The name CHAdeMO is an

abbreviation of Charge de Move, equivalent to charge for moving [37].

CHAdeMO was formed by Tokyo Electric Power Company (TEPCO), Nissan,

Mitsubishi, and Fuji Heavy Industries. Toyota later joined as its fifth executive

member. TEPCO has developed a patented technology and a specification for high-

voltage high-current automotive fast charging via a DC fast charge connector from

the Japan Automotive Research Institute (JARI). The connector from JARI is

apparently the basis for the CHAdeMO protocol. Additionally, its technical spec-

ifications are provided by the Japan Electric Vehicle Standard (JEVS) G105-1993

from the JARI.

The maximum output compatible with CHAdeMO protocol is 500 V/125 A,

with power reaching 62.5 kW.

At present, this standard is gaining wide acceptance, and several leading indus-

trial manufacturers are commercializing CHAdeMO standardDC fast chargers (e.g.,

ABB-Terra 53CJ, Fuji Electric—FRCH50B-2-01, Siemens—CP300D3xB05-

4xxx). According to [37], over 10000 chargers and more than 57,000 compatible

EVs are available on the road around the world. Additionally, there are ongoing

efforts of increasing the charging power ratings above 150 kW [37].

4.5 Control Schemes for Charging Converters

The following sections covers the main control schemes used for the regulation of

the different converters involved in the charging process of the battery. First, the

main schemes used for the grid-tied AC–DC stages, both single and three-phase

approaches, followed by the regulation of the DC–DC stage that performs the

charging of the battery pack, are given.

4.5.1 AC–DC Converter Control

The main function of a grid-tied power converter is to generate a regulated DC

voltage, and control the grid currents (active and reactive power). However, the

requirements for these converters have increased through time because of more

stringent grid codes and the increased use of generated electric energy to feed loads
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through rectifier stages, traditionally based on diodes and thyristors, thereby

increasing the presence of harmonic currents in the utility grid. Some of these

additional requirements are as follows:

• The reduction of the harmonic content because of its negative effect on the

electric system (e.g., voltage distortion, electromagnetic interference, increased

power ratings of power system equipment)

• Adjustable power factor

• Bidirectional power flow

The emergence of these requirements has resulted in new challenges for the

control schemes and has prompted researchers to improve them to meet the control

objectives and at the same time maintaining high performance.

4.5.1.1 Single-Phase AC–DC Converter Control

The voltage-oriented control (VOC) for single-phase grid-tied converter control

scheme is presented in Fig. 4.16. It can be seen that the outer control loop regulates

the DC-link voltage Vd, using a linear proportional integral (PI) controller, while the

inner one regulates the grid-side current ig with a proportional resonant

(PR) controller, given the sinusoidal nature of this variable. Additionally, in order

to avoid the distortion of the grid current reference, a notch filter with a cutoff

frequency of 2ωg is needed in the feedback of DC-link voltage Vd due to the

rectified power pulsation that generates voltage ripples with twice the grid fre-

quency. Finally, to ensure the unity power factor operation, a phase-locked loop

(PLL) is used for the synchronization with the grid voltage vg.
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Fig. 4.16 Single-phase AC–DC converter-stage VOC control scheme
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4.5.1.2 Three-Phase AC–DC Converter Control

Regarding the regulation of a three-phase grid-tied voltage source converter, the

problem is similar to the generation of a controlled AC waveform from a DC power

supply. In fact, a dual version for the rectifier side exists for all of the inverter

control schemes [53]. However, two mainstream schemes dominate the industry

applications: voltage-oriented control (VOC) and direct power control (DPC).

Voltage Oriented Control

Derived from the flux-oriented Control (FOC) of an induction motor [54], VOC is

based on a cascade control structure and a coordinate transformation between the

αβ stationary frame and the dq synchronous frame. The result is fast transient

response and high static performance, with no steady-state error, as a result of the

DC nature of the controlled quantities [41].

The VOC block diagram is presented in Fig. 4.17. As displayed in the figure, the

measured signals are transformed to the synchronous frame, using a PLL for proper

synchronization with the grid voltage vector vg. This synchronization leads to the

decomposition of the current vector ig into the orthogonal components igd and igq,
which are related with the AC-side active Pg and reactive powerQg, respectively. In

addition, the outer DC voltage loop indirectly generates the active power reference,

through i�gd, whereas i
�
gq can be set arbitrarily depending on the application require-

ments, usually set to zero for unity power factor operation.

Both the dq current components and the DC-link voltage Vd are regulated using

PI controllers, as they are DC variables, which lead to zero steady-state tracking
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errors. Finally, the actuations of the currents PI are transformed back into a three-

phase coordinate frame and then given to the modulation stage. This modulation

stage can be either PWM or SVM, for the generation of the gating signals. For its

application to multilevel converters, the basic structure of VOC is kept, and this

latter stage is changed accordingly [55].

Additionally, in order to facilitate the controller design, the elimination of the

cross-coupling between the synchronous components of the input current and a

decoupling block is necessary. To solve the problem, a decoupled controller shown

in Fig. 4.17 can be implemented.

Direct Power Control

Given that the direct torque control (DTC) regulates directly the torque and flux of

an inverter fed induction machine using a switching table, it is possible to extend

the same operating principle and control the active power and reactive power at the

input of a grid-tied converter. This scheme is called direct power control (DPC)

[56]. The performance of this method can be improved by using the virtual flux

concept [57], which results in the virtual flux direct power control (VFDPC).

The control scheme is shown in Fig. 4.18. The scheme is also based on the

cascade control structure, except that the inner loop controller is nonlinear. The

DC-link voltage Vd is controlled by a linear PI controller, which provides the

reference for the active power P�
g, whereas the reactive power reference Q�

g can

be set arbitrarily. Both powers are estimated from measurement feedback and

controlled with nonlinear hysteresis comparators. Its outputs hP and hQ along

with θs are used to access the voltage vector lookup table. Finally, the table delivers
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the gating signals to generate the selected voltage vector. Although this method is

designed for the conventional 2L-VSC, some adaptations for the multilevel con-

verters exist [58–61].

4.5.2 DC–DC Converter Control

Finally, the conventional control scheme for the DC–DC power conversion is

shown in Fig. 4.19. Once again the cascaded control architecture can be observed,

using exclusively linear PI controllers for regulating the battery voltage and current.

In order to safely recharge the battery, this control scheme communicates with the

battery management system (BMS) of the vehicle, which sets the charging profile

(CP) and the reference signals. The most conventional charging profile is called

constant current–constant voltage mode [38], and it basically divides the charging

process into two segments: the first one injects the maximum allowed current to the

battery, hence bypassing the outer voltage loop, until a certain voltage threshold is

reached; the latter one changes to voltage control mode, where the outer loop sets i�or
which exponentially decays as the battery reaches its full charge. The transition

between these two modes is also controlled by the BMS, depending on the battery

state of charge (SOC).

4.6 Latest Developments and Future Trends

4.6.1 Inductive Charging

The conductive charging is not the only method to recharge the batteries inside the

PEV. An alternative to this is through the magnetic power transfer, which is also

known as inductive power transfer (IPT). In such systems, the power is transferred

from the primary coil to the secondary coil through electromagnetic induction, as

demonstrated by Nikola Tesla in 1891 [5, 62, 63]. Even though it is hard for such

systems to match the efficiency or power ratings of conductive chargers, this family

of devices provides several features: they can be completely autonomous while
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providing a safer charging process (e.g., cables and cords have been eliminated,

galvanic isolation, no risks of electric sparks, higher reliability). Moreover, the

inductive charging allows to recharge the battery while the vehicle is moving,

thereby reducing the battery size and the requirement for fast-charging

infrastructure.

Two categories can be identified in IPT chargers, based on the coupling existing

between the two coils: closely or tightly coupled systems, like a transformer or an

induction motor; and loosely coupled systems, which use the air as coupling

medium instead of a common core made of ferromagnetic materials. Given the

physical separation between primary and secondary sides, loosely coupled systems

have the advantage of free movement with one respect to the other, making it

suitable for EV charging applications. Additionally, the inherent lack of galvanic

contact is an obvious advantage, from the perspective of safety, reliability, low

maintenance, and long product life [64, 65].

The typical structure of a loose IPT is presented in Fig. 4.20. It can be seen that it

is composed by an indirect AC–AC conversion stage, typically a rectifier with PFC

capability and an inverter generating a high-frequency output. This stage is

followed by a compensation tank, which is a combination of reactive elements

(inductors and capacitors) helping to reduce the stress in the coupling inductor,

distributing the VA ratings between more components [63].

Then, on the secondary side, another compensation tank is implemented before

the final AC–DC conversion stage, which shapes the current for the battery pack.

Additionally, this secondary side could be either stationary or moving with respect

of the primary side [3]. The latter category leads to the road-embedded charging

concept [66–69], which allows to supply power to the vehicle while it is moving.

With this system, the electric vehicle is charged on the road by wireless power

charging, and the battery can hence be downsized and no waiting time for charging

is needed. The study in [69] reports a 100 kW road-embedded charger with an

efficiency of 80%.

Battery

On-board EVSE

AC grid

Grid-side
ac-dc stage

Secondary-side
ac-dc stage

Primary-side
dc-ac stage

Coupler

Compensation
tank (primary)

Compensation
tank (secondary)

Fig. 4.20 General structure of a loosely coupled inductive battery charger
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4.6.2 Multilevel Converters

The remainder of this section gives an overview of the most relevant high-power

converter topologies that are widely used in the industry. However, despite the

potential benefits of these topologies for EV applications, they have not been fully

applied to produce EV fast-charging solutions.

4.6.2.1 Cascaded H-Bridge Converter

Among the multilevel converter topologies, the cascaded H-bridge (CHB) is cur-

rently one of the most widely used topologies in MV applications. As its name

indicates, the CHB is composed by the series connection of single-phase full-bridge

converters (HBs). Each one of these cells enables an independent DC voltage, as

displayed in Fig. 4.21. One of the main features of the CHB is its modularity; it can

easily reach medium voltage by adding more power cells to each phase. This

particular topology is commercially available to reach different voltage levels:

3.3 kV (3 cells per phase), 6.6 kV (6 cells per phase), and up to 11 kV (11 cells

per phase).

In [70], a CHB-based architecture is proposed to enable the fast charging of

several EVs. The architecture uses the CHB as the grid interface, which is directly

connected to the MV AC grid, intermediate ESSs as power buffers, and interleaved

dual-half-bridge DC–DC converters as fast-charging units. No issues with the

asymmetrical operation have been found because of the connection of the DC–

DC stages. This configuration makes the three phases of the converter to always

deliver the same power. However, to increase the number of charging units three
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additional cells, with their corresponding energy buffer and isolated DC–DC, stages

must be considered, which consequently limits the modularity offered by the CHB.

4.6.2.2 Modular Multilevel Converter

One of the most promising multilevel converter topologies for medium- and high-

voltage high-power applications is the modular multilevel converter (MMC)

[71, 72]. The generalized structure of modular multilevel converter is displayed

in Fig. 4.22, which consists of several two-level full-bridge submodules in cascade.

The number of submodules in each phase is increased to achieve the higher

operating voltage without the use of a transformer. Additionally, the higher number

of submodules leads to better input power quality, as the voltage and current

waveforms have minimal total harmonic distortion values. The main features of

this converter are high modularity, common DC bus, possibility of back-back

operation, and direct connection to the high-voltage network without transformer

[71, 72].

In [73] an integrated charging system based on the use of a split-winding

configuration motor and a battery-based split integrated storage (SIS) is presented.
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As it is displayed in Fig. 4.22, during the charging mode the stator windings of the

machine are used as the input filter of the MMC, while each cell of the converter

feeds a module of the split battery pack. The result is a configurable MMC, which

performs the traction, charging of the battery, and also the balancing of the battery

cells. The result is a converter that offers modularity, flexibility, a bidirectional

power flow, and enhanced efficiency given the active balancing of the battery. The

concept allows a universal and flexible charging, allowing higher power ratings and

increased power quality at the input side. This has been validated in driving mode

and in charging mode as reported in [73].

4.6.2.3 Neutral-Point Clamped Converter

The three-level neutral-point clamped converter is currently one of the dominant

topologies in MV drives. Its wide presence in the industry makes it a natural

candidate for EV charging applications. Originally introduced at the beginning of

the 1980s [74], the three-level NPC is considered to be the first multilevel converter

to be used in MV applications. At present, commercial NPCs reach voltages in the

range of 2.2–6.6 kV, within a wide power rating range (3–50 MW), and these NPCs

can be found in several processes, which are used either as an inverter that feeds an

AC load or as an active front-end converter that interfaces with the utility grid [75].

A different DC bus concept to enable high-power fast charging is proposed and

validated in [31]. The structure is based on the use of a central NPC converter

enabling a bipolar DC bus, which is shown in Fig. 4.23. The use of this split DC bus

provides flexibility to the connection of the loads, has higher voltage and power

handling capabilities, has reduced step-down effort of the DC–DC stages. However,

given the adoption of the bipolar structure and the intended application, the balance
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control becomes essential. In [31] this was done by adding an additional circuit to

the system, which enhances the balancing capabilities of the grid-tied converter.

The converter topology is presented in Fig. 4.24, where it can be seen that a fourth

leg has been added in order to perform the additional balancing functions. The

result led to balanced DC voltages even under severe unbalanced load conditions.

Regarding the DC–DC stage, this converter has also been considered for EV fast

charging. In [76] a two-channel interleaved three-level DC–DC converter unit is

proposed to operate as a level 3 charger. The converter shown in Fig. 4.25 is able to

handle the high charging current, and given the three input terminals it directly fits

the bipolar DC bus of the central charging station shown in Fig. 4.23. In addition to

improving the output power quality, reducing the current stress and the filter size,

and its modularity, this three-level topology can assist the central NPC to perform
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the DC power balancing, allowing to improve the overall system efficiency and the

grid-side currents. However, as it is a non-isolated structure, it requires an LF

isolation stage at the line side of the central converter to provide galvanic isolation

between the battery and the grid.

4.6.2.4 Single DC-Link H-Bridge Converter

The work in [77] proposes a different concept of interfacing a common DC bus

charging station, where open-end secondary winding transformers are used, along

with two 2L-VSC stages, in order to generate a single DC-link H-bridge converter,

as presented in Fig. 4.26. This approach leads to a multilevel waveform generated at

the AC side, which improves the power quality while eliminating any possibilities

of asymmetrical DC loads. Additionally, this configuration reduces the require-

ments on the DC-link voltage, allowing to reduce the step-down effort of the DC–

DC stages that are performing the fast charging of the batteries. However, its power

handling capabilities are still limited for the intended power ratings of the FCS.

4.7 Summary

A general overview of the EV and PHEV charging architectures has been provided

in this chapter. Depending on the charging power levels, additional equipment,

location, and the time required to recharge the battery pack, different approaches

are available. First, the most simple and straightforward way to recharge the battery

is through a dedicated onboard charger, which provides the flexibility of only

requiring the minimal external equipment to perform this task, i.e., a conventional

power outlet. However, given the onboard location of this equipment, it is strongly

limited in terms of cost, size, and weight, thereby limiting its power rating to be less

than 3.3 kW. Considering the high-energy batteries present in the EVs, this kind of

chargers take several hours to fully replenish the battery.
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The next category uses part of the drive train to perform the charging of the

battery. This is based on the premise that, with the exception of regenerative

braking, the driving and charging tasks do not happen simultaneously, therefore

allowing to use the idle equipment for charging purposes. Integrated chargers have

the benefit of reducing the additional equipment for recharging the battery, along

with higher power capability, as typically the drive has higher power ratings. This

approach also features either single- or three-phase solutions, allowing to reduce the

charging times to only a few hours.

Finally, the fastest charging methods require the use of dedicated EVSE located

off-board the vehicle. By means of off-loading the cost, volume, and weight from

the vehicle higher power levels can be reached (over 50 kW). Considering the

particularities of the fast charging process, the implementation of this charging

method is using the concept of public and commercial installations similar to

conventional gas-filling stations. However, the design, operation, and location of

these stations must be addressed properly in order to avoid altering the stability of

the utility grid.

The chapter continues with a brief review of the main charging standards. The

North American standard clearly defines three charging levels, which are catego-

rized depending on its power ratings, location, and charging times: level 1 chargers

are intended for home overnight charging, using a common household type and a

reduced power rating that completes a full charge in 8 h or more, and level

2 increases the power ratings, using single- and three-phase approaches, which

enable the charging either at home or at working places and reduce the charging

time to a couple of hours. Finally level 3 charging employs dedicated equipment for

restoring up to 80% of the battery SOC within 30 min.

Then, the state-of-the-art control methods for the different power converter

stages involved in the charging architectures are covered. First, the gird connection

methods are analyzed, both single- and three-phase solutions, covering the addi-

tional objectives that this equipment has considering the large-scale penetration of

nonlinear loads in the system. Then, the general DC–DC stage control scheme is

depicted.

Finally, future trends in charging architectures are covered. In order to replace

the conductive charging methods, different inductive power transfer methods are

being developed. First, stationary IPT methods consider both the transmitting and

receiving ends to be still while the charging takes place. Additionally, moving IPT

methods consider the receiving end to be in constant moving, leading to the road-

embedded charging methods. Despite the reduced efficiency and power ratings, IPT

alternatives to recharge the offers attractive benefits that may lead to a reduction in

the necessity for fast-charging stations and also smaller battery packs in the

vehicles. Additionally, the application of high-power medium-voltage converters

to fast-charging applications is covered. The improved power quality, efficiency,

and higher power handling capabilities along with its proven high performance in

other power conversion areas make this family of converters the natural candidate

to enable quick-charging ports through the cities under the charging station concept.
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Chapter 5

Battery Technologies for Transportation
Applications

Javier Campillo, Erik Dahlquist, Dmitri L. Danilov, Nima Ghaviha,

Peter H.L. Notten, and Nathan Zimmerman

Abstract More than a fifth of the greenhouse emissions produced worldwide come

from the transport sector. Several initiatives have been developed over the last few

decades, aiming at improving vehicles’ energy conversion efficiency and improve

mileage per liter of fuel. Most recently, electric vehicles have been brought back

into the market as real competitors of conventional vehicles. Electric vehicle

technology offers higher conversion efficiencies, reduced greenhouse emissions,

low noise, etc. There are, however, several challenges to overcome, for instance:

improving batteries’ energy density to increase the driving range, fast recharging,

and initial cost. These issues are addressed on this chapter by looking in depth into

both conventional and non-conventional storage technologies in different transpor-

tation applications.

Nomenclature
Constants

Symbol Explanation Value Units

e Elementary charge 1. 6022�10�19 �C
F Faraday’s constant 9. 6485�104 �C mol-1

NA Avogadro’s number 6. 022�1023 mol-1

R Gas constant 8. 3144 Kmol-1
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Symbols

1 Introduction

Rechargeable batteries are already widely used while metal-air systems are on the

rise. A common feature of these systems is that the stored chemical energy at any

time can be converted to electrical energy if the equipment demands. Recent

introduction of hybrid (HEV) and full electric vehicles (EV) have increased the

demand for high-performing rechargeable batteries. A lightweight rechargeable

Li-ion battery is the only feasible long-term technology that offers high energy

density, high cell voltage, low self-discharge rate, and long cycle life. By this

reason mathematical modelling of Li-ion rechargeable batteries became popular

Symbol Explanation Units

ai Activity of species i –

ci Molarity (or concentration) of species i mol ∕m3

E Energy Wh

Eo Standard electrode potential V

Eo0 Formal electrode potential V

△G Molar Gibbs free reaction enthalpy Jmol�1

△Go Free energy change Jmol�1

△Hr Reaction enthalpy J

△H Change in enthalpy J

△Hro Molar reaction enthalpy (STC) Jmol�1

I Current A

K Equilibrium constant –

M Molality mol kg�1

Mi Molar mass of species i kgmol�1

N Number of moles of electrons –

Ni Molar flow rate of species i mol s�1

P Power W

Q Electrolyte flow rate m3∕s
Qc Charge C

S Entropy JK�1

△S Change in entropy JK�1mol

△Sro Molar reaction entropy (STC) JK�1mol

SoC State of charge %

T Time s

T Temperature K

U Voltage V

V Volume m3

xi Molar fraction –

yi Activity coefficient of the species i –
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topic during last few years. Simulating discharge voltage curves of Li-ion batteries

already dates back to the early 1980s [25]. Detailed reviews dealing with mathe-

matical modelling of Li-ion batteries can be found in the literature [66, 77, 13].

At the same time, equivalent electronic network (EN) models have been

presented for various types of rechargeable batteries [44, 60, 9, 10, 20]. These

models are all based on macroscopic descriptions of the fundamental electrochem-

ical and physical processes occurring inside these systems, enabling quantification

of the relevant processes. The EN models were elegantly used to visualize these

processes, reporting good agreement between simulations and experimental results

[44, 60, 9, 10, 20]. In addition, the degradation (aging) process of Li-ion batteries

has also been considered [69, 64].

Another promising technology for transportation applications, but more focused

on heavy vehicles, are flow batteries. In conventional batteries, the energy capacity

(kWh) and power output (kW) are strongly integrated. As a result, one of the main

disadvantages is that everything is densely packed and contained in one box that

contains both the electrodes and electrolytes.

Flow batteries use a different approach; energy capacity and power output are

two separate components. The cell-pack is designed to handle the peak power

consumption, but to have as much stored capacity as required, by storing liquid

electrolytes in separate tanks. This separate-component design allows for the

additional flexibility of recharging the battery by reversing the process and use

electricity for recharging the electrolyte. Another alternative is to simply replace

the discharged liquid electrolyte with a charged one, thus allowing for a pumping

recharging process that is similar to conventional vehicles. Making this particular

battery, very attractive for electric transportation applications.

Although the technology seems simple enough, its drawback for transportation

applications is that the electrolyte requires a high storage capacity, and in vehicle

applications, volume and weight is a limiting factor. In this chapter, we will discuss

both the technology around different types of flow batteries and the system aspects

when these types of batteries are used for transportation application. A different

logistic chain is required when compared to the use of conventional batteries.

Dimensioning examples will be performed to give a brief idea of what can be

expected from this technology.

Additionally, the thermal management issue when large battery packs are used

in modern Battery-Electric Vehicles (BEV) and hybrid vehicles (HEV) is also

addressed. The BMS should be able to predict changes in the temperature of the

battery and intervene if necessary. It requires simple and efficient models of the

thermal behavior of the battery pack to be available.

Other technologies used in transportation applications will be discussed as well.
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2 Battery Parameters

In this section, the parameters most commonly used to describe battery technolo-

gies will be explained.

2.1 Storage Capacity

This is one of the most important battery parameters. It determines for number of

hours for which the battery can be discharged at a constant current to a defined

cutoff voltage. It is represented by the Coulomb SI unit (Amperes per second) but

since this unit is usually very small, the Ampere-hour (Ah) unit is used instead

(1Ah represents 3600C). The value of this capacity depends on the ambient

temperature, the age of the battery, and the discharge rate. The higher the discharge

rate, the lower the capacity, although it affects each battery technology differently

[22]. Additional to the Ampere-hour unit, the storage capacity can also be defined in

Watt-hours (Wh¼V�Ah), where 1Wh represents 3600 J.

2.2 Energy Density

The energy density is the amount of energy that can be stored, per cubic meter of

battery volume, expressed in Watt-hour per cubic meter (Whm�3) [46]. This is a

very important parameter to select a specific battery technology for transportation

applications, where space availability is critical.

2.3 Specific Power

This parameter is defined as the power capacity per kilogram of battery, in Wkg�1.

Some battery technologies offer high energy density but low specific power, which

means that even though they can store a large amount of energy, they can only

supply a small amount of power instantly. In transportation terms, this would mean

that a vehicle could run for a long distance, at low speed. On the contrary, batteries

with high specific power usually have low energy density, because high discharge

currents usually reduce the available energy rapidly (e.g., high acceleration) [46].

2.4 Cell Voltage

The cell voltage is determined by the equilibrium thermodynamic reactions that

take place inside the cell, however, this value is often difficult to measure and
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therefore, the open circuit voltage (OCV) measured between the anode and cathode

terminals is used instead. For some battery technologies (e.g., lead-acid), the OCV

can be used as a basic estimate of the state of charge (SoC). Another measure often

used is the closed circuit voltage (CCV), which depends on the load current, state of

charge, and cell’s usage history. Finally, battery manufacturers provide the nominal

voltage value, from the cell’s characterization and therefore, cannot be experimen-

tally verified [42].

2.5 Charge and Discharge Current

During the discharging process in a battery, electrons flow from the anode to the

cathode through the load, to provide with the required current and the circuit is

completed in the electrolyte. During the charging process, an external source

supplies with the charging current and the oxidation takes place at the positive

electrode while the reduction takes place at the negative electrode [22]. For prac-

tical purposes, the term C-rate is used to express the charge or discharge current

relative to the rated capacity. For example, a discharge rate of 1C means that the

battery will be fully discharged in 1 h.

2.6 State of Charge

The state of charge (SoC) defines the amount of stored energy relative to the total

energy storage capacity of the battery. Depending on the battery technology,

different methods are used to estimate this value, some of which will be discussed

throughout this book chapter.

2.7 Depth of Discharge

Often referred to as DoD(in %), this parameter expresses the battery capacity that

has been discharged relative to the maximum capacity. Each battery technology

supports different maximum recommended levels of DoD to minimize its impact on

the overall cycle life.

2.8 Cycle Life

The cycle life determines the number of charge/discharge cycles that the battery can

experience before it reaches a predetermined energy capacity or other performance
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criteria. The current rate at which the battery is charged/discharged as well as

environmental conditions (e.g., temperature and humidity) and the DoD can affect

this number, since it is originally calculated by the manufacturer based on specific

charge and discharge conditions.

2.9 Self-discharge

This parameter defines the reduction in energy capacity of the battery under no-load

conditions (e.g., open circuit), as a result of internal short-circuits and chemical

reactions. This parameter can be affected by environmental conditions such as

temperature and humidity, as well as the DoD and the battery’s charge/discharge
history. Additionally, this parameter is particularly important for long-term shelf

storage of batteries.

2.10 Round-Trip Efficiency

Due to internal losses and material degradation, not all the energy supplied to the

battery during charging can be recovered during discharge. The amount of energy

that can be taken from the battery during the discharging process over the energy

supplied determines the round-trip efficiency. This efficiency is sensitive to the

charging and discharging currents. At higher currents, thermal losses increase and

therefore the efficiency is reduced [23].

2.11 Overpotentials

The total cell overpotential (η) is the difference between the equilibrium voltages

and the current-driven voltages. For example, in Li-ion batteries, the equilibrium

voltage is the difference between the equilibrium voltage of the positive and

negative electrodes, i.e., Eeq ¼ Eeq
LiMeO2

� Eeq
LiC6

η ¼ Ebat � Eeq ð5:1Þ

The total cell overpotential (η) is, normally, a sum of four contributions,

according to four main processes occurring inside the cell: the charge transfer

reactions at the surfaces of electrodes, the ionic flow through the electrolyte,

diffusion in the intercalation electrodes, and ohmic voltage drop in the electrodes.
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ηt ¼ ηct þ ηd þ ηmt þ ηΩ ð5:2Þ

ηΩ ¼ IR ð5:3Þ

where I equals the cell current [A] and R is the ohmic series resistance inside the

cell [Ω]. Note that by definition I> 0 while charging, I< 0 while discharging.

3 Battery Technologies

3.1 Lead Acid

This battery technology was invented in 1859 by the French electrochemist Gaston

Plante who placed two sheets of pure lead, separated by a linen cloth, inside a glass

jar that contained sulfuric acid solution [22]. Since then, multiple improvements on

these type of batteries have been carried out and today are by far, the most used

battery technology in multiple applications, representing approximately 40–45% of

the total global battery sales [24].

Lead-acid batteries use lead dioxide (PbO) as the positive active material and

lead (Pb) as the negative active material immersed in sulfuric acid which acts as

electrolyte. The two half-cell reactions are as follows [22]:

At the positive electrode:

PbO2+HSO −
4 +3H++2e− Charge−−−−−⇀↽−−−−−

Discharge
PbSO4+2H2O

E◦ =+1.690V

ð5:4Þ

At the negative electrode:

Pb+HSO −
4

Charge−−−−−⇀↽−−−−−
Discharge

PbSO4+H++2e−

E◦ = −0.358V
ð5:5Þ

where Eo is the standard electrode potential for each cell reaction. The overall cell

reaction is, therefore:

Pb+PbO2+2H2SO4
Charge−−−−−⇀↽−−−−−
Discharge

2PbSO4+2H2O

V ◦ =+2.048V

ð5:6Þ

where Vo is the standard cell voltage.
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Some of the main advantages of lead-acid batteries include: easy estimation of

the SoC, since it has a direct relation with the specific density of the electrolyte;

good charge retention, suitable for intermittent recharging; cell components are

easily recyclable; low cost, and high OCV cell voltage.

This battery technology also has several limitations, for example: most lead-acid

battery types require periodic maintenance, since they tend to lose water while in

operation, so it needs to be replenished; lead is heavy and therefore these batteries

tend to be heavier than other technologies, which limits their portability; relatively

low cycle life, although some types can achieve up to 2000 cycles, most used ones

have a considerably lower number; the thermal runaway issue in this battery

technology, when the internal heat generation from the charging current flowing

through the resistive components; among others.

In the transportation sector, modified lead-acid batteries with high cycle life and

high DoD capabilities have been used for decades in battery-powered trucks,

forklifts, elevating trucks, and other vehicles for internal factory transportation as

well as leisure vehicles, such as golf carts. However, due to technology develop-

ments in other battery technologies, specially Li-ion, the use of lead-acid batteries

in most vehicles sold today has been limited to start, lighting and ignition (SLI)

operations.

3.2 Nickel-Cadmium (Ni-Cd)

Historically, Nickel-cadmium batteries go almost as far back as lead-acid ones.

They were developed in the beginning of the twentieth century and still hold a large

market share. They are manufactured in two main versions: unsealed batteries,

where the electrolyte and gas can escape through a vent; and a fully sealed battery

which do not require refilling the electrolyte with water. The first version is often

used in traction applications as a flooded battery, while the latter is used as a

portable power source [42].

Nickel-cadmium batteries are considered to be very reliable and to have a long

cycle life. One important characteristic is that they exhibit voltage suppression, also

known as memory-effect. This means that the battery can only provide with the

capacity that was used during the repeated charge/discharge cycles before. Due to

this, the battery should be fully discharged before recharging again, to avoid losing

storage capacity. In consequence, this battery technology is not suitable for appli-

cations that do now allow complete discharge [24].

Some of the advantages of this battery technology include: longer life time,

lower maintenance, and broader temperature operating range than lead-acid batte-

ries; low self-discharge rate and high sturdiness, which makes them ideal for heavy-

duty applications. Its main limitations include its memory-effect and the fact that

cadmium is an environmentally hazardous material, so the final disposal of these

batteries is a major issue [24].
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The cell reaction that takes place in nickel-cadmium batteries can be expressed

as:

2Ni(OOH)+2H2O+Cd
Charge−−−−−⇀↽−−−−−
Discharge

2Ni(OH)2+Cd(OH)2 ð5:7Þ

And the equilibrium or open circuit voltage is Vo¼ 1. 32V.

3.3 Nickel-Metal Hydride (Ni-MH)

Nickel-metal hydride (Ni-MH) batteries are very similar to nickel-cadmium batte-

ries, because they share the same positive electrode and the same electrolyte,

however, for the negative electrode, hydrogen is used instead of cadmium. Further-

more, the negative electrode corresponds to a fuel cell electrode rather than to a

conventional battery. In the charged state, hydrogen remains as gaseous gas within

the cell, therefore nickel-metal hydride batteries must be hermetically sealed. In the

discharged state, the hydrogen is absorbed by the nickel hydroxide [42]. Another

difference with Ni-Cd batteries is that in Ni-MH batteries, the cell reaction exo-

thermic and therefore, the internal temperature of Ni-MH cells rises during

operation [24].

There are several advantages for Ni-MH batteries over Ni-Cd ones. First, Ni-MH

do not pose the same environmental hazards as Ni-Cd batteries do. Additionally,

Ni-MH batteries have higher energy density and specific energy, and most impor-

tantly, they do not exhibit the same level of memory-effect as Ni-Cd batteries do.

There are, however, several limitations for this battery technology, for instance:

overcharging can overheat the battery and release hydrogen that would pose a

serious fire hazard. Therefore, complex charging circuitry is required; when

discharged at high-current levels, its life time reduces significantly (200–300

cycles); higher self-discharge rate than Ni-Cd; among others [24].

The cell reaction can be expressed as [42]:

2NiOOH+H2
Charge−−−−−⇀↽−−−−−
Discharge

2Ni(OH)2 ð5:8Þ

When the battery is being charged, NiOOH is reduced to Ni(OH)2 and hydrogen

is consumed. When the battery is being discharged, Eq. (5.8) is reversed and

hydrogen (H2) is stored as gas in each cell. The equilibrium cell voltage is V(o)

¼ 1. 34V [42].

Ni-MH batteries have been very popular in electric vehicles, such as the Toyota

“RAV-EV” as well as in hybrid vehicles, like the popular “Prius.” This has helped

Ni-MH batteries gain an important position in the transportation sector and has

displaced other technologies, like lead-acid and Ni-Cd. Today, its main competitor

are Li-ion batteries.
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3.4 Lithium-Ion (Li-Ion)

This battery technology has been available since 1991 and today, is the most

popular technology for portable electronics, such as mobile phones and portable

computing [84]. Lately, thanks to the cost reduction in lithium-ion batteries

manufacturing and high incentives towards clean transportation, this battery tech-

nology is becoming very popular among electric vehicle manufacturers.

The most frequently used lithium-ion battery type is the lithium-nickel-manga-

nese-cobalt-oxide. These batteries use a new chemistry commercialized since 2004

[19]. The cathode of these batteries is made of mixed oxide Li(Ni1∕3Mn1∕3Co1∕3)O2.

The elementary processes, occurring inside such Li-ion battery, are schematically

shown in Fig. 5.1. The main electrochemical storage reactions at the positive

electrode can be represented by:

Li(Ni1
3
Mn1

3
Co1

3
)O2

Charge−−−−−⇀↽−−−−−
Discharge

Li1−x(Ni 13Mn1
3
Co1

3
)O2+xLi++xe− ð5:9Þ

for 0� x� 0. 5, describing the extraction of Li-ions from the positive electrode

during charging and the insertion of Liþ ions during discharging. The

corresponding reactions at the negative, graphite, and electrode can be described

by:

C6+ zLi++ ze− Charge−−−−−⇀↽−−−−−
Discharge

LizC6 (0 ≤ z ≤ 1) ð5:10Þ

LiC
6

Negative Electrode

SEI

Li+

e−

So

Li+

Inert Active

Positive Electrode

Li+

Li(NiMnCo)
1/3

O
2

Li+

Electrolyte

Charging

Fig. 5.1 Schematic representation of nickel-manganese-cobalt based battery, indicating the

movements of Li-ions inside the LiPF6 salt-containing electrolyte during charge and discharge
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As a result of these electrochemical charge transfer reactions, Li-ions must cross

the electrolyte under current-flowing conditions (see Fig. 5.1). The electrolyte in

Li-ion batteries is based on a dissociated Li-salt, e.g., LiPF6 or LiClO4, which

cannot be considered as a well ionic-conductive medium. The ions in the electrolyte

are transported both by diffusion and migration, this latter process being induced by

the electric field between the electrodes across the electrolyte. The positive elec-

trode generally consists of trivalent mixed-oxide species, in which lithium ions are

intercalated (Li(Ni1∕3Mn1∕3Co1∕3)
IIIO2) to provide electroneutrality. During charg-

ing, trivalent metal is oxidized into four-valent ((Ni1∕3Mn1∕3Co1∕3)
IVO2) and the

excess of positive charge is liberated from the electrode in the form of Liþ ions.

The Liþ ions cross the electrolyte and are reduced into lithiated graphite at the

negative electrode. The reverse reactions take place during discharging.

3.5 Flow Batteries

The first known flow battery prototype was developed in 1884 by the French

scientist Charles Renard [12]. He used zinc and chlorine as the reactive elements

and was connected to an electric motor to drive the propeller of a war airship. Years

later, the German scientist, Walter Kango, built a flow battery using a solution of

titanium-chlorine and hydrochloric acid.

Other flow batteries such as the uranium, zinc bromine redox flow battery, and

the polysulfide bromide flow battery were developed by different researchers and

commercial manufacturers, but the early developed flow batteries had many limi-

tations. Those flow batteries used hazardous chemicals and operated at high tem-

perature under high pressure. Different types of electrolytes were used in the

negative and positive half-cell but membrane failures and molecular transfer

through the membrane caused cross-contamination of the electrolytes.

To address this issue, the vanadium redox flow battery, developed at the Uni-

versity of New South Wales in 1984, used the same species in the electrolyte in both

parts of the cell and therefore, it avoids cross-contamination of the electrolyte.

Their findings proved to be valuable and since then, several groups have taken

special interest in developing this renewable technology by looking into four main

aspects: electrolyte optimization, membrane development, electrode development,

and optimization of the constituent parts in the stack design [67].

3.6 Fuel Cells

Fuel cell technology goes as far back as 150 years, when W.R. Grove tested the first

fuel cell in 1842, however, it could not compete with the energy capacity of lead-

acid batteries [42]. One century later, space programs in different countries put a lot
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of effort and research into developing this technology, to the point that it has been

successfully used in multiple applications.

Fuel cells are built with two electrodes (anode and cathode) separated by a semi-

permeable membrane. The electrodes are connected to each other through an

external load that closes the circuit and allows the flow of current.

There are multiple types of fuel cells, however, recent developments have

focused on the mass commercialization of proton-exchange membrane (PEM)

and solid-oxide (SOFC) type fuel cells. Both have advantages and disadvantages

for its use in electric vehicles. PEM can be started from ambient temperature and

operate at a relative low temperature (80 ∘C), which makes it very convenient,

however, the main challenge with this fuel cell type is that it requires pure hydrogen

(H2) as fuel and therefore, it requires a major infrastructure for production, distri-

bution, and storage of hydrogen. SOFC fuel cells solve this issue by operating with

any type of fuel, thanks to its ceramic electrolyte, which conducts oxygen ions that

burn any fuel. Its main disadvantage, however, is that it operates at a high temper-

ature (500–800 �C) [42].
Fuel cells are well suited for their use in large electric vehicles, for instance,

delivery trucks, trains, and buses. Recently, several automotive manufacturers have

developed smaller fuel cells to build fuel cell electric vehicles (FCEVs) to compete

with conventional, hybrid, and electric vehicles.

FCEVs are very similar to battery-electric vehicles (BEVs), however, instead of

storing electricity on internal batteries, FCEVs use hydrogen, stored onboard in

high pressure tanks and convert it into electricity using a fuel cell stack. FCEVs also

have an internal battery, but it is considerably smaller than the one used in BEVs

and only used for storing excess electricity produced by the fuel cell or from the

energy recovered from regenerative braking systems [31].

There are, however, several challenges to address before the technology reaches

a high market penetration, being the most significant one, the high cost of the

vehicles, and the lack of hydrogen refueling infrastructure [36].

3.7 Super Capacitors

Super capacitors (SC) are electrochemical capacitors normally used to provide peak

power for short periods of time, for instance, when start–stop operations in EVs.

SCs are electrically similar to conventional capacitors and can be built using double

layer capacitors made of non-porous materials, such as activated carbon. It is also

possible to use capacitors that use transition metal oxides, nitrides, and polymers

with high surface areas [81].

Compared with other battery technologies, SCs offer several advantages, for

instance: high life cycle (> 500, 000); high charge/discharge rate; low internal

resistance; round-trip efficiencies of around 90%, and high power density. How-

ever, this technology also has some limitations, being the most important one is that

SCs have very low energy density, about 50 times lower than a Li-ion battery [35]

and high self-discharge rates.
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For these reasons, SCs are not suitable as a stand-alone storage device, however,

when used in transportation applications, combined with other battery technologies,

it increases the overall technical performance significantly. For instance, when used

in combination with fuel cells, which have high energy density but can only supply

a relatively low peak power, SCs can provide with the extra boost required to

provide a higher torque during fast acceleration start-up. Similarly, when combined

with Li-ion or Ni-MH batteries, it can help increase the batteries life cycle, by

reducing the peak currents required to provide high acceleration torque in the

vehicle.

4 Battery Management

In order to guarantee the batteries safe operation, maximize its life time and

optimize its usage, it is necessary to supervise each cell using a battery management

system (BMS). The BMS supervises single cell voltages, monitors, and controls

current in (charging) and out (discharging) of the cell stack, supervises tempera-

tures, and analyzes the battery usage in order to maintain the battery within its

operation limits at all times [15].

4.1 Battery Charging

4.1.1 Charging Methods

Float Charge This method is commonly used in non-sealed lead-acid batteries,

since they can operate at a high voltage level for long periods. The charging current

depends on the SoC of the cells and its value gradually reduces as the cells become

fully charged. This charging mode, however, produces gassing inside the cells and

therefore, requires filling up the battery with water to maintain the electrolyte

level [24].

Trickle Charge This method is used to maintain the battery at a full state of

charge. This is accomplished by supplying a small current to offset the self-

discharge characteristics of the battery. This method is often used in lead-acid

batteries when stored for large periods.

Bulk Charge This method is used to charge the majority of the total energy

capacity of the battery.

Equalization Charge This method is used to bring the SoC of all individual

cells to the same value. The techniques used to accomplish this vary between

battery technologies. In lead-acid batteries, for instance, this can be achieved

simply by using a higher charging voltage. In other technologies, like Li-ion, the
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process is not so simple and active equalization methods, where external circuits

transport energy among the internal cells in order to maintain them at the same

level, are required [87].

4.1.2 Charging Techniques

Constant Current This technique uses a constant current during the charging

process. While the chargers required for this are relatively simple and inexpensive,

it is challenging to determine the right current value. If too low, the charging time

will be too long, on the contrary, if too high, it might overheat the battery or cause

gassing inside the cells. To solve this issue, usually a high current is used during the

first period of the charging process (bulk charge) followed by a smaller current at

the later stages (trickle charge).

Constant Voltage In this technique, since the voltage is maintained constant, the

current supplied is determined by the voltage difference by the voltage difference

between the charger and the battery. The supplied current starts at a high level and

decreases exponentially as the battery gets charged. Due to the initial high current,

this technique is often used for fast bulk charging, however, it might cause

overheating and gassing.

Constant Current–Constant Voltage This technique uses constant current

charging until the battery reaches a predefined value, then, it switches to constant

voltage charging allowing the current to decrease exponentially. By using this

technique, the advantages of both methods are combined, so that the battery charges

fast enough, without using high currents that can cause overheating and gassing.

4.2 SoC Estimation

There are several techniques to determine the SoC and they depend on measuring

one or several parameters that vary with the state of charge, often particular to each

individual battery technology. Some of the most important techniques are listed

below.

Voltage Measurement In several battery technologies, there is an almost a

linear relationship between cell terminal voltage and SoC and therefore, the SoC

can be directly determined by measuring the terminal voltage of the battery.

However, in other technologies, such as Li-ion, they have a flat voltage profile

during discharging and simple voltage measurement fails to determine the SoC

accurately.

Specific Gravity Measurement This technique is used in lead-acid batteries,

since the sulfuric acid is used as the battery discharges and therefore, its specific

density reduces. By measuring the specific gravity of the sulfuric acid, it is possible
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to estimate the SoC in lead-acid batteries. This method does not work with valve-

regulated lead-acid type batteries [24].

Current Measurement Also known as Coulomb-counting, it is possible to

estimate the SoC by integrating the current supplied to the cell during a period of

time. This method offers high accuracy for determining the SoC and can also be

useful to determine battery’s ageing by comparing the current supplied to the

battery with the current extracted from it.

Kalman Filtering The Kalman filter is an algorithm that estimates the inner

states of a dynamic system. When applied to batteries, each cell is represented by a

state-space model, where the SoC is a state of the system. In electric vehicles, the

Kalman filter model for the battery is started with initial state estimates when the

vehicle is turned on, based on the previous states, terminals’ OCV, a look-up table,
self-discharge parameters, temperature, etc. The algorithm then proceeds to update

the states of the battery parameters as the system runs. This technique has proven to

offer highly accurate SoC estimation [24].

Internal Impedance Measurement The composition of active chemicals inside

the battery change as it gets charged or discharged. In consequence, the internal

impedance of the battery also changes. The internal impedance of the battery can

provide information about the SoC of each cell, however, the internal impedance

can also be affected by other parameters, such as temperature, which can lead to

erroneous measurements [24].

5 Battery Models

5.1 Li-Ion Battery Models

5.1.1 Experiments

Experiments were carried out on 2.2Ah cylindrical CGR 18500CG cells from

Panasonic. These cells contain nickel-manganese-cobalt oxide cathode (Panasonic

solid-solution) and traditional graphite anode. The cell was charged and discharged

according to the following regime: constant current constant voltage (CCCV)

charging with a 1.5 A current until the maximum voltage level of 4.2V was

reached, followed by a 150min relaxation period and a Current Constant

(CC) discharge until 2.5 V was reached. The following discharge rates were suc-

cessively applied: 0.05, 0.10, 0.15, 0.20, 0.30, 0.50, 0.75, 1.00, 1.50, and 2.00 C.

The C-rate is normally used to describe battery loads or battery discharging

currents. One C-rate denotes the current rate at which a nominal capacity of the

battery can be discharged in 1 h.

In the experiment, the cycling of the cells was performed on an 8-channel

MACCOR battery tester. The temperature development of the cell was measured

by the potential drop across PT100 type thermo-resistors connected to the battery

tester via the auxiliary voltage input. A water bath was used to control the ambient
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temperature (i.e., 23�C) in a climate control box, the scheme is similar to the one

shown in Fig. 5.1. To evaluate the thermal behavior of the cell at different temper-

atures, three different ambient temperatures were selected: 0, 20, and 40 �C.
Figure 5.2 illustrates the measurement setup and equipment connections.

5.1.2 Lumped-Sum Models

Thermal modelling of a cell is a procedure that derives the temperature evolution of

the cell and possibly, the distribution of the temperature in various parts of the cell

as a function of time. Thermal modelling starts by defining the heat flows. Where

the heat flow generated inside the cell is given by [10]:

Hin
t ¼

X
n¼i

�TΔSi
niF

þ Int ð5:11Þ

where Ht
in is the heat flow, i.e., the intensity of heat generation inside the cell [W],

T the cell temperature [K], ΔSi denotes the entropy change associated with electro-

chemical charge transfer reactions given by Eqs. (5.9) and (5.10) [Jmol�1K�1], ni the
number of electrons exchanged in particular electrochemical reaction i, nt the total

overpotential [V]. Note that, Ebat�Ebat
eq while charging and Ebat�Ebat

eq while

discharging, resulting always in Int� 0. That means that the heat flow given by the

second term of Eq. (5.11) is always positive and the cell always heats up because of

this term. The first term can be either positive or negative. It is positive whenΔSi < 0

which is valid for an exothermic reaction. In this case, the cell heats up by this heat

flow. However the cell will cool down as the result of an endothermic reaction, for

which ΔSi > 0. A reaction that is exothermic during charging is endothermic during

Fig. 5.2 Measuring thermal behavior: experimental setup
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discharging and vice versa. For Li-ion cellsΔSi is usually small and therefore the first

term in Eq. (5.11) can be neglected. The heat flow from the cell to the environmentHt
out is, in general, determined by heat conduction, convection, and radiation [74]. In

the experiment, a cylindrical cell was held horizontally, keeping its side walls

exposed to the air. For such conditions, the heat conduction from the top and the

bottom can be neglected. For the side walls, the heat conduction is described by the

equation:

Hout
t ¼ hAðT � T0Þ þ σAðT4 � T4

0Þ ð5:12Þ

where Ht
out is the heat flow outside the cell [W], T0 is the ambient temperature [K],

A is the surface area of the cell [m2], h is the heat transfer coefficient [Wm�2 K�1],

σ¼ 5. 67 � 10�8 [J s�1m�2 K�4] is the Stefan–Boltzmann constant, and ɛ is the

emissivity. When heat fluxes are determined, the evolution of cell temperature is

determined by the standard heat balance equation:

mCp
dT

dt
¼ Hin

t � Hout
t ð5:13Þ

where Cp is the specific heat capacity of the cell [J g
�1 K�1] andm is the mass of the

cell [g]. Ordinary differential equation (ODE) Eq. (5.13) has to be solved with

respect to initial conditions, representing cell temperature at t¼ 0, which equals the

ambient temperature T(0)¼ T0. Then, the solution of the ODE Eq. (5.13) deter-

mines the evolution of the cell’s temperature. Figure 5.3 shows the charge and

discharge voltage curves as a function of time where, for convenience reasons, t¼ 0

corresponds to the start of each discharge cycle. Figure 5.4 shows the same

discharge curves but plotted as a function of the amount of extracted charge

(Qout). The equilibrium voltage has been determined by regression extrapolation

[20, 69]. The regression extrapolation was applied separately on the flat and steep
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parts of the equilibrium voltage curve. The thin black line in Fig. 5.4 corresponds to

the estimated equilibrium voltage (EMF). The obtained EMF is, in principle,

temperature dependent, however, within moderate temperature range this influence

is small and can be neglected, as illustrated in Fig. 5.5.

The difference between the equilibrium voltage and the discharge voltage is the

overpotential, see Eq. (5.11). The dependence of the total experimental

overpotential as a function of Qout at various discharge rates is shown in Fig. 5.5.

For all currents, a wide flat interval, consisting of two sloping plateaus, is followed

by a sharp decrease at the end of the discharge process. Thermal modelling starts by

calculating the thermal fluxes. The intensity of heat generation or heat flow into the

battery is calculated according to Eq. (5.11). The experimentally measured currents
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and estimated overpotentials (see Fig. 5.5) are used as inputs. In Fig. 5.6 the

solutions of Eq. (5.13) are compared with the experimentally measured cell tem-

peratures during the discharging process (Fig. 5.7).

The dashed lines indicate measurements while the solid lines represent the

model fit. The heat transfer coefficient and specific heat capacity of the battery

were used as the parameters for the function to be minimized. The (non-linear)

ordinary least squares minimization was applied. The estimated values of the heat

transfer coefficient and specific heat capacity are 13Wm�2 K�1 and 1.25 J g�1 K�1

accordingly, which agrees well with recent results from literature [64]. The fit

quality is good, with deviations of modelled temperature less than 1 �C for all

considered C-rates at any moment of time. If the heat transfer coefficient is assumed
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to be a linearly increasing function of the cell surface temperature Wm-2K-1, then

the fit function improves uniformly for all C-rates with the error below 0.75 �C.
The experiment illustrates a simple and accurate method for adaptive thermal

modelling of the Li-ion batteries. The performance of the thermal model is illus-

trated for the commercially available Panasonic CGR18650CG 2.2Ah cells. For all

available C-rates model predictions from the measured temperature deviate less

than 1 �C. Note that for this high energy density cell, the increase in temperature

while discharging can be considerable, up to 20 �C, see Fig. 5.8. For that particular
cell, the entropy effect is small and the heat generated from the overvoltage

explains the experimentally observed data. If this model is combined with an

adaptive algorithm that could determine the capacity fade, it would represent an

adaptive thermal model. This type of model would provide a proper temperature

prediction during the whole lifespan of the battery using a single EMFmeasurement

when the cell was new. A battery management system (BMS) equipped with a

thermal model would be able to predict the battery’s temperature evolution and

apply preventive cooling when necessary, thus reducing the wear of the battery.

5.1.3 High Power Cells, Importance of Entropy-Related Terms

For high energy cells the entropy term can be neglected [19]. However, there are

situations where the entropy contribution is considerable and may not be omitted,

[74]. As an illustration, the case of 7.5 Ah ultra-high power Li-ion batteries is

considered in this section. The anode of this battery system is made of graphite,

while the cathode consists of Li1�x(Ni0. 8Co0.15Al0.05)O2 which in general is known

as NCA Li-ion. The basic electrochemical charge transfer reactions at the positive

and negative electrode can be represented by:
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Li(NiaCo1−a−bAlb)O2
Charge−−−−−⇀↽−−−−−
Discharge

Li1−x(NiaCo1−a−bAlb)O2)+xLi++xe− ð5:14Þ

c6Liy+xLi+xe− Charge−−−−−⇀↽−−−−−
Discharge

C6Liy+x ð5:15Þ

for 0� x� 0. 5, respectively.

The positive electrode generally consists of mixed-metal oxide species in which

lithium ions are stored to provide electroneutrality. During charging, the metal

oxide is oxidized and the excess of positive charge is liberated from the electrode in

the form of Liþ ions. These ions cross the electrolyte and enter the negative

electrode. There, Liþ ions are inserted during charging and extracted from the

negative electrode during discharging. As a result of both electrochemical charge

transfer reactions, Li-ions must cross the electrolyte by means of diffusion and

migration.

For this experiment, CCCV was used. CC charging is carried out at 5.25 A (¼ 0.7

C-rate) until the maximum cell potential of 4.2 V is achieved. Charging continues

under constant voltage conditions at 4.2V until the charging current dropped below

0.376A. Subsequently, CCCV-charging is followed by a relaxation period of 180min.

Then constant current (CC) is applied to discharge the battery at various C-rates.

Discharging was terminated at 2.7V. The following C-rates were employed for

discharging: 0.05, 0.10, 0.15, 0.2, 0.3, 0.5, 0.75, 1.00, 1.50, and 2.00C-rate. The

results of these measurements are used to determine the EMF (equilibrium voltage)

based on the voltage extrapolation towards zero current [20, 69]. The resulting

charging and discharging curves are illustrated in Fig. 5.9.

The observed temperature development can be seen in Fig. 5.10. One can see

that temperature development of the ultra-high power cell has complex

non-uniform shape. For moderate C-rate, a temperature drop can be observed

soon after the discharging process starts, in contrast with high-energy cells

(Fig. 5.7), where the temperature increase during discharging is constant. Therefore

the overvoltage heat alone is not sufficient to explain such temperature behavior.

Cell potential curves at various C-rates have been plotted as a function of

extracted charge (Qout) in Fig. 5.11. The same method of extrapolation towards

zero current as in the previous section was applied to obtain the equilibrium

voltage. The resulting Eeq is shown in the upper black line in Fig. 5.11. The

difference between each cell potential curve and Eeq represents the overpotential

ηt, which is one of the sources of heat generation inside the cell (see Eq. (5.11)),

especially important at high C-rates and at the end of discharging. In the plateau

region ηt is only about 4mV at 0.05C-rate discharge, while it grows to 40mV at

2C-rate, see Fig. 5.12. At the end of discharging at high C-rates the overpotentials

increase rapidly to very high values of more than 500mV due to slow diffusion of

Liþ ions in electrode(s). The second source of the heat in thermal balance equation

Eq. (5.13) is, according to Eq. (5.11), the entropy term � ItΔS
ηF . Note that ΔS is a
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function of the state-of-charge (SoC) of the battery. To estimateΔS as a function of
SoC we use an optimization procedure. In this method the SoC range is divided into

ten intervals and ΔS is estimated in the middle of each interval by minimizing the

(squared) differences between the simulated (according to Eq. (5.13)) and measured
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temperatures by unconstrained non-linear optimization using MATLAB software.

The as-determined values for dEeq ∕dT and ΔS are shown in Fig. 5.13.

Three regions can be recognized in this figure: at SoC� 0.35, in the interval

0.25< SoC< 0.35 and when SoC� 0.25. In the first region, Eeq ∕dT is positive,

whereas around SoC¼ 0.3 it sharply turns into negative values. At SoC� 0.3,ΔS is
in between 40 and 10 Jmol�1 K�1. The highest value of 17 Jmol�1 K�1 is obtained

at about 50% SoC.

Phase transition at different SoC has been observed for LiCoO2, LiCo0.5Ni0.5O2

and LiNi0.65Co0.25Mg0.05Ti0.05O2 cathode materials [37, 90, 82, 39]. Similar obser-

vations have been reported for graphite electrodes [64, 39, 5]. Several studies have

been carried out to experimentally describe the phase transition of electrodes in

Li-ion and Li-polymer batteries [45, 17, 2, 32, 26]. The analyzed entropy changes in

the present work can be related to these phase transitions.

Figure 5.14 illustrates the contribution of both the overpotential and entropic

heat (Eq. (5.11)). These individual contributions and the summation are plotted for

the charging process at 0.7 C and discharging at 1 C-rate at the ambient temperature

40 �C. The overvoltage heat is always positive (red curve in Fig. 5.14). In the initial
stages of the charging process (SoC< 30%) and main part of discharging

(SoC> 30%) the entropy heat is negative, i.e., it neutralizes the overpotential

heat generation and even makes the total heat generation negative in these regions;

the battery therefore should cool down. Hence, in spite of positive overvoltage heat

the temperature drops as the entropic contribution is dominant. In calculating the

overpotential at each SoC, both the cell potential (from measurements) and the

determined EMF terms are at the corresponding battery temperature at that SoC in

our model. It means that the calculated overpotential takes into account the effects

from the temperature development.

Fig. 5.13 Estimated
∂Eeq

∂T and ΔS values as a function of SoC
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The temperature profiles are presented as a function of time in Figures 5.15

and 5.16 at ambient temperatures of 0 and 40 �C, respectively. The simulated

temperatures upon charging at 0.7 C-rate and discharging at 2 C-rate are compared.

The temperature deviations are much higher at 40 �C, indicating that the ΔS
contribution to heating is much more pronounced than at higher temperatures.

The temperature profile improves significantly at all battery conditions by
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introducing ΔS ¼ ΔS (SoC) into the model, especially at elevated temperatures.

Thus the model can predict both the temperature evolution under all SoC

conditions.

To analyze the temperature profiles with and without considering ΔS ¼ ΔS
(SoC) it is useful to plot the temperature development as a function of Qout.

Figure 5.17 shows sets of temperature profiles at 0.2, 1, and 2C-rate at an ambient

temperature of 20 �C. This figure gives an overview of the SoC-dependent entropic

heat contribution on the temperature evolution. While the current and overpotential

have the same sign during charging and discharging, the overvoltage heat is always

positive, i.e., it always generates heat inside the cell. The overpotential heat

generation subsequently can only predict the gradual temperature increase but not

the temperature drop. On the other hand, the entropy is changing from negative to

positive dependent on the battery SoC. Thus the entropic heat can be either

endothermic or exothermic and this is the only reason explains that the temperature

drop.

5.1.4 Pack Modelling

When modelling a battery pack, the temperature distribution across various parts of

the cell and the pack must be taken into account. Therefore, instead of using the

lumped-sum model described by Eq. (5.13), more advanced 3D derivations must be

carried out. The point in space r¼ (x, y, z), where the location in the cell is denoted

by r2R3. The temperature in point r at the time t is denoted as T(r, t) [K]. The
conductive heat flux Q(r, t) [Wm�2] follows standard Fourier’s law, according to:
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Qðr, tÞ ¼ �k∇ðr, tÞ, ð5:16Þ

where ∇T is the gradient of the temperature [Km�1], and k¼ k(r) is the thermal

conductivity of the particular part of the cells and module [Wm�1 K�1]. Specifi-

cally, it is assumed that the thermal conductivity is constant within each part of the

cells and casing. Denote the bulk heat source term as Hin¼Hin(r, t) [Wm�3]. The

law of energy conservation leads to the following partial differential equation

(PDE) for temperature distribution:

ρCp
∂T
∂t

¼ ∇ � k∇Tð Þ þ Hin, ð5:17Þ

where ρ is the density of the material [gm-3] andCp is the specific heat capacity [J g
�1

K�1]. Equation (5.14) states that the rate of temperature variationswithin the system is

due to the rate of heat diffusion and rate of heat generation in the battery.

If the outside area of the cells (or module) contains air or liquid, then heat

exchange at the interface is determined by convective Hc and radiation Hr heat

transfer, that is:

�n �Qðr, tÞj
r2Γmaxði2 JcÞ

¼ Hc þ Hr ð5:18Þ

26

25

24

23

22

21

20

19
0 2 4

Qout[Ah]
6 8 10

T
em

pe
ra

tu
re

 [°
C

]

0.20 C, Experiment
1.00 C, Experiment
2.00 C, Experiment
0.20 C, Model without ΔS

0.20 C, Model with ΔS
1.00 C, Model with ΔS
2.00 C, Model with ΔS

1.00 C, Model without ΔS
2.00 C, Model without ΔS

Fig. 5.17 Temperature profile during discharge versus extracted charge from the battery at 0.2,

1 and 2C-rate, Ta ¼ 20 �C

5 Battery Technologies for Transportation Applications 177



Hc ¼ hðT � TaÞ ð5:19Þ

Hr ¼ σðT4 � T4
aÞ, ð5:20Þ

where Ta is the ambient temperature at the surface of the cell K.

In several cases the properties of the cooling fluid media were considered. It is

assumed that velocity of cooling medium u can be described by the system of

Navier–Stokes equations for compressible flow, according to:

ρE
∂u
∂t

þρE u �∇ð Þu¼∇ � ½�pI3þμE ∇uþð∇uÞT
� �

�2

3
μ ∇ �uð ÞI3�

∇ � ðρuÞ¼ 0

ð5:21Þ

or by

cropenup5pt ρE
∂u
∂t

þ ρE u �∇ð Þu ¼ ∇ � ½ � pI3 þ μEð∇uþ ð∇uÞTÞ�
∇ � u¼ 0

ð5:22Þ

for incompressible flow. ρE is the fluid density [kgm�3], μE the dynamic viscosity

[Pa� s], p is the pressure [Pa], and I3 is the three-dimensional unit matrix. The heat

generation term Hin(r, t) in the right-hand side of Eq. (5.17) determines the heat

sources which is only applied to the electrochemical core of the cell. The casing,

plastic cover, pack, and terminals of the battery do not contribute in heat generation.

Hin(r, t) is composed of two parts according to:

Hin r, tð Þ ¼ HηðtÞ þ HSðr, tÞ
VO

, ð5:23Þ

where Hη(t) [W] represents overpotential heat, HS(r, t) [W] entropic heat, and

VO [m3] the volume of electrochemical core of the cell. Hη(t) is defined by:

Hη ¼ ηtI, ð5:24Þ

where ηt(t) [V] gives the total overpotential. HS(r, t) represents the entropic heat

[W] and is defined by:

HS r, tð Þ ¼ �I tð ÞT r, tð ÞΔSðtÞ
nF

, ð5:25Þ

where n is the number of electrons that are transferred in the electrochemical reaction

during battery operation and F is the Faraday constant.ΔSðtÞ [Jmol�1K�1] expresses

the entropy change induced by the electrochemical charge transfer reaction during

battery operation and, as shown in the previous section, this can be positive or

negative, depending on SoC.
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5.1.5 Cell Thermal Simulations

This section describes simulations made for the case of ultra-high power NCA

automotive cells, described in detail in the previous section. Figure 5.18 illustrates

development of the temperature of this cell under 2C discharge and ambient

temperature of 20 �C. Figure 5.18 contains four lines. The blue line corresponds

to the temperature at the surface of the cell, where the thermistors are usually

placed. The red line indicates temperature of the core of the cell, in the geometrical

center of the battery. The magenta line shows the average temperature of the cell,

while the black dotted line gives the experimentally measured temperature. It can

be seen that applied 3D model predicts the development of surface temperature

quite well. It also can be seen that there is a considerable difference between surface

(measured) and core temperature.

Figure 5.19 contains the temperature profiles at the end of 6 C discharge when

two cooling regimes are applied to the cell. Figure 5.19a corresponds to natural air

cooling with h¼ 10 [Wm�2 K�1] h while Fig. 5.19b relates to a forced-cooling case

with h¼ 45 [Wm�2 K�1]. One can see that 6 C discharge causes much higher

temperatures than 2C case. In the case of natural air cooling the surface tempera-

ture reaches almost 37 �C. The core in this case is around 45 �C. The introduction of
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forced cooling helps reduce the surface temperature of the cell down considerably

to 37 �C. However the core temperature is not affected by the surface cooling,

declining only to 42 �C. That means that intensive cooling in many situations only

help to control the surface temperature, while the core temperature remains high.

5.1.6 Pack Thermal Simulations

In this section, simulation results developed at cell level in the previous section are

applied to pack modelling. Figure 5.20 illustrates the thermal behavior of the 12 cell

pack in a 3�4 arrangement. Figure 5.20a shows the layout of the pack and the

location of its cross section. The temperature distribution at that cross section is

plotted in Fig. 5.20b, it is assumed that the cells are surrounded by air and no

external airflow is assumed.

Figure 5.21 represents the same modelling assumptions, but provides with

temperature profile along the center of the middle 4-cells row during 6C discharge

(Fig. 5.21a) followed by 3 h of relaxation. One can see that for large battery packs,

the temperature drops slowly in the absence of forced cooling, and even after 3 h of

relaxation, it still remains almost 10 �C higher than the ambient temperature.

Fig. 5.19 Temperature profile of the cell at 6 C-rated current discharge; (a) air natural convection,
(b) air forced convection, h¼ 45 [Wm-2K-1]
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The last figure, Fig. 5.22 reports the influence of the force cooling by constant

flow of the air (Fig. 5.22a) and water (Fig. 5.22b) in 3�3 cells arrangement during

6C discharge. Temperature of the cooling media on the inlet is 20 �C, laminar flow

is assumed. The inlet of air and water is located at the top of the pack and outlet is at

the bottom. It can be seen that water is better cooling media than air, since maximal

core temperature for water cooling pack is reduced from 42 to 35 �C. At the same

time, the temperature gradients across the cell are still considerable; there is a large

difference between temperatures of the core and the surface. In addition, in the case

of force cooling there is a clearly visible temperature gradient in the vertical

direction: the top parts of the cells are better cooled than the bottom ones.
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Fig. 5.20 (a) Module structure under static air conditions and temperature distribution on the

surfaces of the cells and ABS pack at the end of discharge under 6 C-rate; (b) temperature

distribution within air and a cross section of the cells under static air conditions

Fig. 5.21 Centerline (x direction) temperature development during 6C-rated current in the battery

module occupied by air, (a) during discharge (b) during 3 h relaxation (legend shows time in

seconds)
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All that observations point out that measuring the temperature of the cells with

surface sensors do not provide with the true thermal condition of the cell. Moreover,

in the case of large battery packs, considerable thermal gradients can occur even in

the presence of forced cooling. Therefore, methods to access the integral, or

average, temperature of the cell [70] are of high interest. The differences in the

temperatures across the cells can cause differences in the ageing rates, since the

later are strongly influenced by temperature [21, 49] (Figures 5.23 and 5.24).

Fig. 5.22 Left: Temperature distribution in the battery module under predictive speed air flow at

20 ∘C under 6C-rated current discharge. (a) Structure of the battery module and surface temper-

ature distribution at the last moment of discharge. (b) Temperature development during discharge

and relaxation periods on horizontal and vertical cross sections. Right: Temperature distribution in

the battery module under predictive speed water flow at ambient temperature of 20 ∘C under 6 C-

rated current discharge. (a) Horizontal cross sectional view, (b) side view (vertical cross sectional)
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Fig. 5.23 Principal layout of a vanadium flow battery unit

Fig. 5.24 Principal layout of Li-ion flow battery unit
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5.2 Flow Battery Models

5.2.1 Chemistry of Flow Batteries

Oxidation and Reduction Reaction

The functionality of a battery is based on reduction and oxidation reactions or

(redox reaction). Redox reaction is where electron transfer occurs from one species

to another. A molecule is oxidized when it loses electrons and reduced when it gains

electrons.

Reduction means that an oxidant takes electrons from another substance:

oxidantþ e� ! product ð5:26Þ

Oxidation means that a reductant transfers electrons to another substance:

reductant ! e� þ product ð5:27Þ

5.2.2 Molality and Molarity

The molality is the number of moles of a solute dissolved in one kilogram of solvent

and the molarity (or molar concentration) is the number of moles of a solute

dissolved in one liter of solution. The molality mB is defined as:

mB ¼ nB
nA∗MA

mol kg�1
� � ð5:28Þ

Where:

nA ¼ Number of mole of the solvent ½��
nB ¼ Number of moles of solute B ½��
MA ¼ Molar mass of A ½kg=mol�

The molar fraction xB is defined as:

xB ¼ nB
nB þ na

� ð5:29Þ

The molarity cB is defined as the ratio of the number of the mole nB to the volume

of the solution V:

cB ¼ nB
V

mol l�1
� � ð5:30Þ
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5.2.3 Chemical Equilibrium

The chemical equilibrium describes the state where the reactants or products

concentrations are balanced [30]:

aAþ bB < ��� > cCþ dD ð5:31Þ

A and B are the reactants while C and D are the products. a, b, c, and d are

stoichiometric factors introduced to maintain the composition of the reaction

mixture. The chemical equilibrium is met when the reaction rates are equal. The

reaction rate is a function of the activities ai of the reacting substances raised to a

power equal to the number of moles of each reacting substance. The equilibrium

constant K is defined as:

K ¼ acCa
d
D

aaAa
b
B

�½ � ð5:32Þ

The activity ai is the effective molar fraction given by:

ai ¼ Yixi ½�� ð5:33Þ

Here, Yi is the activity coefficient used to determine the effect of ionic strength

on the chemical reaction. In very dilute solutions the activity coefficient becomes

close to one.

In dilute solutions, the activity ai is defined as:

ai ¼ Yc
i

ci
co

�½ � ð5:34Þ

Where:

Yi
c¼ activity coefficient of the species i in the molarity scale [–].

Co¼ Standard molarity (1M ¼ mol/l)

5.2.4 Gibbs Free Energy and Nernst Equation

The cell potential can be defined as:

Ecell ¼ △ � V ¼ Eright � Elef t ½V� ð5:35Þ

Here, Eright refers to the half-cell where reduction takes place and Eleft to the half-

cell where we get oxidation. The half-cell potentials are measured in relation to

each other. The potential of different electrodes measured in relation to the hydro-

gen half-cell are presented in Table 5.1. The hydrogen half-cell potential is usually

defined as zero [52]. Standard reduction potentials are given as Eo. The more
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positive the half-cell potential, the greater the tendency of the reductant to donate

electrons, and the smaller the tendency of the oxidant to accept electrons. When the

potential difference between the reduction half-cell and the oxidation half-cell is

positive the reaction will go to the right. This means that electrons will flow through

the external circuit from left electrode to the right.

The standard free energy (△Go) determines if a process will take place under the

conditions of constant temperature and pressure. The relation between free energy

change and the potential difference are related as follows:

△Go ¼ �nFEo ½J mol�1� ð5:36Þ

Here, n is the number of electrons and F is the Faraday constant. The value△Go is a

measure of the amount of work a system can do on the surroundings. The negative

sign at the right side is due to a positive cell potential which means a negative free

energy change. This gives a cell reaction spontaneously proceeding to the right.△Go

refers to a situation where all substances have the concentration of 1mol. For other

concentrations it can be rewritten as:

△G ¼ �nFE ½J mol�1� ð5:37Þ

The Gibbs free energy△G is a sum of a constant term△Go, which represents the

free energy change for a reaction when the activity of each product and reactant is

the unity and a variable term that is a function of the temperature and the equilib-

rium constant K:

△G ¼ △Go þ RTlnK ½J mol�1� ð5:38Þ

Table 5.1 Standard

reduction potentials
Oxidant (e� acceptor) Reductant (e� donor) Eo[V]

Naþ Na(s) �2.71

Zn2þ Zn(s) �0.76

Fe2þ Fe(s) �0.44

Cd2þ Cd(s) �0.4

Pb2þ Pb(s) �0.126

2Hþ H2(g) 0.00

AgCl(s) Ag(s) þ Cl�(aq) 0.222

Hg2Cl2(s) 2Cl�(aq) þ 2Hg(l) 0.268

Cu2
þ Cu(s) 0.337

Is(s) 2I� 0.535

Fe3þ Fe2þ 0.771

Agþ Ag(s) 0.799

O2(g) þ 4Hþ 2H2O(l) 1.23

Cl2(g) 2Cl� 1.36
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where R is the gas constant and T is the temperature. By combining Eqs. (5.11)–

(5.13) we obtain

�nFE ¼ �nFEo þ RTlnK ½J mol�1� ð5:39Þ

This can be rearranged into the well-known Nernst equation:

E ¼ Eo � RT
lnK

nF
V½ � ð5:40Þ

The Nernst equation shows that a half-cell potential will change by 59mV per

tenfold change in the concentration of a substance involved in a one-electron

oxidation or reduction, for two-electron processes the change will be 28mV per

tenfold change in the concentration.

The activities ai and the activity coefficients yi cannot be measured directly. The

formal redox potential Eo0 may then be used to give the measured value when

experiments are performed at specified conditions. The formal redox potential then

becomes:

E ¼ Eo
0 � RTln

ccCc
d
D

caAc
b
B

V½ � ð5:41Þ

The Nernst equation is accurate for solutions with a total ionic concentration

below approximately 10�3M. At higher concentrations, the Nernst equation values

that are too high are obtained, as weak ion pairs are formed at electrode surfaces.

The most popular flow battery today is the vanadium flow battery because it

utilizes only one active element, vanadium. It uses VSO4 and VOSO4 as a pair with

V2þ�V3þ at one electrode and V4þ�V5þ at the other. Other types of flow batteries

are, e.g., uranium redox battery, zinc and bromium redox battery, and polysulfide

and bromium flow battery [28].

In 2011 Duduta et al. presented an idea about a new type of flow battery: semi-

solid lithium rechargeable flow batteries. The battery was based on the principle of

powdering the lithium-ion battery and dispersing the powder in an organic electro-

lyte. As a result, it combines the high energy density of lithium salts with the

scalability of flow batteries resulting in higher energy density.

5.2.5 Vanadium Flow Batteries

Vanadium flow batteries [12, 58, 11, 40, 76] have been developed and tested for

several decades and commercialized by several companies. They have been tradi-

tionally used for large scale installations such as grid storage units due to the

technology’s ability to store large amounts of energy. However, recent technolog-

ical advancements have led to an increase in energy density and capacity, as a

result, vanadium flow batteries today offer high round-trip efficiency, high depth of

5 Battery Technologies for Transportation Applications 187



discharge (DOD), long durability, and fast response time, thus making them viable

for vehicle application [68].

A typical all vanadium system is comprised of two carbon/graphite electrodes

(anode and cathode) and a semi-permeable ion exchange membrane separator that

allows for the diffusion of hydrogen ions across a membrane while preventing the

cross-diffusion of the electrolyte solutions from the two tanks [67]. The standard

potential is 1.23V. The capital cost for a VRB is approximately 400–700 $/kW

(power package) and 100–150 $/kWh (electrolyte) [58].

There are two different electrolyte solutions in vanadium flow batteries. One is

vanadium sulfate, with an oxidation state of V2
þ and V3

þ that is pumped through a

cell with one of the two electrodes. In the other we have vanadium oxide sulfate,

with V4
þ or V5

þ as the oxidation states. As V2
þ is oxidized to V3

þ on the negative side

and V5
þ reduced to V4

þ on the positive side hydrogen ions are transferred through

the membrane, transferring SO4 to H2SO4 on one side of the membrane, and the

opposite on the other side. In this way, since the battery utilizes four different redox

states of vanadium, we can charge and discharge the electrolytes simply by revers-

ing the flow of the electrolyte being pumped through the cell. The electrolyte

solution has an indefinite life due to its reversibility and results in a battery with

low replacement costs without waste disposal [57], which would be economically

beneficial.

Thermodynamic data of vanadium ions at different valences is presented in

Table 5.2.

The key issue for this type of batteries is it is not desirable for V and SO4 to move

through the membrane, but only Hþ. An important challenge is to achieve this with

a low cost membrane, otherwise it would increase the total cost of the battery.

However, since the electrolyte only uses vanadium as the active element, and it can

be recharge simply by inverting the process, any cross-diffusion between the

solutions can be reversed, thus eliminating any energy loss to one discharge

cycle, for as long as the total vanadium in the system remains constant.

The reactions in the flow battery of vanadium type could be written as:

VOþ
2 þ 2Hþ þ e� ! VOþ

2 þ H2O ð5:42Þ

V2þ þ VOþ
2 þ 2Hþ ! VO2þ þ V3þ þ H2O ð5:43Þ

Table 5.2 Thermodynamic data for vanadium compounds at 298.15K

Formula State △Hfo [ kJ/mol] △Gfo [ kJ/mol] Sfo [J/mol K]

V2þ aq (�226) �218 (�130)

V3þ aq (�259) �251.3 (�230)

VO2þ aq �486.6 �446.4 �133.9

VO2
þ aq �649.8 �587 �42.3

H2O aq �285.8 �237.2 69.9

Hþ aq 0 0 0

Values in parentheses were estimated [30]

188 J. Campillo et al.



V2þ is the charged state as well as V5þ(VO2
þ), while V3þ and V4þ(VO2þ) are the

discharged states.

An important issue is the cost associated with vanadium salts. Although vana-

dium exists in large amounts, for instance, in fly ash from coal fired boilers, and in

minerals like shale oil, it still has a high cost due to relatively low production

volumes. A kg of V2O5 powder typically costs about 15 EUR/kg, but its price could

be as low as a third of this value if produced at large scale from abundant resources

like fly ash [73] or high content ores (with high concentration % of vanadium). If

this is achieved, the price for a complete flow battery could then be reduced to half

of its current cost and make it as economically competitive as current Li-ion

batteries. Larsson and Andersson [47] have demonstrated how the way the cell is

mechanically built has a significant impact on the performance of the battery. The

distance between electrode and membrane should be as small as possible. Aaron [1]

found that by designing a cell stack where there was direct contact between the

electrolyte, electrode, and membrane not only decreased the size of the battery but

also increased the battery output and efficiency by reducing the charge transport

distance.

Vanadium redox flow batteries (VRB) have been used in several commercial

installations. At Huxley Hill Wind Farm, located in King Island, Tasmania in

Australia, a 200 kW VRB battery was installed in 2003 to help balance 3% of the

total installed wind power capacity. Several installations have been built in China

by Dalian Rongke Power that range from a few kW up to MW-scale [94]. The cost

of these batteries is still high, compared to other battery technologies, especially

since vanadium salts are still expensive, and polymer membranes are costly to

manufacture. Extensive development work is attempting at developing less expen-

sive and more selective membranes at Fraunhofer Institute [59], Dalian Institute of

Chemical Physics and the Chinese Academy of Sciences [94]. While there is large

potential for cost reductions in this area, the cost of vanadium salts still remains as

the main problem.

Another limitation with vanadium salt batteries is the amount of salt that can be

dissolved in the water. In comparison, in semi-solid lithium flow battery, the

electrolyte stores the energy in small solid particles, thus increasing the energy

density of the battery. It might be possible to run flow batteries with precipitated

vanadium salts, to increase its energy density compared to the system when the salts

are dissolved in a conventional way. Normally the molarity is 2M, but with

precipitated salts it is possible to increase the charge per volume unit. If the particles

are made very small, (e.g., in the μm range), higher capacity per liter of electrolyte

can be achieved, while keeping it aqueous enough to be pumped. This is of great

interest for vehicle applications.

5.2.6 Semi-solid Lithium Flow Batteries

Proposed by Duduta et al. [27], this battery consists of a powdered lithium ion

battery dispersed in an organic solvent that is also part of the electrolyte. This new
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concept replaces the electrodes with the nano-sized constituent parts in the elec-

trolyte, as a result, it creates a battery with ten times the charge storage density of a

typical flow battery. This increase in energy density is possible because more active

components can be added to the organic solvent, thus, effectively increasing the

energy capacity by a factor of 20–30 times that of vanadium flow batteries [27].

Lithium ion batteries will have the following reaction at the positive electrode

[34]:

LiCoO2 ! Li1�xCoO2 þ xLiþxe� ð5:44Þ

At the negative electrode the half reaction for graphite would be

xLiþ þ xe� þ xC6 ! xLiC6 ð5:45Þ

If we have Li4Ti5O12 instead we can get:

Li4Ti5O12 þ 3Liþ þ 3e� ! Li7Ti5O12 E ¼ 1:5 V ð5:46Þ

By using Li4Ti5O12 some of the problems associated with the risk of fire by using

graphite as an anode are reduced [91]. The compound, however, is an insulating

material, and thus it would be necessary to make it into nano-sized particles to

overcome this issue [48]. These characteristics ensure long life cycle and excellent

cycle performance. The Li4Ti5O12 inserts three lithium ions per formula unit, with a

theoretical capacity of 175mAh g�1, showing a flat voltage at 1.55V versus a

lithium electrode.

The overall reaction, however, has its limits. Overdischarge supersaturates

lithium cobalt oxide, leading to the production of lithium oxide [18] described by

the following irreversible reaction:

Liþ þ e� þ LiCoO2 ! Li20þ CoO ð5:47Þ

Overcharge up to 5.2V leads to the synthesis of cobalt(IV) oxide [6].

LiCoO2 ! Liþ þ CoO2 þ e� ð5:48Þ

The lithium contains 11.6 kWh/kg at 3V (¼ 41.7MJ/kg). This can be compared

to hydrocarbon fuels having similar energy content per kg.

The electrolyte in lithium-ion batteries, including flow batteries, contains salts,

for instance, LiPF6 or LiClO. The salt is dissolved in an organic solvent like

ethylene carbonate, dimethyl carbonate, or diethyl carbonate. Li-ions pass a mem-

brane and carrying positive ions, while the electrons are passing through the

external conductor between the two electrodes and the load. The conductivity of

the electrolyte is in the range of 10mS/cm [88].

The main disadvantage, however, is that the organic solvent can decompose

during the charging, especially at the negative electrode. A solid layer can be added

190 J. Campillo et al.



to provide with some isolation of the electrode, and help prevent this without

significantly affecting the performance of the charging process. [8]

During the discharge process Li-ions pass from the negative to the positive

electrode through the liquid and the membrane [50].

Tests have been done with different versions of electrolytes and different

materials for the cathode and the anode. The cathode materials have been LiCoO2

[51.2M], LiFePO4 [22.8M], LiNi0.5Mn1.5O4 [24.1M], and 0. 3Li2MnO3�
0. 7LiMO2 (M¼Mn,Co,Ni) [39.2M]. The anodes tested have been Li4Ti5O12

[22.6M], graphite [21.4M] and Si [87M]. The molar capacity is the number within

brackets after each compound. In the tests, a solid concentration of up to 70% has

been tested, but 50% seems more realistic. The molar capacity then should be 10–

40M, or 5–20 times higher than what is typical in a water solution (ca 2M). The

Li-ion approach can be used in a water system, but with an organic solvent it can be

increased by a factor 1.5–3, and thus has advantages. The team at MIT has

demonstrated a system with approximately 12M concentration.

For a system with LiCoO2 (20 vol%, 10.2M) and 1.5% Ketjen black as the

cathode and Li4Ti5O12 (10 vol%, 2.3M) and 2% Ketjen black as the anode with a

non-aqueous electrolyte of dimethyl carbonate with 1M LiPF6 tests were run

between 0.5 and 2.6V with charging–discharging. The current collectors were

copper or aluminum plates with a lithium reference electrode. A membrane with

0.1 μm nominal pore size was separating the two cell halves. The powder was

grinded to a few μm particle diameter. The columbic efficiency was 73% for the

first cycle and 80% for the second cycle. At 2.35V average discharge voltage, the

capacity for the system was 397Wh/l (168Wh/kg). For an LiCoO2 graphite system

at 3.8V discharge voltage, the corresponding theoretical value should be 615Wh/l

(309Wh/kg), showing a high potential compared to the 40Wh/l (50Wh/kg) for a

2M aqueous redox system with 1.5V discharge voltage.

Duduta et al. [27] believe a system with the capacity 300–500Wh/l (specific

energy 130–250Wh/kg) could be reasonable for a large scale system. They have

estimated a cost of $10–15/kg for active materials and $15/kg for non-aqueous

electrolyte, which should give $40–80/kWh for the semi-solid suspension. It should

then be possible to produce a complete system at the level $100–250/kWh for grid

level storage and transportation applications.

From a manufacturing perspective, a particle suspension is more difficult to

handle than a pure solution due to risk for sedimentation and clogging and therefore

it is an important issue to be addressed.

5.2.7 Other Types of Flow Batteries

Polysulfide-Bromine Batteries

Polysulfide-bromine batteries (PSB) were developed in the early 1990s. The reac-

tion during discharge at the positive electrode is given by [58]:
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NaBr3 þ 2Naþ þ 2e� ! 3NaBr ð5:49Þ

and the reaction at the negative electrode is as described as follows:

2Na2S2 ! Na2S4 þ 2Naþ þ 2e� ð5:50Þ

The reactions are reversed during charge. A cation-exchange membrane is used

to separate the anolyte and catholyte. The membrane allows sodium ions to pass

through. The open circuit voltage is 1.5V in each cell. Cell stacks consist of bipolar

electrode plates with insulating polymer frames in between. The frames also

contain the flow channels for distributing the electrolyte into the cell compartments.

An advantage with flow batteries is that the temperature of the cell stack can

easily be controlled by heating or cooling the liquid outside the stack. However, the

additional energy required for this reduces the overall efficiency of the battery.

Additionally, the pumping system also takes away part of the energy supplied.

Finally, due to inefficiencies of the membranes, crystalline sodium sulfate is

produced and has to be collected from the negative electrode frequently (e.g.,

every 2 weeks). The expected cycle life of a PSB is 15 years with a net efficiency

of 75%. The PBS battery is considered to be environmentally benign in general,

however, toxic bromine vapor can be released if there is an internal rupture.

Zinc Bromine Batteries

Zinc bromine batteries (ZBB) are called hybrid batteries since one of the electrodes

is participating in the reaction. The electrolyte consists of zinc bromide dissolved in

water. During charging, zinc is plated onto the negative electrode. Bromine is

simultaneously produced at the positive electrode forming a bromine complex

that can sediment in the bottom of the positive electrolyte tank if no stirring is

implemented. When the battery is discharged, zinc is dissolved to form zinc ions

producing bromide ions at the positive electrode. The efficiency of the ZBB is

around 60–75%. The capacity is limited due to the zinc plated on the negative

electrode.

Comparison of Different Flow Battery Systems

Other types of flow batteries systems having being developed, for example:

vanadium-bromine, iron-chromium, zinc-cerium, uranium, neptunium, and soluble

lead-acid redox flow batteries.

These have all been extensively studied, while some other types are more rare,

like sodium or potassium sulfide-polysulfide in the anodic reaction and iodide-

polyiodide or chloride-chlorine in the cathodic reaction [61].

Different type of redox batteries are compared in Table 5.3.

Most flow battery systems use cationic membranes and carbon or carbon com-

posites as electrode material. For Li-ion batteries, a micro porous membrane can be

used to reduce costs, and for the soluble lead-acid battery no membrane is needed at

all. In a Li-ion battery, the electrode material is used as slurries, while the current is

taken out by metal sheets made of copper or aluminum, shown as the electrode
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material in the table. Iron-chromium batteries differ significantly from the rest of

the group, since anionic membranes are used.

6 Battery Use in Transportation

6.1 Requirements For Transportation Applications

To use of batteries in transportation applications, they should fulfill several require-

ments, for instance, high power density, very high cycle life time (> 200, 000

cycles), long lifetime, and safety. Great efforts have been undergoing from

researchers and manufacturers all around the globe to develop better, lighter, and

safer batteries to help the transition towards a fossil-free transportation sector.

6.2 Personal Vehicles

While electric personal vehicles have been around for over a century, their limited

range and high cost when compared with internal combustion engines (ICE) made

the latter the choice for most customers. However, the increase in oil price and a

recent trend towards a more sustainable transportation system have stimulated car

manufacturers to develop hybrid electric-gasoline and BEVs to satisfy the require-

ments of their customers. The most used battery for the latest category is the Li-ion

one, given its high power-to-weight ratio, high DOD, and relatively long life time.

Regarding energy efficiency and environmental impact, electric vehicles offer

numerous advantages. In comparison with ICE vehicles, an average mid-sized

diesel passenger vehicle consumes 0.5–0.6 l/10km (5–6 kWh/10 km) while its

electric-equivalent vehicle would consume 1.5 kWh/10 km, a significant 75%

reduction. The main reason for this is because the overall energy efficiency con-

version in a BEV can be as high as 80% compared with the 25–30% that ICEs can

achieve. Most BEV use Li-ion batteries as the storage medium, however, even if

flow batteries have a lower energy density, it would still be possible to use this

Table 5.3 Comparison of different flow battery systems

System Electrodes eCell Current Efficiency [%] Wh/l

[V] [A∕m2] Volt A Energy

Fe/Cr cation Carbon 1.03 9 81.6 81.2 66.3

Anionic Membrane 0.77 64.5 73 99 72

PSB Carbon 1.54 600 75 90 67

VRB Graphite 1.70 800 73.2 98.2 71.9 40–50

Soluble lead acid Carbon 1.78 100–600 82 85 65

Li-ion Cu or Al 2.35 80 80 400–600
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technology by compromising distance range. As a reference, with 210 l volume of

electrolyte, a vanadium flow battery would contain 14 kWh, while the same size and

weight in Li-ion battery could hold 72 kWh. The main advantage, however, is that

in a flow battery the electrolyte can be refuelled faster in a similar scheme as

conventional vehicles.

6.3 Trains

Train transportation is one of the most energy efficient means of transportation.

According to Van der Spiegel [86], CO2 emission from trains are far less than of the

cars and airplanes. The main reasons are the low running resistance and the

regenerative brakes [62] which transmit the kinetic energy back to the electrical

energy. Having electric trains replacing the diesel trains helps a lot regarding the

cleaner transport. However, it is not possible to have the catenary system in all the

tracks. According to Pagenkopf and Kaimer [65] 51% of the train lines in Europe

are equipped with overhead lines; this percentage is even less in other regions (Asia

less than 35%, Africa less than 16%, and America less than 1%). This is mainly

due to the high installation and maintenance cost of the catenary system which

makes installation of such systems not viable in tracks with low utilization. An

example of these tracks are the branch lines. Branch lines are the routes connected

to the main line that is not used as often as the main line. In these cases diesel trains

are used instead of the electric trains. This will increase the travel time as the

wagons need to be transferred to the diesel train from the electric train and it would

demand a station at the intersection. Other infrastructure problems might also rise in

places where installing the overhead line is not possible due to the limitations on the

space available. An example of these cases are harbors in which installing an

overhead line is not possible. In this case trucks are usually used instead.

The increasing price of the fuel and also the regulations regarding the emissions

have caused the environmental problem with diesel trains to become the center of

attention again. One way to address the problem is to increase the efficiency and

reduce the emissions and fuel consumption of the diesel trains (see, for example,

[53, 75, 92]). This will include both increasing the efficiency of the train units and

also energy efficient train unit operation. There has been also studies on hybrid

diesel trains with storage devices onboard (see, for example, [62, 4]). Another

approach to reduce the environmental impact of the diesel trains is to completely

replace them with a battery driven train.

Three types of energy storage devices are usually used for the railway applica-

tion, i.e., batteries, flywheel, and double layered capacitors. Superconducting mag-

netic energy storage systems are also a new option which are still in experimental

level [33].

Flywheels suitable for the application in the railway are huge in size which

makes them not practical for onboard applications [29]. Moreover there are safety

issues regarding installation of the flywheels on passenger trains [80]. Nevertheless,
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they are great alternatives for stationary energy storage devices. Installing a fly-

wheel as a stationary energy storage device on a track can reduce peak power while

needing minimum maintenance and being tolerant to temperature. They can be

charged either by regenerative brakes from the trains to avoid regeneration cancel-

ation, or by grid in order to minimize the peak power from the grid [71]. The

application of flywheels can be seen in New York City Subway and in Hong

Kong [93].

Double layered capacitor, also known as supercapacitors or ultracapacitors, is

another form of energy storage systems used for railway industry. They have

relatively low energy density but, on the other hand, they can provide high power.

Another disadvantage of the double layered capacitors is sensitivity to temperature;

although they work consistent in low temperature, but their service life drops

drastically with application in high temperatures [33]. They have been used both as

stationary and onboard energy storage device for hybrid trains. The application can

be seen in Germany, Spain, and Beijing [93]. There are also several application cases

of supercapacitors as secondary energy source (see [78, 79, 3, 96, 80]).

Batteries have been used in train industry for more than a century for reducing

the peak dc supply current [63]. Lithium ion batteries have been used on several

substations in Japan as stationary energy storage systems to compensate voltage

drop and absorbing regenerative energy (see [63, 83]). Nickel-metal hybrid batte-

ries are also used in Japan for reducing energy consumption as stationary energy

storage systems. Batteries have also been used onboard the trains. Li-ion batteries

are used for hybrid catenary/battery driven trains and Ni-MH batteries are used for

the hybrid trams [54]. There has also been studies on fuel cell hybrid trains in which

the possibility of using Li-ion batteries and EDLCs are discussed [85].

Batteries have also been widely used in vehicle industry. Khaligh and Zhihao

[41] studies the application of different battery types (i.e., lead-acid, nickel-metal

hybrid (NiMH), lithium-ion, nickel-zinc (Ni-Zn), and nickel-cadmium (Ni-Cd)) for

hybrid vehicles. Batteries can accommodate large amount of energy but, on the

other hand, they cannot provide a large power at a short time [7], therefore to get the

best performance out of the batteries they can be paired with ultracapacitors [56].

At the moment, there are battery driven trams and lightweight trains (e.g.,

PRIMOVE Project by Bombardier), however, the problem is more complex in

the freight and long distance train; mostly because of the high power demand of

such trains and the long travel times. Currently there are no fully battery driven

trains in any railway system, however, there are hybrid electric trains introduced

with batteries onboard. An example is the hybrid train developed by East Japan

Railway Company that can run both on catenary-free and electrified lines

[43]. IPEMU (Independent Powered Electric Multiple Unit) is also a project by

Bombardier Transportations to design a hybrid electric train with batteries onboard

the train. The idea is to charge the batteries from the catenary while driving on the

main line and use them on the branch lines where no overhead line is available.

Lithium (iron magnesium) phosphate is the battery used in this project.

Flow batteries are also going to be studied to be used for this purpose in the

future as well. The use of the flow batteries can specially be of advantage here as the
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energy and power component are separate in these types of batteries. Conventional

batteries have to be installed under the train where there’s a limitation regarding the

space available, hence there will be limitation on the capacity of the batteries. This

can be problematic in the long trips as the train consumes a large amount of power

when accelerating (around 1000 kW peak power) and the batteries may not be able

to provide enough power and energy capacity. Flow batteries, however, can over-

come this problem as the cell stacks (power storage component) can be installed

under the train near the propulsion system and the liquid tanks (energy storage

component) can be installed, for instance, on the roof or in another wagon where

there is more freedom regarding the size and space. Since the only thing that

transfers from the tanks is the liquid, it would be safer compare to having batteries

in another wagon and separate from the propulsion system. This is also beneficial

for cooling the battery cells during the peak operation through cooling down the

liquid.

Separation of the tanks and cell stacks can also be beneficial when it comes to the

charging time. In the problem with the branch lines, the charging time is not of that

importance as there is enough time to charge the batteries while the train is

connected to the overhead line in the main track. In the longer catenary-free trips,

however, the batteries need to be charged at certain stations. Short stopping time at

the stations calls for a fast chargers and as a result there will be a need for facilities

to provide the high peak power to charge the batteries as fast as possible; which may

not be economically viable in some stations. A solution is suggested in [55] using a

second battery at the station that will level the power load on the power system.

Flow batteries can offer a more promising solution. Charged electrolyte tanks can

be kept at the station and be swapped with the used liquid tanks. This would not put

a high load on the power system, needs less financial investment, and at the same

time reduces the charging time. Electrolytes can be charged at the station later while

there’s no train at the station.

Flow batteries can also be used on the conventional EMUs (Electric Multiple

Units). As discussed earlier regenerative brake system is one of the reasons that

made the train transportation energy efficient compare to other means of transpor-

tation. Using the regenerative brake the kinetic energy of the train is transmitted to

the electrical energy which is used later on by the auxiliary systems or sent back to

the overhead line. To get the best use of the regenerative brakes, however, the

whole system including several trains should be studied which is big and complex

optimization problem. This is because of the fact that ideally the energy sent back to

the line will be used by another accelerating train at the same moment. If the energy

restored using regenerative brakes is sent back to the line with no other train

accelerating, the line voltage will increase momentarily. Therefore most of the

energy shall go to waste. Xubin et al. [89] suggests a solution for this problem by

optimizing the use of the regenerative brakes considering multiple trains in the

system. However having a storage device on the train seems like a more promising

solution. Although the energy can be sent to another accelerating train using the

overhead lines, there will still be losses in the catenary system, while there will be

less losses when transferring the energy and storing it in a storage device onboard
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the train [38]. The energy stored on the onboard storage device can be later used by

the train when accelerating instead of using the overhead line. Brenna et al. [14]

suggests the use of the ultracapacitors for this purpose; flow batteries can be a better

option as they can overcome the short term energy storage capability of capacitors.

Due to the environmental impacts of diesel propulsion systems, they are to be

replaced with new options. Battery driven trains can be considered as the new

generation of the trains and flow batteries can be a great option for the storage

device as they mainly facilitate the integration of the electrified and non-electrified

lines while having a low setup and maintenance cost. Nevertheless, a feasibility

study should be done on the application of such batteries on trains as there are many

aspects such as working temperature that should be studied thoroughly.

6.4 Heavy-Duty Equipment

In heavy-duty construction equipment, due to the large power consumption require-

ments and long duty-cycles, fossil fuels are still the preferred option for powering

the engines. Some of these types of equipment include wheel loaders, bulldozers,

and trucks.

Each one of the construction equipment units has a different consumption profile

based on each individual working pattern. Wheel loaders, for instance, have very

high peak power consumption for short periods of time, while in trucks, the energy

consumption profile is flatter for longer periods of time.

A theoretical study performed on a wheel loader in 2014 at Mälardalens Uni-

versity in Sweden estimated the performance and characteristics of replacing the

mechanical drive system of a 6-cylinder, 8 l in-line turbocharged diesel engine with

a peak power of 200 kW by a VRB flow battery, and electrical motors directly

attached on the unit’s wheels.
In the original design, the diesel engine occupies most of the physical space

required for powering the wheels, while the fuel tank is smaller, due to the large

energy density in diesel. In the theoretical design for the VRB system, the size of

the electric motors and the cells stack have a small impact on the overall size of the

system, since they are directly incorporated in the wheels and the cell stack takes

the space occupied by the diesel engine. The electrolyte tanks, however, had the

largest impact on the vehicle’s size and weight, by occupying an additional 2–3m3

with a theoretical weight over 3 tons (a 21% weight increase on the 21 tons for a

diesel-powered wheel loader).

The instant power for one cycle for different operations, in a wheel loader, are

described in Fig. 5.25. The electrolyte volume needs to be enough to provide the

required energy for several cycles, while the cells stack must be able to handle the

peak power. The design parameters for a 200 kW VRB systems are listed in

Table 5.4.
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The state of charge (SoC) in a VRB is given by the concentrations of the

vanadium species and varies from 0 (fully discharged) to 1 (fully charged) and it

is calculated as follows:

SoC ¼ ðCV2þ=ðCV2þ þ CV3þÞÞ ¼ ðCVO2þ=ðCVO2þ þ CVO2þÞÞ ð5:51Þ

Due to the characteristics of the wheel loader, the total available volume was

calculated to be 3.0m3 as shown in Fig. 5.25. Out of the total volume, 2.8m3 are

dedicated to the battery itself; where 0.7m3 correspond to the cells pack and 2.1m3

are dedicated for two tanks with a total volume of 2.1m3 that store 148 kWh in the

electrolyte of 1.6M vanadium and 5M H2SO4. The cells pack is built with 58 cells

that provide a peak power of 200 kW. Additionally, the cells pack requires 2 end

plates, 58 carbon felt electrodes, 58 membranes, 58 flow frames, and 57 bipolar

Fig. 5.25 Load requirements for 1 cycle through each application

Table 5.4 Design parameters for a 200 kW vanadium flow battery

Concentration of vanadium (M) 1.6

Concentration of H2SO4 (M) 5

Electrolyte density (kg/m3) 1200

Cross sectional area of a cell (m2) 1

Current density (mA/cm2) 300

Power capacity (kW) 200

SoC limits 0. 05<¼ SoC<¼ 0. 95
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plates. The remaining 0.2m2 are used for the required 500W pumps, piping, system

controller, and heat exchanger.

With an installation capacity of 140 kWh, it was calculated that the battery could

operate for approximately 45min at the max power of 200 kW. However, as

presented in Fig. 5.25, the load dictated by the wheel loader varies. By taking

these three applications into consideration, it was calculated that the average

running time of operation would be approximately 200min. This makes the appli-

cation unpractical for a standard VRB, however. If the electrolyte were to be

replaced with a Li-ion flow battery, the running time could increase to 6 h, and

thus it could be made possible to use under real practical conditions. The main

problem would be the large initial cost for the system.

When analyzing the operation costs for the VRB-powered wheel loader, with a

fuel cost of 1.5 EUR/l of diesel, the cost per kWh would be approximately

0.15 EUR/kWh while electricity cost (including taxes in Europe) would be

0.12 EUR/kWh. The main difference is that the conversion efficiency between the

battery (for VRB) or tank (for diesel) to the wheels would be considerably higher in

a fully electric wheel loader. Taking an average power consumption of 45 kWh/h,

running the electric version of the construction equipment unit would cost approx-

imately 5.4 EUR/h while its diesel-powered counterpart would cost up to

27 EUR/h. Looking at the results simulated in Sweden, for 3000 h work per year,

the difference between both alternatives would reach up to 64,800 EUR/year in

favor of the VRB wheel loader (Fig. 5.26).
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200 kW
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Fig. 5.26 System breakdown in reference to available volume
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Additionally, a VRB-powered wheel loader would offer the additional possibil-

ities of using locally produced electricity from solar panels or wind power turbines,

for cleaner operations. Other options would include purchasing electricity for

recharging the electrolyte tanks during night time at a reduced cost.

6.5 Challenges and Issues

Through the theoretical study [16], it has been shown that flow batteries can be

designed to power heavy construction equipment and possibly trains. However, due

to the inherently low energy density, the use of flow batteries remains to be only

practical when space is not an issue, but chemical and physical limitations can be

overcome to improve this for personal vehicle application.

In current VRBs the electrolyte concentration has an upper limit of less than

1.6 M solution of vanadium, leading to a low energy density of 10–50 [Wh kg-1],

with a battery operating temperature of 10–40 �C. This is because at temperatures

above this irreversible precipitation of V2O5 could form and damage the battery,

therefore a heat exchanger would be necessary, [95]. It is, however, possible to

increase the operating temperature range and increase the vanadium electrolyte

concentration up to 3M, which would result in a higher energy density. Other

authors, [72] used precipitation inhibitors to stabilize a 3M vanadium electrolyte

solution, which would increase the energy density of VRBs by 60–90%. The

increase in energy storage would require less storage space and would increase

the viability of flow battery implementation into the EV market.

Space can also be saved by improving the cell stack architecture. Using the

correct electrodes and optimal membrane thickness can increase the power density

by 23% and 20%, respectively [51]. Obtaining a higher voltage per cell would

mean that fewer cells are needed and the extra space gained could be used for

storing more energy.

6.6 System Aspects

For VRBs, the vanadium powder used to make the electrolyte poses minimal

human safety concerns once mixed into the solution. However, its acidity level is

comparable to the one in conventional lead-acid batteries and therefore, precautions

have to be taken when handling the equipment, to avoid spillage. In the case of

Li-ion batteries, an organic solvent would be preferable but given the high amount

of solids, spillage should be avoided. For both types of flow batteries, all the liquids

should be collected in vessels and discarded appropriately.

Recharging stations can be comprised of large VRBs using two sets of large

electrolyte tanks; one with charged electrolyte to supply the incoming vehicles and

one with discharged electrolyte to receive the electrolyte from them. A cell stack
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connected to the grid can be used to recharge the used electrolyte and depending on

the capacity of the storage tanks, this activity can be controlled in a way that low

cost electricity is used for the recharging process (e.g., during night). Additionally,

these recharging stations can be installed together with renewable energy power

sources (e.g., solar or wind) for increase reduction in environmental impact.

Additionally, to decrease the distribution costs, charged electrolyte can be

transported with tankers to distribute it from a large supply station to smaller

recharging stations closer to the vehicles that require the electrolyte.

Furthermore, these recharging stations can be placed in locations where their

energy storage capacity can be used to balance power grid fluctuations (e.g., near

large wind power farms) and thus use their electrolyte tanks connected to the cells

stack, to supply energy back to the grid whenever instant power compensation is

required. This can be done during times of high energy consumption when elec-

tricity cost is the highest and thus provide with an additional cost benefit from the

VRB system.

7 Conclusions

Flow batteries offer great potential for transportation applications in heavy vehicles

over conventional battery technologies, however, there are still several challenges

to overcome, before the technology can be an economic and viable alternative. The

presented results showed that it is technically feasible to electrify heavy vehicles

using flow batteries, but it still remains to be impractical. One of the major

drawbacks of the technology is the low energy density and the need for complex

auxiliary systems, in order to allow these batteries to operate under the required

conditions. In train transportation, low temperatures could freeze the electrolyte in

the piping system and high temperatures can cause irreversible precipitation of

V2O5 that could damage the battery. A heat exchanger would need to be added to

the system to maintain the electrolyte’s temperature within the desired operation

range at the cost of efficiency reduction of the overall system.

Managing thermal behavior of high power Li-ion batteries during fast (dis)

charge cycles is important for long cycle life and safe operation specifically in

battery modules. The presented three-dimensional adaptive thermal models for

single cells and battery module are capable to evaluate thermal behavior of cylin-

drical Li-ion batteries, under a variety of operating conditions. The experimental

results for a 7.5Ah LiNi0.8Co0.15Al0.05O2 (NCA Li-ion) batteries are used to

validate the model. The geometric characteristics of the cells and module are

taken into account. The voltage development under 6C-rate discharge current is

extrapolated from the experimental data. In addition, active cooling is coupled to

the thermal model and simulated. Voltage, current, and temperature measurement

during single cell cycling under controlled ambient temperature conditions and

various discharge rates are used to determine the equilibrium voltage and conse-

quently the overpotential. The results are used in calculating heat evolution in the
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3D model. Simulations show that high temperature and the gradient occurs under

6C-rate discharge when natural convection of air is applied. It was shown that

forced cooling methods are only partially reducing the problem, effectively affect-

ing only the surface temperature. Strong thermal gradients inside the packs and

separate cells can lead to inhomogeneous ageing and must be taken into account in

the pack design process.
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Chapter 6

Plug-In Electric Vehicles’ Automated
Charging Control: iZEUS Project

David Dallinger, Robert Kohrs, Michael Mierau, Simon Marwitz,

and Julius Wesche

Abstract This chapter examines how plug-in electric vehicles can be managed to

balance the fluctuation of renewable electricity sources. The evaluations of this

chapter were object of the iZEUS Project “Intelligent Zero Emission Urban

System” funded by the German Federal Minister for Economic Affairs and Energy.

In this context, different control strategies are introduced and, in order to investi-

gate indirect control via electricity tariffs, an electricity market analysis of a system

with a high share of generation from renewable electricity sources has been

conducted. The analysis uses driving data collected from battery electric and

plug-in hybrid vehicles in a research project which means that real charging and

driving behavior can be considered. The results show that it is difficult to implement

smart charging based on economic arguments because the incentives from

day-ahead electricity markets are relatively small. In addition, a novel, autonomous

control approach is being discussed for plug-in electric vehicles. While measuring

the voltage at the grid connection point, plug-in electric vehicles are able to fully

independently generate operation schedules that can avoid load peaks and integrate

fluctuating power outputs from distributed renewable generation sources.

The results reveal that combining indirect, price-based control to consider the

system level with autonomous voltage-based control to consider the situation in

distribution grids is a very promising control approach that allows electric vehicles

to benefit from sustainable renewable generation and avoids load peaks due to

simultaneous charging.
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6.1 Introduction

This section provides the background to the objective of studying the role of electric

vehicles in a modern electricity system and introduces the research project in which

large parts of this work have been conducted.

6.1.1 Background

Plug-in electric vehicles (PEVs) are a promising option to increase efficiency in the

transport sector, provided that these vehicles are powered with electricity generated

by renewable energy sources (RES). In theory, using RES to power vehicles is a

win-win situation. PEVs are ideal RES consumers because of their high electricity-

to-wheel efficiency compared to fuel cell vehicles or those based on liquefying

RES. RES installations benefit from PEV demand that could boost RES expansion.

In practice, this interaction is more complex because the most promising RES—

photovoltaic and wind energy—are fluctuating sources. The value that needs to be

considered when combining renewable generation and PEVs is not the amount of

energy available (in kWh) but rather the amount of power available (in kW).

The far-reaching changes fluctuating generation will bring to modern electricity

systems are illustrated in Fig. 6.1 which shows the fluctuating generation, the

system load, and the resulting residual load for an example scenario reflecting a

likely situation in Germany in 2030. The residual load fluctuation for these 3 weeks

in summer is mainly caused by the high installed photovoltaic capacity. Compared

to the system load, huge ramp rates can be observed and, for some hours, the

generation from fluctuating sources even surpasses the system load demand (neg-

ative residual load).

Fig. 6.1 Example of the possible residual load situation for 3 weeks in summer, Germany, 2030
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PEVs are able to balance the increasing fluctuation of the residual load by

providing flexible charging loads and vehicle-to-grid services (V2G). This makes

it possible to integrate RES into the energy system. To achieve this win-win

situation, it is necessary to develop flexible control strategies that are able to

manage the rapid changes in electricity systems with high RES shares.

6.1.2 The iZEUS Project

The Project “Intelligent Zero Emission Urban System—iZEUS” was funded by the

German Federal Minister for Economic Affairs and Energy. iZEUS is part of the

funding program “Information and Communication Technologies for Electric Mobil-

ity II—Smart Car—Smart Grid—Smart Traffic.” The project partners are ads-tec,

Daimler, EnBW (coordinator), the Fraunhofer ISI and ISE, KIT,Opel, PTV, SAP, and

TWT. Toyota and bridgingIT supported the project as associate partners. The main

aim of the involved Fraunhofer institutes, the Fraunhofer Institute for Systems and

Innovation Research ISI and the Fraunhofer Institute for Solar Energy Systems ISE,

was to investigate to which extent controlled charging and discharging of PEVs can

support the grid integration of fluctuating renewable generation. Large parts of the

work presented here were conducted within the iZEUS Project.

6.1.3 Objective and Procedure

The objective of this study is to investigate different control strategies for PEVs.

The main intention of the control strategies is to combine PEVs and fluctuating

renewable generation. This requires more flexibility than other common control

methods such as time-of-use pricing or load shifting to nighttime hours. The chapter

is structured as follows. First, possible control methods are introduced and

discussed (Sect. 6.2). Second, real PEV driving data from the iZEUS field trial

are presented and analyzed because PEV drivers’ behavior determines the potential

to balance the system. The applied simulation methods and results are then

presented and the main conclusions discussed.

6.2 Charging Control Methods

Different control methods are discussed to avoid load peaks due to charging PEVs

and to make full use of their demand response potential for balancing the electricity

system. Three main methods can be distinguished to control distributed generation

units and flexible loads: direct control, indirect control, and autonomous distributed

control. The three methods are described in the following section.
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6.2.1 Direct Control

Direct control is a common method applied in conventional power systems

consisting of large power plants and transmission grids. Power plants or large

pumped-storage hydro plants are controlled to meet demand from a centralized

objective. Exact operation schedules are defined by the utility and implemented by

the controlled generation units. Where PEVs are concerned, this means that the

operating schedule needs to be defined by a third party outside the vehicle (e.g., a

system service provider or the utility). This implies the necessity to communicate to

this third party specific information about the battery such as the state of charge

(SOC), capacity, and battery health requirements as well as information about

consumer preferences such as the electric range buffer, next expected trip, and

willingness to participate in smart charging programs. The information from sev-

eral PEVs is collected and a charging schedule is generated for each unit and

returned to the vehicle. This method enables almost perfect control of PEVs

while considering the operation of other PEVs and power plants.

To explain the possible disadvantages of direct control in the case of small units

connected to distribution grids, it is necessary to look at the general changes taking

place in the electricity system and the characteristics of distributed energy systems.

Recently, the share of distributed generation units has risen sharply. In particular,

massive price drops and subsidies for photovoltaic systems have boosted the shares

of small-scale generation units. In contrast to conventional power plants, these units

are often connected to the distribution network and not to the transmission grid.

Further, generation fluctuates according to weather conditions as in the case of

photovoltaic systems and wind turbines. The situation in conventional, load-based

distribution grids is predictable with a very high degree of certainty. Adding

distributed generation and flexible loads to the distribution grid makes the situation

much more complex.

To realize direct control of PEVs that are connected to the distribution grid, it

is necessary to have not only information on a system level (transmission

grid/day-ahead market) but also information on the local situation (distribution

grid). This information can be provided for a small closed system such as a smart

home [1], but collecting all the information for larger areas with many loads and

generation units requires a significantly greater effort. In the past, collecting such

data was too expensive and also of limited interest because very few controllable

devices were available in distribution grids. However, due to the progress made in

developing advanced information and communication technologies, this topic is

again becoming of interest within the topic of smart grids, but it is still unclear

which applications are economically feasible.

With regard to the very limited information available on the distribution grid

level and the small scale of PEVs, applying a direct control approach to PEVs will

be more complex than, e.g., controlling a pumped-storage plant connected to the

transmission grid. Further, the main purpose of PEVs is to provide mobility. This

results in restrictions on the power storage availability and SOC reductions
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(energy use for driving) that need to be communicated to an external control

instance. The communication of vehicle-internal and consumer data is a big

issue. The big vehicle manufacturers accept neither the communication of battery

data nor charging schedules set by a third party. It is also doubtful whether

consumers will agree to communicate their driving habits. The communication of

sensitive data therefore represents a major obstacle to direct control of PEVs.

Disconnecting loads is a simplified direct control approach that does not neces-

sarily require bidirectional communication. It is common to disconnect grid areas in

case of significant breakdowns in order to stabilize the system. Disconnecting all

PEVs could be a possible control approach to avoid the breakdown of a larger

grid area.

6.2.2 Indirect Control

Indirect control is realized using incentives and is already being applied to control

PEVs in California (Pacific Gas and [2]). Incentives can be provided as time-of-use

(TOU) or other electricity tariff designs such as critical peak or dynamic tariffs. The

tariff reflects the power system’s status. In contrast to direct control methods, here,

the consumer or a device programmed by the consumer can decide whether to react

to the incentive or not. Hence, the operating schedule is set by a local controller

within the vehicle, where information on the vehicle battery and the driver’s
preferences are available without the need for vehicle-external communication.

For this reason, vehicle manufacturers’ acceptance of indirect control is generally
higher. The final control decision, however, remains in the hands of the drivers,

which probably increases acceptance but also requires their active participation.

The main challenge associated with such indirect control is how to create the

right kind of tariff. For successful control of PEVs, the tariff should reflect the

situation on a system level as well as the local grid. The system level’s status is
represented by day-ahead or intraday electricity market prices. No information is

available for the local situation. Tariffs that represent the specific situation of local

grids are rare. In addition, any widespread simultaneous reaction to a tariff could

also result in peaks if only one tariff is used to control many PEVs (for further

information, please refer to [3, 4]). Therefore, one challenge from using indirect

control is being able to predict PEVs’ reaction to the control signal. The possibility

of forecast errors reduces the reliability of indirect control compared to direct

control, but the fact that it does not require bidirectional communication1

(no communication of the vehicle to the backend system) is an advantage.

In the context of integrating fluctuating renewable generation, tariffs based on

day-ahead or intraday markets are best able to reflect the supply of renewable

1 If onboard metering is available, the vehicle could support the billing process and send informa-

tion once a week or month (not real time).
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generation units on a system level. Due to their very low marginal generation

costs [5], a high share of fluctuating renewable generation results in a reduction

of the electricity prices (due to the merit-order effect). Hence, the market mecha-

nism of today’s electricity markets already provides incentives to charge PEVs

when the supply of renewable energy sources is high.

6.2.3 Autonomous Distributed Control

The main characteristic of autonomous control is the lack of an external control

signal; vehicles only use internal sensors. In the case of smart charging, this is

mainly realized by measuring the voltage and the frequency. Negative frequency

and voltage deviations indicate the need for more power generation or less

consumption. Vice versa, positive frequency and voltage derivations indicate the

need for less power generation or more consumption. Hence, both frequency and

voltage indicate the current status of the electricity system and can be used as

control signals.

The concept of autonomous control is already widely realized. Big power plants

adapt their generation to stabilize the frequency on a system level (primary control

markets). The net frequency is the same for all nodes in the network and all grid

levels (transmission grid and distribution grid). Consequently, frequency is an

indicator for the entire network. A frequency-based control approach to PEVs

was introduced by Yang et al. [6].

On the distributed grid level, generation units such as photovoltaic systems adapt

their generation or disconnect at certain voltage or frequency levels. Furthermore,

in many microgrids, the autonomous control of generation and storage units is a

common approach. The voltage in distribution grids is sensitive to local changes in

generation and load and is affected by the patterns of fluctuating generation units as

well as local consumers. As a result, measuring grid voltage provides information

about the local situation that can be used by PEVs to optimize their charging

behavior in terms of integrating renewable generation and avoiding peaks caused

by simultaneous charging.

6.2.4 Discussion on Charging Control Methods

It is not yet clear which control strategy will prevail for PEVs. In practice, it is

likely that different control strategies will be combined to realize the control goals

for different applications and operating conditions. The main advantages and

disadvantages of the different control strategies have been summarized in Fig. 6.2.

The authors believe that the question “Who defines the charging schedule?” is

crucial. Both vehicle manufacturers and utilities demand to control the vehicles’
operation. Ultimately, we think that vehicle manufacturers or vehicle owners will
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make the final decision about the charging schedule. This is because utilities cannot

determine the vehicles’ design or communication protocols. Even the charging

infrastructure at the most important charging location—at PEV users’ homes—

cannot be directly influenced by the utilities. From a market perspective, it is also

clear that the supply side and the demand side should be separated (unbundling).

Hence, flexible loads act as competitors to utility-owned generation units. From this

point of view, direct control by utilities or a third party can only be an option as the

last resort to avoid a power blackout. In addition, the local generation of operating

schedules implies that they are controlled in the vehicle or by another device owned

by the consumer (e.g., a smartphone or computer). From a technical point of view,

this means that charging infrastructure can be kept simple. Controllers, grid mon-

itoring technology, and communication units could be directly implemented in the

vehicles. For these reasons, in the iZEUS project, the Fraunhofer Institutes ISE and

ISI focused on autonomous (considering the local situation) and indirect control

(considering the system level) as the most promising options to intelligently

connect PEVs to the grid.

6.3 Driving and Charging Behavior

The manner vehicle batteries are used is an important factor for PEVs’ total costs of
ownership as well as their ability to provide grid services. Many regular trips with a

high share of electric driving increase the fuel savings compared to a conventional

vehicle and help to recoup the higher investment costs of PEVs. From an energy

management perspective, higher electricity use results in a higher amount of energy

Fig. 6.2 Overview of control strategies (OEM original equipment manufacturer)
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available for load management. Large amounts of energy make load management

more attractive but also reduce the degree of freedom, because longer charging

times are required that reduce the period during which the vehicle can provide grid

services. Hence, driving behavior is the major factor that determines the operation

and possible profits of PEVs on energy markets. In the following section, the

specific driving behavior of the vehicles involved in the iZEUS test fleet is

analyzed.

6.3.1 iZEUS Test Fleet

The iZEUS test fleet consists of purely electric and plug-in hybrid vehicles. Overall,

more than 60 vehicles were involved, provided by Daimler AG, Opel AG, and the

Toyota Motor Corporation. The user incentive to participate in the research project

was a reduced battery leasing rate and a navigation applet provided with a Tablet

computer. In the following analysis, real driving data were used from 28 Daimler

Smart Fortwo electric drive and 3 Toyota Prius PHVs. For both vehicle types,

logging data are analyzed from the time period October 1st, 2013, to June 30th,

2014, using vehicle internal systems provided by the Toyota Motor Corporation and

Daimler AG. The vehicle data are summarized in Table 6.1.

The Smart Fortwo is a purely electric two-seater with a usable battery capacity

of 17.6 kWh. The electric range is about 119 km at a driving efficiency of 0.15 kWh

per km. The Smart BEV’s driving efficiency strongly depends on the usage of

auxiliary equipment such as air conditioning and heating.2 The maximum single

trip range realized within the investigation period was 93 km. The smart vehicles

were located in the areas surrounding Stuttgart and owned by companies and

private users. Exact information on the charging infrastructure of individual users

is not available.

2 Driving efficiency quantile¼ 9.9 kWh/100 km (alpha¼ 0.2) and quantile¼ 19.3 kWh/100 km

(alpha¼ 0.9).

Table 6.1 Overview of iZEUS vehicle fleet

Parameters Smart for two electric drive Toyota Prius PHEVa

Battery 17.6 kWh 5.2 kWh

Efficiencyb 0.148 kWh/km 0.139 kWh/km

Number of vehicles 28 3

Electric range/longest trip 119 km/93 km 18 km/240 km

ϕ trip duration/rane 0:11/6.9 km 0:16/12.7 km

Test period 1 Oct–30 June 1 Oct–30 June
aOwn calculation
bPre-series vehicle
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The Toyota Prius PHV is a pre-series, midsize vehicle based on the third Prius

generation. The battery capacity is 5.2 kWh. The purely electric range is about

18 km and the efficiency is 0.14 kWh/km. The vehicles were lent for 6 weeks

mainly to full-time employees from the Karlsruhe Institute of Technology as well as

the Fraunhofer ISI and Fraunhofer ISE, who included administration and research

workers. The Prius vehicles were located in the areas surrounding Karlsruhe and

Freiburg. Charging infrastructure was available at the workplace. Exact informa-

tion on the availability of charging infrastructure at employees’ homes is not

available. It is assumed that more than 50% of the employees who used the vehicles

were able to charge at home. Other public infrastructure provided by the utility

EnBW AG was available [7].

6.3.2 Driving Data Evaluation

Data are evaluated separately for the Prius PHV and Smart Fortwo. This could

provide some first indications of whether BEVs and PHEVs are used differently.

Given the limited data available, the difference in vehicle type (mid sedan vs. small

vehicle), as well as the different users and use cases, the evaluation can only indicate

preliminary conclusions when comparing BEVs and PHEVs. Nevertheless, the data

do reflect real PEV driving behavior and are therefore of high research interest.

The 28 Smart vehicles involved in the evaluation conducted 19,415 trips with an

overall range of 134,715 km and an average trip range of 6.9 km. The average

estimated yearly driving distance is 6286 km per year (minimum 1566 km/a;

maximum 16,861 km/a). The 3 Prius PHVs realized 1090 trips with an overall

range of 13,854 km. The average range per trip is 12.7 km and the average

estimated yearly driving distance is 9554 km per year (minimum 8465 km/a;

maximum 11,286 km/a). The average yearly driving distance in Germany is

between 12,000 and 14,000 km per year.

The trip range is an indicator for how vehicles are used. The accumulated

frequency of different trip classes is illustrated in Fig. 6.3 for both the Smart and

Fig. 6.3 Accumulated frequency of trip range in iZEUS versus German average
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Prius vehicles in iZEUS, as is the German average taken from the survey Mobility

in Germany (MID 2008). The German average and the Prius PHV driving behavior

are similar for many trip classes. Only for trips shorter than 10 km do the Prius data

have slightly higher frequencies than the German average. The reasons for this are

unclear. It could be because of the specific user segment, the novelty of vehicles

that results in short test drives, or a type of rebound effect. A reduction in the

number of trips by bicycle or on foot in favor of trips using PEVs might be

motivated due to participating in a research project, the environmental benefits of

PEVs, or again simply the novelty of the vehicles.

There are a higher number of trips between 2 and 20 km observed for the Smart

BEVs. This could be because of the vehicle’s characteristics (small size,

two-seater), the specific user segment, and/or the limited electric range of

119 km. Again, it is not possible to offer conclusive reasons for the differences in

behavior.

Figure 6.4 illustrates the total mileage share of different trip range categories and

clearly shows which trip classes contribute most to the total mileage driven by the

vehicles. In case of the Smart vehicles, trips with a range below 30 km make up

nearly 80% of the total kilometers driven. These vehicles do not fully use their total

potential electric driving range of 119 km. It is not clear whether the Daimler Smart

users also had access to an additional vehicle and consequently only used the Smart

to realize short trips. To further investigate this issue, Fig. 6.4 also includes the

driving behavior of a single Smart BEV that has one of the highest utilizations in the

fleet trial. For the single Smart BEV, the trip class 30 to <35 km contributes a high

share to the total mileage. This is a strong indication for a regular/daily trip in this

range class (e.g., to the workplace or to the workplace and home again). For the

Prius PHV, trips below 30 km only represent about 50% of the total mileage. About

20% of the Prius’ total mileage comes from trips longer than 100 km.

The relatively low utilization of the Smart vehicle battery is also demonstrated in

Fig. 6.5. Figure 6.5 shows the SOC when starting3 a trip and ending4 a trip for the

Fig. 6.4 Accumulated share of total mileage for different trip range classes

3 SOC-Start: Sorted in descending order.
4 SOC-End: Sorted in ascending order.
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Smart and Prius vehicles. For both vehicle types, the battery is fully charged

(SOC> 95%) before a trip in about 20% of all cases. The Prius starts 30% of

trips with a fully discharged battery, whereas the Smart ends less than 10% of trips

with a battery discharged more than 40%. In other words, 40% of the Smart BEV’s
battery is not or only rarely used.

6.3.3 Charging Behavior

Charging and driving behavior are closely related. From an economic point of view,

frequent charging results in fuel savings for PHEVs and a higher daily driving range

for BEVs. Therefore, unlike conventional vehicles, regular daily charging is

expected for PEVs. Here, especially the basis location of the vehicles (at home

for private users and at the company/workplace in case of business/private users)

plays an important role. In iZEUS, the charging location was not logged for all

vehicles.

Furthermore, the availability of infrastructure is not entirely clear. For the Prius

vehicles, infrastructure at the user’s workplace was available in all cases and

additional infrastructure at home in many cases.

Charging behavior is captured by changes in the SOC. The following analysis

shows the charging results for the iZEUS fleet. Figure 6.6 illustrates the accumu-

lated trip frequency and the driving range before charging. Hence, the figure

indicates after which driving mileage the vehicles are plugged in for charging.

For the Daimler Smart fleet again a much more restrictive use of the battery was

found. In 80% of all trips, the battery is charged after a range of less than 20 km.

This frequent charging implies that only a low amount of energy (about 3 kWh for

20 km) is charged and therefore charging times are mostly shorter than 1 h.

Prius PHV users do not charge as frequently after short and medium mileages as

the Smart users. One reason is the general tendency of Smart BEVs to make short

trips. Further, it seems that Smart BEV users are very keen to avoid a restricted

Fig. 6.5 State of charge before starting a trip and when ending a trip
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driving range due to a discharged battery. Reanalyzing the high utilization of the

single Smart BEV (Smart single vehicle) for short trips shows that the behavior is

similar to the Prius users. This user seems to be much more confident about the

vehicle’s electric range. The steep rise in frequency in the range class 30 to<35 km

again indicates that the user makes a regular trip in this range class. Further, it

seems that the user has the opportunity to charge after this trip.

The observed average charging behavior on weekdays is given in Fig. 6.7. Three

different load curves are shown assuming a charging power of 4 kW per PEV. The

German average is represented by the black line and simulated using average

driving behavior based on a mobility survey [8] and a “last trip charging” strategy

[9]. The last trip charging strategy assumes that users plug in their vehicles after the

last trip of the day and charge until an SOC of 100% is reached. The peak in the

early evening is typical for last trip charging. The load curve of the Prius PHEVs’
users shows two main peaks: the expected last trip charging load peak during the

evening (after arriving at home) and a second load peak after arriving at work. The

morning load peak after arriving at work is as high as the last trip charging load

peak and could represent a second serious challenge to uncontrolled charging in

case of a significant market diffusion of PEVs. Especially in the case of PEVs

equipped with small batteries,5 it is likely that PHEVs’ users will increase their

Fig. 6.6 Frequency of driving range before charging

Fig. 6.7 Load curve for an average working day of different PEVs with 4 kW charging power

5 The preproduction Toyota Prius PHV used in iZEUS has an electric range of 14–18 km with a

usable battery size of about 2.5 kWh.
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electric driving share due to a second charge at work. This causes strong simulta-

neous charging behavior when employees arrive at the workplace. In the iZEUS

fleet trial with Prius users, the work arrival peak is enhanced by the availability of

infrastructure at work, the user group of mainly full-time employees, and the

possibility to charge for free. Nevertheless, a work arrival peak is a likely future

scenario that needs to be considered. The load curve of the Daimler Smart users

does not show significant peaks and fluctuates only slightly from the morning hours

to the early evening with a small peak at 3 o’clock in the afternoon. The Daimler

Smart user group consists of private and business users. The flat load curve could be

explained by business users charging during working hours as well as the high

frequency of short trips that result in short charging times.

6.3.4 Discussion on Driving and Charging Behavior

Evaluating the real driving data collected in the iZEUS project allows the following

conclusions to be drawn.

Representativeness of the data: It is not clear how representative the collected

data are to describe the future driving behavior of PEVs. The Smart BEVs were

purchased6 by private and company fleet test participants. The relatively low

average mileage indicates that most vehicles are not being used economically.

Hence, other reasons seem to dominate the decision to buy during this early

phase of BEVs’ market diffusion. For companies and tech-savvy users, this might

be their high-end technology image. The data are therefore probably only repre-

sentative for early adopters of a new technology and not for future markets with

higher volumes.

The Prius PHVs are lent to users with free charging at work and, as a result, only

the additional operating costs are covered by the users. Consequently, each user

stood to benefit from utilizing the Prius PHV instead of their normal vehicle. This

fact and the evaluation results comparing the Toyota Prius data with average

German driving data (see Fig. 6.3) are indicative for a usage similar to conventional

vehicles. Whether this would also apply to the usage of self-owned PHEVs cannot

be determined.

SOC utilization: The Daimler Smart’s battery is utilized in a completely differ-

ent way to that of the Toyota Prius. This is obviously due to the different battery

size, but also to driver behavior. It seems that BEVs are charged more frequently to

an SOC of 100% and are only rarely discharged below 40%. This provides very

important information for the design of the usable battery capacity. For BEVs, the

upper boundary of the usable SOC is more important. Here, a bigger buffer is

necessary to reduce the calendar life aging that can result from fully charged

batteries. At least for the behavior observed in the trials, deeper cycles that reduce

6 The battery could be leased.
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battery cycle life are not a big issue for the batteries of the participating BEVs. For

the participating Toyota Prius PHVs, the SOC is fully charged and discharged in

equal proportions (about 30%) at the start of a trip (see Fig. 6.5). Here, both usable

SOC boundaries seem to be equally important.

Range anxiety: It cannot be determined whether Smart BEVs’ users are worried
about the vehicle’s limited range. Nevertheless, their frequent charging compared

to the Toyota PHEVs with a similar availability of infrastructure indicates that a

fully charged battery is of greater interest to BEVs’ users. This could be because

BEVs’ users plan trips with higher accuracy to guarantee a charging opportunity at

the point of arrival, or because they want to ensure as large a driving range as

possible. The specific charging behavior could also affect the smart charging

capabilities of BEVs. The differences in charging behavior between BEVs and

PHEVs are not yet part of the scientific discussion, but are of great interest for

further research.

Load curve shape: The shape of the load curve is important to quantify the

effects of PEVs on the grid and whether additional power plant capacities are

needed to meet PEVs’ demand. The observed charging behavior is different to

previous assumptions made about charging PEVs. The Smart BEVs’ load curve

rises between 8 and 9 o’clock in the morning and remains level during the day

before falling between 8 and 9 o’clock in the evening. The shape is similar to instant

charging behavior. The impact here is much smaller than for simulated German

average last trip charging and the Prius PHVs’ charging behavior. The Prius PHVs’
load curve is characterized by the typical evening peak and a work arrival peak.

This can be explained by the specific design of the fleet test and the availability of

charging infrastructure. Nevertheless, these results are very important because they

show how sensitive charging behavior can be and that it is necessary to consider

uncertainties in the shape of the load curve.

6.4 Simulation of Charging Control

The following sections present the simulation methods and scenarios. Simulation

method and scenario assumptions are the basis for the results presented in Sect. 6.5.

6.4.1 Methods

The PowerACE model and a grid simulation tool are used to model how PEVs

affect the overall electricity system and local grids. PowerACE is an electricity

market model that can be applied to investigate how fluctuating renewable elec-

tricity generation affects electricity spot market prices. The incentive-based indirect

control strategy uses prices as control signals (see Sect. 6.4.1.1).
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The grid tool is used to investigate autonomous distributed control. Because

electricity spot market prices only represent the overall situation within the elec-

tricity system, an additional local control component becomes a possible control

option. The basic idea is to monitor the situation in the local grid and to use this

information to decide how to charge or discharge the PEVs’ batteries. This method

is introduced in Sect. 6.4.1.2. In practice and also in the PowerACE simulation

environment, it is possible to combine both control strategies. In the following, the

control strategies are discussed separately. The indirect control method focuses on

the incentives for PEVs’ users in a 2030 scenario. The section on autonomous

charging focuses on the basic principle of autonomous control for PEVs.

6.4.1.1 Indirect Control

PowerACE is an electricity market simulation model that includes an agent-based

indirect control mechanism for PEVs [9]. The modeled electricity prices represent

the basis to control PEVs via dynamic pricing and are used to calculate the savings

due to smart charging and V2G.

Electricity prices for a scenario with a high share of RES generation are

calculated using the agent-based simulation model PowerACE [10]. This model

provides a detailed representation of the German electricity sector and simulates the

electricity spot market. Spot market prices are calculated on an hourly level for an

entire year. The merit-order follows the marginal electricity generation costs of

power plants, which are mainly comprised of fuel and CO2 prices as well as start-up

costs. For intermittent renewable energy generation, the variable costs are assumed

to be zero. Hence, prices are low in hours with high renewable power supply or a

low residual load. This merit-order effect [5, 11] of intermittent renewable energy

generation in a uniform price auction is one possible reason for higher price spreads

and price fluctuation in energy systems with a high share of renewable generation.

Vehicles are modeled as agents receiving a control signal that consists of a price

forecast of the electricity auction [9]. A graph search optimization algorithm is used

to find the charging spots with the lowest price [12]. The optimization time period is

given by the driving behavior, which is taken from the Daimler Smart BEVs and

Toyota PHEVs participating in the iZEUS project. In terms of charging strategies,

two cases are distinguished. In the first case, real PEVs’ charging behavior is used

from the PEVs participating in the iZEUS project. In the second case, smart

charging is applied based on the price signal provided by the PowerACE market

simulation.

The introduced simulation model makes it possible to examine the possible

savings and control incentives of PEVs. The method is used to investigate a 2030

scenario and captures the effects of fluctuating generation on electricity prices as

well as the real driving behavior of PEVs’ users collected during the iZEUS

field test.
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6.4.1.2 Autonomous Distributed Control

The principal idea behind autonomous control is to monitor the grid and use this

information to manage charging and V2G operation. Especially in distribution grids

with a high share of fluctuating renewable generation, local monitoring could be

advantageous because it becomes more complex to predict the situation. Possible

monitoring measurements are the frequency and the voltage at the PEVs’ grid

connection point. In the following, the voltage is used as an indicator because it

represents the local grid situation to which the vehicle is connected.

Autonomous voltage-based control could be applied as a stand-alone control or

to supplement other control methods. The stand-alone option allows grid-conform

charging to be realized without any third-party intervention. Specific hardware or

communication on the grid side is not required. A relatively simple autonomous

control system implemented only in the PEVs undermines the argument of network

operators that too many PEVs harm the grid. As an extension of already

implemented charging control methods such as time of use (TOU) or other price-

based indirect control methods, autonomous control can compensate possible

disadvantages. The most obvious is to even out the simultaneous reaction of

PEVs to time-of-use prices that is already being observed in California [4] and

investigated using simulation approaches ([3]: 676).

The voltage in the grid is affected whenever one or several vehicles charge or

discharge their batteries. Charging results in a drop of the voltage, whereas

discharging causes the voltage to rise. This also applies to other consumers and

distributed generation such as photovoltaic systems. Voltage in the low-voltage

network should be kept in the range of plus/minus 3% of the nominal voltage.

Possible options (O) to stabilize the grid using PEVs are given as follows:

O1: Reduce the active charging power. No reactive power is provided (cos ϕ¼ 1).

The reduction of charging power results in a lower voltage drop due to charging

but also causes a charging delay because of the reduced charging power. In many

cases, especially for charging at home and work, increasing the charging time is

not an issue for the consumers because the PEV standing time is more than

sufficient to charge the vehicle even at reduced power.

O2: Provide V2G and feed power back into the grid. No reactive power is provided

(cos ϕ¼ 1). The battery is discharged and the voltage in the grid is increased.

V2G is not common in today’s PEVs. Therefore, this option is less likely.

Further V2G results in additional losses due to discharging the battery and to

additional battery wearout. Hence, energy-based billing or other compensatory

payments are needed to provide V2G.

O1.1: Providing inductive reactive charging power. Inductive power results in a

voltage drop. Hence, inductive charging enhances the drop in voltage effect due

to charging. The application of this charging strategy is therefore limited to

situations with high distributed generation or overvoltage.

O1.2: Providing capacitive reactive charging power. Capacitive power results in a

voltage rise. This charging strategy helps to reduce the voltage drop due to
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charging. Hence, in a situation with too much demand in the grid, capacitive

reactive charging enables a higher power to be used without violating the

low-voltage boundary.

O2.1: Providing inductive reactive V2G power. Feeding power back causes a rise in

voltage. Inductive V2G power reduces the rise in voltage. Hence, in situations

with high supply from V2G and/or distributed generation, inductive reactive

power enables more power to be fed back.

O2.2: Providing capacitive reactive V2G power. Capacitive V2G power enhances

the voltage-increasing effect of feeding power into the grid. The application of

this V2G strategy is therefore limited to situations with high demand and low

voltage.

O3 and O4: Providing inductive (O3) or capacitive (O4) reactive power. Besides

providing both real power and reactive power at the same time (O1.1, O1.2,

O2.1, and O2.2) as well as only real power (O1 and O2), another possible

strategy is to only provide reactive power (O3 and O4). If PEVs are connected

to the grid, they can help to stabilize it by providing inductive reactive power,

which reduces the voltage, or by providing capacitive reactive power, which

raises the voltage. The effects are rather small but the strategy can be beneficial

in some situations or specific grids. Further, providing reactive power is associ-

ated with losses due to the power electronics but does not result in battery

wearout [13].

Grid simulation based on a nonlinear equation system and an iterative approach

is used to examine the described autonomous control strategies. The grid simulation

is done quarter hourly and based on the Gauss-Seidel method ([14]: 968).

The voltage level in each time step is calculated in a first grid simulation without

PEVs. The resulting voltage values then form the basis for the autonomous control

strategy. A second grid simulation includes the charging or V2G operation of the

PEVs. The share of real and reactive power is adjusted according to a linear

function of the voltage (see Fig. 6.8). To provide an example the function for actual

capacitive reactive charging power is given in the following equation.7 The actual

capacitive reactive charging power (operation O1.2) share Qcap,y is calculated

according to (6.1):

Qcap,y ¼ 1� Vxð Þ* Qmax

1� Vminð Þ For voltage Vx > Vmin and Vx < 1 p:u:½ � ð6:1Þ

where Vx is the actual measured voltage, Qmax is the maximum reactive power that

can be provided, and Vmin is the lower voltage boundary. V is given in the per unit

system (p.u.). For voltage values lower than Vmin, Q is constant and is set to Qmax.

The results of the second grid simulation with adapted charging and discharging

are used to quantify how autonomous charging can contribute to stabilizing the grid

(see Sect. 6.5.4).

7 For inductive charging and V2G cases, a simple adaptation of the equations is necessary.
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If the autonomous control strategy is used in combination with optimized price-

based operating schedules (indirect control), it is necessary to compensate the

energy used for the autonomous control services. For example, if capacitive

reactive charging power is provided, it would be necessary to extend the charging

period, because the real charging power is reduced by providing reactive power. In

this case, additional charging time slots in the price-based optimization are needed

to guarantee that the battery is fully charged within the charging schedule.

In the iZEUS project, an autonomous control system was realized using a three-

phase voltage measurement chip and a smart charging controller. Upon receipt of

the voltage measurement and a price signal provided according to ISO 15118, the

controller calculates a specific charging or V2G operating strategy. Additionally, a

22 kW bidirectional four-quadrant onboard charger was developed that manages

charging and V2G operation (see Sect. 6.5.2 and [15]). This demonstrates the

feasibility of the autonomous control approach even if the currently available

PEVs so far do not feature chargers with active power electronics.

6.4.2 Scenario

To analyze PEVs’ control strategies, scenarios are defined for the electricity system
(indirect control) and the grid simulation (autonomous control). The scenario8 for

the electricity system defines the input parameters of the PowerACE model. The

PowerACE model is used to investigate the incentives for indirect control due to

participation on the day-ahead spot market for electricity. Here, assumptions about

fuel prices as well as the amount of generation from fluctuating renewable sources

are very important because they affect the day-ahead spot market prices and PEVs’
incentives. A simple grid is defined for the grid simulation. Further, a function is

Qind,max

Qcap,max

Vmax

Vmin

Q

V (p.u.)

Fig. 6.8 Reactive power

provided by PEVs based on

node voltage level

8 The scenario is the same as in [3].
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introduced for the relation between voltage and the provided reactive power.

Vehicle parameters for both simulations are taken from the iZEUS field trial.

6.4.2.1 Electricity System

In order to investigate the incentives for PEVs to integrate renewable energy

generation into the grid, a scenario is defined based on surveys available in the

literature. This scenario assumes very high generation shares from renewable

energy sources (necessary to reach the German Government’s CO2 reduction

target). The main scenario used here, which is called “GER 2030,” refers to the

“Lead Scenario 2010,” which was part of a survey investigating high generation

shares from renewable energy sources in Germany conducted on behalf of the

German Federal Ministry for the Environment, Nature Conservation, and Nuclear

Safety [16].

The installed capacity of fluctuating renewable generation is shown in Fig. 6.9.

Values until 2012 represent real installations in Germany. The future assumptions

are based on [16]. The total installed capacity from fluctuating generation in 2030 is

125.8 GW, which equals 162% of the 77.8 GW peak load. The generation share of

intermittent RES is 47.6%, with 87 TWh, 95 TWh, and 57 TWh coming from wind

onshore, wind offshore, and photovoltaics, respectively. Total electricity demand is

502.1 TWh per year. The hourly characteristics of RES generation and the load

curve are taken from [17, 18] with 2008 as the reference year. Electricity imports

and exports as well as storage technologies such as hydro-pumped storage are not

taken into account because the focus is on how V2G can contribute to balancing

RES-E.

The assumed power plant park includes power plants >10 MW from [19] that

are still available in 2030. New installations are added that assume an optimal

power plant mix to serve the residual load curve for the assumed load and RES-E

scenario [3]. The installed capacities are 749 MW from oil power plants,

Fig. 6.9 Installed capacity of fluctuating generation in Germany. Source: [3, 16]
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32,461 MW from gas turbines, 13,942 MW from combined cycle gas turbines,

14,375 MW from coal power plants, 9119 MW from lignite power plants, and

820 MW from waste power plants. The assumed fuel prices and the resulting merit-

order curve of the fossil power plant park are given in Fig. 6.10.

6.4.2.2 Grid Simulation

The local distribution grid is modeled as a single-branch 0.4 kV9 network, which

consists of two nodes. The cable which connects the nodes is between 150 m and

6 km long and of type NAYY-J 4� 95.10 The first node represents the slack bus,

which is connected to the next higher voltage level. The second node is the grid

connection point of one PEV and a household. A typical profile with a fixed real

power factor of 0.95 and maximum power of 3 kVA is applied to the household.

The PEV can charge or discharge with a maximum power of 4 kVA. The energy

needed and the time of arrival at the grid equal the typical home arrival behavior

observed in the iZEUS project. The minimum power factor (cos ϕ) is set to 0.5.

Hence, the modeled car is capable of providing a maximum reactive power of

3.46 kVAr (Fig. 6.11).

Fig. 6.10 Merit-order curve of the power plant park in Germany in 2030. Source: Own assump-

tions based on [19, 20]; CO2 and fuel prices [16]; figure created by David Biere

9 Line-to-line voltage: usual low voltage level in Germany.
10 Details are available in [21].
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6.5 Results

The results section starts with a consumer survey of tariff designs to control PEVs

conducted during the iZEUS project. Next, the results of the energy system

analysis, prototype development, and grid impact analysis are presented.

6.5.1 Indirect Price-Based Control: A Consumer Survey

Technology acceptance is crucial for the dissemination of innovative technology.

Any technology like the electric vehicles’ automated charging control will only be

successful in the market if the target group is willing to accept it. Technology

acceptance is usually high if a personally perceived benefit exists which is big

enough to justify any necessary efforts taken [22]. It does not matter whether the

benefit originates from the technology itself, or if it is artificially created (e.g.,

financial benefits through subsidies).

To exploit the full potential of integrating energy from renewable sources into

the grid, electric vehicles’ automated charging control obliges the owners of

electric cars to enter variable electricity supply tariff contracts. Currently, such

variable tariffs that offer smart and flexible charging opportunities for electric cars

to meet the fluctuating demand and supply patterns of the electricity grids are only

very rarely available in Germany. Thus, it is not surprising that, so far, no research

has been done concerning their general acceptance and preferred configuration.

Research of this topic is essential in order to learn about the acceptance of charging

tariffs in general and about the preferred configuration of specific features in order

to minimize the effort involved in introducing the respective tariffs, discover the

preferences of future users, and increase the acceptance of such tariffs.

We therefore studied consumer preferences for systems (tariffs) of demand-side

management for electric vehicles by applying a scenario-based survey design. The

main part of the questionnaire consisted of five short texts, each describing a

possible scenario offering an electricity tariff for electric vehicles, which are

summarized here:

10
0.4 kV

slack bus
standard load profile

and PEV load
Fig. 6.11 Low-voltage test

feeder (four nodes)
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• Manual (MC): Charging is operated entirely manually, several rate periods,

possible reward up to 150 Euro p.a. (depending on charging behavior).

• Automated Charging (AC): Automated charging control, mobility buffer of

40 km, origin of energy used is the standard German mix, reward 100 Euro p.a.

• Automated Charging—Comfort (AC-COM): Automated charging control,

mobility buffer at 70 km, origin of energy used is the standard German mix,

reward 85 Euro p.a.

• Automated Charging—ECO (AC-ECO): Automated charging control, mobility

buffer at 40 km, origin of energy is solely renewable sources, reward 85 Euro p.

a.

• Automated Charging—V2G (AC-V2G): Automated charging control including

feedback when the supply of renewables is low, mobility buffer at 40 km, origin

of energy used is the standard German mix, reward 130 Euro p.a.

• No Tariff: This alternative includes the option not to select a new tariff for

charging the electric vehicle, but to charge it with the currently used standard

home tariff.

The scenarios differed with regard to (a) whether charging management is

operated automatically or manually, (b) whether a vehicle-to-grid option is

included, (c) the minimum range guaranteed by the system (mobility buffer stated

in kilometers), and (d) the generation sources of the electricity used. Additionally,

each scenario provided explicit information about the sustainability, possible finan-

cial savings, and necessary efforts by the consumer to operate the system. The

participating sample of 1027 individuals is representative for the German popula-

tion with regard to socio-demographic criteria.

Analyzing the results (see Fig. 6.12) reveals that the automated vehicle-to-grid

tariff is the most preferred option with almost 22.9% of the total votes. This is

followed by the manual charging tariff (MC) with 17.8%, the automated charging

version with eco touch (AC-ECO) with 14.1%, the automated charging tariff in the

comfort version (AC-COM) with 14.1%, and the standard automated charging

tariff (AC) with 12.6%. Remarkably, almost 18% of the test persons did not

favor any of the tariffs, and chose the “No tariff” option.

No tarif

AC

AC-COM

AC-ECO

AC-V2G

MC

0% 5% 10% 20% 25%15%

17.9%

12.6%

14.1%

14.7%

17.8%

22.9%

Tariff attractivenessFig. 6.12 Consumer survey

results
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The main conclusion is that, despite varying preferences within the offered

tariffs, more than 80% of the persons interviewed are generally open-minded to

one of the tariffs offered and are thus willing to contribute to demand-side man-

agement in the mobility sector. In addition, further analyses of the data showed that

the indicated scenario preference is usually in line with the motives for their choice,

e.g., sustainability or simplicity.

6.5.2 Energy System Analysis

The energy system analysis is based on work by Dallinger et al. [3] using travel

survey driving data. The results presented here show possible smart charging and

V2G revenues using real PEVs’ driving data. The analysis is based on the energy

system scenario introduced in Sect. 6.4. The simulation is conducted with the

PowerACE model. Section 6.5.2.1 presents the results on smart charging only.

Section 6.5.2.2 shows the results for smart charging and V2G.

6.5.2.1 Smart Charging Savings

In the following, the savings obtained due to controlled or smart charging are

presented compared to uncontrolled charging for an electricity system scenario in

2030. The uncontrolled charging behavior is the same as the charging behavior

observed during the iZEUS field trial. Controlled charging uses the same mobility

behavior, but shifts the charging process during the observed parking time. The

control signal is the electricity price simulated by the PowerACE model for a 2030

scenario. Hence, charging is realized at minimum electricity prices within the

constraints of the observed parking times and energy demand for driving. The

differences in yearly electricity costs between uncontrolled and controlled charging

are given in Fig. 6.13.

Fig. 6.13 Savings for controlled charging compared to uncontrolled charging
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For the Toyota Prius PHVs, the observed driving behavior is randomly assigned

to 50 simulated vehicles on a weekly basis. Further, the battery size in the simula-

tion is varied between 2.5 and 20 kWh. For the Daimler Smart BEVs, the observed

driving behavior is directly assigned to a simulated BEV.

The results show that the yearly electricity costs are mainly a linear function of

the electricity demand. Savings are between 10 and 100 euros per year. In case of

smart charging, a larger battery enables a longer grid management time and there-

fore the opportunity for additional savings. However, comparing Daimler Smart

BEVs with a usable battery size of 17.6 kWh and Toyota Prius PHVs with a usable

battery size of only 2.5 kWh indicates that bigger batteries do not result in additional

savings (see Fig. 6.13 for electricity consumption between 400 and 700 kWh).

If the same driving behavior is assumed with a bigger battery, as simulated for

the Toyota Prius PHVs, higher electric driving shares result in an increase of the

yearly electricity demand and savings. For higher consumption values, a higher

variability of the savings obtained is also observed (for example, see the three Smart

BEVs with a demand over 2000 kWh/a). Here, due to the higher utilization of the

vehicles (reduced parking times), the periods when vehicles are connected to the

grid become more relevant. A high installed capacity of photovoltaic systems is

assumed in the applied 2030 scenario. Due to the photovoltaic peaks, low prices

during the day are more likely (see Fig. 6.1). The fluctuation of renewable gener-

ation deviates from the conventional picture of low prices during the night and

higher prices during the day. Therefore, it becomes more important that PEVs are

available during the day to realize savings due to low smart charging prices.

6.5.2.2 Vehicle-to-Grid Savings

Smart charging is extended by the ability to feed power back into the system in

order to simulate vehicle-to-grid savings. The V2G efficiency is 94% and battery

aging is assumed according to [20].

The simulation results are given in Fig. 6.14. Savings compared to uncontrolled

charging are between 50 and 300 euros per year. Savings follow a step function when

Fig. 6.14 Vehicle-to-grid savings compared to uncontrolled charging
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simulating PHEVs applying the Toyota Prius driving behavior observed in the iZEUS

project. Each simulated battery size results in a differentmagnitude of savings. Battery

size strongly affects the possible savings for V2G in contrast to the results for load

shifting. The results are not as clear for the simulation of the Daimler Smart BEVs.

Here, BEVs with low utilization are able to reach the highest savings. Vehicles with

higher yearly electricity consumption show slightly lower savings.

Overall, possible incentives from day-ahead electricity markets will not signif-

icantly reduce the PEV total costs of ownership. Savings are low even with a high

share of fluctuating renewable generation that increases the market price spreads

due to the merit-order effect. With respect to the conducted consumer survey on the

acceptance of price-based control, smart charging still seems a promising way to

realize an electricity system with a higher share of renewable generation.

6.5.3 Prototype Development and Demonstration

The control strategy of autonomous distributed control (see Sect. 6.4.1.2) was

implemented in an onboard control device referred to as the grid controller. The

prototype development was conducted by Fraunhofer ISE and demonstrates the

feasibility of autonomous distributed control. Its block diagram is shown in

Fig. 6.15.

A metering board was developed based on an Analog Devices ADE7758

metering chip. This enables the grid controller to measure the root mean square
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Fig. 6.15 Block diagram of the grid controller for integration in a PEV
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(RMS) value of the voltage per phase, as described in Sect. 6.5.3.1. The μC board

handles all tasks with hard real-time constraints such as the voltage controller and

the onboard communication via the controller area network (CAN). An additional

host controller running an OpenMUC11-based energy management system takes

care of the intelligent charging strategies, representing the control level above the

voltage controller itself. Both systems are described in Sect. 6.5.3.2. Ancillary

components integrate the controller into the vehicle’s system architecture as

shown in Sect. 6.5.3.3.

In addition to the grid controller, a bidirectional, highly efficient 20 kW charger

was developed at the Fraunhofer ISE, which is capable of adjusting the power factor

upon request. Charger, grid controller, and additional vehicle control devices are

interconnected via the onboard CAN bus. A similar setup was presented in [23].

6.5.3.1 Metering Board

The key component of the metering board is an Analog Devices ADE7758 IC. This

three-phase electrical energy measurement IC provides all the signal processing

required to perform active, reactive, and apparent energy measurement and RMS

calculations. The metering board utilizes the acquisition of the three-phase voltage

RMS values as input for the voltage controller. Other available metering values are

the RMS values of the current, the maximum values of voltages and currents, and

the present values of voltages and currents using the integrated waveform-sampling

mode. The integrated temperature sensor allows monitoring the grid controller’s
status during operation. High accuracy of the metering system can be achieved

using the IC’s system calibration features for each phase, allowing RMS offset

correction, phase calibration, and power calibration.

The metering board provides the circuitry for the current transducers, allowing

measurements for a current range of �55 A with an accuracy of �0.25%. Voltage

sampling is done using a resistive voltage divider (1 MΩ:1 kΩ) providing a voltage

range of �500 V with an accuracy of �0.5%. Additional protection circuitry has

been engineered in order to separate the power and the control circuits. Communi-

cation with the μC board as part of the control circuit is done via a serial interface.

6.5.3.2 Controller Architecture

The grid controller was developed to demonstrate the feasibility of the proposed

autonomous reactive power control. Therefore, a specially designed component

was developed. The final design would also integrate the different tasks into

11OpenMUC is an open-source energy monitoring and control software framework developed at

Fraunhofer ISE. See www.openmuc.org.
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existing components of the PEV, i.e., metering tasks into the charger, higher level

communication, and control tasks into control devices.

The grid controller prototype comes with two control devices: a μC board based

on an Atmel AT90USB646 and a piA-AM3505-embedded Linux system from the

German electronics and software company pironex GmbH. This setup allows

operating modes such as an intelligent upper-layer demand response algorithm,

e.g., according to price signals, and the lower level voltage controller to stabilize the

grid during charging.

The μC board handles the acquisition and processing of the meter data. It runs

the real-time voltage controller, which is fed with the voltage RMS values and the

reference charging power from the upper-layer charging algorithm. The

EV-internal communication via CAN is also handled by the μC board, which

effectively allows the embedded Linux system to only process the upper-layer

control algorithms. Using an embedded Linux system enables control algorithms

to be developed based on the OpenMUC software framework.

6.5.3.3 Automotive Integration

Various design decisions were made regarding the integration of the grid controller

prototype into a PEV. Only components with an extended temperature range of�25

to +85 �C were used. The voltage supply circuitry was engineered to withstand

various events where the supply may deviate from the 12 V voltage rating. The

control algorithms of the embedded system realize a seamless integration into the

charging process as defined in ISO/IEC 15118 by interacting with the respective

in-vehicle control devices via CAN.

6.5.3.4 Demonstration

The grid controller prototype and 20 kW charger were included in a test bed as

shown in Fig. 6.16. The grid was simulated by a three-phase AC source and

subsequent feeder representation. The grid representation is controlled via COM.

Fig. 6.16 Block diagram of the grid controller for integration in a PEV
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The EV battery is simulated by a bidirectional three-phase converter and an

optional resistive load. The grid controller requests a desired reactive and active

current of the EV charger via CAN. The test bench is observed and documented

using an oscilloscope and high-precision measurement equipment (Yokogawa).

The feeder representation is adjustable to illustrate usual feeder characteristics via

condensed elements. The tests with different feeder representations are still ongo-

ing and therefore not included in this publication.

The following droops were measured to validate the controller at a charging

power of 9 kW (3 kW per phase): The grid representation voltage was increased in

0.5 V steps and held for 10 s. The grid controller includes a PT1 characteristic with

τ of 5 s to increase stability and hinder flicker production. Hence, a damped voltage

signal is used to set the reactive power.

The biggest sources of uncertainty in the test bench are the grid representation,

grid controller, and EV charger. Within the grid representation, the voltage devia-

tion between three phases can be up to 2 V. Since the grid controller is not a high-

precision measurement device like the Yokogawa, this leads to differences between

CAN and Yokogawa due to deviations in the voltage measurement per phase of up

to 1.2 V. Additionally, the PT1 characteristic leads to damped control signals. The

deviation between the de facto reactive current provided by the EV charger and the

desired values sent by the grid controller sums up to 0.2 A. Plotting the reactive

power provided against the voltage eliminates the uncertainties due to the grid

representation because each voltage level is reached at different times in the

different phases. Figure 6.17 shows the reactive power provided against the current

voltage from CAN. This reveals the uncertainties due to EV charger and grid

representation leading to a small offset of the droop and deviations within the

Fig. 6.17 Measured voltage droop at 9 kW charging with current voltage from CAN and reactive

power measured by Yokogawa
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slopes. Due to the PT1 characteristics of the controller an almost continuous

adoption of the reactive power is realized. This contradicts the reality of the

stepwise voltage changes in the grid representation.

Figure 6.18 shows the reactive power provision against the voltage measured by

Yokogawa. This additionally reveals the uncertainties in the measurements of the

grid controller metering board. Grid representation uncertainties show in the slopes.

Nevertheless, the desired droop is controlled with sufficient accuracy since the

slopes are only applied to avoid discrete steps and therefore increase the stability of

the control system, especially with multiple EVs. An interesting effect is the

uncoupling of the droops per phase due to the comparatively cheap grid controller’s
limited accuracy in measuring the voltage. This effect adds additional stability to

the system since multiple PEVs lead to less synchrony of the reactive power

provision and therefore a limited uncoupling of the decentralized controllers.

6.5.4 Grid Impact Analysis

This chapter discusses the principal benefits of the autonomous control strategies

introduced in Sect. 6.4.1.2. The following simulation results are based on the

scenario assumptions introduced in Sect. 6.4.2.2. The simulated grid consists of

two nodes connected with a cable that varies in length between 150 m and 6 km.

A setup with long cables increases the sensitivity towards voltage deviations in the

grid and therefore enables illustrating possible benefits of smart charging.

Fig. 6.18 Measured voltage drop at 9 kW charging with current voltage from and reactive power

measured by Yokogawa
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In practice, most grids are less sensitive and consequently the smart charging

benefits in terms of voltage control are smaller.

The voltage resulting from a grid simulation of one day is shown in Fig. 6.19.

Voltage in the low-voltage network should be kept in the range of plus/minus 3% of

the nominal voltage (Vmin¼ 0.97). Input parameters affecting voltage are the

household load profile and the PEVs’ charging profile. Even without PEV charging,

the voltage drops close to the Vmin boundary at noon and in the early evening for the

6 km cable. PEV charging at 6 pm with 3.6 kW power results in a massive voltage

drop that violates Vmin (6 and 3 km cable length). For cable lengths below 3 km, the

voltage is less sensitive to charging.

The voltage drop for the 6 km cable can also be observed in Fig. 6.20 when

Pcharge is assumed to be 3.6 kW. Further, Fig. 6.20 shows all charging and V2G

options of a PEV equipped with a four-quadrant 4 kW power inverter. To avoid

violation of Vmin, Pcharge must be strongly reduced. A PEV equipped with a voltage-

monitoring system that allows autonomous control is able to detect the available

real power before violating Vmin. In the example presented here, the power would

have to be reduced from 3.6 kW to below 0.5 kW. This would delay the charging

process. Hence, if instant charging is needed and Vmin should not be violated, the

charging strategy O12 is valuable. Here, the vehicle uses capacitive charging to lift

the voltage while consuming a higher real power of 3.3 kW (Qy¼ 1.4 kVAr and

Sy¼ 3.6 kVA).

In the example presented, the PEV is able to strongly lift and reduce the voltage,

thereby stabilizing the grid. Furthermore, providing reactive power in specific

situations (when Vy is close to the voltage limits Vmin and Vmax) allows real charging

Fig. 6.19 Power and voltage profiles at node 1
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or V2G power to be increased. In terms of renewable and especially distributed

photovoltaic generation that lifts the voltage when available, the violation of Vmax is

an issue. Here, the PEV can reduce the voltage due to charging (O1), charging while

providing inductive reactive power (O1.1), or if no real charging power is needed,

just by providing inductive reactive power (O4).

Even if the effects on voltage are lower in most grids, the presented results show

that PEVs have a great potential to stabilize the grid and integrate fluctuating

renewable generation. Autonomous control based on monitoring the voltage at

the grid connection point will therefore be of great value in future smart grids.

Further, it is possible to include PEVs in the existing infrastructure without com-

plex charging control systems.

6.6 Conclusions

Using renewable energy generation to power electric vehicles makes it possible to

decarbonize large parts of the passenger transport sector. Sustainable energy gen-

eration from renewable sources and electric vehicles’ high efficiency in

transforming this energy seem to be a match made in heaven. Nevertheless, the

fluctuation of photovoltaic and wind generation is an issue that complicates the
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interaction of renewable generation and plug-in electric vehicles because a control

mechanism is required to match demand and supply.

Market-based electricity prices are able to reflect the supply of fluctuating

renewable generation on a system level. Therefore, real-time prices are a promising

option to control plug-in electric vehicles and support the grid integration of

fluctuating generation. Electricity market simulation shows that smart charging

and V2G revenues are only in a range between 10 and 300 euros per year.

Nevertheless, consumers are open to using specific tariffs for smart charging of

plug-in electric vehicles.

A general issue of controlling flexible demand and generation units connected to

the distribution grid is that current electricity markets mainly reflect the overall

system level. The local situation in low-voltage distribution grids is not mirrored by

electricity prices and in many cases information on the local situation is missing.

Plug-in electric vehicles that monitor the voltage at the grid connection point can

collect this missing information and autonomously control their own charging

behavior. The development of a bidirectional 20 kW charger with grid-monitoring

function and the conducted simulations and tests show that autonomous voltage-

based control is a very good strategy taking the distribution grid situation into

account.

Both of the control strategies investigated, indirect price-based control and

autonomous control, offer advantages for specific applications. Therefore, if a

general control mechanism is needed for PEVs, combining both strategies seems

to be a promising option to help balance electricity systems.
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elektrischer Energie, 2nd edn. Springer, Berlin

15. Dallmer-Zerbe K, Stillahn T, Erge T, Wille-Haussmann B, Wittwer C (2014) Analysis of the

exploitation of EV fast charging to prevent extensive grid investments in suburban areas.

Energy Technology 2(1):54–63

16. Nitsch J, Pregger T, Scholz Y, Naegler T, Sterner M, Gerhardt N, Von Oehsen A, Pape C,

Saint-Drenan Y, Wenzel B (2010) Langfristszenarien und Strategien für den Ausbau der

erneuerbaren Energien in Deutschland bei Berücksichtigung der Entwicklung in Europa und

global. Deutsches Zentrum für Luft- und Raumfahrt, Fraunhofer Institut für Windenergie und

Energiesystemtechnik, Ingenieurbüro für neue Energien, vol. BMU—FKZ0. http://www.

erneuerbare-energien.de/inhalt/47034/40870/. Accessed 11 Nov 2013

17. EEX: European Energy Exchange (2011) Transparency in energy markets—Gesetzliche
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Chapter 7

Experiences and Applications of Electric
and Plug-In Hybrid Vehicles in Power
System Networks

Cagil Ozansoy, Taha Selim Ustun, and Aladin Zayegh

Abstract Transportation electrification is inevitable driven by rising energy costs,

climate and emission control requirements, and availability of petroleum supplies.

Even a realistic 10% electrification of transportation is expected to impact the

electricity generation, transmission, and distribution capacities, and hence the

world economy. In this chapter, the authors seek to enlighten the reader on electric

vehicle usage around the world by discussing their applications, electric vehicle

trials, and key learnings from these trials across three continents: America, Europe,

and Australia. Special emphasis has been given to discussing the commuting trends

across the three continents and how that effects the transition into the electrification

of transportation. The chapter continues with an impact analysis of electric vehicles

on car users, the power quality of grids, and finally carbon emissions. Finally,

examples of charging infrastructure and worldwide vehicle-to-grid applications are

reviewed. The chapter concludes with a discussion on the need for interoperable

communication standards, as an enabling technology for the management of the

transactions between the grid and electric vehicles.
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7.1 Electric Vehicles in Smart Grids Around the World:
Experiences and Applications in the USA, Europe,
and Australia

The use of EVs in smart grids in the world is increasing and more and better

charging stations are being retrofitted around major cities to enable EV users to

charge their cars. The following subsections review the use of EVs around the

world with a major focus given on the analysis of EV usage in Australia, Europe,

the USA, and Canada. Commuting trends of people in these parts of the world are

discussed followed by a discussion on earlier findings from various EV trials

conducted in these parts of the world. The share of EVs across the worldwide

markets is relatively small but surely on the rise. However, EVs are expected to start

having a sizeable share in 15–20 years. Therefore, it is vital to acquire a compre-

hensive understanding of challenges facing EV users, charging infrastructure oper-

ators, and distribution grid operators. The following subsections present a

worldwide analysis that will provide fruitful examination of EV usage around the

world.

7.1.1 EV Potential and Applications of EVs in Australia

Section 7.1.1 reviews the potential for EVs in Australia. First, the commuting trends

of Australians are investigated followed by an analysis of the EV market in

Australia. Then, a comprehensive analysis of the EV trials conducted in various

Australian states is presented. The findings demonstrate that although EVs do not

currently represent a significant portion of the Australian market, they are expected

to play a more dominant role in the many years to come.

7.1.1.1 Commuting Trends of Australians

In a recent article [1], Australians’ love affair with cars has been investigated, and

high car ownership and usage in Australia was elaborated linking the discussion to

the very large potential market that exists for electric vehicles (EVs) in Australia.

Australia is a very large continent, where widespread communities with insufficient

public transport services live resulting in a very large car ownership ratio. The

Australian population is growing and new suburbs are continuously being devel-

oped at the outer fringes of large cities resulting in large commuting distances to

work or study.

Public transport is considered to be poor in Australia due to insufficient reach of

public transportation services, high ticket costs, and safety concerns [1]. Therefore,

driving is considered a necessity for Australians, and Australia has one of the lowest

rates of public transport use when compared to other countries and a very high
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passenger vehicle ownership [1]. The total number of motor vehicles, including

motor cycles, registered for the 2013 Motor Vehicle Census (MVC) was 17.2

million, which represents a 2.6% increase from 2012 and a 12.3% increase since

2008 [2].

In a recent article [3], the Australian Bureau of Statistics (ABS) has released new

statistics to discuss the high vehicle ownership and use in Australia in comparison

with the low public transport levels. Figure 7.1 demonstrates the main forms of

transport used by Australians to get to work or full-time study. As shown in Fig. 7.1,

only 16% of Australians used public transport in 2012 to travel to work or full-time

study [3]. The ABS article reports that the environmental impacts and exhaust

emissions from passenger vehicles were amongst the least considered factors by

Australians when purchasing a new passenger vehicle with 93% of users not

considering the issue despite the increased awareness on the adverse impacts of

greenhouse gas emissions on the natural environment.

By fuel type, petrol (unleaded and leaded)-powered vehicles represent the

biggest percentage (79.9%) of the total vehicle fleet with 13.7 million petrol-

powered registered vehicles in 2013. The proportion of hybrid and electric cars is

not very well measured and reported since these fuel types are often not separately

identified in the individual MVs of state and territories. As shown in Fig. 7.2, there

is a clear increase in the number of other fuel vehicles between 2008 and 2013,

which represent LPG, dual-fuel, and electric cars. However, the overall proportion

of these fuel-powered cars within the market is very low compared to others.

7.1.1.2 Electric Vehicle Market in Australia

As discussed in the previous section, the share of the electric vehicles in the

Australian market is almost nonexistent. A report produced by the Energy Supply

Association of Australia (ESAA) reports that fewer than 500 EVs have been sold in

Australia since 2011 when Mitsubishi i-MiEV was released [5]. Mitsubishi’s
i-MiEV, Nissan’s LEAF, and Holden’s Volt are the three leading EVs available

in the Australian market, with Toyota’s plug-in Prius and BMW’s i3 in line for

Fig. 7.1 Forms of transport used by Australians [4]
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launch in Australia. An interesting statistics shows that the bulk of EV car pur-

chases in Australia were made by corporate companies rather than private motorists

[5]. The potential growth of the EVmarket in Australia has recently been forecasted

by a number of government and nongovernment agencies.

In 2011 and 2012, the consultancy firm AECOM carried out a range of studies

[6, 7], which predict a long-term transition from internal combustion vehicles (ICV)

to plug-in hybrid electric vehicles (PHEV) and electric vehicles [5–7]. The

AECOM report produced for the Australian Energy Market Commission [6] pro-

jects that around 20% of the total new car sales will be EVs by 2020 and by 2030

that figure will rise to around 45%. A Commonwealth Scientific and Industrial

Research Organisation (CSIRO) study [8] carried out in 2012 suggests that, by

2033, the market share of EVs within the total Victorian fleet will account for 12%

on a base case and 48% on a maximum uptake case scenarios. PHEVs on the other

hand are expected to comprise 21% in the base case, and 51% of the total Victorian

fleet in the maximum uptake case.

7.1.1.3 Trial of Electric and Plug-In Hybrid Vehicles in Australia

There have been many electric vehicle trials conducted throughout the world.

A number of trials have been conducted or are under way in Australia. The

following subsections present a review of the trials carried out in Western

Australia, Victoria, and Queensland. An analysis of the trials is provided from a

number of aspects including trial participants, organizations participating in the

trail, EV cars used during the trials, and finally the charging infrastructure. Some of

the key findings of the trials elaborated further in the following subsections include

the following:
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• When EVs are used as part of company fleets, then most charging is likely to

occur during early morning hours, which would help to lessen the concerns of

electricity distribution utilities in regard to time of charging. This early morning

charging could easily be offset by local solar PV generation, which would

correlate with this demand in terms of time of the generation capacity.

• The need for providing customers more charging options and the need for

managing peak demand during the likelihood of mass uptake and a network

upgrade: The travel distance and battery capacity are amongst the most impor-

tant factors that help to determine the electricity tariff that a customer should be

on when it comes to recharging an EV.

• The importance of having a fully interoperable charging infrastructure to support

seamless user roaming across the providers similar to banking services and

mobile phone use.

• Although the running cost of an EV is low, the initial take-up costs including the

cost of charging infrastructure and the car itself are potential holdups.

Western Australian Electric Vehicle Trial

Australia’s first EV trial was run in Perth, Western Australia, with 11 locally

converted Ford Focus vehicles and 23 fast-AC charging bays (Level 2) and com-

pleted at the end of 2012 [9, 10]. Determining the optimal number and locations of

EV charging stations in the area was the goal of the trial, which also formed “part of

a road mapping exercise for business and government” and assisted in the devel-

opment of relevant standards and regulations [9].

According to [10] when the trial started in early 2010, there were no EVs

available in Australia, and hence locally converted Ford Focus cars were used in

the trial. During the conversion, each car was “equipped with a 23 kWh battery

pack, a 27 kWDCmotor, and a 1000 Amotor controller” [10]. During the trial, they

were used as fleet vehicles by the project partners with an objective to demonstrate

their potential use in everyday driving. A single-charge driving range of 131 km

was achieved, which is claimed to exceed 112 km driving range of the Mitsubishi

i-MiEV [10].

The charging stations, based on the international charging norm IEC 62196,

were installed around the Perth Central Business District (CBD) and they were

capable of charging an EV in about 3.5 h from empty to full. Figure 7.3 shows the

location of the charging stations installed around Perth CBD. Besides charging

stations installed around Perth CBD, trial participants were also able to charge their

EVs at their residences and business places using charging infrastructure installed

at those locations. Some charging stations had high power outlets (32 A) and others

lower power outlets (10 A or 15 A). The average charging time for an electric

vehicle over the 6-month period reported in [9] was 2:06 h. On the higher powered

sockets, the cars were charged in 1:26 h on average, and 2:32 h on the lower

powered sockets.
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Another noteworthy statistics observed was the fact that after the vehicles were

charged, they remained plugged in an extra 17:06 h, which signifies that only

12.9% of the total parking time was spent on charging. The Conversation article

[10] suggests that this was a direct outcome of charging stations being misused as

free parking spots since both energy and parking were free for the duration of the

trial. Applying standard fees for parking and power is suggested as a solution to

change this behavior, which would otherwise block charging stations for other EV

owners, who may have wanted to use them. The report written on the “Analysis of

Western Australian Electric Vehicle and Charging Station Trials” also points out

that, on average, EVs were not being driven for 97.84% of the time or 23:29 h

per day.

The charging infrastructure was capable of providing three-phase power, which

charges three times faster and achieves a better grid balance [10]. The data recorded

from the vehicles as well as the charging stations enabled researchers with a

multitude of information on vehicle usage and charging patterns. When the EV

was being charged at a charging location, then all charging stations would log

customer IDs, start time, end time, and exact amount of electricity used for

charging. If the EVs were charged at a user’s residence or business place, then

the system would factor in amount of electricity used during that non-charging

Fig. 7.3 Perth EV charging station network [9]
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station event in the statistics data. This was done by approximating the amount of

electricity used during those non-charging station (non-CBD charging) events from

the battery level of the vehicles, distance traveled before charging, and recharging

time at the station and the level of supplied power [9]. Hence, the integrity of data

was maintained by taking into account the non-charging station events.

The total number of charging events over the 6-month period reported in [9] was

1203 with 186 home charges, 392 station charges, 548 business charges, and 77 in

unknown locations. Therefore, only 32.58% of the chargers were conducted at the

CBD charging stations, which further highlight the need for and significance of

correcting system data by taking into account non-CBD charging station charging.

A very useful smartphone application was also developed that enabled the users

with the ability to check the charge status of their EVs during the charging

process [10].

Over a 6-month period, the cars were driven 17.56 km per day per car on

average, less than the daily distance average (32 km) of a passenger vehicle in

Western Australia. The usage corresponds to an estimated annual energy usage of

1.13 MWh. The maximum average daily kilometer was 48.53 km and the maximum

EV distance in a single journey was 71 km, both of which are less than the

maximum driving range of 131 km [9]. A concern with EVs is the short range

they can travel without recharging. Yet, usage patterns in this trial show that cars

were indeed underutilized and not used to their maximum range. This is indeed an

important piece of knowledge demonstrating that, at least for city drivers, such a

long full-charge driving range is not necessary. This is of course not taking into

account the continuous recharging process that the user needs to go through similar

to nuisance that would have been experienced if one had to fill up the petrol tank of

his/her car every day or so.

Figure 7.4 shows the power drawn from the grid for car charging at various

charging stations including home, business, and CBD station charging. As demon-

strated, the business and CBD station charging peaks around 8 am until 10 am when

EVs are driven from homes and parked to charge before being further driven.
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Home charging peaks around 8 pm when cars are driven home and parked for slow

charge. Home charging is a small component of the overall charging influenced by

the restrictions of some participating organizations on their fleet vehicles such as

not taking the vehicle home, and most EV drivers not being reimbursed for

electricity usage in their homes.

The demand profile shown in Fig. 7.4 and the fact that most of the fleet charging

was during the early morning hours would help to lessen the concerns of electricity

distribution utilities in regard to EV charging magnifying the peak demand in the

early evening hours. The research carried out suggests that this early morning

charging could easily be offset by local solar PV generation, which would correlate

with this demand in terms of time of the generation capacity. The results of this

study are important, as according to [9], the initial EV market will be heavily biased

towards the business fleet over the next half decade. The trial report does not report

on any social investigations and the trial had purely focused on technical matters.

Ergon Energy’s Queensland EV Trial

Ergon Energy’s 18-month EV trial, which involved a fleet of five Mitsubishi

i-MiEVs being driven by Townsville customers at Mt Low and Mysterton during

separate 8-month periods, was completed in mid-2013. The objective of the trial

was to determine the differences in location upon customer driving, charging

behavior, and tariff preferences. The results of the trial will be used to shape

Ergon Energy’s strategy for managing the impact of large-scale uptake of EVs,

which according to [11] “are expected to become cheaper in the next few years and

reach a price point where sales will increase considerably” [11].

Figure 7.5 shows the locations where the trial was carried out. As expected, the

EVs were driven a lot less by 138 km on average per week by the residents, who live

in Mysterton, a predominantly residential suburb of Townsville. On the contrary,

EVs were highly utilized by the Mt Low customers, who drove the cars 330 km on

average per week [11]. As reported in [12], the driving range of the EV cars was

about 90 km and it took about 7 h to fully charge the car [12]. The trial outcomes

signify the need for providing customers more charging options and the need for

managing peak demand during the likelihood of mass uptake and a network

upgrade.

The trial has discovered that the travel distance and battery capacity are amongst

the most important factors that help to determine the electricity tariff that a

customer should be on when it comes to recharging an EV [11]. Metering.com

[11] reports that “because of their location involving less driving, the Mysterton

drivers were more likely to charge their EVs with the cheaper tariff, while the Mt

Low drivers appeared less likely to because of its availability times and the

distances to be driven.” The trial has also shown that the further from the CBD,

the greater will be the impact on the network due to the presence of customers, who

will need to drive a lot further to access work, study, shops, and schools. The

average cost of driving an EV per 100 km was determined to be AU $4.81, which is
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quite economical when compared to the cost (AU$5.77) of driving a hybrid vehicle,

and the cost (AU$7.69) of a small diesel car, and that (AU$11.54) of a small petrol

car for an equivalent distance [11].

According to ABC [13], the observed peak charge time during the trial was

around 10 pm, but recharging was observed to impact the Ergon network between

6 and 8 pm. An interesting assignment during the study simulated the recharging

demand of 30 EVs using a battery system, which was connected to the Mt Low

transformer. Another first was also achieved with the installation of a solar-powered

EV charge station at Townsville Airport [12]. The cutting-edge technology, which

used renewable energy generated from a 4 kWPV shade-membrane shelter covering

six car parks, was an exciting new addition to Townsville’s residential EV trial [12].

Victorian Department of Transport (DoT) Trial

The Victorian Government’s Electric Vehicle Trial [14] is a $5 million project,

which was first launched in October 2012 and will run until mid-2014, investigating

the process, timelines, and barriers for transitioning to electric vehicle technologies.

The Department of Transport, Planning and Local Infrastructure [14] is reporting

EVs as a natural fit for Victorians, who mostly do short trips and drive on average

40 km per day. Low running costs of EVs and their innovative, less polluting nature

are highlighted and the state of Victoria’s strong presence in the EV sector, with

businesses manufacturing hybrid and fully electric vehicles, is emphasized.

Fig. 7.5 Ergon energy trial location in Queensland
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The “Victorian Electric Vehicle Trial Mid-Term” report reviews progress up to

the halfway point in the trial with a discussion on experiences, results, and inter-

pretations from the early stages of the EV market development in Australia.

According to [15], the Victorian Electric Vehicle Trial has seen the collaboration

of over 80 organizations including government bodies, electricity firms, charging

infrastructure providers, vehicle manufacturers, and environmental groups, all

wishing to contribute and have inputs in providing the foundations of an EV market

“worth having.” The objectives of the trial cover investigating technology as well as

the social and environmental aspects, and the key goal is to ensure the safe and

efficient rollout of EVs in Victoria considering the needs of Victorians and the

impacts of EVs on the Victorian society and resources. The activities that have

constituted the trail are [15]:

• Household Vehicle and Fleet Vehicle Rollouts

The interest in the trial was great. According to a Victorian state government

report [16], total number of 2200 applicants completed the expression of interest to

participate in the Victorian Electric Vehicle Trial. Figure 7.6 shows the distribution

of applications in the Greater Melbourne area. Around 120 households were

eventually given the opportunity to trial an EV for 3 months each. On the other

Fig. 7.6 Distribution of trial applicants in the greater Melbourne area
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hand, around 40 fleet have been provided the opportunity to trial a range of EVs for

up to 6 months at a time. A range of vehicles with diverse manufacturers and makes

have taken part in the trial and significant differences were observed in the

utilization rates of various vehicle makes. There were also EV make-based behav-

ioral and attitudinal differences amongst the participants. Melbournians displayed

liking towards the technology especially in terms of quiet, environmentally

friendly, and low-cost operation with purchase price, size, and limited operating

range being the criticized aspects.

The results of study indicate that the average running cost on renewable energy

was $7–10 a week, far less than the cost of running an equivalent petrol vehicle.

Results show that EVs are a viable transport option albeit the high purchase price,

which stands as a major obstacle to take up the technology [15].

• Charging Infrastructure Rollout

This has so far included the installation of around 140 [15] charging outlets for

household, fleet, and public use to establish the foundations of Victoria’s EV

charging network. A range of EV charging and infrastructure providers participated

in the trial where “Level 2”-compliant charging outlets were primarily used. “Level

2” standard-compliant charging infrastructure is suitable for home/public use [1]

and involves 240-V, 15 A charging, and charging system-EV interaction in accor-

dance with the SAE J1772 technical specification. The charging infrastructure was

specified and designed capable of providing up to 32 A in locations with sufficient

electrical supply taking into account the fact that next-generation EVs are expected

to draw up to 32A.

The user feedback and network support provided by the trial charging infra-

structure providers were quite diverse. For example, one network provider supplied

users with the capability of remotely accessing the real-time information on charg-

ing status and charge management capability while others provided much reduced

levels of support. Information on the location of charging stations was provided to

users primarily through the trail website [14] that provided a Google Maps-based

geographical information system.

There was full agreement amongst the charging infrastructure providers on the

importance of achieving interoperability across different EV charging networks;

however, this was not included as an objective in the trial time frame due to a large

number of higher priority issues that had to be dealt with during that period. The

importance of having a fully interoperable network is stressed throughout the report

[15] to support seamless user roaming across the providers similar to banking

services and mobile phone use. Collaboration between the charging service pro-

viders is recommended in [15] to progress towards a fully interoperable network

that will provide a better customer experience. The need for a unique data key for

individual users was identified by all parties as a low-cost option with potential

future benefits. The department’s “lookup” table and user identification codes,

where charging infrastructure provider’s own user identification details have been

mapped to, are proposed as a suitable future framework for business-to-business or

industry-wide interoperability.
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The challenge of standardizing the charging requirements and specifications for

different vehicle types including electric bikes, motorcycles, and passenger vehi-

cles is identified as another obstacle in achieving a fully harmonized electric vehicle

space. A standards development process for electric vehicles through Standards

Australia is proposed as a means of addressing many of the standardization issues.

The potential revenue impact of EV charging is also outlined as another concern in

the EV space due to electricity not being subject to fuel excise. Increased use of

EVs is expected to impact government revenues by contributing to a reduction in

the fuel excise, which is the largest contributor to revenue raising in Australia [15].

The EV charging demand is reported to align with the general electricity

household demand as shown in Fig. 7.7 [15]. As shown in Fig. 7.7, the charging

demand starts to increase after 3 pm for both solar and nonsolar households

implying that most trial participants started to charge their cars immediately after

arriving at home.

An important observation made was in relation to the variation in the charging

habits of trial participants with solar PV installations. This is clearly demonstrated

in Fig. 7.7, which shows a continued rise beyond 8 pm in the power demand at

houses where PV systems were installed. The likely cause of this is reported to be

the time-of-use electricity tariff of PV households, which encourages PV household

trial participants to defer their charging to off-peak periods in response to the

financial incentives of doing so.

An electricity demand response and load control demonstration project was also

undertaken as part of the overall trial by the participation of a small group of

participants. These participants had their charging outlets bound to their residential

smart meters upon installation and the project aimed to demonstrate the role

Victoria’s Advanced Metering Infrastructure could play in managing the EV
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charging demand. A total number of 64 charge management events were issued to

the charging outlets through the distribution network provider’s infrastructure

(Zigbee) as part of the project known as “grid-friendly” charging. These charge

management events basically helped the electricity distributor to control the EV

charging loads and were termed “peak charging” and “emergency charge manage-

ment” events [15]. Such electricity distributor charging is considered as a tool that

would assist the electricity distributor to preserve the reliability of the network and

avoid network infrastructure investments that would lead to increases in electricity

costs. A widespread acceptance of this charge management method was observed

and participants overwhelmingly agreed to have their car charging managed in this

way even in the absence of any financial benefits.

Majority of households who participated in the Victorian trial were satisfied that

home charging alone was easy to use and understand, and met their needs, but more

information about costs and energy use would have been desirable [15]. Participants

also suggested that further information relating to the charge management of EVs

such as time until complete charging would have been ideal. Victorian trial

identified a number of issues and potential opportunities for home charging such

as the expensive cost of the home-charging infrastructure, which is considered as a

potential obstacle second to the start-up cost of purchasing an EV. Some of the

other challenges are [15]:

• The likely increase in the cost of charging infrastructure with electricity supply

upgrades, and shared parking arrangements

• The likely loss of the capital after house moves

• The wide varying specifications of charging outlets in response to specific needs

of the user and his/her vehicle

• The potential voltage drop beyond the regulated voltage levels on distribution

feeders with clustered EV take-up

Some of the potential suggested opportunities include [15]:

• Charging circuits to be designed and constructed as part of new construction and

refurbishments

• Benefits of informing the public about the property value benefits of including

charging circuits during the design and construction of new buildings

• The importance of proving guidance on the allocation, placement, and design of

EV charging infrastructure

• Communicating the benefits of off-peak charging practices during the time-of-

use electricity tariff periods

• The opportunity to use EVs as energy storage devices
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7.1.2 EV Potential and Applications of EVs in Europe

The electric vehicles (EV) on the road have increased significantly in most

European countries in the last 5 years [17]. Despite the good and reliable public

transport in most West European countries, the move towards EV is mostly justified

by economic, political, and environmental reasons. In Europe, the major incentive

for the increase of EVs and the strong support and investment by the government

are based on the following reasons:

• Reduce dependency on oil with cheaper fuel

• More silent operation through smart grid

• Reduce direct carbon emission CO2 (global warming)

The global warming is a major issue that has been widely discussed for many

years. Faced with serious consequences, governments worldwide are enforcing

plans for reducing carbon emission [17]. For example, by 2020 some network

operators in the UK are planning to reduce carbon emissions by 45% [18], while

European Union (EU) countries are obliged to cut their emissions by 20% [19]. The

European Commission has put electric vehicles at the heart of its commitment to the

long-term goal of reducing carbon emissions by 60% within the transport sector

by 2050.

Electric and alternative fuel vehicles have emerged as one of the key players in

the quest to diversify road transport energy sources and thus potentially help the

European Union achieve its CO2 emission reduction targets. Accounting for more

than 12 m jobs in the EU, the automotive industry is vital to the economy and, as

such, developing innovative and alternative fuels will not only maintain competi-

tiveness and create high-skilled employment opportunities, but also make the

European economy more resource efficient [20].

7.1.2.1 Electric Vehicle Market in Europe

European EV market has increased due to government’s strong support to resolve

the upmentioned reasons. Figure 7.8 shows the sales of electrified vehicles in most

of the European countries in 2013. Several governments have subsidized the high

cost of EV compared to ICV. For example, France, responding to public concern

about rising fuel prices and climate change, already backs the segment, offering

drivers a rebate of 7000 Euros on the purchase of a battery-powered vehicle and

4000 Euros for a hybrid electric-gasoline model. The global market for electric cars

in France is dominated by Renault SA, based in the Paris suburb of Boulogne-

Billancourt, and Japanese partner Nissan Motor Co.

Germany is investing heavily to establish itself as the world leader in EV

technology and steal a march on the likes of Japan, the USA, Korea, and China.

The German Government announced that it would double its existing investment in

the rollout of electric cars to two billion euros ($2.7 billion). Chancellor Angela
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Merkel wants to have one million electric cars on German roads by 2020, and six

million by 2030, with the likes of Mercedes-Benz, BMW, Audi, Porsche, and

Volkswagen at the vanguard. A commission established by the German Govern-

ment to spearhead the push to electric cars, the National Electric Mobility Platform,

warns that the government instead needs to quadruple its investment if it wants to

achieve its ambitious targets.

In Europe, specifically the impact of EV market is not limited to the transport

sector, but more on the electricity sector. That has large effect on the electricity

generation and on the grid load and stability. Also, it requires charging infrastruc-

ture and smart charging. Electricity grid, both transmission and distribution grids,

varies considerably in terms of resilience to external pressure. Therefore the

expected future electricity market of the EU has to consider the effect of the high

increase in the EV on the road [21].

Across Europe, a greater variety of hybrid (HEV), plug-in hybrid (PHEV), and

battery electric vehicle (BEV) models are being offered by manufacturers each

month. Although government support is waning, the increasing availability of

vehicle charging infrastructure that enables vehicles to charge at home, at the

workplace, and in public places is facilitating market growth.

The top six European countries for BEVs on the road in 2020 will be Germany,

France, Norway, the UK, the Netherlands, and Sweden, with this group

representing more than 67% of the total market, and each having a volume in

excess of six figures. The situation is different for PHEVs, where only four

countries are expected to exceed a volume of greater than 100,000 vehicles—

Germany, France, Italy, and the UK—and these four represent 52% of the total.

By 2020, Pike Research forecasts that more than 1.8 million BEVs will be on

Europe’s roadways, along with 1.2 million PHEVs and 1.7 million HEVs [21].
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A special study done by FROST & SULLIVAN on the forecast of EVs and

charging infrastructure industries in Central and Eastern European countries [22]

shows very interesting scenario as depicted in Fig. 7.9. The study shows that

Central and Eastern Europe (CEE) as a region is expected to generate roughly

23% of GDP of top four countries investing in the EV industry (the UK, Germany,

France, Spain) by 2016. The development of the EV industry in CEE region is

expected to grow by approximately 5.2% annually in terms of GDP per capita

during 2011–2017. EVs are not a priority at this time for CEE Government due to

economic situation and the low purchasing power for the EV market.

7.1.3 EV Potential Applications of EVs in the USA
and Canada

Similar to Australia, cities in the USA and Canada are widespread where people

like having large houses with their own gardens. In addition to that, due to lack or

inefficiency of public transport, people opt to use their own vehicles. In fact, results
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of a recent study demonstrate, as shown in Fig. 7.10, that the vehicle ownership/

usage behavior can be summed up in three categories:

1. Vast countries such as the USA, Australia, and Canada where private mode of

motorized transport is very common

2. Western European Union (WEU) where a more decent share of public and

non-motorized transportation can be seen

3. High-income Asian (HIA) cities, where private motorized transport is actually a

less preferred mode of transportation

Daily work commute is significant in the US daily population change where

some counties experience 94.7% and 111.4% change increase (such as New York

County) while some lose 41.4% of its population [24]. Although commuting

happens all around the country at significant levels, the share of public transporta-

tion is very small. The statistics in the USA indicate that Americans prefer private

vehicles for their daily commutes [25]. For instance, daily work commute means

distribution given in Fig. 7.11 which shows that 86.2% of the US population uses

private automobile for this purpose [26].

It is notable to mention that share of public transportation and other means does

not show real change. It is observed that the mobility of the population is met by

private automobiles. The survey also documented the share of public transport in

50 largest metropolitan statistical areas. New York, New Jersey, and Long Island

regions lead the pack with a little more than 30% public transportation use.

However, the figures drop dramatically after this. The next two regions only have

around 15% while eight regions have 6% public transport usage [27]. This low use

of public transport affects the quality and frequency of public transport vehicles

such as buses or trains. With less frequency, people tend to use their own vehicle

more and this loop results in poor service and low preference of public transporta-

tion. US-wide figures indicate that 79.9% of the workers commuting drove alone

while only 10.1% chose to car-pool [28]. This results in the highest motor vehicle

ownership per capita in the world: 828 motor vehicles per 1000 people [29].

Fig. 7.10 Comparison for

levels of public

transport [23]
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As shown in Fig. 7.12, in 2011, only 9% of American households did not have

access to a vehicle while 34% had one vehicle, 37% had two, and 20% had three or

more vehicles. It is not a surprise that 70.2% of total petroleum consumption in the

USA is due to transportation and this corresponds to more than 1.7 billion annual

metric tons of CO2 [29].

Motor vehicle registrations from 1990 to 2009 show that the number of motor

vehicles in the USA is increasing. Table 7.1 shows that overwhelming majority of

them are privately owned and almost half of them are comprised of privately owned

vehicles [30]. These figures do not include 7,883,000 motorcycle registrations in

2009.

Relevant to the discussion of electric vehicles and their adoption is the part of

daily commute in the above given facts. On average, daily commutes account for

approximately a quarter of the total daily travel in miles. Federal Highway Admin-

istration’s (FHWA) National Household Travel Survey in 2009 shows that daily

travel per person is 3.8 trips and 36.12 miles [31]. Figure 7.13 shows average annual

trips and miles per household based on their purposes.

It is important to note that when miles and trips for a vehicle are investigated (red

line with squares) it is observed that on average a trip for a car is slightly more than

Fig. 7.11 Means of daily work commute in the USA [26]
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Fig. 7.12 Motor vehicle

ownership per household in

the USA [29]

Table 7.1 State motor

vehicle registration:

1990–2009

Type 1990 2009

All motor vehicles 188,798,000 246,283,000

Private and commercial 185,541,000 242,058,000

Public 3,257,000 4,225,000

Automobiles 133,700,000 134,880,000

Private and commercial 132,164,000 133,438,000

Public 1,536,000 1,442,000

Trucks 54,470,000 110,561,000

Private and commercial 53,101,000 108,269,000

Public 1,369,000 2,292,000

Fig. 7.13 Annual average trips and miles for a household [31]
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10 miles. Given the battery capacity and performance of current electric vehicles, it

is safe to say that electric vehicles can meet the daily commute requirements in the

USA. Table 7.2 shows the length of the trips with different purposes in urban and

rural areas. Although rural areas have longer trips, especially for work-related trips,

ranges of current electric vehicle are sufficiently long. This is crucial in capitalizing

on vehicle usage and using it for electric vehicle migration.

In summary, motor vehicle ownership in the USA and the length of the trips

show that there are a large number of vehicles in the USA. This high value of

vehicle ownership can be utilized for electric vehicle migration, especially, due to

the short range of trips in daily commutes. The car owners can cover the same

distance with an electric car and help cut down on carbon emissions.

7.2 Impact Analysis of Electric Vehicles

This section presents the impacts of EVs on car users, grids and power quality, and

finally carbon emissions. Considering the potential of EVs and increasing rate of

migration to electrical networks, EVs are bound to make a strong impact at different

levels. The relatively small driving range of EVs, small number of charging stations,

and long charging times are some of the bottlenecks for users. As more and better

charging stations are developed and put into operation, this is expected to become less

worrying. Section 7.2.2 discusses the impacts of EVs on grids and power quality in

electrical grids. A large uptake of EVs is expected to impact electrical networks at the

distribution level. The increasing use of EVs is expected to make a positive impact on

the environment when the charging power comes from renewables. Section 7.2.3

discusses the impacts of EVs on carbon emissions throughout the world.

7.2.1 Impacts on Car Users

It is true that EV uptake is estimated to be slow. Therefore, the impact would not be

experienced abruptly. However, given the current trend towards EVs and the

willingness to cut down dependence on petrol cars, it is safe to say that numbers

Table 7.2 Urban/rural

vehicle travel [31]
Trip length (miles) Trip time (mins)

Type Urban Rural Urban Rural

Work 11.11 15.36 22.36 24.34

Work related 15.53 20.99 26.66 29.41

Shopping 5.49 9.50 13.47 17.14

Family/personal 6.07 9.17 14.27 16.33

Other 10.98 16.06 20.16 25.13

Social 10.72 12.85 19.69 20.90

All 8.79 12.59 17.96 20.67
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and impacts of EVs will surge in the future. Today, the major difference between

EVs and cars, which run on internal combustion engine, is the driving range. Due to

constraints in battery technology, despite being more efficient, EVs have less range

than regular cars. Table 7.3 shows ranges of different electric vehicles that are

available in the market today.

PHEVs have ranges that are significantly small while pure EVs have ranges that

are comparable or equivalent to ranges of conventional cars that run on petrol.

Depending on the electric vehicle that is used, the car users might need to plan their

routes and car usage more wisely. Especially, during the first years of migration to

EVs, PHEVs would be more prevalent. They can run on both petrol and electricity

and can go for long ranges. However, pure EVs with low ranges are likely to force

users to be more aware of their usage. Statistics show that majority of daily car use

is less than the range of electric vehicles. Therefore, this only becomes an issue

when the owner decides to go for a long drive.

Another reason for this is the small number of charging stations during the first

years of migration. Car owners have to make sure that they reach a charging station

before their limited range expires. As the EV market grows and more charging

stations appear, this challenge is expected to vanish on its own. Another aspect is

the long charging hours and demand-side management applied by the grid operator.

Car owners would be encouraged to, or at times obliged by the network operator,

accept charging that is regulated by the grid. This may result in EV charging taking

long periods. For a regular user this would have infinitesimal impact as the charging

takes place at night and the owner would be fast asleep during that time. However,

should there be an unexpected need for travel (an emergency case requiring long-

range drive at night) the EV may not have sufficient charge. Again, this is a

challenge that relates to the first years of migration as more and more EVs are

deployed, better charging facilities and options will emerge, such as super-fast

charging. Eventually, it is expected that even with a demand-side management

program, EVs will have sufficient charge or can be super-charged in short periods.

This would minimize the impact on the car users.

Table 7.3 Ranges of various electric vehicles

Manufacturer Model EV type Electric range (km) Battery size (kWh)

Toyota Prius PHEV 8 4

Buick PHEV 16 8

Chevrolet Volt PHEV 64 16

Fisker Karma PHEV 80 22

Nissan LEAF EV 160 24

Toyota RAV4 EV EV 190 27

Cooper (BMW) Mini E EV 251 28

Tesla Roadster EV 354 53
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7.2.2 Impacts on Grids and Power Quality

The most trivial impact of EVs on grids is the increase in load. This is not as much

as feared, though. Due to small number of EVs and the expected low pickup rate,

impacts on grids are manageable and sometimes solved with regular upgrade and

maintenance works. The power company “Southern California Edison” stated in its

recent report that of almost 400 upgrades only 1% was specifically required for EV

power demand [32]. These upgrades are only required at distribution level, since the

impact of EVs does not reach transmission and generation level yet [33]. Although

grid operators are looking into ways of using batteries of EVs, V2G technology is

not implemented commercially yet. There have been some pilot projects in by

PG&E and Xcel Energy, both in the USA. These are projects of very small scales

and their impact on the larger grid has not been investigated. The main idea was to

verify the applicability of V2G technology. These pilot systems were successfully

implemented and the applicability of the technology has been verified.

The impact on power quality is not a concern of EV charging since chargers have

power electronics interfaces and the power quality is tightly controlled. In addition

to regular battery charging, which has very high power factor, EVs may contribute

to increasing power quality at the point of common coupling, if power electronics

interface is utilized accordingly [34]. Figure 7.14 shows a sample neighborhood

developed to investigate the impact of the electric vehicle charging and power

injection to the grid. The results listed in [1] show that the impact of electric

vehicles in the grid is only at the distribution level and no change is required at

transmission and generation level. In addition, the upgrades that are required at

distribution level can be made gradually as the electric vehicle migration

progresses.

Fig. 7.14 Simulation model for EV impact studies
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7.2.3 Impacts on Carbon Emissions

One of the most significant benefits of EVs to the broader community is certainly

their positive impact on the environment and their potential to reduce the green-

house gas emissions in the transport sector as well as the amount of imported fuels.

Australia, for example, imports petroleum products from abroad and the transpor-

tation of these products is costing Australians and weakening the continent’s
economic performance and energy security. An increase in the share of EVs in

the Australian transport market will not only lead to reduced fuel imports but also

decrease the contribution of the emissions from the transport sector to the national

emissions.

It is well known that when compared to petrol- or diesel-powered vehicles, the

emissions from EVs are much lower and can further be offset if charging power is

sourced from renewable energy sources such as solar, wind, tidal, or geothermal.

Hence, the type of electricity (fossil, renewable, nuclear) used in the charging

process dictates the overall environmental benefits of EVs [35].

Figure 7.15 presents a comparison of EV-related emissions in 20 of the world’s
leading countries after considering emissions associated with those related to

electricity generation and vehicle manufacturing [36]. As demonstrated in

Fig. 7.15, the carbon emissions associated with EVs in countries (such as India,

South Africa, and even Australia) with coal-based generation are no different to

Fig. 7.15 Comparison of

worldwide emission

factors [36]
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average petrol vehicles [36]. The rate of exhaust emissions from pure EVs pro-

pelled by electric motors is considered to be 0 g CO2/km even though there are

indirect emissions associated with EVs when they are plugged into the electricity

grid [37]. The exhaust emission rate of plug-in hybrid vehicles is below 50 g CO2/

km [37]. According to a European Parliament study [35], the vehicle-to-grid and

load management solutions could further make EVs part of an overall energy

strategy allowing for the more efficient use of the fluctuating energy. In the

European Union (EU), the number of new registrations of pure EVs has increased

mostly driven by Germany and France.

In 2012, 700 new pure EVs were registered in EU whereas that number rose to

14,000 in 2012 [37]. In EU, GHG emissions in the road transportation sector are

growing despite steady or even decreasing emissions in the other sectors

[38]. Clearly, the focus of the EU should be on reducing the CO2 emissions in the

road transportation sector. A number of initiatives, such as the Green eMotion

project [39], have already been initiated to achieve abatement in the road transport-

related emissions. The “Green eMotion” project was launched as part of the

European Green Cars Initiative (EGCI), and supports the target of reducing emis-

sions by 60% by 2050. One of the project initiatives focuses on the research and

development of road transport solutions towards a more sustainable future.

In Australia, a significant portion of the overall emissions is because of GHG

emissions from the transport sector. According to a recent report by CSIRO [40],

the transport sector contributes to 16% of the national GHG emissions and emis-

sions from the road transport sector accounts for 87% of these emissions.

In Tasmania, the transport sector contributes to 24% of the state’s total emissions

[41]. The same CSIRO [40] study identified EVs as one of the top three options in

the abatement of GHG emissions. During the Western Australian EV trail [42], a

survey conducted had shown that “zero tail-pipe emissions was considered the most

desirable feature of EVs” by the trial participants [42]. Over the 20-year average

Victorian lifetime, a renewable-energy-operated EV is expected to provide a

reduction of over 50% in terms of lifecycle carbon emissions [15].

Figure 7.16 shows the comparison of lifetime emissions from an EV when

operated on renewable energy and on Victorian grid energy, which has a minor

renewables component. Despite all these, the Victorian trial midterm report [15]

argues that the projections indicate the break-even point in terms of zero net carbon

emissions from EV operation to be some years away due to the small share of

renewables in the overall generation mix. GHG emissions associated with the

Victorian trial were equivalent to 79 tCO2e at the midpoint mark but was accounted

for and reconciled with renewable energy purchases. Few interesting arguments put

forward in [15] include the following:

• In Victoria, the smart charging during off-peak periods is likely to be of higher

intensity than demand charging during peak periods due to the characteristics of

the Victorian electricity mix.

• Publicly accessible EV charging facilities are associated with electricity

metering and billing complications demonstrating the need for renewable energy

charging strategies.
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The USA is also taking ambitious targets for reducing its dependence on oil and

GHG emissions by putting more EVs on the road [43]. This has been well supported

by a number of federal and state policy initiatives to encourage the introduction and

sales of EVs [43]. Throughout 45% of America, electricity is generated with a

larger share of cleaner energy sources implying that the global warming emissions

of EVs in these regions are less than emissions from even the most efficient hybrids.

In the remaining 55%, where coal is still the main source of electricity, hybrids are

considered less GHG emitters than EVs [44].

An important notion outlined in [44] suggests that an EV is likely to become less

emission intensive over its lifetime as the share of renewables in the overall mix of

electricity increases as older power plants are retired and cleaner electricity is

generated. According to [44], “By 2020, global warming emissions intensity of

electricity generation is expected to have improved in some regions of America by

as much as 30% over 2010.”

7.3 Applications of Electric Vehicle Recharging/
Discharging

Widespread use of EVs requires expertise in different fields such as mechanics,

power electronics, control, and battery technology and power systems. The latter

two constitute the direct link between EVs and the electrical network that is present.

The link under discussion is mainly one-way power flow from the network towards
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Fig. 7.16 Comparison of GHG emissions for EVs operated on renewable and nonrenewable

energy types [15]
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the vehicle, i.e., recharge. Therefore, most of the charging apparatus/station appli-

cations focus on grid-to-vehicle power flow and try to enhance its performance.

Vehicle-to-grid (V2G) concept is the opposite of this idea where the charge

present in batteries of electric vehicles is used to supply power to the electric grid,

preferably for power support at peak times. This feature is still in development

phase since it requires extensive data collection, e.g., state of charge (SOC) in

batteries, pattern recognition, e.g., driving patterns of drivers, communication,

coordination, and management, e.g., billing and payment. Accordingly, V2G tech-

nology is implemented in either pilot projects for further development or special

applications (e.g., military).

In addition to vehicle-grid coordination, there are microscale applications such

as electric vehicle discharge control, which focuses on the discharge amount of

electric vehicle’s battery. These applications aspire to enhance the discharge

performance of the batteries and increase their time of use. These objectives hold

key importance for electric vehicles as when they are achieved; longer battery life

and longer travel ranges will facilitate mass migration to electric vehicles. In this

section, several examples are given for electric vehicle chargers, vehicle-to-grid

applications, as well as vehicle-battery implementations for enhanced performance.

Furthermore, standard communication and interoperability aspects are discussed

for coordination and management of infrastructure.

7.3.1 Electric Vehicle Chargers and Vehicle-to-Grid
Technology

There are different EV charger applications in the market. Although these chargers

have different topologies and vendors, the main classification used for them is the

charging level used. As shown in Table 7.4, there are roughly three different

charging levels.

Level 1 and Level 2a are directed towards residential use. The charge powers

corresponding to these levels are not very high and can be provided with existing

electrical infrastructure. However, the downside of having a small charge power is

the long charging times since only “trickle charging” can be realized. Level 2b and,

definitely, Level 3 require special arrangements in electrical infrastructure due to

high power flow they require. While Level 2b, after required upgrade, can be

realized for home use, Level 3 is specifically designed for “super charge” purposes.

Table 7.4 Electric vehicle charging levels

Charging set Utility service Usage Charge power (kW)

Level 1 110 V, 15 A Opportunity 1.4

Level 2a 220 V, 15 A Home 3.3

Level 2b 220 V, 30 A Home/public 6.6

Level 3 480 V, 167 A Public/private 50–70
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Super charge is beneficial for fully charging the battery of an electric vehicle in a

short period of time and for long-distance use, e.g., during a road trip. Therefore,

Level 3 is expected to be used in large charging stations installed in intercity/

interstate highways. There are different chargers in the market such as Clipper

Creek HCS-40 [45] and Bosch Power Max [46]. They can support Level 1 and

Level 2 charging for residential purposes and vary in terms of quality, durability,

and warranty (Fig. 7.18).

However, the real groundbreaking developments are being made in “smart

charging” technology. Smart charge is the term coined for collaborative charging

operation where different features of the electric vehicle and preferences of the

Fig. 7.17 Clipper Creek HCS-40 and Bosch Power Max Chargers [45, 46]

Fig. 7.18 ChargeIQ, smart charging solution [47]

7 Experiences and Applications of Electric and Plug-In Hybrid Vehicles. . . 269



owner and grid operator are taken into account. An optimal solution is reached after

meeting the demands of the owner and following the constraints of the grid

operator. For instance, the vehicle owner may opt to choose “grid-friendly charg-

ing” where the charging will be managed by the grid and moved to off-peak hours.

In return, the grid operator offers some incentives such as deductions in overall

electricity bill. Needless to say, in order to realize “smart charging” a comprehen-

sive communication and coordination system is required. Considering the entities

involved in the process, it is required to synchronize smart meter, the electric

vehicle (and charger), vehicle owner, and the grid operator. Accordingly, the

charging operation is not a mere power transfer from grid to vehicle anymore;

rather it is a large power management and optimization problem with several

parameters.

This problem is solved with IT-based electric vehicle charging infrastructure

that are connected to the electric grid. The owners, grid operator, as well as smart

meter of the house have access to said charging infrastructure. The applications are

based on available IT technology and the information exchange is performed over

convenient communication lines (e.g., wired or wireless) in accordance with

predetermined communication standards (see Sect. 7.3.4 for more discussion on

standardization and interoperability). ChargeIQ, developed by an Australian com-

pany named DiUS, is a grid-friendly smart charging solution that comprises a

charger and uses Zigbee standard for communication [47]. Figure 7.19 shows the

Fig. 7.19 Smart charging (demand-side management) in ChargeIQ [47]
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working principle of ChargeIQ. Based on the figure, it is clear that the user (i.e.,

owner of the electric vehicle and the house) communicates with smart charger over

Internet with the help of a smartphone. Smart charger is linked to smart meter over

house area network (HAN), and reports any parameter change in the system as well

as updates sent by the user. Smart meter is the interface between the charger and the

network operator (i.e., grid operator). The coordination with the grid is performed

over wide area network (WAN) for power dispatch and demand-side management.

As shown in Fig. 7.19, ChargeIQ smartphone application is very beneficial in

following the SOC of the battery, the time required for full charge (3.75 h), and

when the vehicle would be available (9:30 pm). This helps the owner manage

his/her vehicle use and the charging times. It is observed that the system is operated

in “Charge Now” option and vehicle is connected to the grid. Grid-friendly charg-

ing is the charging type when the owner agrees to give permission to the operator

for managing charging times. In an effort to cut down the peak hour load, the grid

operator would like to shift some load to off-peak hours. Considering that most

people need their cars to/from the office, it is a fact that most cars sit idle at home in

the evening. Therefore, some owners may not need their cars charged immediately.

As long as the car is fully charged in the morning, the actual charging time is of no

concern to them.

Figure 7.20 shows the implementation of this concept in ChargeIQ. A query

screen is shown to the owner, asking whether he/she is willing to participate in grid-

friendly charging. When agreed, ChargeIQ manages charging and power transfer is

stopped during peak hours (Fig. 7.21).

This process increases the charge time, and awards the owner $5, but ensures

that EV is fully charged at the specified time (i.e., 7:00 pm). Coordination of

Fig. 7.20 Charging locations in North America [48]

7 Experiences and Applications of Electric and Plug-In Hybrid Vehicles. . . 271



charging stations is important that helps EV owners find available spots and charge

their cars conveniently. Chargepoint [48] is an EV charging solution that lists

nearby charging spots, their availabilities, costs, etc. This solution is Internet

based and has a smartphone application. When a specific location is selected, say

Manhattan, NY, as in Fig. 7.22, the application can be used to compare prices and

get directions to a selected charging station. Furthermore, Chargepoint allows users

to create their own account, save their preferences, and keep records of their recent

charging stations. These applications are fast and enable for easy detection of

available charging stations even in places that are unknown to the driver.

Fig. 7.21 Charging location details and price comparison [48]

Fig. 7.22 Charging stations on Paris roads [50]
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7.3.2 Vehicle-to-Grid Technology

Vehicle-to-grid (V2G) technology has been proposed to utilize batteries of electric

vehicles as distributed storage devices and, thus, provide grid support. Considering

the amount of the automobiles present in a neighborhood and assuming mass

acceptance of electric vehicles, the amount of potential storage becomes significant

[1]. Introduction of distributed generators and division of traditional large electric

grid into several smaller sections, i.e., microgrids, changed the paradigm of power

systems. Rather than large operation tolerances and bulk scheduling/dispatch, the

new-age power systems require smaller windows and dynamic planning/dispatch is

more preferred. V2G technology is a result of this urge to look for alternatives.

Notwithstanding above, there are serious challenges that need to be addressed

before V2G technology can be implemented commercially.

Continuous charge/discharge operation reduces the lifetime of the battery and it

is not clear whether the owner or the grid operator shall bear the cost related with

this technology. Although battery technology is always progressing, the prices are

still very high and this makes V2G technology not profitable or worthwhile.

Another challenge is the mobility and dynamic nature of electric vehicles. Unlike

distributed storage devices that are deployed in power systems, electric vehicles

come with many uncertainties. The availability of the vehicle, SOC, time period for

which the vehicle will support V2G, and challenge to meet owner’s charge requests
(when the vehicle is required fully charged) can be counted as some of these

uncertainties. It is true that the overall storage provided by the bulk amount of

automobiles is very high. However, it is very difficult to know the exact number of

vehicles, their exact places, and exact SOC. Accordingly, grid operators would

abstain from highly relying on the storage provided by electric vehicles.

There are real-life implementations in military bases for improved power supply

and there are good reasons for this. Due to their disciplined nature, military

applications seem to be more suitable for V2G technology than other applications.

Assessing the opportunity to use vehicles for better grid performance, the Air Force

base in Los Angles [49] has replaced its entire vehicle fleet with electric vehicles.

This has solid advantages for V2G technology:

• The vehicles will stay in the boundaries of the base most, if not all, of the time.

The mobility of the vehicles is limited and this simplifies the problem.

• The range of travel has an expected upper bound. The vehicles used in the base

will have an average distance traveled and will not fluctuate highly (as it would

be in an ordinary neighborhood with people from all walks of life).

• These vehicles are entirely owned by the military and there is no ownership and

V2G participation issues. As long as the base administration opts to implement

V2G, every vehicle would participate in it.

• Unlike commercial applications, military applications tend to care more about

reliability and durability more than the costs. Therefore, in a military applica-

tion, high cost of vehicle batteries can be justified with independent and reliable

power supply.
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The experience in military applications is valuable and sheds light to commercial

applications. Network operators are looking into reducing uncertainties and increas-

ing EV support in the grid. Some grids have introduced grid-support program for EV

owners. Unlike grid-friendly charging, grid-support program not only moves charg-

ing to off-peak hours but also uses the charge stored in the batteries to perform peak

shaving during peak hours. This is considered as a win-win situation as the grid

operator decreases its peak load while the owner receives payment for V2G partic-

ipation. In order to guarantee minimum participation, grid operators need to perform

extensive surveying and estimate the base vehicle support for any given time.

Implementation in a residential neighborhood is easy since people mostly drive

to/from school and work. Most stay home in the evening and their cars stay parked.

There are other implementation opportunities as well. Large public places and their

parking lots such as stadiums, hospitals, and universities can be utilized to reach

minimum amount of support and reduce uncertainty. As shown in Table 7.5, a

stadium or a hospital can be utilized as a V2G support hub. Supporters who came to

watch a game give a hint about the amount of time they will spend in the premises.

The grid operator will have more known parameters to perform scheduling.

Building on experiences acquired with these special implementations (military

applications, pilot projects in selected neighborhoods, public places such as stadi-

ums and hospitals) V2G technology can be implemented widely. Serious challenges

such as battery lifetime costs should be addressed as well.

7.3.3 EV Charging Technology

EV charging can be divided into three categories: household connections, fast

charging, and battery swap systems. A major obstacle in Europe especially in

large cities is that most car owners do not own a garage but park their cars at the

curb. This requires a multitude of capital-intensive public charging stations. Current

charging stations are either free or at least highly subsidized by either electricity

provider, car manufacturers, or local government [21]. There are three standards for

EV power plugs. These are the American SAE, European International Electro-

Technical Commission (IEC), and Japanese CHAdeMO standards. An international

standard is still needed and is expected in 2017. There are strong hopes that

Table 7.5 Comparison between different implementation fields

Commitment Number of EVs

Baseline EV

availability Continuity

Military base High Less Very High Continuous

Stadium Low Moderate High Only during game hours

School/university Low Moderate Moderate Seasonal

Hospital Low Moderate Moderate Continuous

Neighborhood Low High High Continuous
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induction charging might become safe and user friendly by 2020. The development

of plug-in vehicles in France is seen as a symbolic step towards more environmen-

tally friendly transport to achieve national goals. The government has also

announced an investment plan to support public infrastructure. An estimated one

million public and private battery-charging stations will be built by 2015 under the

plan. France is planning to deploy this infrastructure in all sectors of daily life, in

particular for the following groups:

• Enterprises: Charging infrastructure will be installed for captive fleet of plug-in

vehicles, such as corporate fleets.

• Public domain: Plug-in vehicles and charging infrastructure will also be

deployed in public areas, such as roadways and public parking garages.

• Residential sector: Plug-in vehicles and charging infrastructure will be made

available to individual users, with or without vehicle ownership [50].

France now counts about 6000 charging stations for electric vehicles and plans to

increase that to 8000 points by the end of the year, as Montebourg said. Figure 7.23

shows a charging station in Paris. In the UK, there are already about 5725 public

charging points and that number is growing fast, with both public and private

investment. Figure 7.23 is the map of UK charging points and their types [51].

The government’s Plugged-in Places scheme was launched to help kick-start this

process. £30 million has been allocated to eight pilot regions that will see 8500

charging points installed over the coming years. The UK Government is setting

official National Charge point Register to resolve the problem of multiple schemes

of government and private companies installing charging points and different maps

all competing to present charging point locations [51]. Three types of charging

point are currently used in the UK [51]:

• “Slow” points use a standard 3 kW (13 A) supply (6–8 h for full charge).

• “Fast” points use single- or three-phase 7–22 kW (16–32 A) supply (3–4 h).

• “Rapid” points provide 40 kW+ AC or 50 kW+ DC supply (80% charge in

30 min).

For most personal electric cars, it is expected that most charging will be

performed at home, during (off-peak) nighttime hours when electricity is cheapest.

Although a standard single-phase 13 A three-pin domestic socket is adequate to

charge a car in 6–8 h, fleet cars can be charged in company special fast point or

rapid point provided with special station arrangement [51].

7.3.4 Addressing the Interoperability Challenge

The Victorian trial discussed in Sect. 7.1.1.3.3 identified the need for having a fully

interoperable charging infrastructure to support seamless user roaming across the

providers similar to banking services and mobile phone use. Standardization and

interoperability is one of the key challenges to be resolved to open the path to
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universal charging making it easier for customers to adopt EVs. The challenge is

creating a platform where EVs could charge at any changing station and commu-

nicate with the utility grid operator enabling various functions such as billing, load

management, and utility grid-managed charge management.

Work has long started to achieve such a fully interoperable EV charging system,

not just in using standardizing smart charging hardware (the physical plug to connect

to the car) but also in the area of two-way communication between the grid and the

EV charging infrastructure. The Electric Vehicle‐Smart Grid Interoperability Center

opened in July 2013 aims to develop common standards and systems worldwide to

ensure that EVs and charging stations could work together seamlessly with the grid.

It is a joint venture between the U.S. Department of Energy (DOE) and the European

Commission’s (EC) Joint Research Centre (JRC) [52, 53].

Fig. 7.23 Charging stations in the UK [51]
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7.3.5 Communicating Between EVs, Recharging Stations,
and the Grid

International Electrotechnical Commission (IEC) has long been developing smart

grid standards specifically covering aspects that relate to how smart grid compo-

nents can effectively communicate and interact. IEC 65850 is an international

standard originally developed for substation automation systems, which described

the communication between devices in a substation and the related system require-

ments. It is an Ethernet-based standard that suggest wired exchange of protection,

control, and measurement data within a substation automation system. However, it

has been continuously expanded to cover other elements of future smart grids such

as hydroelectric power plants, wind farms, distributed energy resources, and

recently EVs. IEC 61850 defines standardized communication interfaces with

object models [54–57] describing the data and processes within a system as well

as communication methods in order to control and monitor the data and processes

within a system and its subcomponents.

IEC 61850 was recently expanded to cover the abstract object modeling for

distributed energy resources. The new subcomponent of the standard, IEC 61850-7-

420 [58, 59], mainly covered object modeling of distributed energy resources such

as photovoltaic and combined heat and power systems. A number of papers

published in the literature argued for the need to extend IEC 61850-7-420 to

cover EVs as well as suggested possible extensions to IEC 61850-7-420 for

covering information models [60, 61] that apply to electric vehicles. Such exten-

sions were not added to IEC 61850-7-420 but IEC is currently in the process of

developing the IEC TR 61850-90-8 [62] as an addition to the standard set of

documents to specially cover object models for electric mobility. Once complete,

this communication standard will define the data within an EV system through

abstract object modeling and the processes to be monitored and controlled, which

will assist in the grid integration of EVs.

7.4 Conclusion

Rising energy costs, climate and emission control requirements, and expected

decreases in the availability of petroleum supplies are driving the transition towards

electrification of transportation. This chapter has sought to enlighten the reader on

electric vehicle usage around the world by discussing their applications, electric

vehicle trials, and key learnings from these trials across three continents: America,

Europe, and Australia. Commuting trends and their impacts on the transition into

the electrification of transportation have first been analyzed across these three

continents. An impact analysis of electric vehicles on grids has also been presented

including impacts on peak demand and power quality of the network. Examples of

charging infrastructure and worldwide V2G applications have been reviewed.
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Part III

Adoption and Market Diffusion



Chapter 8

Perceptions and Adoption of EVs for Private
Use and Policy Lessons Learned

Iana Vassileva and Reinhard Madlener

Abstract Electric vehicles (EVs) are considered one of the most promising solu-

tions to mitigate greenhouse gas (GHG) emissions produced in the transport sector.

EVs have many potential advantages (e.g., in terms of avoided local and global

pollutant emissions and noise reduction), but may also create new problems (e.g., in

terms of stress on the electric distribution network or congested public transport

lanes). The ultimate pollution emission benefit depends strongly on the fuel mix for

electricity generation. Numerous governments at all levels worldwide have started

to provide monetary and other incentives to render EVs more attractive for users,

including research, development, and dissemination (RD&D) support, vehicle

subsidies, provision of charging infrastructure, and privileged usage of bus lanes

and dedicated parking lots. This chapter presents the different barriers explaining

the slow market penetration of EVs so far, consumer perceptions and misconcep-

tions, as well as lessons learned by policy makers and new empirical evidence and

insights. Early adopter characteristics and selected examples where EV uptake has

been particularly fast are also described. The conclusions show that subsidy and

other incentive programs need to be carefully designed in scope, contents, and

duration. In light of information deficiencies and misperceptions, information

provision to potential EV adopters seems to be a no-regret policy option.
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8.1 Introduction

The transport sector is one of the largest greenhouse gas (GHG)-emitting sectors.

In 2015, worldwide carbon dioxide (CO2) emissions due to transportation

amounted to about 25% of the total carbon dioxide emissions, of which approxi-

mately 75% was produced by cars and trucks. The transport sector was also

responsible for nearly 30% of the European Union’s energy consumption

[1, 2]. With this in mind, different initiatives and legislative measures have been

introduced, with the intention to control and regulate the maximum global CO2

emissions.

In the European Union (EU), where road transportation contributes to one-fifth

of the total CO2 emissions, the European Commission (EC) has set in the Climate

and Energy Framework, which targets to raise the share of renewable energy

sources to 27% and to reduce GHG emissions by 40% until 2030 [3]. Moreover,

a white paper introducing the Roadmap to a Single European Transport Area,
includes goals aiming at zero conventionally-fueled cars in cities until 2050, and a

50% shift of medium-distance intercity journeys from road to rail and waterborne

transport, which is expected to contribute to a 60% cut in transport emissions by the

middle of the century [4].

There are several regulations aimed at reducing emissions and promoting the

electrification of road transport either directly or indirectly. An example is the EC

Regulation No. 443/2009, setting the limit for CO2 emissions for all new cars to

130 g CO2/km, which is intended to be reduced to 95 g CO2 from 2020 [5]. Some of

the latest data presented by the EC shows that the average emission level of new

cars sold in 2014 was 123.4 g of CO2/km, which is significantly below the 2015

target of 130 g/km [1, 2].

In the case of the USA, the Environmental Protection Agency (EPA) has set

different standards targeting GHG emission reduction and improvement of fuel

economy. For cars produced between 2017 and 2025, the CO2 emissions are

expected to decrease from 131 g CO2/km to 88.8 g CO2/km, respectively. Although

these reductions are expected to occur mainly through improvement of internal

combustion engines, the electrification of roads and an increase in the use of EVs

are also foreseen [6].

Since the global tendency indicates that private ownership of personal vehicles

will continue to increase (especially in developing countries and in countries where

car sharing and public transport are not considered as attractive alternatives), the

promotion of EVs—in this chapter referring to battery electric vehicles, plug-in

hybrid electric vehicles, and extended-range electric vehicles—plays an essential

role in the efforts towards CO2 emission mitigation and, more generally, sustain-

ability in the transport sector.

It has been argued, however, that EVs are not completely environmentally

friendly when viewed from a life cycle and total systems perspective, and that a

successful reduction of CO2 and other pollutant emissions associated to EVs is

strongly dependent on the fuel mix of electricity generation [7–9] as well as the
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distance driven [10]. Soret et al. [11] estimated the potential impacts of EVs on

urban air quality in the Spanish cities of Madrid and Barcelona. The two cities

suffered from exceeded annual and hourly limit values of atmospheric pollutant

emissions, recording air quality problems on several occasions. The scenarios

considered, assuming different EV penetration rates, showed that the most ambi-

tious scenario of a 40% penetration rate would cause reductions in the total nitrous

oxide (NOx) emissions of between 11 and 17%, translating into air quality

improvement of 8–16% for the maximum hourly values. Additionally, the over-

night charging of EVs showed no significant increases for any type of local air

pollutant in the city. However, hourly maximum concentrations of ozone (O3)

increased due to the decrease of NOx emissions.

When taking into consideration the overall impacts on airborne emissions,

manufacturing, use, and recycling should all be included in the analysis. When

examining the manufacturing processes, the chassis and body of both conventional

and electric vehicles are quite similar. Still, EVs do not need fuel tanks, exhaust

systems, and gearboxes. Moreover, the efficiency of internal combustion engines

(ICEs) ranges between 28 and 30%, while electric motors can reach up to 95%.

Based on some of the previously mentioned parameters, LCA studies have

established that the environmental impacts of gasoline vehicles are significantly

higher. However, by how much again depends to a large extent on the electricity

mix and the vehicle mileage. Some researchers have found that, compared to the

average ICE vehicle, electric cars are more environmentally benign, especially in

countries with low GHG emissions [12].

Additionally, the users play an important role when it comes to saving energy that

is consumed by EVs. Personal travel and driving behavior impact on EV perfor-

mance, which affects the energy consumption associated with driving EVs

[13]. Some of these factors are technological (fuel efficiency, brake energy recu-

peration, start/stop automatic, electronic devices), social (car-sharing initiatives,

neighborhood/bandwagoning effects), demographic (age, gender), economic
(income, fuel prices), and environmental (urbanization), among others [14]. As an

example, drivers would need to adapt their driving style to regenerative breaking, or

plan their trips according to the charging infrastructure availability, in order to

maximize the distance traveled with one charge [15].

Apart from CO2 emission reduction, compared to conventional vehicles, EVs

have additional advantages that, among others, have been summarized in Garcı́a-

Villalobos et al. [16]. These include the reduction of energy dependence from

oil-producing companies; overall reduction of air pollution, and consequently

improving citizens’ health, and EV’s interaction with the grid, which can improve

efficiency and reliability, depending on the charging strategy used [17–21].

The magnitudes of the above-mentioned advantages are very much dependent on

the degree of EV uptake by the consumers (and of course other adopter categories as

well, such as commercial vehicle fleet managers), and the way the EV users will be

driving the vehicles. Due to the significant role of the consumer, this chapter puts the

emphasis mainly on the adopter and user perspectives, as well as the impacts on

the market penetration of EVs. This includes preferences and willingness to pay for
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different alternative fuel vehicles (AEVs), AEV characteristics, and different cases

where EVs have been successfully implemented. A good overview of the advances

in consumer EV adoption research is provided in Rezvani et al. [22].

8.2 Preferences Regarding Alternative Fuel Vehicle
Characteristics

Different types of alternative energy sources are used to mobilize vehicles (e.g.,

liquefied petroleum gas/LPG, compressed natural gas/CNG, ethanol, methanol,

biodiesel, fuel cells, and electricity) and typically chosen based on cost and comfort

considerations, existing infrastructure, as well as the countries’ relevant environ-
mental regulation and policy schemes (incl. specific R&D and technology promo-

tion). Despite their mostly positive overall environmental balance relative to

conventional fossil-fueled mobility, each of these alternative fuels (and related

type of AFV) has also some disadvantages, e.g., in terms of infrastructure and

storage challenges, high initial purchase cost/long payback period, low vehicle

range, and long fuel-filling time or low density of fueling stations.

A recent comparative analysis study carried out by Ugurlu and Oztuna [23]

provides insights regarding AFVs and comparing them with each other for

distinguishing factors. The authors conclude that the most important factors for

acceptance of AFVs include the initial purchase cost of the system, fuel costs,

fueling station availability, fuel-filling duration, vehicle range, as well as perfor-

mance and environmental impacts. Based on the authors’ analysis and comparisons,

LPG and CNG seemed to be the best options from an economic perspective, while

EVs and fuel cell vehicles were considered the best option from an environmental

point of view.

In order to evaluate the consumers’ perceptions and individual preferences,

based on a nationwide discrete choice experiment among potential car buyers in

Germany, Hackbarth and Madlener [24] investigated the willingness to pay for a

variety of AFV attribute improvements. The authors found that the willingness to

pay for improvements of the different vehicle characteristics studied varied con-

siderably across consumer goods. Interestingly, individuals who at first glance share

many socio-demographic characteristics may nevertheless have very different

preferences when it comes to AFVs. The authors find that, on average, AFVs are

disliked, and that only in one of six classes of adopters identified battery electric

vehicles are actually being favored over conventional fuel vehicles (but among

several other types of AFVs). AFV “aficionados” are characterized by being

younger, environmentally aware, and slightly less educated buyers of smaller

(and cheaper) cars; they have high daily mileages and only moderate technical

interest. Plug-in electric vehicles, in particular, also find enthusiasts among the

older and technophile buyers of larger (and more expensive) cars. Moreover,

vehicle attributes are found to need to meet some minimum requirements for
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considering AFVs. Interestingly, certain improvements of vehicle attributes could

increase the demand for AFVs cost-effectively, and consumers would accept

markups for some of these attributes at a level that could enable their private sector

provision and economical operation (e.g., fast-charging stations). Under present

conditions, however, other attributes are found to need governmental support in

order to compensate for an insufficient valuation (e.g., battery capacity).

In Hackbarth and Madlener [25], an earlier study of the same authors, they

build on a rich body of literature on the demand for AFVs, but expand the earlier

studies by additionally investigating plug-in hybrid EVs (PHEVs) as choice

alternatives, as well as taking driving range, recharging time, and governmental

incentives as additional vehicle attributes into account, in order to more realisti-

cally analyze consumer preferences regarding electric mobility. The seven vehicle

types considered are described by purchase price, fuel cost, CO2 emissions,

driving range, fuel availability, refueling time, battery recharging time, and policy

incentives. Driving range is found to have a positive impact on AFV adoption. As

expected, it also affects the car-purchasing decision concerning BEVs more

strongly, compared with the other fuel types. The almost doubled value of the

coefficient is striking, indicating that car buyers indeed assign high values to an

improvement of the limited driving ranges. The density of the filling station

network also impacts vehicle choice positively: a widespread refueling infrastruc-

ture decreases the risk of being stranded with an empty tank or battery. Interest-

ingly, refueling time of fuel-based vehicles does not seem to be a crucial factor,

provided that it does not exceed the upper bound allowed of 10 min. The case is

different for the battery recharging time, which is highly significant and nega-

tively signed, indicating that a prolongation of the recharging process strongly

decreases the utility of the respective vehicle. Confirming our assumption, the

magnitude of this effect is dependent on the degree of electrification of the

considered vehicles, which implies that the impact of a lacking fast-charging

infrastructure on the choice of a battery EV is more severe than for a bi-fueled

PHEV. Governmental incentives also affect vehicle choice positively, irrespective

of whether they are monetary or of some other kind (free parking, bus lane usage,

etc.). The car segment demanded affects the fuel type choice as well; for instance,

consumers who indicated the purchase of a smaller vehicle were found to more

likely choose a battery EV. The authors conclude that the choice probabilities of

PHEVs could be increased with a manageable government purchase grant, while

limited financial and nonmonetary government incentives appear unable to speed

up the adoption of battery EVs. Finally, battery-leasing contracts are found to

have almost no influence on vehicle alternatives, with battery EVs showing only

small market share increases. An improvement of the driving range to 750 km for

battery EVs is identified to have the same effect as a forceful joint action by the

government and the private sector, although the latter policy intervention has a

more pronounced effect on electric mobility overall, as it also boosts the demand

for PHEVs and fuel cell EVs.
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8.3 Penetration of Electric Vehicles and Policy
Implications

8.3.1 Market Uptake

In general, results from market research suggest that EVs are not yet fully compet-

itive and that the demand is still quite weak. Therefore, it is important to understand

and identify the main driving forces explaining the consumers’ decisions regarding
the adoption and use of EVs.

The EVs’ purchasing process follows the typical, well-defined steps for any

purchase activity: starting with a need or recognition, followed by information
search, evaluation of different alternatives, purchase decision and, finally, post-
purchase evaluation.

The success of EV market penetration is considered dependent on several

criteria analyzed in Zubaryeva et al. [26]. According to the demography criteria,
early adopters have often higher incomes, which is why wealthier countries will

typically adopt (at least capital-intensive) innovations earlier; also, individuals

living in more densely populated urban areas might be more predisposed to

purchasing EVs than those living in rural areas. The environmental criteria includes
the daily and seasonal temperature variations, which affect the battery performance,

and the “well-to-wheel” CO2 emissions, which include those generated during the

fuel/energy production and the use of fuel by the vehicle. Among the economic
criteria, the fuel price is one of the most decisive for the EV market uptake:

consumers are more willing to buy EVs when fuel prices are rising, especially in

countries where battery charging is free. State incentives also help consumers to

choose EVs over conventional vehicles. Regarding the energy criteria, which
comprise the electricity mix and energy security, spare storage capacity of EVs

can help to tackle the stability issues caused by the intermittent renewable energy

sources on the electric grid. The transport criteria indicate that EV market pene-

tration could be facilitated when targeting, at least initially, private households that

are interested in having a second car (see also [27]). The commuting behavior of

consumers also affects the choice of purchasing EVs; according to a survey, 60% of

drivers in Europe, despite driving less than 160 km a day, would not consider a

driving range of less than 160 km as acceptable (Ernst & Young [28]).

Following the previously mentioned purchasing steps, Larson et al. [29] described

themotivators and purchasing decisions gathered from consumers living inManitoba,

Canada. Regardless of the type of car, conventional or electric, the consumers stated

that when purchasing their next car, the decision would be based mainly on reliability

and secondly on handling in winter conditions, followed by the fuel efficiency,

operating costs, and purchase/lease price, among others. The EV-specific character-

istics that consumers considered as most important begin with the battery range

meeting daily needs, followed by the ability to charge the battery at home; the total

cost of the car, including purchase price and operating costs; the ability to charge the

battery at work; the possibility to charge the battery quickly; the use of local-produced

electricity as fuel; and, at last, subsidies and tax reductions.
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In many countries, one of the main reasons for the slow EV uptake is the high

purchase costs. Results presented by Hidrue et al. [30] show that the intention to pay

for EVs is affected by the consumers’ socio-demographic characteristics, their

perceived lifestyle, and expectations regarding price development. Payback periods

for EVs were found to vary between 6 and 8 years, which is longer if compared

to conventional vehicles for which the period varies between three and five [31].

Moreover, the “resale anxiety” also discourages consumers from adopting EVs, due

to the current immaturity of the markets and unknown resale values of EVs [32].

Based on their results, Lim et al. [33] suggest that allowing consumers to lease the

EV batteries rather than buying them could reduce resale anxiety markedly and

consequently lead to higher adoption levels, at least in the initial stages of market

development.

A possible solution to the high initial costs is suggested based on a project

carried out in Amsterdam (the Netherlands), where matching battery size to specific

consumer needs is expected to significantly reduce initial purchasing costs: offering

smaller batteries to users that typically drive short distances or that count on reliable

charging infrastructure [34].

Other barriers holding car buyers back from deciding in favor of an electric car

include limited range, high battery costs, accessibility to charging stations, long

recharging times, low battery production volumes, and high costs of recharging

infrastructure, among others [29]. With time, some of the initially considered

negative EV characteristics have been contemplated by consumers as an advantage.

For instance, results from a survey recently carried out in Germany suggest that the

low levels of noise are regarded as something negative, mainly because of the safety

issues and due to relevant feedback related to the engine noise typical for conven-

tional vehicles. However, after driving EVs, drivers considered the quietness of the

motor a positive experience [35].

In a recent study carried out by Accenture [36], in total seven factors have been

identified as the main contributors to a long-term viable EV market growth.

Currently, automotive original equipment manufacturers (OEMs) need to overcome

challenges such as the need for different value chains and processes, the consumers’
perceptions of practicality and functionality, and the potential advantages of EVs

relative to possible disadvantages in terms of cost, cost savings, convenience, travel

range, and low density or unavailability (e.g., at home or work) of charging

infrastructure. The first of these seven factors is related to government regulations

and subsidies targeting CO2 emission reductions, or the tendency of cities towards

increasing their sustainability and becoming “smart.” Other factors include the

integration of EVs within the product portfolios of OEMs; the collaboration within

the e-Mobility value chain; provision of convenient charging infrastructure (with

OEMs currently offering home-charging solutions with EV purchases); inclusion of

innovative solutions to customers; and adjustment of their core operations and

processes (e.g., services related to battery maintenance or replacement). The last

approach for achieving a successful EV market adoption is the reduction of

customer anxiety and the provision of consumers with what they expect from a

positive e-Mobility experience.
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As mentioned earlier, range anxiety—or the concern that EV batteries lose their

power before reaching a destination or a charging station—is one of the main

challenges preventing consumers from purchasing electric vehicles. In fact, recent

research carried out by Achtnicht et al. [37], Krupa et al. [38], and Li et al. [39]

indicates that the consumers’ decision to purchase an electric vehicle is directly

related to the availability of charging stations. Additional concerns include the

types of chargers and their compatibility with the corresponding vehicle

requirements.

Bonges III and Lusk [40] explored how new designs and placements of parking

spaces and chargers could further improve the EV user’s experience and attract the
attention of potential EV users. As an example, a charger located in the corner of a

parking lot may only be reached by one vehicle; a charger placed along the edge of

a parking lot could reach two vehicles, and one in the middle of the rows could

make it possible for four vehicles to be charged simultaneously. The authors

additionally discussed possible solutions to free parking/charging spaces becoming

overcrowded, or of lots being occupied even after the vehicle has been fully charged

and the use of different kinds of permit/access cards (e.g., giving charging priority

to BEVs over PHEVs or giving the permission to other EV drivers to unplug fully

charged vehicles in order to plug in their own car). In conclusion, the authors draw

the attention not only to the number of charging systems but also to their effective-

ness, and to the need for regulation that allows unplugging charged EVs and

eliminating the liability or activation of car alarms when the cars are unplugged

by others than the owners of the vehicles.

In any case, studies evaluating driving behavior have demonstrated that the

average distance before charging was way below the maximum range of the

vehicles, in some cases 83% of charge events occurred when the vehicle had

more than half of its maximum allowable range remaining [41]. This information,

if combined with the overall short daily driving distances, could help reducing

range anxiety issues and change the consumers’ negative perception about EV

battery technology being insufficient for daily use.

Another opportunity to increase the market share of electric vehicles in countries

where this type of transportation constitutes a sustainable option is to target

multicar households. A comparative study recently carried out by Jakobsson et al.

[27] shows that, from a technical and economic point of view, battery electric

vehicles are considered as more suitable as second cars in multicar households,

mainly due to their lower need for adaptation and the fact that the second car is

typically used for short distances. Moreover, in a survey carried out by Vassileva

and Campillo [42] results showed that in Sweden a remarkable 82% of EV owners

with more than one car in the household use their electric vehicle as their primary

vehicle, which could be an indication of consumers gaining confidence and losing

misconceptions.

In order to overcome market barriers and develop further adoption strategies, the

characteristics of “early adopters” have been identified and analyzed in many

countries. Curtin et al. [43] surveyed a representative for the US sample, to find

out that the typical potential PHEV buyer is wealthy, with high pro-environmental
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attitudes, who wants to demonstrate these to others by driving an environmentally

friendly vehicle. Hidrue et al. [30] characterized early adopters to be young or

middle aged, with a bachelor degree or higher; and, although income was not found

to have any significant impact among US buyers, economic motives had a higher

impact than environmental considerations. In contrast, results for Germany show

that early adopters are typically middle-aged, full-time working male, with families

who travel quite often since they live in areas outside the city [10]. Note that this is

not in all respects in line with the above-described findings of Hackbarth and

Madlener [24, 25] regarding individuals’ preferences and early adopter character-

istics, though. In a recent study in Sweden, based on results from 247 surveyed EV

owners, early adopters have been characterized as male (81%), between 40 and

45 years old, with high incomes and university degrees (77%), and mostly being

part of two- or four-member families [42].

Despite many studies showing that EV drivers typically live in large cities, there

are also findings that suggest that EVs are more likely bought by drivers living in

smaller cities, where, firstly, owning a car is more common and, secondly, having

an EV is often more cost-effective [10]. This is also the case for early adopters in

Sweden, where survey results indicate that the majority of private EV owners who

registered their vehicles by March 2015 did not live in large cities [42].

In order to overcome the market uptake barriers and to encourage consumers to

actually buy EVs, state and local governments in many countries have initiated

incentive and subsidy programs, policies, and other initiatives. One example is the

EVI (Electric Vehicle Initiative) that includes more than 15 governments from

Africa, Asia, Europe, and North America, launched in 2010. By 2012, EVI

accounted for 90% of the world electric vehicle stock (led by the USA with

38%, followed by Asia with 24%). The initiative strives at encouraging the

development of national deployment goals; leading a network of cities to share

experiences and lessons learned; sharing information on public investment in

research, development, and demonstration (RD&D) programs to ensure that gaps

in vehicle technology development are well addressed; and engaging private-sector

stakeholders [44].

Li et al. [45] report on lessons learned from business innovation and govern-

mental regulation for promoting EVs in Shenzhen, China. They find, though

focusing mainly on bus and taxi fleets, that the city has succeeded in fostering a

distinct government-enterprise cooperation model, thus reducing financial pressure

on the local government to promote the use of EVs, but also providing significant

leeway to experiment with different innovative business models. Overall, they

conclude that EV adoption can be further fostered by encouraging private invest-

ment in charging infrastructure by means of public-private partnerships and by

standardizing EV technologies and production in order to break down local pro-

tectionism in the EV market.

Governments in Europe intend to promote EV sales by setting up adoption

targets; for Europe as a whole, by 2020 the targets are set to eight to nine million

EVs. The different European countries have set their own limits, e.g., the goals for

France are two million vehicles; Germany, Spain, and the Netherlands are each
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targeting one million; accompanied by incentive plans, one of the most generous is

Norway, offering approximately €17,000 for the purchase of a new EV ([31]; see

also [46]).

For 2014, the shares of EVs (battery electric and plug-in hybrid electric) in

11 different developed countries around the world are depicted in Fig. 8.1. The two

by far highest shares of Norway and the Netherlands are striking.

Although the results suggest that financial incentives may not be the most cost-

efficient method of reaching higher market uptake [48], some of the initiatives and

subsidy programs have nevertheless effectively supported the rapid market uptake

in many countries, some examples of which are described next.

8.3.2 Examples of Rapid EV Adoption and Lessons Learned

The USA, Japan, and Norway are considered to have one of the highest EV market

penetration rates in absolute terms [49]. Their cases and lessons learned are

presented in this section.

8.3.2.1 USA: California

In relation to the goal of the Obama Administration of reaching one million EVs on

US roads by 2015, a federal tax credit of up to US$7500 has been established

depending on the vehicle’s battery capacity and for eligible EVs purchased in or

after 2010 [50]. Additionally, the different states have implemented their own
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incentive programs. California, one of the most pro-environmental states, started

the Zero Emission Vehicle (ZEV) regulation, controlling both smog-causing pol-

lutants and GHG emissions within the same package of standards. The ZEV

regulation is expected to increase the use of this type of vehicle to 1.5 million

ZEV cars by 2025 [51]. In February 2013, the Governor’s Interagency Working

Group on Zero Emission Vehicles published the so-called ZEV Action Plan,

establishing milestones and strategies to overcome some of the current barriers.

The ZEV Action Plan focuses on four distinct goals: (1) complete needed infra-

structure and planning; (2) increase consumer awareness and demand; (3) trans-

form the fleet; and (4) grow jobs and investment in the private sector. Regarding the

“Consumer awareness and demand,” the Action Plan stipulates an increased par-

ticipation in consumer outreach campaigns, targeting awareness and information

regarding the ZEVs’ benefits and availability, as well as the continuation of

strategies such as high-occupancy vehicle (HOV) lane access for ZEVs or different

rebates and subsidies [52]. Regarding investments in infrastructure, in 2010 the

State of California accounted for 80% of the total charging stations installed in the

USA overall [53].

The impact of efforts and strategies carried out in California over the previous

decades is showing positive results when it comes to the acceptance and purchase of

EVs. A survey, carried out at the end of 2011, shows that consumers with the

highest interest in purchasing EVs were located in San Francisco, CA, followed by

drivers living in other major Californian cities, such as Los Angeles and San Diego,

ranking 5th and 7th, respectively [54].

Another study carried out for California showed that, by October 2013, there

were more than 45,000 EVs purchased in the sunshine state. The results regarding

the motivation behind purchasing EVs were analyzed for the three most frequently

sold cars: Nissan Leaf, Chevrolet Volt, and Toyota Prius Plug-in-Hybrid. Owners of

the Nissan Leaf listed “environment” (38%) as the main motivational factor;

“saving money” was chosen by 34% of the owners of the Chevrolet Volt; in

contrast, 57% of the consumers driving a Toyota Prius PHEV selected the “HOV

lane access” as their main motivational factor [55].

The early adopters were characterized as being young, with high incomes,

purchasing EVs as an additional car; also, based on existing infrastructure invest-

ments and weather conditions, early adopters in the US market would primarily live

in California [53].

However, on a national level, there are still EV market penetration barriers to

overcome. With the aim of explaining the overall low EV market penetration rates

in the USA, Krause et al. [56] examined the consumer perception of EVs from

21 cities, and found several important misconceptions regarding basic EV features.

High maintenance cost of EVs in comparison to conventional vehicles, for instance,

was one of the factors that most surveyed users believed in, overlooking for

example the fact that EVs do not need oil changes, filter replacements, etc. Only

5.5% of the respondents living in states offering purchase credits, as for instance

California, where a US$5000 tax credit refund has been offered until 2012

(being reduced to US$2500 afterwards), are aware of these monetary incentives.
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The results from this study show once again that consumers more likely to

purchase EVs are young males, with high education and with pro-environmental

beliefs.

As in other countries around the world, the USA still needs to overcome barriers,

especially linked to consumers’ low awareness, knowledge, and information avail-

ability that are preventing EV market update in large numbers.

8.3.2.2 Europe: Norway

Before turning to the country with currently the largest number of EVs per capita

worldwide, Norway, we take a more European perspective. Aside from different

legislations and regulations, the European Union has been promoting citizens’
awareness and use of electric vehicles through several projects. One of them, the

Electric Vehicles for Urban Europe, was a four-and-a-half-year project, where

preferable options were suggested for cities to use EV technology in an optimal

way. Three such options are the following: (1) the suggestion of promoting shared,

instead of private, electric vehicles; (2) limit the duration of incentives

and subsidies; and (3) recommendations for urban policy makers to develop

frameworks that will suggest to consumers that the EVs are not just a temporary

technology [57]. The idea of “shared EVs” (as one variant of car sharing) might be

quite promising since it has been estimated that, in Europe, 50% of the

passenger cars belong to companies operating entire vehicle fleet, such as car

rental agencies and corporations. The advantages making fleet organizations

important to early adopters of EVs include, among others, (1) a frequent and

intense usage; (2) centralized refueling stations; and (3) a better understanding of

lifetime vehicle costs. The results of several studies investigating the reasons

for organizations to prefer EVs suggest that using new technology, lower environ-

mental impact, and attractive incentives play a decisive role in the selection

process [31, 58].

EU support measures for EVs have been reviewed by Gass et al. [59], presenting

also a case study on the impact of alternative policy instruments for promoting EV

adoption in Austria based on total cost of ownership (TCO) calculations. The TCO

calculations were based on technical and cost data obtained from a survey carried

out among automobile manufacturers and importers in Austria, and accounted for

expected cost reduction trends. The authors found that taxes (based on CO2 or fuel

efficiency) would have to be prohibitively high to render electric cars competitive

against conventional ones, and that some up-front price support scheme seems

favorable also in light of the higher weight assigned by consumers to up-front costs

than to operating costs.

Norwegian support measures were compared and contrasted with those adopted

in Austria by Figenbaum et al. [60]. In Austria, market stimulation for EVs is based

on governmental support for so-called “Model Regions”. In Norway, the incentives

are at least threefold (direct, fiscal, and incentives providing relative advantages in

order to rebalance certain drawbacks). The authors concluded that successful
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market diffusion of EVs requires massive, expensive, and combined policies, and

that central government backing, long-term commitment, and market-oriented

incentives can help to reduce the perceived risks for market players on both the

supply side (such as car importers) and the demand side (adopters). They also

recommend that the lack of knowledge regarding EVs in the population at large

needs to be tackled.

The local promotion of EVs in Italian cities has been described for two munic-

ipalities in the Marche region. The authors proposed guidelines for the local

promotion of electric mobility, and pointed out the important role of the local

utilities as operators of the distribution grid and important players to build up the

public charging station infrastructure. In their study, the authors suggest that urban

charging station infrastructure could be operated profitably without incentives, with

payback periods of only 4–5 years in the most conservative scenario analyzed

[61]. Norway has set to reduce CO2 emissions by 16 Mt CO2 eq. by 2020, which

is 25% lower than the reference period [62]. The country has the advantage of using

hydropower as the main energy source, making the use of EVs a sustainable

solution. As can be seen in Fig. 8.1, Norway is among the countries with the

most rapid EV market penetration in Europe, both in absolute and relative terms:

as of September 2015, there were 66, 276 (89.2%) battery electric vehicles and

8006 (10.85%) PHEVs registered [63]. In September, October, and November of

2013, EVs were the most often sold type of vehicle in Norway. In 2009, the country

installed extensive charging infrastructure, which, combined with high financial

incentives, allowed the country to be one of the top users of EVs [49, 60, 64]. Some

of the most relevant incentives include exemptions on purchasing tax, toll road

charges, taxes related to registration, and the yearly circulation tax; free parking and

charging at publicly funded charging stations; and permission to use bus lanes;

among others. The Norwegian Government also has plans to install fast-charging

stations nearby highways in order to manage consumer concerns regarding battery-

charging issues. Additionally, higher taxes on gasoline- and diesel-fueled vehicles

are imposedon top of the 25% value-added tax (VAT). All these incentives form

part of the so-called Norwegian EV policy, which is an integral part of the Climate

Agreement passed on by the Norwegian Parliament [46].

Holtsmark and Skonhof [46] and Aasness and Odeck [64] also analyzed the

negative (and often unintended) effects of such incentives. Results showed that EVs

in Norway were bought mainly as a second vehicle, used to replace short trips that

otherwise would have been done by walking, cycling, or using public transporta-

tion, to some extent canceling out in this way the positive effects of EVs on GHG

emissions. By providing free parking and allowing the use of bus lanes, EVs were

used by drivers as a cost- and time-saving option for driving to Oslo, from two of

the municipalities with highest ownership of EVs in the country, reducing toll

revenues markedly and slowing down public transport on the dedicated lanes.

The authors further found that marginal external costs of EVs in Norway are

about the same as for conventional vehicles. The authors overall recommend that

the approach adopted in Norway should not be copied in other countries without

due consideration of the different situations and the (avoidable) adverse effects.
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In fact, some of the arguments of the neighboring country, Sweden, for not

providing strong political and incentive support are based on a similar dilemma:

Should government investments focus on building EV charging stations, or is it

better to concentrate on policy measures that would help shifting from private to

public transportation [65]?

Regarding the user characteristics, EV drivers in Norway were found to have

high income and higher education, and to be motivated by saving money and/or

environmental topics. In fact, 41% of consumers that bought an electric vehicle in

Norway stated that “saving money” was one of their main reasons [31].

8.3.2.3 Asia: Japan

Japan’s first EV incentive program began as early as in the 1990s, and has been one

of several incentive programs that helped the country reach a leading position in EV

sales in 2012, with a 28% market share of global sales [46]. Indeed, for more than

10 years, Japan has been one of the leading countries in the development of EVs,

accompanied by ambitious incentive programs for EV buyers, including subsidies

covering half of the additional cost of an EV in comparison to a conventional

vehicle [66]. The Japanese Ministry of Transport has supported several RD&D

programs and has helped companies to promote the adoption and use of EVs. As an

example, the ECO-Station project, which started in 1993, had the intention to build

approximately 1000 charging stations (mainly fast-charging stations, combined

with night energy storage systems). The early adoption programs induced the

adoption of 655 EVs between 1977 and 1996.

Between 1990 and 1998, the Californian ZEV mandate mentioned above stim-

ulated the Japanese federal government and manufacturers (mainly Toyota, Nissan,

and Honda) to enter the EV development race during which the main focus was on

batteries. As a result, the lithium battery project (LIBES) developed a Li-ion battery

that was used, for instance, in the Nissan Hypermini [67]. In fact, US policy makers

focused on the Nissan case for being the only manufacturer worldwide using more

advanced lithium batteries [66].

Moreover, in Japan only nationally manufactured EVs were sold, providing

evidence for the importance of national manufacturers’ investments in EVs and

their impact on market penetration [49].

In order to discover the characteristics of the early adopters in Japan, Radtke et al.

[68] surveyed more than 1000 people that had purchased a new EV in the past two

years. The EV drivers consider their cars as a perfect example of leading-edge

technology; they invest time and money to keep up with the latest trends; they

have high pro-environmental values; and women turned out to be the most excited

persons regarding purchasing new models, mainly explained by their wish to be

more “eco-friendly” and also by the fact that they generally dislike refueling their

conventional cars with gasoline. The study identified a number of strong barriers

preventing possible buyers from purchasing EVs: high prices (even after the
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rebates), the low number of charging stations (especially in the areas where the

respondents live), and the limited travel range.

Based on Japan’s experience, the report suggests that there is a high need for

education and information dissemination in order to match consumer needs and

expectations regarding purchasing EVs.

8.4 Conclusions

This chapter evaluates the different aspects of electric vehicles, independently of

their type and from a consumer perspective. Overall, EVs are considered to have a

positive impact on the environment, especially regarding GHG emissions.

However, despite countries around the world implementing subsidy and other

incentive programs for increasing the market uptake of EVs, many consumers

still consider such of vehicles as “work in progress,” i.e., as not yet mature. Even

though for many drivers EVs are a symbol of environmental friendliness, techno-

logical novelty, and pro-social values, several important barriers are found to slow

down EV mass market development, including high vehicle and battery prices, low

driving range, and insufficient and inconveniently placed charging stations. Gov-

ernmental subsidy programs and their duration also need to be evaluated carefully,

as in some cases they might become counterproductive in the battle towards

reducing GHG emissions, e.g., where consumers buy EVs as an additional car

and using it instead of walking or using public transportation, or where the

electricity generation mix is still dominated by coal-fired power plants. Addition-

ally, many consumers still have misconceptions about the EVs’ capabilities, for
instance regarding their driving range and lack of noise while driving. These

mistaken beliefs or lack of information could be overcome by the introduction of

new business models and marketing and education strategies that can be based on

early adopter characteristics and used to attract new EV users.
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