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v

 This book started so many years ago. On those times, most researchers on 
medical imaging were involved in how to obtain the best images to achieve 
accurate diagnosis in clinical medicine. Detecting lesions and knowing the 
nature of what was found and how these fi ndings impact treatment were the 
hallmarks of radiology for years. Our contribution was to initiate quantitative 
approaches to improve the way radiology was performed. In some way, mea-
surements were not usual in the radiology departments, and, even, they were 
considered an inappropriate way to describe lesions when compared with the 
art of reporting images. 

 In this book on imaging biomarkers, we tried to describe how quantitative 
imaging changes the way we should interact with other physicians and 
patients from the fi rst idea to the fi nal clinical application. Imaging biomark-
ers might generate spatially and time-resolved in vivo maps of the distribu-
tion of some relevant disease hallmarks in individual patients. 

 The different chapters will deal with the shift in paradigm from descriptive 
signs and radiological fi ndings toward a precision medicine where imaging 
plays a major role in the detection, grading, and localization of tissue abnor-
malities. The different international initiatives for the promotion of imaging 
biomarkers will be presented, together with the defi nition of their stepwise 
pipeline development. All the different parts to be considered when dealing 
with biomarkers will be precisely defi ned, starting from the biological basis 
and clinical question to be answered through the acquisition modalities and 
protocols defi nition, image preparation, and analysis. Those aspects related to 
how and where the measurements should be obtained, their main biases and 
sources of uncertainty, the reproducibility of the results and their validation, 
and the appropriate reporting to effi ciently communicate the results are key 
aspects of this monograph. Ultimately, main clinical indications, pitfalls, and 
big data aspects of imaging biomarkers will be also presented. Some exam-
ples of imaging biomarkers in neurodegenerative diseases, brain and breast 
tumors, lung and cardiac diseases, and musculoskeletal and diffuse liver dis-
orders will highlight their clinical relevance. 

 We hope that this text will be helpful for readers with very different back-
grounds, who need to quantify and analyze imaging data to critically answer 
interesting clinical questions. Although this book is not intended to be a man-
ual, it concentrates ideas and concepts relevant to most radiologists and bio-
medical engineers looking for fundamental concepts in radiomics and virtual 
biopsies. It is our understanding that in silico computational models obtained 

  Pref ace   



vi

from medical images and patient-specifi c processing have a great promise 
and expectation toward more effective and enduring disease ontology, signa-
tures, and therapies. 

 We are indebted to many people who allowed this book to come into exis-
tence, mainly the authors and researchers whom we interacted with all over 
these years, and of course our families, who allowed us to spend time and 
energy in this beautiful and precise project.  

  Valencia, Spain     Luis     Martí-Bonmatí    
   July 2016  Angel Alberich-Bayarri
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of Imaging Biomarkers                     
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1.1          Background 

 Qualitative, subjective interpretations of medical 
images, which have been the backbone of image 
interpretation for the past century, provide useful 
information to the treating physician. This proce-
dure will continue for some time into the future, 
since the alternative method of automatic reading 
of images by artifi cial intelligence is not devel-
oped enough to replace the trained and experi-
enced observer with his/her ability to interpret and 
judge during image reading sessions. Nevertheless, 
subjective and, therefore, qualitative interpreta-
tions are observer dependent and highly variable, 
and variability inevitably degrades outcomes in 
healthcare in general. Extracting objective, quanti-
tative results from medical images is one way to 
reduce the variability associated with medical 
image interpretation and, thus, obtain relevant and 
useful quantitative results, which will improve 
patient outcomes. 

 During the past two decades, advances in 
medical imaging technology have offered the 
possibility to extract high-resolution anatomic, 
physiologic, functional, biochemical, and meta-
bolic information from clinical images, all of 

which refl ect the molecular composition of the 
healthy or diseased tissue of organs imaged in the 
human body. With appropriate calibration, most 
of these imaging technologies can provide quan-
titative information about specifi c properties of 
the tissues being imaged. 

 The  computed tomography (CT)  signal is lin-
early proportional to atomic density and has high 
spatial resolution. It can provide accurate dis-
tance measurements (e.g., tumor dimensions or 
volumetry [ 1 ]), basic tissue characterization, 
quantitative physiologic information related to 
perfusion [ 2 ,  3 ] or necrosis [ 4 ], angiographic 
information, and quantitative functional informa-
tion using dynamic contrast techniques. 

 The  positron emission tomography (PET)  sig-
nal is linearly proportional to atomic decay 
events and has high sensitivity. If the physiology 
of the labeled substance being detected is known, 
it can be related to the PET signal magnitude of 
the molecular substrates of interest. [ 5 ] PET 
radiopharmaceuticals can be developed to assay 
a wide variety of physiologic or molecular func-
tions. CT provides attenuation correction data 
for PET imaging with PET/CT, although 
contrast- enhanced CT will also give diagnostic 
information [ 6 ]. 

  Magnetic resonance imaging (MRI)  signals 
are complex: they are quantitatively, but nonlin-
early, related to T1 and T2 relaxation phenom-
ena, as well as proton density distribution and/or 
other physiologic and functional features, such as 
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fl ow, permeability, diffusion, and cell density, 
among others. Nevertheless, with appropriate 
calibration and standardization, MRI techniques 
can be devised in which the signal response is a 
quantitative indicator of tissue structure and 
function [ 7 – 11 ]. 

  Ultrasound  data are also complex, but, again, 
with appropriate calibration and standardization, 
quantitative information about attenuation, 
refraction, refl ection, bulk tissue properties, and 
shear wave speed of the tissues being imaged can 
be calculated. In addition, quantitative distance, 
elasticity, and Doppler fl ow measurements can be 
extracted from ultrasound signals [ 12 ]. 

 Therefore, these imaging methods can be con-
sidered useful as imaging biomarkers and are 
comparable to biomarkers from laboratory 
assays. The term “quantitative imaging” has 
recently been formally defi ned as “the extraction 
of quantifi able features from medical images for 
the assessment of normality, or the severity, 
degree of change, or status of a disease, injury, or 
chronic condition relative to normal” (QIBA). 

 Fundamentally, quantitative imaging involves 
the measurement of some variables using medi-
cal images, and, most meaningfully, quantitative 
imaging is based on an underlying biophysical 
model for the tissue of interest. It involves the 
measurement of image-related properties that are 
analyzed according to that model. This results in 
an unbiased, quantitative estimate of a physical 
or biological parameter [ 13 ]. 

 In general, a biomarker represents a character-
istic that is objectively measured and evaluated as 
an indicator of normal biologic processes, patho-
genic processes [ 14 ], or biological responses to a 
therapeutic intervention. Measurements of ana-
tomical, physiological, functional, biochemical, 
and metabolic characteristics of the body through 
medical imaging are referred to as imaging bio-
markers and have gained increasing attention 
from the medical community in the last several 
years. Imaging biomarkers are becoming increas-
ingly used in clinical research for drug develop-
ment and clinical decision-making [ 15 ]. 

 Imaging biomarkers include the development, 
standardization, and optimization of imaging 
acquisition protocols, data analyses, display 

methods, and reporting structures. These are 
requirements for the validation of accurately 
obtained image-derived metrics with anatomi-
cally and physiologically relevant parameters in 
different oncologic, as well as non-oncologic dis-
eases, in different organs of the human body. 
These requirements are also necessary for the 
monitoring of treatment response. Therefore, the 
use of such metrics will play a crucial ever- 
increasing role in research and patient care [ 2 ]. 

 The molecular bases of health and disease 
have become increasingly well understood in 
the past 20 years. In fact, the molecular charac-
terization of disease has revealed that each 
patient is likely to have a unique combination 
of genotypic and phenotypic profi les for a 
 specifi c disease. Healthcare delivery is now 
focused on trying to determine the most appro-
priate therapy for any patient’s molecularly 
unique version of a particular disease [ 16 ]. This 
concept is referred to as  precision medicine , 
and it has recently been identifi ed as a national 
priority in the USA, with a large initiative to 
explore and implement such practices that 
would result in the need for tests that can pro-
vide objective, reproducible information for 
clinical research and practice [ 17 ]. 

 Biomarkers in general—both specimen and 
imaging—play an increasingly important role in 
healthcare by providing more information about 
molecular processes. Specimen biomarkers are 
typically obtained from body fl uids or a tissue 
sample (biopsy). The main disadvantage, how-
ever, is that, in most cases, the sample represents 
only a small portion of the normal or diseased 
tissue of interest, and, therefore, spatial sampling 
bias is a serious problem. Imaging scans, on the 
other hand, typically cover a broad segment of 
tissue, or even the entire patient, and potentially 
provide more comprehensive information about 
heterogeneity. Another disadvantage of specimen 
biomarkers from biopsies is that they represent a 
single time point, whereas imaging data can be 
obtained dynamically and longitudinally in the 
individual patient without the need for repeated 
invasive procedures. For these reasons, imaging 
biomarkers are of considerable interest in 
evidence- based clinical decision-making, as well 
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as for therapeutic development and treatment 
monitoring. Whereas for in vitro laboratory spec-
imen assays, standard terminology and methods 
have become established to describe, evaluate, 
and validate assays for medical applications for 
many years, the same approach to standardiza-
tion for imaging data has only begun to occur in 
an organized way in the past few years. 

 It is expected that the added value of objec-
tive, quantitative imaging biomarkers in both 
research and clinical applications will increase as 
healthcare initiatives place increased pressure on 
imaging physicians to provide evidence-based 
decisions and care. The demand for quantitative 
results from imaging studies will increase as 
treatment decisions are driven by such results. 
Fortunately, contemporary computing power and 
image processing methods are such that quantita-
tive results can be obtained from current digital 
medical images at little or no increased cost, 
which will allow effi cient integration of quantita-
tive imaging into the radiologist’s workfl ow as an 
added value, with minimal or no increased cost to 
the healthcare system. 

 However, one of the basic requirements for 
establishing the link between quantitative imag-
ing results and improved patient outcomes is the 
availability of robust, reliable, accurate, repro-
ducible, and validated quantitative results from 
clinical trials. There are still substantial hurdles 
to the achievement of reproducible quantitative 
imaging measures in clinical practice, but partic-
ularly in clinical trials. There are several sources 
of bias and variance in the quantitative results 
obtained from clinical images, which can be 
grouped into three main categories: the image 
acquisition hardware, software, and procedures, 
the measurement methods used, and the reader 
variability. Thus, the entire chain involved in pro-
ducing a clinical image must be approached from 
a systematic perspective. Considerable work is 
needed to validate specifi c metrics, improve stan-
dardization across vendor platforms, and educate 
imaging physicians about the reliability of quan-
titative imaging. Validating an imaging biomarker 
requires identifying and characterizing all of the 
sources of bias and variance that could affect the 
end measurement. 

 The process of acquiring a clinical imaging 
scan is complex; therefore, the goals of standard-
ization and improved reproducibility require 
coordinated activity among imaging device and 
software manufacturers, regulatory organiza-
tions, healthcare providers, academic institu-
tions, groups using imaging in clinical trials, and 
professional societies. An additional challenge in 
the efforts to improve reproducibility in quantita-
tive clinical imaging is the continual technologi-
cal advancement that occurs in medical imaging 
hardware and software. Thus, the quantitative 
accuracy of medical images must be continually 
reassessed, and the standardization requirements 
have to be periodically updated. 

 Examples for such a collaborative activity that 
attempts to address these issues are the 
Quantitative Imaging Biomarkers Alliance 
(QIBA) in the USA and the European Imaging 
Biomarkers Alliance (EIBALL) in Europe.  

1.2     Quantitative Imaging 
Biomarkers Alliance (QIBA) 

 The  Quantitative Imaging Biomarkers Alliance 
(QIBA)  was organized in 2007 by the RSNA to 
unite researchers, healthcare professionals, and 
industry stakeholders in the advancement of 
quantitative imaging [ 18 ]. QIBA draws from the 
very successful precedents set by the DICOM 
and Integrating the Healthcare Enterprise (IHE) 
efforts, but has been adapted to the needs of 
imaging science. Strategic guidance supporting 
the development, qualifi cation, and deployment 
of imaging biomarkers will lead to improved 
standardization of imaging tests, proof of imag-
ing test performance, and greater use of imaging 
to predict tissue biologic behavior and to monitor 
therapy response. 

 QIBA’s mission is to improve the value and 
practicality of quantitative imaging biomarkers 
by reducing variability across devices, patients, 
and time. The QIBA initiative involves (1) 
stakeholder collaboration to identify needs, 
barriers, and solutions to develop and test con-
sistent, reliable, valid, and achievable quantita-
tive imaging results across imaging platforms, 
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clinical sites, and time and (2) accelerating the 
development and adoption of hardware and 
software standards needed to achieve accurate 
and reproducible quantitative results from 
imaging methods. 

 The forum created by QIBA for an organized 
and effective cooperative effort among key par-
ticipants has advanced through the generous 
efforts of volunteer members from academia, the 
medical device, pharmaceutical and other busi-
ness sectors, and government. QIBA exemplifi es 
a collaborative Model for Partnership and 
Leadership. The QIBA structure has been devel-
oping and evolving over the past seven years and 
is now widely recognized and respected by indus-
try, academia, and government agencies. This 
structure is having a positive impact on imaging 
in clinical trials and clinical care. 

 QIBA participants span a wide range of exper-
tise, including, but not limited to, clinical prac-
tice, clinical research, physics, engineering, 
statistics, marketing, senior management, regula-
tory, pharmaceutical, and computer science. The 
structure of QIBA explicitly includes the imaging 
device industry, which allows for precompetitive 
cooperation across all vendors to achieve stan-
dardization of quantitative outputs. 

 From its inception, QIBA established commu-
nication with members of the FDA, NIH, and 
NIST at several levels, and these essential inter-
actions continue. FDA and NIST staff scientists 
participate in QIBA Committees and other work-
ing groups, such as the QIBA Metrology Working 
Group, ex offi cio representation on the QIBA 
Steering Committee, and review QIBA docu-
ments for comment. 

 A cornerstone of the QIBA methodology is 
to produce a description of a quantitative imag-
ing biomarker in suffi cient detail that it can be 
considered a validated assay, which means that 
the measurement bias and variability are both 
characterized and minimized. This is accom-
plished through the use of the so-called QIBA 
Profi le, which is a document intended for a 
broad audience, including scanner and third-
party device manufacturers (e.g., display sta-
tions), pharmaceutical companies, diagnostic 
agent manufacturers, medical imaging sites, 

imaging contract research organizations, physi-
cians, technologists, researchers, professional 
organizations, and accreditation and regulatory 
authorities. 

 A QIBA Profi le comprises the description of 
the intended use of, or clinical context for, the 
quantitative imaging biomarker, a “Claim” of 
the achievable minimum variability and/or bias, 
and a description of the image acquisition proto-
col needed to meet the Claim. Finally, a descrip-
tion of compliance items is needed to meet the 
Claim. 

 In a QIBA Profi le, the Claim is the central 
result and describes the quantitative imaging 
biomarker as a standardized, reproducible assay 
in terms of technical performance. The Claim is 
based on peer-reviewed results as much as pos-
sible and also represents a consensus opinion 
by recognized experts in the imaging modality. 
For example, the QIBA fl uorodeoxyglucose 
(FDG)-PET/CT profi le was based on nine origi-
nal research studies, one meta-analysis, and 
two multicenter studies that were in the process 
of being submitted for publication, as well as 
review by over 100 experts. The draft Profi le 
was 90 pages long and was widely advertised 
for public comment. Over 100 comments and 
suggestions were received during the public 
comment phase, and each comment was 
resolved by a consensus review, and all com-
ments and resolutions are publicly available, as 
well as the “Publicly Reviewed” version of the 
Profi le. 

 QIBA Profi les and test objects are now being 
referenced as standards by industry and academic 
investigators and are being implemented in clini-
cal trials. Internationally, QIBA-related activities 
are being implemented or developed in Europe 
(ESR, EORTC, EANM), Canada, Japan (JSR), 
Korea, and Brazil. 

 There has been a considerable increase in the 
number of QIBA committees and ad hoc task 
groups in the past couple of years. The current 
organizational structure is comprised of a steer-
ing committee, coordinating committees, bio-
marker committees, and task forces. 

 Recent and current QIBA activities are listed 
on the QIBA homepage [ 18 ].  
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1.3     European Imaging 
Biomarkers Alliance (EIBALL) 

 The European Imaging Biomarkers Alliance 
(EIBALL) was offi cially introduced at the ECR 
conference in March 2015, and its implementa-
tion was based on a brainstorming meeting of the 
QIBA European Task Force on January 13, 2015. 

 Within the ESR Research Committee, a reor-
ganization was necessary, since there was a need 
for coordination of all activities in the fi eld of 
imaging biomarkers, a need to restructure exist-
ing resources and bodies, and a need to increase 
collaboration with QIBA TM  and the European 
Organisation for Research and Treatment of 
Cancer (EORTC). 

 The activities of the ESR Subcommittee on 
Imaging Biomarkers, the ESR Working Group on 
Personalized Medicine, and the ESR-EORTC 
Working Group were  merged  into the  European 
Imaging Biomarkers Alliance (EIBALL).  

 The tasks of EIBALL comprise the prepara-
tion of an inventory of all activities and projects 
in the fi eld of quantitative imaging biomarkers 
where ESR is involved. It should serve as a tool-
box that provides information about current 
projects, as well as the centers involved in clini-
cal trials and educational activities related to 
Imaging Biomarkers. EIBALL should enhance 
and coordinate collaborations with EORTC and 
QIBA and foster the development of quantitative 
imaging biomarker with the support of the 
European Society of Molecular and Functional 
Imaging in Radiology (ESMOFIR) and the 
European Society for Magnetic Resonance in 
Medicine and Biology (ESMRMB).  

1.4     Organizational Structure 
and Aspects of EIBALL 

 The operational work of the alliance should 
become the responsibility of the European 
Institute for Biomedical Imaging Research 
(EIBIR). 

 The EIBIR representative in the alliance is 
responsible for reporting about European proj-
ects and calls. EIBIR should initiate and establish 

a network of European Centers of Excellence 
(core institutions) for the implementation and 
clinical validation of imaging biomarkers on a 
European level. ESMOFIR and ESMRMB are 
responsible for the educational and scientifi c 
activities of EIBALL. 

 All ESR members of the original ESR-EORTC 
Working Group will create a permanent collabo-
ration link between the two societies. 

 Three task-specifi c groups for the collabora-
tion with EORTC, the collaboration with QIBA, 
and the development of quantitative imaging bio-
markers have been formed and should develop 
their activities. 

 The chair of the alliance became a member of 
the QIBA Steering Committee, and QIBA 
appointed their chair as the QIBA representative 
to the alliance. 

 The involvement of further societies, such as 
the European Society of Oncologic Imaging 
(ESOI) and the European Society for Hybrid 
Medical Imaging (ESHI), and/or of nuclear 
medicine representatives will be discussed in a 
 second step.  

1.5     Collaboration of EIBALL 
with the European 
Organisation for Research 
and Treatment of Cancer 
(EORTC) 

 EORTC performs many clinical multicenter trials 
per year, has 150,000 patients in its database, 
with 50,000 in the follow-up stage, and com-
prises 2000 collaborators. Organizationally, 
EORTC is subdivided into 18 disease-oriented 
groups with their own respective steering com-
mittees in which multicenter trials are planned 
and performed. 

 The  Imaging Group  (comprising radiologists, 
nuclear medical physicians, physicists, and imag-
ing scientists) is part of the “Translational 
Research and Imaging Department” within 
EORTC and is responsible for imaging protocols 
in multicenter trials, in collaboration with the 
disease-specifi c groups and their steering com-
mittees in EORTC.  

1 The Shift in Paradigm to Precision Medicine in Imaging
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1.6     The aims of EIBALL 
in collaboration with EORTC 
are the following: 

 Imaging protocols that are acceptable for a num-
ber of sites should be established, and a program 
of quality assurance (QA)/quality control (QC) 
should be implemented prior to imaging in multi-
center trials. 

 In planned multicenter projects, potential sites 
should be recruited based on the list of core insti-
tutions that were defi ned in an EIBIR-based sur-
vey, which will help to establish a network of 
European Centers of Excellence (core institu-
tions) for the implementation and clinical valida-
tion of imaging biomarkers. 

 Imaging protocols, including quantitative 
imaging biomarkers, should be distributed to the 
members of EIBALL, and an expert consensus 
should be achieved, which then should be inte-
grated within the EORTC multicenter studies. 

1.6.1     EIBIR should provide 
organizational support 
for this concept. 

 All EIBALL members of the original ESR- 
EORTC Working Group should create a perma-
nent collaboration link between the two societies 
and foster the implementation of quantitative 
imaging biomarker protocols into the EORTC 
multicenter trials. 

 Collaboration with the Imaging Group of 
EORTC has to be strengthened, with the need to 
integrate more radiologists into the Imaging 
Group. 

 There is a need to integrate more imaging peo-
ple, particularly radiologists, into the disease- 
oriented groups and their respective steering 
committees of EORTC where multicenter studies 
are developed and to which imaging protocols for 
clinical validation of imaging biomarkers should 
be added. 

 Training programs should be organized for 
radiologists, with state-of-the-art oncologic 
imaging, imaging interpretation, and integration 
of medical imaging and imaging biomarkers into 

clinical trials and translational research in imag-
ing. For the training of young imagers in cancer 
research, three levels of training could be pro-
posed: (1) training in imaging criteria commonly 
used in clinical trials, (2) training in advanced 
imaging criteria for clinical trials, and (3) train-
ing in the building of specifi c imaging-related 
clinical trials. The young researchers targeted for 
these courses would then become a potential net-
work of imagers available and with the requested 
knowledge to participate in EORTC-organized 
clinical trials. 

 A program of quality assurance/quality con-
trol should be implemented prior to imaging in 
multicenter trials, based on a recent manuscript 
(“A risk management approach for imaging 
biomarker- driven clinical trials in oncology” 
jointly drafted by the EORTC Imaging Group, 
ESR, NCI, and EIBALL members) [19]. Different 
levels of QA/QC for imaging in clinical trials 
should be identifi ed according to the complexity 
of image acquisition, processing, etc. Each clini-
cal trial submitted to EORTC has a checklist, 
which does yet not include imaging, but this will 
be made mandatory.   

1.7     Collaboration of EIBALL 
with QIBA TM  

 The chair of the alliance became member of the 
QIBA Steering Committee, and QIBA has 
appointed the chair as the QIBA representative to 
the alliance recently to enhance collaboration 
between both alliances. 

 QIBA collaborates with EIBALL for fi eld 
tests, which means clinical studies, to test the 
clinical validity of their technically developed 
quantitative imaging biomarker profi les via the 
large multicenter trials performed by EORTC. In 
the USA, the bureaucratic hurdles for clinical 
multicenter trials are much higher than in Europe. 

 In addition, QIBA has great interest in working 
together with EIBALL for joint quantitative imag-
ing biomarker development, such as the planned 
contrast-enhanced US (CEUS) Projekt, since it is 
well aware that there are active and innovative 
groups of researchers in CEUS in Europe.     
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2.1          Introduction to Imaging 
Biomarkers and Precision 
Medicine 

 Since the beginning of radiology, its traditional 
goal was to provide images of the highest quality 
to allow the most accurate diagnoses [ 30 ]. This 
goal has changed. Clinical radiologists must now 
incorporate biological development and preclini-
cal research into a clinical reality. The use of 
imaging measurements in individual patients 
improves the main clinical outcomes, such as 
depicting abnormalities, predicting prognosis, 
staging diseases, and defi ning follow-up out-
comes. Radiologists may hereby engage patients 
and physicians into new approaches to facilitate 
decision-making for personalized care [ 12 ]. 

 There are different steps within the healthcare 
cycle where medical imaging has a clear role in 
personalized medicine (Fig.  2.1 ). The way to 
foster this role is through the promotion and 
adoption of quantitative imaging features. 
Although the term biomarker applies to all detec-
tion methods used in life sciences to evaluate a 

biologic parameter, the radiologist’s role is 
 centered in imaging biomarkers and radiomics. 
The impressive developments in digital imaging, 
producing high-quality and signal-controlled 
medical images, generate a wide range of useful 
information allocated within the radiology 
departments. The remarkable advances in all 
medical imaging technologies in the last decades 
have made it possible to obtain anatomic, func-
tional, metabolic, and physiological-related 
measurements from images acquired in routine 
clinical settings. Simultaneously, the massive 
expansion of computing power allows signal 
modeling and data processing, which generates a 
large amount of quantitative information that 
could not be visualized by previous qualitative 
radiological analysis.

   Radiology approaches are based on the inter-
action of energy and living organisms to analyze 
tissue noninvasively, revealing properties rele-
vant to detection, diagnosis, prognosis, or 
response to therapy. The data sets produced by 
the different imaging modalities are the end point 
of multiple, interdependent components that may 
be analyzed qualitatively or quantitatively. By 
extracting important information from images 
beyond our usual interpretation, radiologists will 
participate in the healthcare cycle through mas-
tery of technology, clinical acumen, and attention 
to patient safety [ 16 ]. 

 Imaging seems ideally suited to fl ourish as a 
quantitative science. A clinical image is  inherently 
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quantitative, as it is a matrix of numbers [ 28 ]. 
 Quantitative imaging biomarkers  extract and 
measure objective biological characteristics from 
any type of medical images [ 6 ]. The term 
radiomics is synonymously used for the develop-
ment of methods to extract quantitative features 
which convert single images into mineable high- 
dimensional data and the subsequent analysis of 
these data for decision support [ 10 ]. The main 
characteristics of imaging biomarkers are that 
these tissue properties are resolved both in space, 
through parametric images, and in time, as 
response maps. As medical imaging does not 
destroy the evaluated samples, test-retest evalua-
tions are feasible, allowing the repetition of 
experiments and measurements as frequently as 
desired. 

 Each voxel in a computer-derived image rep-
resents both the location and the value of a spe-
cifi c calculated parameter (morphological, 
biological, response) obtained by the application 
of mathematical or simulation models to the 
source images. These synthetic parametric maps 
represent the new paradigm in clinical radiology 
and should be considered as virtual biopsies, 
showing different morphological and biopatho-
logical abnormalities. These quantitative images 
assess the presence and the degree of a condition 

relative to normal fi ndings. Imaging biomarkers 
are subrogated, spatially and temporally resolved, 
in vivo biopsies. Imaging biomarkers provide 
information related to the individual patient’s 
biological situation and clinical problems. It 
should be emphasized that imaging biomarker 
analyses are subrogated to the different underly-
ing processes, strictly showing correlations but 
not cause-effect conditions [ 10 ]. Even more, the 
diagnostic information derived from these 
imaging- based measurements is often nonspe-
cifi c, and the knowledge of the molecular or bio-
logical mechanisms remains implicit or unknown. 

 Biomarkers can be classifi ed as prognostic, if 
accuracy of patient diagnosis or prognosis is 
improved; predictive, if the most benefi cial treat-
ment can be defi ned; response, when the benefi -
cial outcomes can be shown after treatment; and 
monitoring, to detect relapse or toxicity [ 6 ]. 

 Technology and scientifi c biological discover-
ies have changed the way radiology is performed 
today. The multidisciplinary interaction between 
medicine and computer science, which falls 
within the fi eld of  biomedical engineering , 
focuses on the disease’s hallmarks that should be 
evaluated and on the proper way to do it in every 
clinical scenario. New acquisition techniques and 
new mathematical models are continuously being 

  Fig. 2.1    Healthcare cycle and imaging biomarkers’ main hallmarks       
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developed to accurately simulate the in vivo 
physiobiological status of a tissue. The fi nal 
objective is to assure that the microscopic in vitro, 
macroscopic in vivo, and virtual in silico realities 
match to enforce the role of imaging in the major 
decisions of the healthcare cycle (Fig.  2.1 ). 
Imaging biomarker must be acquired in quality 
controlled and technologically stable equip-
ments, to avoid sources of variability in the 
acquisition process, under safety conditions for 
the patients. They must be widely available, 
reproducible, and standardized in their main 
acquisition parameters and signal analysis and 
modeling. Finally, they must be validated in 
terms of precision and clinical effi cacy. All these 
aspects will be discussed in this chapter. 

 In the era of  personalized and precision med-
icine , imaging biomarkers provide specifi c 
information that helps in the decision-making 
process to achieve a defi nitive diagnosis, select 
the best treatment, and accurately evaluate treat-
ment response [ 11 ]. To do it precisely, image-
driven computing and data mining tools are 
applied to the analysis of biological systems to 
explore how the disease affects the different 
human organs and systems. Therefore, research 
and innovation in radiology involve multidisci-
plinary knowledge and team networking. 
Personalized and evidence- based guidelines 
will require a multidisciplinary approach to 
integrate relevant scientifi c and technological 
advances and provide expert guidance [ 12 ]. 

 The radiologist’s role in multidisciplinary 
teams is to evaluate the evidence and interpret the 
radiology data in the context of other genetic or 
health-related data. Tailoring therapy to the indi-
vidual characteristics of the specifi c disease 
requires quantitative information and knowledge 
of the biological signals associated to the specifi c 
disease process. To be used in preclinical and 
clinical decision-making, imaging biomarkers 
must be appropriately validated for use as surro-
gate end points for the application at issue. This 
pathway must fulfi ll some conditions, including 
that the biomarker is closely coupled to the target 
disease; the detection and measurement of the 
biomarker is accurate, reproducible, and feasible 
over time; and the measured changes over time 

are closely linked to the therapeutic effect and the 
end points [ 27 ]. 

 Quantitative imaging biomarkers, as  precision 
medicine tools , are expected to improve routine 
clinical care and speed the development of new 
treatments. Scientifi c and regulatory communi-
ties have embraced biomarkers as acceptable sur-
rogate end points for clinical trials, fostering their 
widespread use in medicine [ 13 ]. Imaging bio-
markers also aim to demonstrate the phenotypic 
manifestations of diseases, even when the geno-
type and penetrance are known, contributing to 
phenome-wide association studies [ 11 ].  

2.2     Pipeline Development 
of Imaging Biomarkers: 
The Hypothesis 

 Understanding a disease and the way it is actually 
managed in a critical way is crucial to success in 
innovative projects. The radiologist and partici-
pating physicians need to know which are the 
facts whose knowledge will help improve early 
diagnosis, better phenotype the patient, or select 
the most adequate treatment. These aspects 
(Fig.  2.1 ) must be clearly defi ned, together with 
their correlation with the different biological and 
physiological changes, in order to properly assess 
the role of imaging for each individual healthcare 
cycle. 

 Academic institutions and research companies 
are establishing centers for translational and pre-
clinical research designed to accelerate the dis-
covery and adoption of imaging biomarker 
technology. Therefore, defi ning the appropriate 
pipeline for biomarker development and imple-
mentation is critical for success [ 5 ,  9 ,  21 ,  22 ]. 

  Implementation of an imaging biomarker  has 
several consecutive steps before it can be used as 
an innovative information tool in clinical set-
tings. The different pipeline phases in biomark-
ers’ elaboration resemble those of the development 
in the pharmaceutical business [ 6 ,  26 ]. The defi -
nition of the target hallmark, source images, ana-
lytical methodology, and type of measurements 
are essential aspects that must be considered 
before studying a specifi c aspect in a given 

2 Introduction to the Stepwise Development of Imaging Biomarkers



12

 disease. Integrating an imaging biomarker into 
clinical practice needs conceptual consistency, 
technical reproducibility, adequate accuracy, and 
meaningful appropriateness. 

 The path to biomarker development, expan-
sion, and subsequent implementation involves a 
number of consecutive phases described below 
(Fig.  2.2 ) [ 10 ,  21 ,  22 ,  26 ]. The development of a 
biomarker involves not only the validation of its 
relationship with the objective reality to which it 
is surrogated, either structural or physiological, 
but also the monitoring of its overall validity. 
Biomarkers need to follow all the developmental, 
validation, and implementation phases before 
clinical approval.

   The  proof of concept  tries to demonstrate that a 
specifi c biological hallmark or pathological abnor-
mality might be evaluated using imaging and com-
putational techniques. It can be also considered as 
the hypothesis to be tested and the main clinical 
objective or treatment improvement related to this 

innovative idea. As an example, nonalcoholic 
 steatohepatitis is a condition that involves liver 
 steatosis and infl ammation, leading to chronic 
liver disease and cirrhosis. There is a need to mea-
sure liver steatosis and infl ammation at the same 
time, as both biomarkers are synergic toward 
parenchymal fi brosis progression. It seems that a 
multivariate combination of a multiecho chemical 
shift-encoded sequence, giving a T1-T2* cor-
rected estimation of fat deposit, together with a 
diffusion-weighted MR using the intravoxel inco-
herent motion model, giving an estimation of the 
amount of infl ammation, might be a useful multi-
variate prognostic biomarker of steatohepatitis 
early diagnosis and grading [ 21 ,  22 ]. 

 The  proof of mechanism  is needed to defi ne 
the expected relationship between the extracted 
virtual imaging parameter and the relevant dis-
ease target that is under evaluation, both in mag-
nitude and direction. In this sense, linearity in the 
relationship can be considered as the ability to 

  Fig. 2.2    The stepwise development of imaging biomarkers       
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provide measured quantity values that are directly 
proportional to the value of the measurand. As an 
example, if the R2* measurements, corrected by 
T1 and spectral fat-confounding variables, can 
measure the liver iron content in an accurate way, 
even in the presence of large deposits also by ini-
tial signal (S 0 ) decay correction, this biomarker 
should be used to evaluate the response to treat-
ment in hemochromatosis, as iron depletion will 
be related to a signifi cant decreased and even dis-
appearance of the liver iron deposits. 

 Defi ning both proofs, concept and mecha-
nism, is extremely important as they represent 
the main hypothesis that has to be proven and 
tested with the subsequent steps. New methods 
and measures have to be compared to the known 
ground truth.  Reference methods  are the 
approaches or procedures widely recognized as 
the best available to determine the true state of 
disease under evaluation. Quantitative reference 
standards are values, generally accepted as hav-
ing small measurements of uncertainty, that are 
used as a basis for comparison by using a refer-
ence method. The values obtained through imag-
ing biomarkers need to be compared to known 
real, or truth, values. The relationships between 
measured and true values may be proportional, 
nonproportional, or even nonconstant or nonlin-
ear. In some situations, measuring ranges or 
intervals should be defi ned as the range of the 
measurand in which bias, linearity, and precision 
are within acceptable bounds, although other 
ranges will not have this reliable proportion [ 29 ]. 
An example is liver iron concentration in hemo-
chromatosis, as large deposits will hinder an 
accurate measurement due to the extremely low 
liver signal. 

 Defi ning which are the gold standards to 
which the biomarkers have to be compared is an 
extremely important aspect with huge relevance 
on the fi nal validation process. Most studies 
agree to use core biopsy and pathology analysis 
as the gold standard to evaluate most biomarkers. 
However, pathology has some drawbacks and 
biases. Pathological studies are an ex vivo analy-
sis, with no information on in vivo dynamic pro-
cesses, as some biological pathways cannot be 
evaluated in pathological ex vivo samples. Biopsy 

is invasive, being associated to morbidity and 
even mortality. Even more important, biopsy is 
not feasible for research studies as ethics limits 
sample repeatability, and follow-up biopsies 
might not be possible as the biopsied tissue is 
partially destroyed. 

 Biopsy has sampling bias due to tissue and 
disease heterogeneity in distribution and grade, 
being subject to individual variability assessment 
with inter- and intra-subject discrepancies. 
Intrinsic tumor properties, such as the intra- and 
intertumoral heterogeneity, combined with inter-
patient heterogeneity, introduce a high grade of 
complexity in treatment planning. This is the 
main reason for single-tumor biopsy failure to 
assess tumor aggressiveness, treatment appropri-
ateness, and tumor resistance. However, imaging 
biomarkers can evaluate tumor phenotypic het-
erogeneity when biopsy has limitations in assess-
ing the genetic intratumoral differences. 

 Pathologic analysis is frequently based on 
semiquantitative grading and scoring, and not on 
continuous data, measuring subjective changes 
and percentages but not quantities, as digital 
quantitative pathology is still developing. If 
imaging biomarkers prove to be surrogate fi nd-
ings, they also could provide confi rmatory infor-
mation to support histopathologic fi ndings [ 10 ]. 
Confi rmation of disease measurements is often 
not reliable or even impossible also at autopsy. 

 In comparison to pathology, clinical outcomes 
might be more appropriate in some circum-
stances. Patient’s survival or time to progression 
may be more appropriate end points in cancer- 
related evaluations as prognostic outcomes. In 
this way, the relationship between perfusion per-
meability at the periphery of brain glioblastomas 
and patient survival seems more relevant than the 
pathological proof of tumor infi ltration [ 25 ]. 

 It is critical to recognize that all reference 
methods have some general biases. Measurement 
uncertainties can be present as there might not be 
a single right answer in those cases with a hetero-
geneous distribution of the biological hallmark. 
As tumors and lesions are nonhomogeneous in 
their phenotypic, physiologic components and 
genomic aspects, histogram-based analysis of the 
evaluated parameters may be more appropriate 
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than normal statistical descriptors, such as the 
mean. Also, researchers have to consider the 
problem of short-term intrinsic variability, as 
in vivo biological examinations might be infl u-
enced by physiological changes in the subject 
and the lesion over time. As an example, liver 
stiffness for fi brotic evaluation in chronic dis-
eases is subject to the patient’s fasting state.  

2.3     Image Acquisition 
and Preparation for Analysis 

 Appropriate source images are essential for the 
extraction of useful biomarkers. The best image 
modality and protocol have to be defi ned for each 
biomarker and imaging modality. 

  Image acquisition  (Chap.   4    ) must provide the 
best and more reproducible images, standardized 
by the radiological community after image qual-
ity and signal stability validation studies. The tar-
get organ must be studied with suffi cient coverage 
and spatial resolution. The best compromise 
between spatial and temporal resolution require-
ments must be discussed for each biomarker to fi t 
the analysis requirements. Data quality has to be 
checked regarding signal- and contrast-to-noise 
ratios, spatial resolution, temporal resolution, 
artifacts, and reproducibility. Periodic image 
quality control must be performed to assure data 
stability and quality over time. There have been 
multiple efforts to uniform the defi nition of 
acquisition and reconstruction standards [ 10 ]. 

 Patient anonymization must be accomplished 
before the images are sent to any storage or com-
puting server outside the hospital network. The 
pipeline must follow the principle of providing 
the minimum amount of confi dential informa-
tion, such as patient identifi ers, to avoid the pos-
sibility of patient identifi cation outside the 
hospital network. It is, therefore, necessary to 
accommodate the analysis of imaging data to 
DICOM image data stripped of identifi ed headers 
and assigned a de-identifi ed number [ 15 ]. 

 To guarantee that the acquired images are 
optimal for the analysis,  data processing and 
image preparation  (Chap.   5    ) tools are needed to 
improve source image quality before the voxel- 

wise signal analysis step. General procedures 
include fi lters to reduce scattered noise and 
homogenize signal, as noise and heterogeneous 
signal distribution is a major confounding factor 
[ 17 ,  18 ]. Noise reduction techniques improve the 
entire signal modeling processes and must be 
always considered in the process of imaging bio-
markers’ extraction. Artifacts should be also 
removed if possible as they introduce non-real 
data that will bias the signal analysis process. In 
most cases, there is a need to increase the spatial 
resolution of the acquired images and to enhance 
the detail of the tissues through super-resolution 
interpolation algorithms [ 2 ,  3 ]. The highest pos-
sible resolution is always recommended, as in 
trabecular bone 3D virtual model example. 

 Image registration methods transform differ-
ent data sets into one spatial coordinate system. 
In dynamic acquisitions, where data is obtained 
over fi nite time periods, image coregistration 
through voxel repositioning must be performed 
to guarantee an accurate spatial coherence and 
ensure that the evaluated anatomical area is 
coherent in space in all the image series [ 8 ]. 
Registration is needed to be able to analyze and 
integrate the acquired data. A clear example is the 
voxel-by-voxel analysis of the dynamic series 
obtained after the intravenous administration of a 
contrast agent for tumor response evaluation, as 
respiratory and vascular movements displace the 
3D data sets in every single acquisition. 

 Image segmentation is used to locate organs 
and lesions’ boundaries, labeling every pixel per-
taining to a specifi c organ or lesion. Organ or 
lesion segmentation facilitates their analysis and 
the results visualization. Either a region of inter-
est (ROI) or whole-organ maps (VOI, volume of 
interest) can be manually selected or extracted by 
automatic segmentation. Segmentation of images 
into VOIs such as lesion and normal organ is a 
crucial step for the subsequent informatics analy-
ses. Manual segmentation by expert readers is 
often treated as ground truth, although it suffers 
from high interreader variability and is labor 
intensive [ 15 ]. Segmentation algorithms without 
user dependence are preferred over manual seg-
mentations to minimize inter-subject variability. 
Segmentation of normal structures and organs, as 
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well as well-defi ned lesions, can now be achieved 
with full automation. Advance segmentation of 
different subvolumes or habitats is more complex 
and requires knowledge of feature distribution. 
This process will be discussed later in the mea-
surement and visualization section within this 
chapter.  

2.4     Image Analysis and Feature 
Extraction 

 After image preparation,  signal analysis and 
modeling  (Chaps.   6     and   7    ) procedures have to be 
implemented to extract with the most appropriate 
computational processes the targeted identifi ca-
tions and required features from the acquired 
medical digital images. Static anatomical meth-
ods estimate tissue aspects related to the volume 

and shape of the tissues, topology, and 
 co- occurrence matrix features for texture classifi -
cation, while dynamic biological analysis assesses 
the different physical, chemical, and biological 
hallmarks (Fig.  2.3 ). As examples, cortical thick-
ness and lung emphysema analyses are static 
methods, while fat and iron measurements or 
ADC quantifi cation within the pancreas or 
perfusion- related D* measurements in the pros-
tate are biomarkers obtained after biological 
dynamic modeling of the acquired data.

   The calculated tissue properties, obtained 
from each voxel within the image-segmented 
framework, will demonstrate the spatial distribu-
tion of the biomarker by the use of 2D or 3D 
parametric images. In these color-coded maps, 
the pixels’ brightness represents the value of the 
specifi c biomarker in a color scale, showing the 
distribution of the parameter all over the  evaluated 

  Fig. 2.3    Main types of imaging biomarkers       
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tissue or organ. One successful representation is 
to show only those abnormal color-coded voxels 
overlaying the gray-scale anatomic reference 
image. The basic aspect of radiomics is the 
extraction of high-dimension feature data to 
quantitatively describe different attributes of the 
volume of interest within an organ, a lesion, or a 
subregion. Radiomics data are in a mineable 
form, allowing building descriptive and predic-
tive models relating image features to phenotypes 
or genetic signatures. 

  Data mining  with imaging biomarkers and 
radiomics data allows development of classifi ca-
tion schemes, or models, to predict outcomes. 
These alone or in combination with additional 
information, such as demographic, clinical, liq-
uid biopsy, or genomic data, will improve the 
clinical value of imaging biomarkers and 
radiomics analysis [ 10 ]. 

 Combining multiple imaging quantitative 
parameters that refl ect different aspects of patho-
physiological processes will provide even newer 

insights into most diseases. Multivariate  parametric 
images allow demonstrating the abnormal combi-
nation of biomarkers relevant to the evaluated 
pathways, reducing the amount and redundancy of 
the acquired data. The color of each voxel is deter-
mined by a multivariate function and shown habi-
tats, refl ecting the different microenvironments 
within the tissue. Some of the most popular multi-
variate statistical methods are linear regression, 
discriminant function analysis, and independent or 
principal component analysis. Statistics and pat-
tern-recognition-based techniques may determine 
which computationally derived biomarkers, and 
with which weights, provide the most useful infor-
mation about the clinical question or outcome 
being evaluated. The fi nal output of the multipara-
metric analysis can be considered, mainly if speci-
men biomarkers are also included, as a nosologic 
image that shows on a pixel-by-pixel basis the 
probability of a pathological change or biological 
condition, expressed within an organ or lesion and 
relevant to the patient (Fig.  2.4 ).

  Fig. 2.4    From image acquisition to biopathological multiparametric maps       
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   In some cases, these surrogate end point clus-
ters, including both imaging and nonimaging sur-
rogates, may be better in predicting clinical 
outcomes than single surrogates, as disease out-
comes are rarely the result of a single factor 
entirely encapsulated by one biomarker [ 26 ]. 
 Multivariate ,  multidimensional , or  multipara-
metric maps  might demonstrate the disease’s 
hallmark presence and distribution, in a voxel- 
by- voxel basis, if the answer is complex enough 
to be represented by a single surrogate property. 
The basic philosophy is based in process 
 engineering, capturing as much data as possible 
at the front end and use downstream database 
mining to identify the features with the highest 
prognostic value [ 19 ]. 

 It is necessary here to clearly defi ne the differ-
ence between multimodality and multiparametric 
analysis. In multimodality imaging, two or more 
imaging techniques are combined to compensate 

for the disadvantages of each imaging system 
while taking advantage of their individual 
strengths. Combination might be synchronous, at 
the same time, or metachronous, at different but 
close time points. In multimodality imaging, the 
voxel signal is a linear visualization of two 
 different color palettes (i.e., PET-CT and 
PET-MR). Multiparametric imaging refl ects the 
result of multidimensional data reduction and 
classifi er model techniques applied to relevant 
parameters on a voxel-by-voxel basis to compen-
sate for the disadvantages of single parameter-
isolated analysis. The voxel signal tries to give a 
nosologic answer to the disease (Fig.  2.5 ). The 
combined radiologist’s subjective evaluation of 
two or more parameters and different images 
cannot be considered a multiparametric approach, 
although several of these notifi cations can be 
found in oncologic imaging papers, such as pros-
tate cancer depiction.

  Fig. 2.5    Multiparametric and multimodality approaches       
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2.4.1       Imaging Biomarker’s Metrics 

 After the parametric and/or multiparametric 
maps are obtained, the different tissue or lesion 
characteristics have to be measured and shown. 
Measurements are an essential part in imaging 
biomarkers’ development and integration, as they 
assign a number or range to a characteristic of a 
tissue or lesion to be used in research and clinical 
practice. Radiologists have to defi ne which is the 
best way to evaluate the target tissue parameter. 
Chapter   8     is dedicated to the need for defi ne 
appropriate measurement strategies of imaging 
biomarkers. 

 After identifying the parameters having diag-
nostic, prognostic, or therapeutic value in a spe-
cifi c disease, there is a need to segment the 
relevant volumes and extract and qualify the 
main descriptive features from the volume. 
Imaging features extracted after identifi cation of 
the VOI can be obtained from either the entire 
lesions or from defi ned detailed subvolumes of 
interest, known as habitats or clusters refl ecting 
the different physiologic microenvironments 
[ 10 ]. The different habitats within an organ or a 
lesion can also be selected after data mining from 
the mathematically obtained multiparametric 
maps. Habitat properties, also known as agnostic 
features, attempt to capture lesion heterogeneity 
through quantitative descriptors. 

  Segmentation  is a critical and challenging 
component of the pipeline process, as the bio-
marker data are generated from the segmented 
volumes and habitats may have indistinct borders. 
Data mining from the different source images or 
parametric maps might also extract different habi-
tats, refl ecting different microenvironments, to be 
used as VOI clusters. The histograms obtained 
from the segmented volumes of interest allow a 
graphical representation of the distribution of the 
target parameter. The vertical axis represents the 
frequency for the observed value of the biomarker, 
while the horizontal axis represents the different 
observed values. Descriptive metrics (such as 
mean, mode, standard deviation, interquartile, 
kurtosis, entropy, inertia, energy, correlation) 
must be evaluated in order to select the ones that 
best demonstrate the tissue target abnormality and 

best correlate to the basic truth. In most situations, 
radiologists should avoid the tendency to use 
mean values as they underestimate the abnormal 
changes by averaging. Frequently, histogram 
analysis and interquartile values will show a 
higher and more appropriate relationship with the 
biological or clinical end points. 

 Parametric images, both conventional and 
multivariate nosologic, provide measurements 
from either the whole tissue being studied (VOI) 
or only from those areas considered more repre-
sentative or abnormal (ROI). Volumetric analysis 
of the abnormal target parameter distribution, 
either an organ or a lesion, is preferable as this 
analysis shows the relevant abnormal parameters 
selected by thresholding the histogram distribu-
tion and not by a subjective visual evaluation of 
the radiologists, which will bias the measure-
ments. To be used in clinical decision-making, 
quantitative biomarkers need to have established 
cutoff points or threshold values. 

 The analysis of the  heterogeneity  in the spatial 
distribution of a biomarker provided by its para-
metric image is also extremely useful. Kurtosis is 
a statistical parameter that measures the sharp-
ness of the histogram, higher kurtosis values 
meaning more homogeneous distributions. 
Entropy is another measure of tissue organization 
that can be measured. Heterogeneity measure-
ments are being used in imaging cancer evalua-
tion as prognostic variables. 

  Biases  have to be considered before validation 
studies are planned. All over this process, there is 
a need to standardize the entire imaging work-
fl ow, also for multimodal and multiparametric 
approaches, in order to achieve a high level of 
robustness and reproducibility of results in any 
multicenter study validation. Bias can be consid-
ered an estimate of a systematic error that affects 
and distorts the measurement process, generating 
wrong values and leading toward misinterpreta-
tion of results. Bias describes the difference 
between the expected value and its true value. 
Therefore, biased studies lack validity. The dif-
ferent sources of error during the sampling and 
data processing procedures must be identifi ed 
and minimized. The aspects of measurement 
uncertainties are further detailed in Chap.   9    . 
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  Phantom studies  are critical in the biomarker’s 
development. Some biomarkers measure com-
pounds or structures and need to be calibrated with 
phantoms to ensure that the degree of correlation 
between obtained measurements and the property 
is accurate and stable. Phantoms must be also used 
to control changes in signal-to-noise ratios, signal 
uniformity, and spatial distortion. However, phan-
toms have some limitations as they do not have all 
of the characteristics of a human target and also 
might not adequately account for the different 
measurement distortions that can be induced by 
the physical properties of living tissues [ 29 ]. Other 
disadvantages and limitations of phantoms include 
the potential lack of realism compared with the 
in vivo measurements, as some physiological 
quantities, such as vessel permeability, are 
extremely diffi cult to simulate in a phantom, and 
the measurement process does not replicate the 
complexity of the in vivo process. Also, measured 
properties may vary with time, due to either a tem-
perature dependence of the parameter under study, 
such as in diffusion- weighted experiments, or by 
instability of the material over time, as can be seen 
by fungal attack or chemical decay of the phan-
tom’s compounds [ 31 ].   

2.5     Biomarker Validations 

 To be clinically useful, research on quantitative 
biomarkers must adopt common standards and 
cross-disciplinary, systems-based approaches for 
biomarker discovery and validation. Qualifi cation 
is a measure of the use of a biomarker in specifi c 
contents, while validation refers to the general 
performance of the biomarker [ 6 ]. Qualifi cation 
relates to clinical approval, while validation 
relates to the performance of the test. Validation 
of imaging biomarkers is challenging, mainly 
because the disease-related changes in the tissue 
properties measured at imaging, such as the D 
and D* components in an IVIM DW MR experi-
ment, are indirectly linked to several structural 
changes such as necrosis, cellularity, fi brosis, and 
vascular architecture and are infl uenced by coex-
isting factors, such as infl ammation, perfusion, 
permeability, and interstitial pressure [ 11 ]. 

Qualifi cation and validation require the evalua-
tion of the nature and strength of evidence regard-
ing whether a biomarker is associated with the 
disease and assembly of available evidence dem-
onstrating that interventions targeting the bio-
marker impact the clinical end points of interest. 
Chapter   10     is dedicated to the validation phases 
of imaging biomarkers. 

  Qualifi cation ,  validation , and  standardization  
are crucial parts in the stepwise development of 
imaging biomarkers. The infl uence of the center, 
equipment, technical parameters, and other 
biases must be scrutinized before the clinical 
potential can be assessed. Even more, the voxel- 
measured signal is complex in most clinical situ-
ations, as voxel constituents are diverse and 
might interfere with each other. Extremely 
important is the consideration that image signal 
comes from the voxels, and these are complex in 
their components and physicochemical proper-
ties. Therefore, obtained measurements must 
have a precise relationship (interclass correlation 
coeffi cient) with biological reality. The complex 
components and properties of a voxel introduce 
bias when the signal is evaluated to represent a 
physicochemical reality (Fig.  2.6 ). Before 
assuming this correlation, a well-defi ned rela-
tionship between the underlying measurand and 
the biomarker has to be established. Several vali-
dations, including technical, biological, and clin-
ical, have to be conducted before a biomarker is 
introduced in clinical research. Reducing vari-
ability across devices, patients, and time is a 
must for a reliable and reproducible biomarker. 
Even more, the clinical usefulness in terms of 
the benefi t for the patients and improvements of 
outcomes has to be proven.

   The development and implementation of 
imaging biomarkers need a consistent and correct 
use of terminology and methods regarding tech-
nical performance and statistical concepts. 
Technical performance can be considered as the 
assessment of how a test performs in reference 
objects or subjects under controlled conditions 
[ 29 ].  Technical validation  evaluates and controls 
the different measurements related to image 
acquisition, processing, analysis, and measure-
ments of the biomarker prototype [ 20 ]. This vali-
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dation is usually performed initially as a 
single-center experiment, where iterative defi ni-
tions on reference quality controls have to be 
implemented. Typically, experiments deal with 
the infl uence and the biases associated with 
changes in the different technical steps. Results 
are targeted to fi nd which solutions are more 
robust and precise and how to control deviations 
from the optimal correlations. Precision can be 
defi ned as the closeness of agreement between 
measured quantity values obtained by means of 
replicate measurements under specifi ed condi-
tions. The quality of a diagnosis is based on the 
accuracy of a given biomarker, but the quality of 
monitoring of disease severity and treatment 
response effects depends on the precision of a 
biomarker [ 11 ]. Of relevance, precision is often 
not constant over the range of values of the mea-
surand that are of clinical interest. Precision pro-
fi les for each biomarker over the range of interest 
must be, therefore, assessed [ 29 ]. 

 In any attempt to minimize multisite differ-
ences, the initial effort should be focused on 
matching the sequence parameters and image 

analysis procedure [ 31 ]. Repeatability and repro-
ducibility are types of precision. Repeatability 
must be considered a measurement of precision 
with conditions that remain unchanged between 
replicate measurements. Repeatability studies are 
typically conducted at a single clinical site with a 
specifi c imaging device. Human repeatability 
tests are usually limited to a few scans performed 
as test-retest experiment. 

 In reproducibility studies, the measurement 
precision is evaluated with conditions that vary 
between replicate measurements. Reproducibility 
studies are designed to evaluate different factors 
that may affect the biomarker measurement’s 
precision, including clinical sites, scanner mod-
els or manufacturers, standard procedures, opera-
tors, technologists, and radiologists [ 29 ]. One of 
the most important challenges in implementing 
any quantitative protocol in a multicenter clinical 
trial is developing a procedure that is suffi ciently 
specifi c to guarantee the ability of each site to 
meet the informational requirements while also 
allowing enough fl exibility to accommodate the 
different scanner makes and models, coils, and 

  Fig. 2.6    The complexity of the voxel constituents       
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software versions available at the various sites 
[ 4 ]. To control variability, test-retest studies 
should be conducted at this phase to improve 
reproducibility by knowing the coeffi cients of 
variation and the infl uence that the different steps 
have on them. Experimental models for method 
validation are needed before the test goes for bio-
logical and clinical validations. If the results are 
biased, the new proposed methodologies might 
be wrongly favored against conventional tests. 

 After single-center experiments, the tests have 
to be performed at different centers and with dif-
ferent equipment and conditions.  Multicenter 
analysis  should consider how the experiment 
could be safely implemented in different settings, 
evaluating and controlling how these changes 
affect not only the measurements but also the cor-
relations with the reference standards. These 
multicenter analyses are based on iterative reduc-
tion of biases and variance across the different 
scanners and techniques. To avoid deviations 
between centers, different approaches can be 
designed. First, optimal acquisition protocols 
from the single-center study should be defi ned 
and shared in order to minimize variability. Also, 
calibration studies should be performed, if feasi-
ble, in order to correct for deviations on raw data 
and measurements. Computer simulations and 
adjustments can be also implemented to further 
improve the reproducibility of the biomarkers in 
the different settings. A clear fi nal technical spec-
ifi cation, with its accuracy and precision charac-
teristics, will be the standard procedure to be 
implemented for the biological validation 
studies. 

  Biological validations  are based on the corre-
lation between preclinical disease models or 
human studies and other reference methods, such 
as histopathology, immunohistochemistry, inva-
sive measurements, or genomics. These biologi-
cal validations are experimental studies that 
select the appropriate reference standards rele-
vant to the biological change to be tested and 
evaluate the different confounding variables 
related to target outcome (Fig.  2.6 ). 

 Basic biological validation has to be done in 
single-center experiments, although multicenter 
evaluations of the infl uence of the individuals’ 

physiological status on the calculated measure-
ments are also needed. In these studies, the infl u-
ence of epidemiologic data (such as sex, age, 
physiological status) and genuine biological 
variations on the measurements has to be stud-
ied. Physiological changes are a source of bio-
logical variation. This is the variance measured 
with an instrument that has perfect reproducibil-
ity and represents how much the biology of a tis-
sue varies over a short period of time. One clear 
example is the relationship of the regional blood 
fl ow or blood volume changes in response to car-
diac output, while true tumor volume does not 
change [ 31 ]. 

  Clinical validations  are initially performed as 
single-center observational studies in patients 
where the biomarker is analyzed in terms of how 
well it works in small and controlled conditions. 
If the biomarker proves to be accurate in this set-
ting, multicenter observational patient cohorts, 
both retrospective and prospective, studies and 
even clinical trials can be started. They are needed 
to evaluate the biomarkers’ acceptance and 
robustness. Data from clinical trials or large 
observational studies from imaging biobanks are 
recommended for validation and approval of 
imaging tests and quantitative imaging biomarker 
qualifi cation [ 6 ]. Many of the barriers for an opti-
mal developmental pathway for imaging bio-
markers relate to the existing regulatory and 
fi scal environment, mainly when radiotracer 
agents are involved. The main metrics for clinical 
validation of broader clinical relevance from a 
patient’s perspective are improvement in func-
tional status, quality of life and morbidity, down-
stream care and health events, and death [ 7 ]. 

 The fi rst single-center analysis is usually per-
formed as a pilot test on a small sample of well- 
controlled and defi ned subjects. This fi rst pilot 
study is also known as the  proof of principle , 
whose purpose is to verify that the concept and 
related methods have the potential of being used. 
This small initial clinical validation study must 
be performed before embarking on large-scale 
multicenter projects and clinical trials. The proof 
of principle can be considered as a dummy run 
study practice to evaluate accuracy and potential 
confounding variables. As an example, the high 
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temporal and spatial resolution obtained in 
dynamic contrast-enhanced breast images, 
refl ecting tissue physiological parameters related 
to microvasculature density, permeability, and 
surface area, is a prognostic and predictive factor 
for tumor management [ 23 ]. Successful study 
designs comparing well-characterized groups of 
subjects must be also prospectively validated in 
individual single-subject analyses. 

 The next step is the  proof of effectiveness . 
Only after successful results at the proof of prin-
ciple, researchers must conduct a larger multi-
center series to validate in routine clinical practice 
the biomarker. This clinical effi cacy groundwork 
must be performed to qualify the quantitative 
imaging biomarker for its intended use in the 
appropriate “real-world” imaging conditions. 
The study must be extended to large series and 
should be able to depict any statistically signifi -
cant conclusion and to assess the ability of the 
biomarker to appropriately measure the target 
hallmark in a reproducible, reliable, and accurate 
way. This study must be multicenter in order to 
demonstrate the behavior of the developed bio-
markers, analyzing the biomarker relationship to 
the biological or clinical end points in normal 
practical conditions in different centers. 
Evaluating the sources of multicenter variation 
due to the imaging process, and then reducing 
them where possible, will allow progress to be 
made. Differences between centers can be char-
acterized, understood, and minimized by the use 
of phantoms or test objects and normal control 
subjects [ 31 ]. Good multicenter agreement on 
imaging measurement demonstrates that the 
imaging technique is appropriate and the results 
can be applied to other centers. This intercenter 
agreement also demonstrates that the physical 
factors involved in the measurement process are 
well understood and controlled, and the process 
is reliable and robust. Intercenter agreement must 
control that serial measurements remain reliable 
despite imager upgrades [ 31 ]. 

 Only multicenter-validated imaging biomark-
ers should be used as surrogate end points. 
Decisions to utilize imaging biomarkers depend 
on the specifi c proposed topic in addition to the 
strength of the available evidence. Strong evi-

dence and a compelling context are needed for 
the use of a biomarker as a surrogate end point, as 
surrogate end points are meant to replace clinical 
end points [ 26 ]. The developed biomarker must 
not only be standardized and accurate but also 
clinically useful, producing a clinical improve-
ment in the patient healthcare cycle (Fig.  2.1 ) and 
an increased patient satisfaction [ 7 ]. The imaging 
biomarkers must have sensitivity to the effect 
they are measuring, high percentage of true posi-
tives, and high specifi city. Even more, the bio-
marker should be lowly priced, quickly obtained, 
and easily applied.  

2.6     Innovating with Biomarkers 

 The adequate development, implementation, and 
clinical incorporation of new imaging biomark-
ers into structured reports would be one of the 
main roles of biomedical engineers in the radiol-
ogy departments. Radiologists and engineers 
may lead this personalized and precision innova-
tion task in medicine. 

 Qualifi ed biomarkers should have biological 
relevance to the disease process under study, sen-
sitivity to the disease process, and good repro-
ducibility. Biomedical imaging provides 
parametric and multiparametric morphologic and 
dynamic structural and biological information 
that enable focused, minimally invasive treat-
ments and imaging-guided interventions 
(Fig.  2.7 ). Imaging biomarkers are key elements 
in the infrastructure needed for personalized 
medicine [ 11 ]. Biomarkers, as imaging extracted 
quantifi able features, are useful only if they pro-
vide additional accuracy in predicting clinical 
outcome and disease response beyond that which 
is attained without them. Their ultimate objective 
evidence regarding their relationships with health 
status must be therefore established in clinical 
and research practice.

   The optimal application of quantitative imag-
ing to oncology clinical trials requires systemic 
evaluation of the ability to standardize modalities 
and algorithms across different platforms and 
among multiple institutions, awareness of incre-
mental cost of the imaging techniques, and 
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 estimates of potential cost savings by enrichment 
of responders [ 14 ]. 

 New imaging biomarkers will only have an 
impact in clinical practice if the information they 
provide answers the clinical problem. To add 
value,  radiology reports  must be structured, use 
standardized terminology, convey actionable 
information, and be limited in their variability, 
especially with regard to recommendations. To 
be used, the derived quantitative data must be 
organized and exposed in simple and intuitive 
ways. To be useful, radiology reports must show 
clinical skills, through clarity and pertinence of 
the results; communication skills, by reporting 
all the relevant information with standard ontolo-
gies; and innovative skills, by incorporating 
quantitative biomarkers when appropriate. These 

items will reduce the report variability and uncer-
tainty and improve its utility. 

 To bring this innovation into clinical practice, 
biomarker results need to be displayed in an intu-
itive way. Post-processing platforms and inte-
grated structured imaging biomarker reports 
should be implemented and their communication 
skills tested. This would be the best way to assure 
a paradigm change in the radiological workfl ow 
within radiological departments. An appropriate 
system to convey these results is the  structured 
reporting  driven by disease. This architecture is 
designed as a means of encoding documents and 
exchanging pertinent information through a hier-
archical structure. Structured reports defi ne the 
systematized data, including images, biomarkers, 
and template report [ 24 ]. The presentation of 

  Fig. 2.7    Intravoxel incoherent motion (IVIM) diffusion- weighted MR experiment with 6 b-values (DW images) in a 
patient with prostate carcinoma (Gleason 7). Signal decay was fi tting with a biexponential model after denoising and 
coregistration. The relationship of signal intensity and D, D* and f is shown in the model. The D parametric map shows 
the abnormal red values, correlating with higher restriction and higher cell density, having a heterogeneous distribution 
in the transitional gland. D parametric maps allow guided biopsy and targeted interventions       
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diagnostic reports requires ensuring that all the 
pertinent information is checked, including the 
technique used as reference, the statistical meth-
ods and method reproducibility, and the clinical 
applicability to help in tackling the relevant clini-
cal end points. They also allow for data storing, 
search, retrieval, statistical analysis, and transfer. 
Furthermore, digital structured reports including 
quantitative information extracted from images 
have the ability to associate the clinical document 
of the biomarkers with the patient’s episode 
within the electronic health records and 
PACS. Practical workfl ow limitations to incorpo-
rate quantitative methods into routine radiology 
reporting have to be solved before the incorpora-
tion of more advance imaging metrics into radiol-
ogy reporting as clinical decision-making 
paradigms become a reality. 

 The structured report must comprise com-
plete, comprehensive, and accurate information 
including the assessment of potential bias and a 
generalization of the results. Structured reports 
must be useful for follow-up studies and fully 
integrated into eHealth solutions. Radiologists 
should avoid the disconnection between the 
enthusiasm for quantitative imaging in the 
 academic literature and the skepticism that clin-
ical radiology has traditionally held toward 
numerical description. Increased incorporation 
of quantitative imaging into clinical radiology 
has to be made through the radiology reports 
[ 1 ]. To speed the process of quantitative report-
ing, both the radiologist and the referring physi-
cian may consider that the increased precision 
resulting from validated quantitative interpreta-
tion has a real effect on patient management and 
would therefore provide an incremental value 
over a qualitative description under real-life 
clinical conditions. 

 Radiologists might interact with patients and 
referring physicians to confi rm that their infor-
mation is used properly. Radiology reports com-
bined with other available patient information 
impact on the decision-making process. The 
interpretative nature of imaging tests, unclear 
importance of some fi ndings in parametric imag-
ing, variable imaging acquisition and quality, and 
limitations of available evidence are examples of 

sources of uncertainty that radiologists have to 
share with referring physicians and patients [ 12 ]. 

 The technological developments for struc-
tured reporting implementation are further 
explained in Chap.   11    .  

2.7     Biobanks and Biomarkers: 
Big Data 

 The new radiological scenario emerging after 
the introduction of biomarkers provides consid-
erable benefi ts to the diagnostic imaging profes-
sionals as they provide in vivo biological 
information resolved in time and space. As with 
other emerging technologies, biomarkers may 
initially build to a peak of expectations very dif-
ferent from reality; but over time, the quantita-
tive information provided by the biomarkers 
will fi nally be incorporated into daily clinical 
practice. 

 The ability to accommodate large collections 
of clinical evidence data for these new biological 
metrics into stakeholder business models would 
provide incentives for companies to produce and 
market them for improved patient care. These 
large collections of clinical evidence and imaging 
data are therefore mandatory in the imaging bio-
marker’s development pathway.  Imaging bio-
banks  allow to study advanced imaging 
techniques on imaging pools with suffi cient sam-
ple size, since demonstration of signifi cant asso-
ciations between an imaging biomarker and a 
phenotype or a genetic variant requires very large 
numbers of tested individuals [ 11 ]. Once large 
high-quality and well-curated data sets are avail-
able within the biobank, they can be used for data 
mining, referring to the process of discovering 
patterns in large data sets. 

 Medical imaging biobanks have recently 
emerged for advancing on the study of rare dis-
eases, the identifi cation of early biomarkers and 
surrogates, and the development of population 
studies. These big data collections must be effi -
ciently organized.  Structured digital data , such 
as images, text, and measurements, are logically 
integrated and organized within these large 
repositories. From a single-hospital database to 
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multicenter electronic health records and PACS 
repositories, biobanks have emerged as a funda-
mental tool for clinical research in personalized 
medicine through quality control issues for sam-
ple collections, standardized pathways for quan-
titative information extraction, and sophisticated 
protocols for data protection. Imaging biobanks 
are therefore organized databases of medical 
images and associated imaging biomarkers, 
shared among multiple researchers, and linked to 
a bio-repository. These biobanks will help to 
evaluate the impact of new imaging biomarkers 
on early disease diagnosis, disease phenotyping, 
disease grading, targeting therapies, and evalua-
tion of disease response to treatment. They will 
also aim to develop, throughout their growing 
volume and complexity of imaging data, decision- 
support algorithms required to help physicians 
apply the most essential patient data for optimal 
management [ 11 ]. 

 Parametric- and multiparametric-derived and 
source image data and metadata sharing across 
multiple sites are needed to establish imaging 
biomarker’s models to be used as decision- 
support tools. The appropriate development of 
new and reliable imaging biomarkers has 
encountered bottlenecks in some cases. Such 
limitations might be addressed through access 
to structured imaging biobanks, as they will pro-
vide standardization (large samples, quality 
control, access), validation (multicenter, large 
population studies), and benchmarking (bio-
marker discovery, image contribution). 
Biobanks must have structured and fully anony-
mized information, including medical images 
and relevant clinical and associated biological 
data and/or samples. Data dissociation must 
allow for traceability of cases in unexpected 
fi ndings, while high-performance computing 
resources will facilitate image processing com-
parison, standardization, and validation. 
Imaging biobanks will surely promote the 
development of new multivariate or nosologic 
imaging biomarkers through genetic and circu-
lating sample biomarkers integration. Curation 
and collection of high-quality imaging data 
require content expertise to identify and circum-
scribe, with computer assistance, and annotate, 

with a standardized and mineable lexicon, the 
volumes of interest [ 10 ]. 

 Imaging biobanks can also generate a space of 
research, development, and innovation in health-
care management, by promoting new ideas and 
technological innovation projects based on digi-
tal medical imaging, data mining, and clustering. 
Biobanks must also provide access to quality- 
defi ned human health/disease-relevant imaging 
and biological resources including associated 
data in an effi cient, ethical, and legally compliant 
manner. 

 A federation of imaging biobanks would 
establish an integrated platform providing ser-
vices of imaging data and processing, easing the 
long-term access of science researchers to com-
puting infrastructures. This international collabo-
ration will require the advance on both 
technological and organizational matters (incor-
poration, procedures, protocols, data sharing, 
boards, and access criteria). This environment 
can be considered as a framework on top of a set 
of computing and data-intensive infrastructures 
that will provide researchers with tools, proto-
cols, data, and expertise to improve medical 
imaging research and patient’s healthcare. 

 Large biobanks will improve healthcare 
through studies of quality control, such as 
image quality and radiation dose, technical and 
protocol comparisons, and follow-up assess-
ment of clinical guidelines. They will also 
improve the therapeutic process through the 
translation of research fi ndings into clinical tri-
als with guided imaging, assessment of image 
biomarkers prognostic factors, and early assess-
ment of treatment response. Improvements in 
epidemiological knowledge of the population 
through the introduction of quantitative diag-
nostic tests’ markers are also expected. 
Biobanks will create knowledge databases from 
representative cases, using semantic and semi-
otic advanced searches. They will help in the 
development of new imaging markers of dis-
ease progression and therapeutic interventions, 
capable of validation and subsequent standard-
ization, establishing an attractor for pharma-
ceutical and medical imaging devices to include 
value-added companies in clinical trials. 
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   Conclusion 

 Medicine and computing are dynamic fi elds. 
Radiologists must have the skills to think criti-
cally. Biomarkers are any validated disease 
characteristic that can be reliably measured in a 
cost-effective, repeatable, and generalizable 
manner. These properties act as a meaningful 
surrogate for disease presence, activity, or out-
come [ 6 ]. Biomarkers are important in that they 
can enable faster clinical trials for interven-
tions, improve understanding of early disease 
processes, and help healthcare practitioners and 
patients make decisions. 

 Biomarkers can be either in vitro speci-
mens, such as those from biologic fl uids or 
pathologic samples, and in vivo imaging mea-
surements, such as tumor pharmacokinetics. 
Imaging biomarkers monitor and record the 
spatiotemporal distribution of different tissue 
processes for diagnostic or therapeutic appli-
cations, allowing the advanced visual repre-
sentation, characterization, and quantifi cation 
of these biological processes within intact liv-
ing organisms. 

 Digital medical imaging and computational 
processing allow for the extraction of quanti-
tative parameters that might be considered as 
virtual biopsies based on imaging biomarkers. 
Quantitative imaging biomarkers offer consid-
erable capabilities in both patient care and 
drug development but need appropriate clini-
cal evidence to be employed. To be imple-
mented in clinical practice, biomarkers may 
be useful to the diagnostic, therapeutic, and 
follow-up processes. To be useful within the 
clinical care pathways, a quantitative state-
ment of its uncertainty must accompany imag-
ing measurements. 

 Radiologists and biomedical engineers 
must check the integrity of the whole develop-
ment cycle, from the conception to the execu-
tion, through the creation and implementation 
of a process of standardization and harmoni-
zation of methods, hardware, and/or software 
that is suffi cient for the development, valida-
tion, qualifi cation, and use of accurate, reli-
able quantitative imaging biomarkers across 
different imaging instruments and settings. 

The combination of biological knowledge, 
digital imaging, and computing analysis will 
lead to professional radiological success, 
where imaging will lead an important part of 
clinical and experimental medicine. 

 Integrating imaging biomarkers and 
radiomics data into clinical practice presents a 
unique opportunity to contribute to the radiol-
ogy value chain [ 13 ]. A multidisciplinary 
approach will provide better care to patients 
and better understanding of the disease in vivo 
by in silico image modeling. Imaging industry 
collaboration and the effectiveness of working 
relationships are to the advantage of all 
involved stakeholders. One of the major chal-
lenges limiting biomarker’s development in 
radiology is a lack of communication between 
those in academics and industry. 
 Modern medicine depends on biomarkers. 
Imaging biomarkers open wide new fi elds of 
research and bring new potential clinical 
applications of medical imaging.      
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3.1          Introduction 

 The process of implementation, validation, and 
standardization of imaging biomarkers poses a 
major challenge for the radiological community, 
for a number of reasons. For any newly devel-
oped (imaging) biomarker, the underlying patho-
physiological mechanism has to be understood, 
and the corresponding biomarker has to be a 
valid and reproducible surrogate for this patho-
physiological process (proof of concept and 
proof of mechanism). Hence, the role of the 
radiological subspecialty societies (e.g., for car-
diac, musculoskeletal, or oncologic imaging) is 
signifi cant, as only by expert knowledge on 
pathology, diseases, and corresponding imaging 
techniques and applications, a sustainable devel-
opment of imaging biomarkers can be propa-
gated. Subspecialty imaging will have to solve 
the main and relevant issues in the process of 
developing reliable and reproducible imaging 
biomarkers, from standardization of image 

acquisition, standardization of image analysis, 
quality control, and correct clinical use and 
implementation. 

 In the following chapter, examples will be 
given for established and emerging imaging bio-
markers, explaining the concept of evolving and 
implementing a biomarker, starting from the clin-
ical need and clinical question to be solved, the 
underlying pathophysiological process, and the 
necessary steps of clinical implementation and 
standardization.  

3.2     Imaging Biomarker 
of Atherosclerosis: Coronary 
Artery Calcifi cation 

 Cardiovascular disease is a leading cause of mor-
bidity and mortality worldwide. Many novel 
imaging methods have been developed to study 
atherosclerosis in patients suffering from coro-
nary artery disease (CAD). Imaging techniques 
that will allow identifying progressive cardiac 
disease and prediction of future clinical risk are 
becoming of more and more importance. Among 
many potential cardiac imaging biomarkers, cor-
onary artery calcifi cation (CAC) is certainly 
among the most established biomarkers in clini-
cal routine yet. Coronary calcifi cation can be 
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assessed noninvasively by computed tomography 
(CT) and represents a valuable estimate of the 
presence and extent of coronary atherosclerosis 
as the underlying cause of stable and acute coro-
nary syndromes. The broad acceptance, both in a 
clinical and scientifi c community, is in part attrib-
utable to the relatively long period of time 
(~25 years) this marker of coronary atherosclero-
sis has been studied but also to the very high level 
of scientifi c evidence demonstrating that the 
degree of coronary calcifi cation is an indepen-
dent risk factor for cardiovascular events [ 1 ]. 
Also, the widespread availability of CT scanners 
feasible for CAC scoring without the need for 
highly advanced CT technology and early meth-
odological, widely accepted defi nitions of param-
eters, such as the conventional use of the 
“Agatston” score, has helped to disseminate this 
imaging biomarker on a broader basis (Fig.  3.1 ).

3.2.1       Pathophysiological Correlate 
and Clinical Problem 

 Subclinical coronary calcifi cation commonly 
occurs early in the development of atheroscle-
rotic plaque, preceding the onset of clinical coro-
nary heart disease by years or even decades, 
therefore serving as an ideal biomarker depicting 
the degree of atherosclerosis. Calcium is not 
present in normal arterial vessel walls but is 

 present in atherosclerotic vessels. Previous 
 studies indicate that the amount of calcifi ed ath-
erosclerotic plaque is highly related to the overall 
plaque burden and is thought to be present in the 
advanced stages of atherosclerosis [ 2 ]. 
Conversely, noncalcifi ed plaque is considered to 
be a feature of early atherosclerosis [ 3 ] and may 
be associated with acute coronary syndromes [ 4 ]. 
The pathophysiologic process leading to coro-
nary calcifi cation is a complex one and centrally 
mediated by infl ammation. Current evidence sug-
gests that atherosclerosis is a systemic chronic 
infl ammatory condition involving multiple vas-
cular distributions, associated with a variety of 
clinical sequels [ 5 ]. Through a process of plaque 
vulnerability, rupture, and subsequent thrombo-
sis, subclinical end-organ damage occurs, as well 
as clinical evident morbidity and mortality.  

3.2.2     Methodological Approaches 
and Distribution in Normal 
Cohorts 

 With the advent of CT scanners with ECG- triggered 
acquisitions in the late 1990s, electron beam CT 
(EBCT) followed by ≥4 slice multidetector CT 
enabled measurement of CAC within a single 
breath hold [ 6 ]. The high-density contrast between 
calcifi cation and adjacent tissue allowed for quanti-
fi cation of CAC, despite that the  detection and 

a b c

  Fig. 3.1    Example of a native coronary artery (CAC) scan 
acquired by multidetector CT in a 62-year-old male 
asymptomatic subject. ( a ) Three-dimensional volume- 
rendered display demonstrating the distribution of the 
 calcifi ed atherosclerotic plaque in the right coronary artery 
( arrow ). ( b ,  c ) Axial reconstructions used for  quantifi cation 

of CAC demonstrating extensive CAC in the left anterior 
descending coronary artery and the distal segment of the 
right coronary artery ( arrow ,  b  and  c , respectively).  AA  
ascending aorta,  LA  left atrium, and  LV  left ventricle. The 
Agatston score was 452 in this subject, which puts him on 
the 57th percentile of his matched age and gender group       
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quantifi cation of noncalcifi ed plaque and coronary 
stenosis on CT angiography (CTA) remained chal-
lenging using these fi rst scanner generations. 

 Given the superb contrast induced by coro-
nary calcifi cation, scans are acquired without the 
administration of iodinated contrast agents. 
Traditionally, these scans are associated with a 
radiation dose between 1 and 2 mSv but lowered 
to even below 1 mSv when applying a tube volt-
age of 100 kVp rather than 120 kVp. Recently, 
additional radiation dose-reduction strategies 
based on iterative reconstruction have been intro-
duced, resulting in radiation dose reductions of 
up to 80 % with an effective radiation dose 
between 0.15 and 0.18 mSv [ 7 ]. 

 Initially developed for EBCT, the “Agatston” 
score, remained the traditional biomarker of CAC 
as a semiquantitative algorithm based on mea-
surements of plaque area and a weighted plaque 
density score [ 8 ]. This results in a range of con-
tinuous values ranging from no calcifi cation (con-
sistent with a zero Agatston score) to extensive 
calcifi cation that may add up to an Agatston score 
of more than 3,000. Due to the early implementa-
tion in large asymptomatic cohort studies, a nor-
mal distribution of the Agatston score with respect 
to age and gender became available [ 9 ]. This 
allowed for the determination of the percentile 
distribution of an individual Agatston score with 
respect to an age- and gender-matched reference 
cohort and the defi nition of risk categories [ 10 ]. 
One prominent example is the Multi-ethnic Study 
of Atherosclerosis (MESA), a large US study that 
allows to obtain the estimated probability of non-
zero calcium, as well as the 25th, 50th, 75th, and 
90th percentiles of the CAC  distribution for a par-
ticular age, gender, and race (  http://www.mesa-
nhlbi.org/calcium/input.aspx    ) [ 11 ].  

3.2.3     Scientifi c Evidence 
of Coronary Calcium Score 
as a Diagnostic 
and Prognostic Biomarker 

 Despite its early establishment, CAC scoring 
was only accepted as a screening tool for asymp-
tomatic subjects within the cardiovascular 

 community after strong data on its prognostic 
value had been accumulated. In a comprehen-
sive meta- analysis pooling four major studies 
on the prognostic value of coronary calcifi ca-
tion, Pletcher et al. found an adjusted relative 
risk of death or myocardial infarction of 2.1 for 
a CAC score of 1–100 compared to a score of 0 
[ 12 ]. In addition to its generally strong prognos-
tic value, there is similarly high level of evi-
dence that this prognostic value is independent 
of other markers of risk. For instance, in the 
MESA study, CAC was compared to high-sensi-
tive CRP, carotid intima- media thickness, ankle 
brachial index, brachial fl ow-mediated dilation, 
and family history of CHD in 1330 individuals 
without diabetes mellitus [ 13 ]. While each of 
the individual markers was predictive as indi-
cated by an improvement of the area under the 
receiver-operator characteristic curve (AUC) 
over a clinical risk score (Framingham Risk), 
coronary calcifi cation was the strongest predic-
tor of risk associated with the highest increment 
of the AUC. As a consequence, the 2010 
American College of Cardiology/American 
Heart Association (ACC/AHA) guidelines on 
screening for coronary artery disease indicated 
that measurement of CAC is reasonable (level of 
evidence B) for cardiovascular risk assessment 
in asymptomatic adults at Framingham interme-
diate risk (10–20 % 10-year risk) [ 14 ]. 

 While the prognostic value in asymptomatic 
patients is certainly dominating the clinical role of 
CAC as an established imaging biomarker, there 
are research fi ndings from the early years docu-
menting a moderately valuable diagnostic role for 
the detection of signifi cant coronary stenosis. For 
instance, in a review of 16 studies, the sensitivity 
and specifi city of EBCT for the detection of coro-
nary stenosis were 91 and 49 %, respectively [ 15 ]. 
However, despite these very nonspecifi c fi ndings, 
the absence of CAC is highly predictive of the 
absence of signifi cant stenosis (<1 %) [ 16 ]. With 
the advent of coronary CT angiography, the diag-
nostic role of coronary artery calcifi cation scan-
ning has diminished, given that even in subjects 
without coronary calcifi cation, a portion has a 
plaque and a signifi cant coronary stenosis (13 % 
and 3.5 %, respectively) [ 17 ].  
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3.2.4     Future Outlook 
and Developments 

 Today, assessment of coronary calcifi cation by 
CT is a highly established biomarker of cardio-
vascular risk in asymptomatic subjects. However, 
one of its limitations is that the effectiveness of 
implementing CAC scanning in therapeutic algo-
rithms has not been established yet in random-
ized trials. So far, very early evidence stems from 
the St. Francis Heart Study, in which healthy men 
and women with CAC scores ≥80th percentile 
for age and gender were treated with atorvastatin, 
vitamins C and E, or matching placebos [ 18 ]. 
However, there was only a nonsignifi cant trend 
toward a lower rate of cardiovascular events. Due 
to these limited and nonsignifi cant fi ndings, 
pharmacologic therapy to prevent CHD based 
solely upon the presence of CAC is currently not 
recommended.   

3.3     Imaging Biomarker 
of Myocardial Fibrosis: Late 
Gadolinium 
Enhancement MRI 

 Up to now, cardiac biomarkers in clinical routine 
have been dominated by protein molecules that are 
widely used in the (early) detection of heart fail-
ure. For example, serum levels of troponin T 
(TnT), C-reactive protein (CRP), and brain natri-
uretic peptide (BNP) have been shown to be sensi-
tive markers of left ventricular (LV) dysfunction 
and powerful markers of morbidity and mortality 
in the heart failure setting. One of the current 
methods of monitoring LV function in patients 
suffering from heart failure is determination of left 
ventricular ejection fraction (LVEF) with echocar-
diography. However, assessment of LVEF is 
dependent on hemodynamic conditions and fails 
to detect early subtle alterations in LV systolic 
function that occurs in the later stages of chronic 
disease. In addition to echocardiography, cardiac 
magnetic resonance imaging (MRI) might be used 
for the noninvasive assessment of LV volumes and 
LVEF in a heart failure setting [ 19 ]. Improvements 
in both spatial and temporal resolution have made 

cardiac MRI the gold standard for the noninvasive 
assessment of LV systolic function, also in patients 
after myocardial infarction [ 20 ]. 

3.3.1     Clinical Problem 

 One of the main advantages of cardiac MRI over 
other imaging modalities is its ability to qualita-
tively and quantitatively assess changes in 
 myocardial tissue. For example, by using con-
trast-enhanced pulse sequences, cardiac MRI can 
be used to assess myocardial viability. Moreover, 
in myocarditis, this has been used to assess edema, 
capillary leakage, hyperemia, and, in severe cases, 
cellular necrosis and fi brosis. This technique has 
displayed high diagnostic accuracy for acute 
infl ammatory or ischemic injury, which is signifi -
cant as edema is an important hallmark of infl am-
matory injury. Nowadays, late gadolinium 
enhancement (LGE) imaging has become the pri-
mary diagnostic tool for assessment of myocar-
dial viability in patients suffering from CAD as 
well as myocardial infl ammation in patients with 
suspected myocarditis of cardiomyopathies [ 21 ]. 
Furthermore, cardiac stress MRI using adenosine 
might add a functional component to late gado-
linium enhancement imaging, which detects irre-
versibly damaged myocardium (e.g., scar tissue) 
with very high accuracy. With LGE, hypo- or aki-
netic but still viable myocardium can be identifi ed 
as dysfunctional myocardium without scar or sig-
nifi cant remaining viable tissue (<50 % transmu-
rality of scarring). In clinical practice, this 
additional information will help to decide whether 
or not the patient will recover after revasculariza-
tion. However, different noninvasive tests provide 
different surrogate defi nitions of hibernating 
myocardium (e.g., metabolism, scar, or contrac-
tile reserve), and consequently the result of a 
given investigation may depend on the chosen 
imaging test.  

3.3.2     Pathophysiological Correlate 

 The mechanism of LGE in acute and chronic 
infarction is the increase of the extracellular 
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space caused by necrosis (loss of cell membrane 
integrity), resulting in a signifi cant increase of 
the extracellular space of scar tissue as compared 
to normal myocardium. Magnetic resonance con-
trast agent that diffuse to the interstitial space 
will be resorbed into the capillary bed and 
undergo renal excretion. However, when the tis-
sue is damaged, for example, due to infarction, 
diffuse fi brosis, or even infl ammation, the resorp-
tion rate of contrast agent will be diminished. At 
10–20 min after contrast injection, washout of 
the contrast agent will be complete in normal 
myocardium, in contrast to infarcted or edema-
tous tissue. This phenomenon is the basis of “late 
gadolinium enhancement” imaging. Various 
studies have shown the relation between myocar-
dial viability and the size of the area displaying 
late gadolinium enhancement. In MR images, the 
presence of contrast agent can be detected as a 
bright area on images acquired with T1-weighted 
MR images. Currently the principle “bright is 
dead,” indicating that bright areas on a late gado-
linium MR image after contrast injection corre-
spond with nonviable myocardium, is subject to a 
lively debate. Nevertheless, a strong correlation 
between the transmural extent of hyperenhance-
ment and regional function recovery has been 
demonstrated in several studies, revealing LGE 
imaging as a powerful predictor of myocardial 
damage after myocardial infarction. 

 The mechanism in nonischemic myocardial 
diseases is also predominantly, if not exclusively, 
due to increase in the distribution volume of gad-
olinium, caused by an increase in the extracellu-
lar space of the myocardium. The increase in the 
extracellular space may be due to necrosis of 
myocardial cells (myocarditis), replacement of 
myocardial cells by fi brosis (hypertrophic cardio-
myopathy), or replacement of myocardium by 
various infi ltrates (e.g., amyloidosis, sarcoid-
osis), or a combination of these. 

 While the distribution of LGE is invariably 
subendocardial for ischemic disease (either acute 
or chronic myocardial infarction), the pattern of 
enhancement has a variable transmural distribu-
tion in nonischemic myocardial disease. LGE 
conforms to the distribution of one or more coro-
nary arteries in ischemic heart disease, while in 

nonischemic myocardial disease, it does not. 
With nonischemic myocardial disease, the mural 
pattern usually can be seen midwall or subepicar-
dial and may be spotty in multiple regions of the 
ventricle. The pattern of distribution in some may 
be almost diagnostic of a specifi c myocardial 
disease.  

3.3.3     Scientifi c Evidence 
and Prognostic Impact 

 Within the bright LGE area of an acute myocar-
dial infarction, microvascular obstruction (MO) 
or the “no-refl ow” phenomenon is known as an 
established complication of coronary reperfusion 
therapy, adding another complementary  “imaging 
biomarker” to the clinical value of LGE (Fig.  3.2 ) 
[ 22 – 24 ]. The phenomenon of microvascular 
obstruction is increasingly recognized as a poor 
prognostic indicator and can serve as an imaging 
marker of subsequent adverse LV remodeling 
[ 25 ]. Although MO can be assessed using various 
imaging modalities, evaluation by cardiac MRI is 
particularly useful in enhancing its detection, 
diagnosis, and quantifi cation, as well as follow-
ing its subsequent effects on infarct evolution and 
healing. MO assessment has become a routine 
component of the MR evaluation of acute myo-
cardial infarction and will play an increasingly 
important role in therapeutic decision pathways. 
MO is characterized by a number of ultrastruc-
tural and functional changes at the microvascular 
level. Understanding these histopathophysiologic 
changes can enhance the approach by MRI to 
detecting MO, to understand the results and their 
subsequent clinical implications. It can also help 
to potentially improve how MO is assessed by 
CMR, which has implications with regard to the 
understanding of infarct evolution as well as the 
evaluation of the effi cacy and mechanism of 
reperfusion treatment.

   LGE and MO have been found to be predictive 
of clinical outcome, independently of or when 
adjusted for other indices such as infarct size and 
LV ejection fraction (EF) [ 26 ]. Many of these 
outcome studies showed a severe relationship 
between the size of LGE and/or the presence of 
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MO and adverse LV remodeling, with reduced 
global systolic function and pathologically 
enlarged LV volumes at follow-up exams, sug-
gesting a possible mechanism for the poor prog-
nosis. Moreover, MO is increasingly incorporated 
into clinical trial methodology as a surrogate 
clinical outcome in studies investigating reperfu-
sion strategies, particularly when the treatment 
has the potential to directly impact microvascular 
function.   

3.4     Imaging Biomarker of Tumor 
Angiogenesis: Assessment 
of Perfusion 

 Angiogenesis is a complex process and a con-
stant companion of normal tissue development 
and tissue formation but shows certain altera-
tions in pathologic processes like tumor growth 
and/or infl ammatory processes. Perfusion-based 
imaging enables objectifi cation and quantifi ca-
tion of angiogenesis and thus opens insights into 
a functional process generating surrogate bio-
markers that are complementary to, e.g., mor-
phologic tumor imaging. The knowledge that 
angiogenesis is a prerequisite for tumor growth 
and tumor spread makes this biomarker a 

 plausible target not only for tumor and tissue 
characterization purposes but also for prognosis 
evaluation and treatment monitoring. In case of 
infl ammatory processes, perfusion-based imag-
ing allows indirect assessment of infl ammatory 
activity which is usually going along with an 
increased tissue perfusion and offers potential 
tool for monitoring anti-infl ammatory therapy 
regimens. 

 The most frequently used parameters, or 
quantitative imaging biomarkers of tissue perfu-
sion, are the blood fl ow (the rate of blood passing 
through the vasculature in a tissue region), the 
blood volume (the volume of blood that is actu-
ally following within the vasculature), and the 
mean transit time (the average time of blood tra-
versing from the arterial input to the venous out-
let and k-trans (a surrogate measure of vascular 
leakiness refl ecting the fl ux of solutes from blood 
plasma to the interstitial space)). Each of these 
parameters represents a facet of the complex pro-
cess of angiogenesis and can be used for tumor 
characterization, for understanding of the mecha-
nisms of action of molecular (antiangiogenic) 
therapeutic agents, and thus for a potentially 
more sensitive response monitoring (early 
 detection of response and/or early recognition of 
tumor breakthrough) (Fig.  3.3 ).

a b

  Fig. 3.2    A 77-year-old female patient suffering from an 
acute myocardial infarction. Invasive catheter coronary 
angiography showed complete occlusion of the left ante-
rior descending artery (LAD), with following revascular-
ization of the LAD territory after successful PTCA and 
stent placement. In the four-chamber view of the late 
gadolinium enhancement (LGE) image ( a ), a myocardial 
infarction can be seen by pathological uptake of the 

 contrast agent ( arrow ) and with an area of microvascular 
obstruction in the center of the infarcted myocardium 
(black central area within the LGE area). Short-axis late 
gadolinium enhancement image through the mid-ventricle 
at the level of the papillary muscles ( b ) demonstrates 
the corresponding myocardial delayed enhancement in 
the anterior-septal wall segments ( arrow )       
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3.4.1       The Clinical Problem 
and Pathophysiological 
Correlate 

 Recent developments in tissue characterization in 
terms of histological differentiation, grading, but 
in particular immunohistochemical profi ling (i.e., 
receptor expression) as well as genome typing, 
needing invasive procedures such as biopsies, 
have somewhat interfered with the constant 
ambition of establishing and optimizing imaging 
biomarkers for noninvasive tumor characteriza-
tion. Nonetheless, relevant clinical applications 
focusing on perfusion-based tumor identifi cation 
and characterization are being developed and 
constantly enhanced. One of the most important 
clinical applications for perfusion imaging is the 
characterization of hepatic nodules occurring in 
patients with known liver cirrhosis, fatty liver, 
hepatitis C, or hemochromatosis. In these cases, 

current diagnostic guidelines recommend a non-
invasive HCC diagnosis based on the presence of 
typical enhancement patterns like washin and 
washout phenomena, in contrast-enhanced CT or 
MR imaging. Unfortunately, these typical quali-
tative enhancement patterns are not always pres-
ent in HCC nodules, and potentially being 
missed, in particular in smaller lesions. In this 
clinical setting with unclear imaging results, an 
invasive approach, i.e., biopsy, is usually recom-
mended. The rationale for implementing a quan-
titative, perfusion-based imaging biomarker of 
HCC and of HCC precursors is the knowledge 
that along the so-called multistep process of car-
cinogenesis, liver nodules create an arteriolar 
network, gradually replacing the normal sinusoi-
dal architecture and thus becoming predomi-
nantly or exclusively supplied by arterial blood 
[ 27 ]. Hence, with ongoing tumor differentiation, 
the number of so-called non-triadal arteries is 

a

b

  Fig. 3.3    Solitary fi brous pleural tumor (Panel  a  and  b , 
 arrows ), receiving experimental therapy with bevaci-
zumab (VEGFR inhibitor) and temozolomide as sixth- 
line treatment attempt. Perfusion CT performed at 
baseline ( upper panel ,  a ) shows high levels of tumor per-

fusion (from left to the right morphologic image/blood 
fl ow [BF] color-coded map/blood volume [BV] color- 
coded map) at the tumor edges with large core necrosis. 
Six weeks later, during ongoing therapy, a typical on/off 
angiogenic switch could be observed ( lower panel ,  b )       
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increasing which has been intensively analyzed 
by comparison with histology [ 28 ]. At this point, 
the use of perfusion imaging (e.g., perfusion CT) 
with the option for a separate calculation of the 
dual liver blood supply (arterial and portal venous 
blood supply) offers an ideal tool for a noninva-
sive classifi cation of liver lesions [ 29 ]. 
Additionally, differences in the perfusion 
between parenchymatous organs like the liver 
and metastases are known to improve tumor 
detection both for hypervascularized and hypo-
vascularized lesions, based on the fact that all 
these lesions are primarily supplied by arterial 
blood [ 30 ]. In several tumors, a direct correlation 
between them and other invasive histological bio-
markers of angiogenesis like microvessel density 
and VEGF values has been reported [ 31 ,  32 ]. 
Despite the need for a histologic proof in the pri-
mary diagnosis, detection of tumor relapse could 
benefi t from noninvasive imaging-based charac-
terization, avoiding unnecessary risks related to 
invasive diagnosis. In particular in anatomical 
region like the CNS, avoidance of open biopsy 
has emerged to an issue of great debate. A num-
ber of studies have used perfusion CT for tumor 
grading showing that BF, BV, and k-trans values 
were higher in high-grade glioma vs. low-grade 
glioma [ 33 ]. Moreover, differentiation of high- 
grade gliomas from other brain lesions including 
lymphomas has been reported based on differ-
ences in BF and BV [ 34 ].  

3.4.2     Perfusion Imaging 
as a Biomarker for Prognosis 
and Response 

 Lately, perfusion parameters have been increas-
ingly used to predict overall survival after ther-
apy or to predict response to different treatment 
regimens [ 35 ]. Some authors reported about the 
potential association between the degree of tumor 
vascularization and tumor aggressiveness [ 36 ]. 
An increased local failure rate was reported in 
squamous cell carcinoma of the head and neck 
presenting with low perfusion values before 
treatment [ 37 ]. Concordantly, a better response to 
both chemotherapy and radiation therapy was 

described in tumors exhibiting higher BF values 
in the baseline [ 38 ]. Early effi cacy prediction of 
sorafenib in the treatment of hepatocellular carci-
noma (HCC) could be demonstrated in rats [ 39 ]. 
Pretreatment perfusion values were found to be a 
good predictor in many other tumors undergoing 
antiangiogenic therapy [ 40 ]. 

 A response biomarker may be defi ned as a 
characteristic that can be objectively measured as 
an indicator of pharmaceutical response. The 
way and magnitude by which tumor vasculariza-
tion is affected by a certain drug depends both on 
the characteristics of the tumor’s own vessel net-
work, that of its microenvironment as well as on 
the type of antitumoral agent applied. Knowledge 
about all these variables helps for adequate use of 
perfusion measurements considering any poten-
tial clinical setting. In the long term, most effec-
tive therapy regimens lead to a reduction in 
perfusion CT parameters. Even during standard 
chemotherapy, cell death is expected to be fol-
lowed by a loss in angiogenic support leading to 
measurable hypovascularization. In particular, of 
interest are the angiogenesis inhibitors which in 
many cases are administered as monotherapy. 
Their antiangiogenic effects depend on the mech-
anism of action of the drug applied as well as on 
the specifi c tumor entity, whereas morphologic 
changes are generally not expected at least in the 
early phases of treatment. Despite concurrent 
imaging modalities including positron emission 
therapy using different radiopharmaceuticals, tar-
geting the course of tumor vascularization seems 
to be the more accurate way of response assess-
ment during antiangiogenic treatment. Moreover, 
perfusion parameters are also suited for confi dent 
response monitoring for both local antivascular 
therapies like chemoembolization and systemic 
treatment. Even during radiation therapy, changes 
in perfusion characteristics can be predictive for 
progressive-free survival and outcome [ 41 ]. 
Perfusion CT also enhances our understanding of 
the pharmacodynamics of novel drugs and how 
they should be combined with each other in order 
to achieve best therapeutic effects. In this respect, 
one good example is the class of vascular disrupt-
ing agents that target also the mature vasculature 
potentially impacting the arrival time and dose of 
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other complementary-given chemotherapeutics. 
Using perfusion as a complementary biomarker 
helps for developing new more proper response 
criteria, avoiding confusion caused by newly 
described response categories like pseudo-
response, pseudostabilization, or even pseudo-
progression, which severely affect patients’ 
management [ 42 ]. Many of the so-called targeted 
drugs directly or indirectly affecting the signal-
ing pathways of angiogenesis, like EGFR, 
VEGFR, and PDGF inhibitors, interferon, prote-
asome inhibitors, and thalidomide and successor 
drugs, have already been extensively analyzed by 
means of perfusion imaging techniques [ 43 ,  44 ]. 

 In conclusion, perfusion-based imaging is a 
potent imaging tool which requires profound 
understanding of tumor behavior and mecha-
nisms of action of the drugs to be monitored. 
Once these aspects have been elucidated, its 
broad clinical use may be advocated.   

3.5     Imaging Biomarker 
of Osteoarthritis: 
T2 Relaxation Time 
of the Articular Cartilage 

3.5.1     Clinical Background 

 Osteoarthritis is a common degenerative joint 
disease, affecting more than 20 million people in 
the USA alone. The incidence of osteoarthritis is 
rising, and in 2030, at least 70 million people 
(USA) will be affected [ 45 ]. Osteoarthritis- 
related costs are a relevant socioeconomic factor. 
The established therapy of manifest osteoarthritis 
is cartilage repair, cartilage transplantation, or 
arthroplasty, while lifestyle modifi cation is cur-
rently the only method of potential disease pre-
vention [ 46 ]. Disease-modifying therapies which 
may prevent or prolong the course of osteoarthri-
tis have been developed and evaluated but are 
still not broadly approved for clinical routine. 

 The only endpoint for clinical trials concern-
ing “imaging biomarkers” accepted by the US 
Food and Drug Administration (FDA) and the 
European Medicines Agency (EMA) is the quan-
titative measurement of joint space width [ 47 ]. 

However, this parameter does not depict the car-
tilage itself and is obviously limited in assessing 
discrete changes of cartilage composition and 
cartilage quality during disease development and 
under disease-modifying treatments. However, 
early detection of potentially reversible bio-
chemical degradation is of high interest, as con-
secutive morphological changes are typically 
irreversible. Similarly, short-term variation in 
symptoms is not suffi ciently refl ected in radio-
graphs [ 48 ]. 

 Magnetic resonance imaging (MRI), using 
moderately T2-weighted fast spin-echo or 
T1-weighted gradient-echo sequences, is supe-
rior to any other cross-sectional imaging method 
for direct visualization of articular cartilage. 
Several semiquantitative MRI scoring systems 
for osteoarthritis have been developed, such as 
the Knee Osteoarthritis Scoring System [ 49 ] and 
the Whole-Organ Magnetic Resonance Imaging 
Score [ 50 ]. Furthermore, assessment of cartilage 
thickness and volume has been evaluated and 
proposed as potential biomarkers in the develop-
ment of osteoarthritis [ 51 ].  

3.5.2     Underlying Pathophysiology 

 Measurement of cartilage thickness and cartilage 
volume only provides information on the tissue 
morphology and not on the biochemical compo-
sition of the joint cartilage. To establish relevant 
surrogate imaging biomarkers for osteoarthritis, 
one has to understand the histological composi-
tion of joint cartilage and the pathophysiology of 
osteoarthritis. 

 The main components of hyaline cartilage are 
water and the collagenous extracellular matrix. 
Hyaline articular cartilage is largely acellular, 
and only 4 % of its wet weight are formed by 
chondrocytes, which produce the extracellular 
matrix. Histologically, cartilage is classifi ed in 
three types, i.e., as  elastic cartilage , which can be 
found, e.g., in the outer ear or epiglottis, the 
glossy  hyaline cartilage  of the joint surfaces, and 
the rigid and dense  fi brocartilage , which is found 
in menisci and the annulus fi brosus of the inter-
vertebral disks. 
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 The main function of hyaline cartilage is to 
provide adequate cushioning and gliding of the 
articular joint surfaces. Its function is dependent 
on the molecular composition of the extracellu-
lar matrix, which mainly consists of proteogly-
cans and collagen type 2. Fibrous cartilage is the 
only histologic subtype to additionally contain 
collagen type 1. The main proteoglycan is aggre-
can, forming large aggregates with hyaluronan. 
These aggregates are negatively charged and 
hold water in the tissue and are constrained by 
the collagen. The collagen has a specifi c arrange-
ment in the tissue, beginning at the surface as a 
zone of tangentially aligned fi bril sheets. Below 
this is a transitional zone of randomly aligned 
fi brils, followed by a deep radial zone with fi brils 
aligned perpendicular to the articular surface. 
The presence of a high proteoglycan concentra-
tion immobilized in the collagen network creates 
a high osmotic pressure drawing water mole-
cules into the tissue. This complex molecular 
structure provides the unique properties of artic-
ular cartilage. Cartilage is resilient and visco-
elastic, making it resistant to frictional, 
compressive, shear, and tensile loading [ 52 ]. 
However, the reparative potential of cartilage as 
compared to other connective tissues is low. 
Cartilage has a very slow turnover and does not 
contain blood vessels, so that the chondrocytes 
are supplied by diffusion. If damage to hyaline 
cartilage does affect the blood vessels of the 
affected bone, the microvascular blood supply 
will lead to formation of new cartilage. However, 
the new cartilage fi lling the defect is fi brous car-
tilage. Thus, this scar of fi brous cartilage does 
not provide the ideal physiologic properties for 
articular surfaces but is still preferable to a full-
thickness defect of the cartilage [ 53 ].  

3.5.3     Establishing Imaging 
Biomarkers of Cartilage 
Degeneration and Trauma 

 Several imaging biomarkers have been proposed 
to refl ect the different components of articular 
cartilage [ 53 ]. The amount of cartilage 
 proteoglycans can be assessed with delayed 

gadolinium- enhanced MRI of cartilage 
 (dGEMRIC), Na23 imaging, spin-lattice relax-
ation time in the rotating frame (T1rho), and gly-
cosaminoglycan chemical exchange saturation 
transfer (GAG- CEST) [ 54 ]. Diffusion-weighted 
imaging allows estimating the apparent diffusion 
coeffi cient, which is related to the water content 
of articular cartilage. The advanced diffusion-
weighted imaging technique called “diffusion 
tensor imaging” (DTI) additionally allows quan-
tifying the diffusion anisotropy of articular carti-
lage, which is considered to be related to the 
amount of collagen [ 55 ]. Probably, together with 
dGEMRIC, the most broadly evaluated imaging 
biomarker of cartilage biochemistry is assess-
ment of the T2 relaxation time, which is related 
to the amount of water and the collagen structure 
[ 56 ,  57 ]. In contrast to dGEMRIC, no exogenous 
contrast agent is required for application of this 
technique. 

 For physiological interpretation of T2 relax-
ation, the pathogenesis of osteoarthritis has to be 
taken into account. In early stages, tissue dam-
age stimulates a synthetic and proliferative 
response of the embedded chondrocytes. These 
may maintain or even restore the articular carti-
lage. However, in ongoing osteoarthritis, the 
chondrocyte response declines, leading to carti-
lage thinning and volume loss. Early degenera-
tion of articular cartilage begins with disruption 
or alteration of the molecular structure and com-
position of the extracellular matrix. A loss of 
proteoglycans and an increase of water concen-
tration occur. Some of the early matrix changes 
in articular cartilage degeneration include loss of 
proteoglycans. The size of proteoglycan aggre-
gates decreases signifi cantly with age and joint 
degeneration due to degradation of the proteo-
glycans and alteration of proteoglycan synthesis. 
Thus, the abovementioned aggrecan molecules 
become shorter, and the mean number of aggre-
cans in each aggregate decreases. Furthermore, 
osteoarthritis causes upregulation of collagen 
cross- linking enzymes. Thus, the collagen net-
work is capable to hold more water molecules, 
increasing the water content of articular carti-
lage. Studies have shown that the water content 
of cartilage affected by osteoarthritis increases 
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by 10 % [ 58 ]. These changes can be monitored 
using T2-weighted sequences with multiple 
increasing echoes, allowing to quantify the T2 
relaxation time. 

 Typically, up to 10 echoes are acquired 
using spin-echo sequences [ 59 ]. The signal 
decay is then fi tted mono-exponentially on a 
voxelwise or ROI basis. Regional distribution 
is commonly visualized using color-coded 
parameter maps (Fig.  3.4 ). Analysis is usually 
performed taking into account the zonal archi-
tecture of articular cartilage. Segmentation of 
articular cartilage is either performed on the 
T2-weighted images or on overlying gradient-
echo sequences. T2 values of normal cartilage 
follow the physiological architecture with a 
signifi cant T2 increase from deep to superfi cial 
layers. Early studies have shown that T2 values 
of articular cartilage increase with aging. 
Furthermore, osteoarthritis causes a T2 
increase correlating with the degree of degen-
eration. Increased T2 values compared to the 
uninjured side can be observed after knee 

 surgery, e.g., ACL reconstruction despite nor-
mal morphology and volume [ 60 ], suggesting 
that T2 relaxation time may serve as an early 
predictive marker of joint degeneration [ 61 ].

   Physiological exercises such as loading and 
unloading of the respective joint cause altera-
tion of the water content of the cartilage and 
thus change in T2 relaxation. Cartilage repair 
tissue shows an even more pronounced 
response to these maneuvers compared to nor-
mal articular cartilage, suggesting that repair 
cartilage exhibits a different ultrastructure and 
the quantitative T2 measurements allow for 
differentiation of normal and abnormal carti-
lage. In contrast to normal cartilage, repair 
 tissue after autologous chondrocyte transplan-
tation shows no zonal alteration of T2 in early 
follow-up examinations. However, with pro-
gressive healing, a zonal stratifi cation can be 
observed in later exams [ 62 ]. Compared to 
morphological scores, e.g., magnetic reso-
nance observation of cartilage repair tissue 
(MOCART), T2 relaxation assessment  provides 

a

b

c

  Fig. 3.4    Healthy cartilage shows several zones between the 
articular surface and bone interface, marked by collagen ori-
entation of collagen, which is highly organized with a high 
proteoglycan content. Here, morphological  proton-density 

fat-saturated turbo spin-echo (PD_FS_TSE) imaging is 
shown ( a ), with exemplary PD map ( b ) and T2 map ( c ) of a 
healthy knee. The zonal differentiation can be readily visual-
ized, particularly for the retropatellar cartilage       
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additional information regarding the biochemi-
cal composition of the repair tissue [ 63 ]. Major 
constraints for implementation of quantitative 
assessment of T2 relaxation time are the depen-
dency of diagnostic accuracy on the applied fi t-
ting method and variation of repeated 
measurements [ 64 ]. The mean coeffi cient of 
variant for quantitative T2 relaxation is about 
3–10 % [ 64 ], so that changes related to disease 
should exceed these thresholds. As mentioned 
above, the changes of water content range 
around these values, so that careful interpreta-
tion of the data is warranted. 

 Concluding, quantitative T2 relaxation time is 
a noninvasive surrogate biomarker for the water 
content of articular cartilage, which is dependent 
on underlying the collagen structure. It is one of 
the best evaluated parameters for evaluation of 
cartilage biochemistry and may serve as a valu-
able endpoint of clinical studies examining 
potential therapies for osteoarthritis. 

  Conclusions 

 In the process of introducing new, noninvasive 
imaging biomarkers for any kind of clinical 
entity, treatment, or medical need, the fi rst and 
most important steps are a thorough under-
standing of the underlying pathology, the 
proof of mechanism for a given drug or dis-
ease and the corresponding imaging process, 
and the proof of concept that the underlying 
pathophysiology is adequately refl ected by 
the newly developed imaging biomarker. Only 
if this fi rst logical step is successfully taken, 
the important tasks of biomarker standardiza-
tion, validation, and reproducibility can be 
solved. With the examples given in this chap-
ter, a variety of the most important established 
or emerging imaging biomarkers have been 
discussed, including cardiovascular, onco-
logic, and musculoskeletal medical entities. 
For each of the given biomarkers, the basic 
pathophysiology and the corresponding proof 
of concept and proof of mechanism have been 
explained, and the methodology of imaging 
biomarker  correlation and implementation has 
been elucidated.       
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      Image Acquisition: Modality 
and Protocol Defi nition                     

     Javier     Sánchez-González      and     Paula     Montesinos   

      Medical imaging has a key role in improving 
diagnosis and treatment of different diseases and 
has been used as a cost-effective solution to 
reduce costs in clinical trials [ 1 ]. Medical imag-
ing overcomes the three main diffi culties that tra-
ditional clinical endpoints have, such as (1) their 
diffi culty to be standardized or quantifi ed, (2) the 
long time required to be manifested, and (3) their 
high costs, particularly when long-term end-
points, such as mortality, are used. All these dif-
fi culties can be overcome by the so-called 
surrogate endpoints that are intended to substi-
tute clinical endpoints and are expected to predict 
clinical benefi ts based on epidemiologic, thera-
peutic, pathophysiologic, or other scientifi c evi-
dences. The utility of surrogate endpoints is 
defi ned based on their ability to be measured ear-
lier and more frequently than traditional clinical 
endpoints, facilitating the access to the fi nal 
results. 

 On the other hand, a biomarker is defi ned as 
a medical indication of a certain medical state 
that can be measured in an accurate and repro-
ducible way [ 2 ]. By defi nition, all measurable 
surrogate endpoints are biomarkers, but not all 
biomarkers are surrogate endpoints. For a bio-
marker to become a surrogate endpoint, it is 

necessary to establish a strong scientifi c 
 connection between the illness pathogenesis 
and the reported biomarker [ 2 ,  3 ]. This scientifi c 
connection needs to ensure that the defi ned bio-
marker is closely related to the presence of the 
target disease or condition, to a therapeutic effect, 
and to the true endpoint of the evaluated therapy. 
Morevover, the quantitative measurement must 
be accurate, specifi c, feasible and reproducible 
over time [ 4 ]. Apart from this connection, the 
quality of a biomarker is assessed by its accu-
racy to express the agreement between the 
obtained measurements and the accepted refer-
ence and also by the reproducibility of the pro-
vided quantitative measurements. 

 The concepts of accuracy and reproducibility 
are also applied to the particular case of imaging 
biomarkers, imposing strong requirements to 
reduce subjectivity and variability [ 5 ,  6 ] in the 
process of generating imaging biomarkers, which 
is generally a very complex procedure. In order 
to obtain reliable information from images, it is 
necessary to standardize the way the information 
is generated by imposing different procedure 
requirements. This must cover from image acqui-
sition to image processing, archiving, and inter-
pretation [ 7 ]. 

 To fulfi ll the above requirements, special 
attention needs to be paid in the specifi city and 
accuracy of the proposed imaging biomarker. 
The specifi city of a certain imaging biomarker 
can be defi ned as the capability to unequivocally 
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assess the imaging endpoint under the presence 
of undesirable components that may be expected 
to be present. These components are normally 
referred as image artifacts and are potential con-
founding factors that may affect the fi nal quanti-
tative values. As an example, if lesion volume is 
used as a biomarker for hepatic lesion, it is 
important to choose an imaging procedure that 
ensures few motion artifacts, reducing the impact 
of respiratory movements, and provides adequate 
lesion-to-background contrast to be able to depict 
lesion borders. 

 In the defi nition of imaging biomarkers, spec-
ifi city and accuracy are closely related. 
Specifi city could be linked to image modality 
selection, which is related with the biological 
process being assessed. Accuracy could be 
related to the adjustment of the imaging acquisi-
tion protocol that ensures precision and linearity 
of the measurements.  

 The Radiological Society of North America 
(RSNA) started the initiative called Quantitative 
Imaging Biomarkers Alliance (QIBA) (detailed 
in Chap.   1    ) [ 8 ]. This initiative is intended to 
describe step by step the process that the develop-
ment of a medical biomarker has to follow in 
order to be used in clinical trials. This initiative 
covers all the aspects in the development of an 
imaging biomarker, paying special attention to 
the image acquisition process. During the genera-
tion of an imaging biomarker, it is necessary to 
take into account all the steps regarding image 
acquisition, from image modality selection to 
protocol imaging defi nition. 

 The QIBA initiative describes biomarker pro-
fi les and protocols. A QIBA Profi le addresses dif-
ferent aspects of the development of an imaging 
biomarker; the “Clinical Context” section 
describes the clinical context where the bio-
marker can be used, while “Profi le Claims” 
describes the information to be obtained from the 
biomarker and the expected within-subject vari-
ability. Finally, “Groundwork” step includes the 
defi nition of quality control metrics; patient prep-
aration, intended to reduce variability due to 
external uncontrolled sources; and other details 

as software version and determination of perfor-
mance claims. Taken into consideration all the 
information described in the QIBA Profi le, a so- 
called QIBA protocol is generated. 

 The rest of this chapter explains the rationale 
behind the selection of a specifi c imaging modal-
ity and a particular image acquisition protocol. 
For a better understanding of the selection pro-
cess, this chapter will be guided with illustrative 
examples. 

4.1     Medical Image Modality 
Selection 

 The basic step in defi ning an imaging biomarker 
is to fi nd the imaging modality that best serves to 
measure the underlying biological process being 
monitored. For example, hepatic lesion size is a 
well-established biomarker used to evaluate met-
astatic diseases; reduction in tumor size has been 
shown to correlate with prolonged patient sur-
vival [ 9 ]. In order to provide accurate volume 
measurements, imaging modalities with 3D rep-
resentation of the anatomy are preferred over 
projective modalities like diagnostic radiogra-
phy. Among 3D medical imaging technologies, 
those with higher spatial resolution and adequate 
coverage, like computed tomography (CT) or 
magnetic resonance (MR), are preferred to those 
with less spatial resolution or higher subjectivity, 
as ultrasound (US) or nuclear medicine technol-
ogy. During the image modality selection pro-
cess, all procedural aspects that may make 
biomarkers more reproducible and less sensible 
to potential artifacts must be taken into account. 
Continuing with the tumor volume example, CT 
is preferred to MR, due to shorter acquisition 
times, which requires shorter patient breath- 
holding and therefore makes CT less prone to 
respiratory artifacts. 

 As another example, perfusion is a biomarker 
very well established in the clinical fi eld [ 10 ]. In 
the clinical area, perfusion can be assessed by US 
[ 11 ], CT [ 12 ], positron emission tomography 
(PET) [ 13 ], and MR. To defi ne a quantitative 
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 biomarker like perfusion from an imaging modal-
ity, there are some requirements that must be ful-
fi lled, as coverage, spatiotemporal resolution, 
and a well-established relation between signal 
changes and contrast concentration. In the case of 
US, the mechanism to generate a signal change 
due to the presence of contrast is highly nonlinear 
[ 14 ], making it diffi cult to assess the contrast 
concentration from signal intensity changes in 
the images. Nuclear medicine techniques have 
been proposed to assess absolute cardiac perfu-
sion due to their high sensitivity and the good 
linearity between signal and tracer concentration 
[ 15 ]. To avoid absorption problems, short half-
life tracers, as  13 N-ammonia and  15 O-labeled 
water, are generally used, which requires to have 
a cyclotron close to the nuclear medicine depart-
ments. This lack of accessibility makes PET a 
diffi cult modality to be used in clinical trials. 

 On the other side, CT and MR are the most 
suitable modalities to perform quantitative per-
fusion measurements. CT modality properties 
such as its linear behaviour between signal 
changes and contrast concentration, its high 
aquisition speed and its high spatial resolution 
make this technique the preferred choice for 
quantitative perfusion assessment [ 16 ]. However, 
the major drawback of CT perfusion is the radia-
tion exposure due to the great amount of scans 
acquired over the same region. These limitations 
can be overcome with advanced reconstruction 
techniques [ 17 ] and multi- detector technologies 
with enough spatial coverage. Although both 
technologic advances are becoming a standard, 
up to now, they are not widely available in 
hospitals. 

 On the other side, MR is an option widely 
available in many hospitals. This modality allows 
high temporal and spatial resolution, with a good 
spatial coverage and without radiation exposure. 
The main drawback of MR is the nonlinear rela-
tion between signal intensity changes and contrast 
concentration, even so this relation is very well 
established in the literature. These characteristics 
make MR a good modality to develop a biomarker 
for quantitative perfusion assessment.  

4.2     Imaging Protocol Defi nition 

 The accuracy of a given measurement is evalu-
ated from multiple samples acquired under the 
prescribed conditions, in a subject or group of 
subjects; those measurements have to be com-
pared with an accepted reference. Accuracy is 
composed by both linearity and precision. The 
linearity is understood as the average deviation 
between the accepted true value (or reference) 
and the quantitative value provided by the pro-
posed biomarker. On the other hand, precision is 
expressed as the closeness of two or more mea-
surements obtained from multiple samples 
acquired under the prescribed conditions. Once 
the imaging modality is selected, to provide an 
accurate and reproducible biomarker, both linear-
ity and precision must be taken into account and 
combined in the defi nition of the image acquisi-
tion protocol and the image processing. 

 It is known that not all imaging systems per-
form with equivalent capabilities. Hardware 
characteristics of the scanners infl uence the defi -
nition of the acquisition protocols and the quality 
of the biomarkers. For example, in MR the char-
acteristics of the magnetic fi eld gradients will 
defi ne the resolution of the images obtained, the 
acquisition speed, and also other important acqui-
sition parameters as the echo time (TE). 
Differences among different imaging systems are 
taken into account in the QIBA protocols that 
defi ne three different levels of compliance 
(acceptable, target, and ideal):

•     Acceptable  defi nes the minimum quality 
required in the acquired data. If the imaging 
protocol does not reach these requirements, it 
is diffi cult to ensure reliable quantitative data.  

•    Target  represents an acquisition protocol that 
is considered to be achievable with reasonable 
effort and that provides better quantitative 
results than that of the previous case.  

•    Ideal  represents a protocol that can reach bet-
ter quantitative results of the biomarker, but 
requires a strong effort from the imaging 
parameters point of view.    
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 The fi rst step to develop a biomarker is to 
defi ne the information that images must contain 
and that is required by the post-processing step. 
Also, the minimum acquisition requirements 
(coverage, spatial and temporal resolution) to 
obtain the mentioned information must be 
defi ned. All the mentioned requirements need to 
be identifi ed to ensure biomarker accuracy. 
Biomarker reproducibility can be improved by 
taking into account all external factors that might 
infl uence the fi nal quantitative values. These fac-
tors need to be carefully described in the com-
plete imaging protocol, covering from patient 
preparation to image acquisition parameters. 
This work has been done by the QIBA initiative 
for several biomarkers, including MR perfusion. 

 Regarding the perfusion example, quantitative 
perfusion basically depends on the amount of 
blood that reaches the desired parenchyma 
through the corresponding artery, which is called 
vascular input function (VIF), and on the amount 
of blood that is released to the organ of interest. 
To include VIF in the post-processing helps to 
eliminate external physiological effects, as, for 
example, different cardiac outputs between scans 
and patients, or a variable contrast distribution in 
the body; this way more reproducible measure-
ments will be obtained. 

 Regarding the patient preparation process for 
quantitative perfusion measurements, it is critical 
to standardize any aspect related with contrast 
concentration, including dose and injection rate. 
Both dose and injection rate have a relevant 
impact on the estimation of the VIF and on the 
tissue contrast uptake. The fi rst factor that needs 
to be defi ned is the contrast dose; safety specifi -
cations of the different contrast agents must be 
followed. 

 Once the safety limits are fi xed, there are other 
factors that need to be taken into account. For 
example, if we assess quantitative perfusion by 
PET, it is important to take into account some 
factors as the scanner dead time factor under high 
activity conditions. This parameter is essential to 
avoid scanner saturation due to high activity, 
especially during the fi rst pass of the tracer, as it 
requires to process too many events at the same 
time. In the case of MR, the use of high concen-
trated contrast bolus, obtained from fast injection 

rates, will produce a signal drop in the VIF esti-
mation during fi rst pass of the contrast, due to 
T2* relaxation effects. This nonlinearity will 
affect the fi nal estimation and must be handled 
with an appropriate injection rate. On the con-
trary, to evaluate contrast organ uptake, a higher 
injection rate is preferred, since contrast concen-
tration per pixel is smaller in the tissue than in the 
VIF. In conclusion, to obtain an accurate VIF and 
a proper evaluation of tissue contrast uptake, a 
balance between contrast volume and injection 
rate needs to be found. A good overview of all the 
potential factors that can affect absolute cardiac 
perfusion assessment in MR can be found in the 
work presented by Sánchez-González J et al. 
[ 18 ]. In this article the authors used 3 ml/s injec-
tion rate to avoid T2* signal decay in the VIF 
under a wider range TEs. 

 Besides, there is some physiological informa-
tion that must be recorded during patient prepara-
tion; this information will be used in the fi nal 
parameter estimation part. Continuing with the 
perfusion case, patient hematocrit is a good 
example of it. The contrast is distributed in the 
blood plasma; nonetheless for the estimation of 
the blood fl ow and volume, the whole blood vol-
ume needs to be taken into account. Hematocrit 
can change among subjects; thus it is desirable to 
correct these variations to improve measurement 
reproducibility. 

 Also, during the patient preparation part, it is 
extremely important to check safety issues related 
to any potential risk of the imaging procedure. A 
clear example in the case of dynamic contrast- 
enhanced MRI is to check for creatinine levels 
before contrast administration; creatinine will 
serve to evaluate renal function to assure a proper 
contrast elimination. 

 Once the patient preparation criteria are fi xed, 
it is important to defi ne the proper image acquisi-
tion parameters that will provide the most accu-
rate measurements. In the example of quantitative 
perfusion assessment by MR, to gather the infor-
mation required to evaluate the VIF and the con-
trast uptake in the tissue, it is important to ensure 
a temporal sampling rate high enough to capture 
fast signal changes. In addition, to assess reliable 
measurements of perfusion, it is important to 
accurately estimate the contrast concentration in 
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both the blood and the tissue. These two physio-
logical factors, VIF and contrast uptake in the tis-
sue, defi ne the key information that needs to be 
acquired for a proper perfusion assessment. 

 As mentioned before, sampling rate must be 
high enough to be able to measure the fast signal 
intensity changes in the VIF and in the tissue 
contrast uptake. To better understand this, 
Fig.  4.1  shows the VIF measured in the descend-
ing aorta between 10 and 60 s after the injection, 
with four different sampling rate values, 4, 5, 6, 
and 7 s. In this case the contrast bolus was 
injected at an injection rate of 5 ml/s. Sampling 
rates between 4 and 6 s provide almost equiva-
lent VIF results, while lower sampling rates do 
not provide suffi cient temporal resolution to 
ensure an accurate VIF acquisition, this is trans-
lated in a signal intensity drop. In the QIBA pro-
tocol for MR perfusion, it is established that a 
dynamic interval between 3 and 5 s must be 
used to ensure correct sampling. Minimum spa-
tial coverage and adequate image resolution 
must be used to allow for a proper organ study, 
maintaning at the same time the mentioned tem-
poral resolution. Another aspect to take into 
account is to acquire samples with enough total 
duration to accurately assess contrast washout.

   Another key factor is the transformation of 
signal intensity changes into contrast concentra-
tion changes. In imaging modalities like CT or 
PET, there is a linear relationship between signal 
changes and contrast concentration changes. 
However, in other modalities like MR, this rela-
tion is not linear and needs to be carefully taken 
into account during image acquisition and image 
processing. On top of that, these signal changes 
cannot be directly obtained from the signal, and 
some basal calibrations are required for a proper 
quantifi cation. As a result, from the nonlinearity 
between the MR signal and the contrast concen-
tration, the effect of contrast over singal changes 
depends on the baseline T1 values of the tissues. 
For those tissues with short baseline T1 values, 
the MR signal change due to contrast uptake will 
be smaller than for tissues with longer baseline 
T1 values. Figure  4.2  shows a simulation of the 
effect of contrast on the MR signal in two differ-
ent tissues, equally perfused but with different 
baseline T1 values (260 and 1500 ms). Figure  4.2b  
shows the normalized signal with a relative signal 
difference of 80 % between both tissues. As both 
tissues have the same perfusion value and con-
trast concentration, the difference is just derived 
from different baseline T1 values. To compensate 

  Fig. 4.1    Zoom of the signal intensity curves showing signal change during fi rst pass of contrast bolus acquired with 
four different sampling rates (4, 5, 6, and 7 s)       
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the impact of baseline T1 differences on quantita-
tive MR perfusion, some baseline measurements 
must be acquired during the imaging acquisition 
protocol; this way reproducibility between differ-
ent scans and patients will be improved. These 
baseline T1 measurements are generally 
addressed using special image acquisition MR 
sequences [ 19 ,  20 ].

   During the contrast administration, a dynamic 
protocol must be acquired. This dynamic proto-
col must be defi ned to enhance the image contrast 
to provide a more precise analysis. In certain 
medical imaging modalities, such as CT, besides 
improving contrast sensitivity, special attention 
has to be paid to reduce the radiation exposure. 
Iterative reconstruction techniques have a big 
impact on both aspects [ 17 ,  21 ], allowing to 
reduce the total radiation dose with minor impact 
on image quality while maintaining excellent 
contrast sensitivity [ 17 ]. 

 MR image contrast depends on many different 
acquisition parameters that need to be  properly 
tuned and combined. For dynamic contrast- 
enhanced experiments, it is required to enhance 
the T1 properties of the contrast, avoiding at the 
same time potential signal saturations. A good 
review of the technical details and the process to 
assess perfusion parameters by MR can be found 
in [ 22 ]. For cardiac perfusion, different approaches 

have been proposed to avoid signal saturation due 
to high contrast concentration, especially in the 
assessment of VIF while maintaining adequate 
uptake in the cardiac muscle [ 18 ,  23 ,  24 ]. In other 
organs, such as the prostate, the standard approach 
is to use 3D acquisitions covering the whole organ. 
On those sequences, spoiled gradient echo 
sequences are generally applied; signal modeling 
is perfectly described in these sequences, which 
ensures a proper conversion from signal variation 
to contrast concentration changes. In the case of 
3D acquisitions, in order to avoid T1 saturation of 
the signal caused by high contrast concentrations, 
relative high excitation pulses are usually applied 
with fl ip angles between 20 and 30°. In addition to 
the T1 effect, it is important to reduce the impact 
of T2* in VIF estimation. To avoid this T2* effects, 
it is recommended to acquire the images with min-
imum TE. In the QIBA protocol for MR perfusion 
biomarker, a TE lower than 1.5 ms is proposed as 
ideal and a range between 2 and 2.5 ms as accept-
able. In the case of the repetition time (TR), the 
ideal values would be lower than 3 ms, while val-
ues between 5 and 7 ms are acceptable. 

   Conclusions 

 In this chapter we have introduced the ratio-
nale to defi ne an imaging protocol to generate 
imaging biomarkers from medical images; 

Baseline T1 of 260 ms Baseline T1 of 1500 ms
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  Fig. 4.2    Simulation of contrast uptake in two tissues 
with different baseline T1 values. Both tissues have equal 
perfusion and contrast arrival. ( a ) Signal intensity during 
the fi rst pass of the contrast normalized by the signal 

before contrast arrival (S 0 ). ( b ) Signal intensity change 
compared with baseline signal (S 0 ), normalized by the 
baseline signal       
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this rationale has been illustrated using differ-
ent practical examples.  
 Accuracy and reproducibility of any bio-
marker are the key properties that make it suit-
able to be used in clinical decisions. To fulfi ll 
these requirements, it is essential to choose 
the right medical image modality that must 
ensure high sensitivity to the physiological 
property that wants to be measured, minimiz-
ing at the same time potential artifacts in the 
fi nal measurements. Once the image modality 
is selected, the full biomarker protocol needs 
to be defi ned; this protocol must cover from 
patient preparation to imaging protocol defi ni-
tion. Patient preparation needs to fulfi ll all 
safety aspects related to the imaging test and 
to collect all the physiological information 
required in the post-processing step. Finally, 
the image acquisition protocol needs to be 
adjusted to gather all the information that is 
required by the post-processing to provide 
accurate outcomes, avoiding any potential 
confounding factor.     
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MRI Preprocessing

José V. Manjón

5.1  Introduction

Medical imaging plays a major role on modern 
health care since it allows to unveil the interior of 
the human body in a nonintrusive manner. There 
are several medical image modalities that are 
used to show anatomical and/or functional infor-
mation. For example, X-ray shows anatomical 
information using the density difference among 
organs and/or body parts, PET images are used to 
obtain metabolic information through the use of 
positron-emitting isotopes introduced on specific 
biologically active molecules, and magnetic reso-
nance (MR) imaging can be used to analyze 
either anatomical or functional data from the 
scanned object.

All of these image modalities have their spe-
cific acquisition protocols in order to produce 
clinically usable data. In the past, medical image 
analysis consisted of fundamental steps: (1) 
image acquisition and (2) image observation. As 
a result, problems on image acquisition used to 
lead to problems in diagnostics. With the intro-
duction of computers in the clinical settings, this 
process have gained flexibility (and complexity) 

allowing to perform complex anatomical or func-
tional image analysis tasks leveraging the amount 
of useful information that we are able to extract 
from the images.

This image-specific automatic analysis pipe-
lines are based on the assumption that the 
acquired images fulfill with a set of requirements 
such as a minimum image quality and the pres-
ence of specific properties to be analyzed. Image 
preprocessing is a fundamental step in those 
pipelines that tries to improve the image quality 
(degraded during the acquisition process) and/or 
to normalize the images to set them on a specific 
geometric or intensity space. In this chapter, we 
will review some of the most common prepro-
cessing steps in MR imaging. However, most of 
these steps can be shared among different image 
modalities (although with some specific modality 
dependent adaptation).

Magnetic resonance imaging has become one 
of the most used and versatile medical image 
modalities nowadays. While in the beginning of 
this technique the analysis was fundamentally 
qualitative and based merely in the observation of 
the images, currently several technical develop-
ments have made possible to derive quantitative 
measurements from these data.

However, MR images are normally affected 
by different types of artifacts that need to be min-
imized before applying any quantitative bio-
marker estimation pipeline. In this chapter, we 
will describe some of the most common MR 
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imaging preprocessing steps normally applied to 
the raw MR images in order to improve their 
quality or to set them on a specific geometric or 
intensity space making easier the subsequent pro-
cessing and analysis.

Since these preprocessing steps can be 
sequence specific, we will focus our attention on 
anatomical MR image sequences explicitly 
excluding functional and dynamic sequences 
such as perfusion-weighted or BOLD MR 
sequences. We have to note though that most of 
the methods we will revise here can be applied to 
different sequences.

Preprocessing steps described in this chapter 
will be:

 1. Denoising
 2. Inhomogeneity correction
 3. Superresolution
 4. Registration
 5. Intensity standardization

Bellow, in the next pages, these steps will be 
described in detail, and the relevant references 
will be presented.

5.2  Denoising

MR images are inherently corrupted by random 
noise from the image acquisition process. Such 
noise introduces uncertainties in the measure-
ment of any quantitative biomarker.

MR image noise can be effectively reduced by 
simply averaging multiple acquisitions directly 
in the scanner. However, this is not a common 
practice in clinical settings since this technique 
significantly increases the acquisition time. 
Instead, filtering methods are normally applied in 
the preprocessing stage of many analysis 
pipelines.

There is a large amount of denoising methods 
in literature, being this field one of the most pro-
lific in medical image processing [1]. First 
denoising methods had the drawback that while 
removing noise, they also removed high- 
frequency signal components, thereby blurring 
the edges in the images. This is, as an example, 
the case of classical low-pass filters like the 

Gaussian filter. However, adaptive image denois-
ing methods can mitigate these drawbacks. One 
of the first edge preserving filters was the well- 
known anisotropic diffusion filter (ADF) [2, 3] 
which was able to effectively remove the noise, 
being more respectful with the image edges. 
Also, wavelet-based filters have been applied 
successfully to MR denoising [4–7]. Current 
state-of-the-art denoising methods are based on 
patch-wise image processing approaches exploit-
ing sparseness or self-similarity properties of the 
medical images or both.

Sparseness-based methods reduce the noise 
by assuming that the noisy data can be repre-
sented in a lower dimensionality space. This 
means that most of the signals can be sparsely 
represented using few atoms/bases enabling to 
discard noise-related components or simply 
approximate noisy patterns by their correspond-
ing noise-free patterns. A classic example of 
these techniques are the fast Fourier transform 
(FFT)- or discrete cosine transform (DCT)-
based methods where standard atoms/bases such 
as sin or cosine functions are used to represent 
the images [8, 9]. In these methods, noise reduc-
tion is achieved by simply removing noise-
related coefficients in the transform domain 
using either soft or hard thresholding techniques. 
More recently, newer techniques that learn 
image- specific bases have been proposed [10–
12]. These techniques learn a set of bases from 
the images to create a dictionary to sparsely rep-
resent image patches as a linear combination of 
dictionary entries [13]. The advantage of these 
dictionaries over standard ones such those used 
on DCT or FFT is the fact they are better adapted 
to the images to be processed, which enables to 
obtain a sparser representation and therefore a 
better signal/noise separation. In MR imaging, 
sparse theory has been used in many recent 
methods [14–16].

On the other hand, self-similarity methods 
reduce noise by taking benefit of the natural pat-
tern redundancy of the images. A good example 
of a self-similarity-based denoising method is the 
well-known nonlocal means (NLM) filter, first 
introduced by Buades et al. [17]. This method 
effectively reduces the noise while respecting the 
underlying anatomy. First application of this  filter 
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in medical image was simultaneously but inde-
pendently published in 2008 [18–20]; in both 
cases, the proposed methods explicitly treated the 
Rician nature of MR image noise. The  publications 
related to this method are extensive [21–31].

Concretely, the NLM filter restores every pixel 
xi  in the image by computing a weighted aver-
age of surrounding pixels using a robust similar-
ity measure that takes into account the 
neighboring pixels surrounding the pixel being 
compared:

 

NLM x w x x xi
x

i j j

j

( ) = ( )
∀ ∈
∑

Ω

,

 

(5.1)

where w(xi, xj) is a weight assigned to value xj 
representing the similarity between the local 
patches Ni and Nj of radius r centered on voxels xi 
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where Zi is a normalization constant ensuring that 
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, 1  and h acts as a filtering parameter 

controlling the decay of the exponential function. In 
Fig. 5.1, an example of the typical NLM filter out-
put is shown demonstrating the excellent noise 
reduction result.

Many adaptations and incremental improve-
ments of the NLM filter have been proposed over 
the last decade. Manjón et al. [21] proposed a 
multicomponent version of the NLM filter that 
benefits from the intrinsic multicomponent nature 
of MR images in a similar manner as is done for 

RGB images in photography. Modern MR image 
sequences use parallel imaging to accelerate the 
image acquisition. As a result, the noise variance 
is spatially modulated resulting in a spatially 
varying noise patterns across the images. In 2010, 
Manjón et al. proposed a spatially adaptive NLM 
filter that automatically estimated the local noise 
level. One key advantage of this filter is that it can 
be applied as a black box to many different types 
of MR images since it can deal with both station-
ary and nonstationary noise. In fact, this filter has 
been extensively used as a part of the well-known 
VBM toolbox (http://www.neuro.uni-jena.de/).

More recently, new versions of NLM method 
combine it with prefiltering strategies; this has 
boosted the accuracy of the method. In Manjón 
et al. [23], a very efficient DCT-based prefilter 
was used before applying a rotational invariant 
version of the NLM method. Finally, in 2015, it 
was proposed to change the DCT-based prefilter 
with a PCA-based prefilter which significantly 
improved the denoising performance represent-
ing the current state of the art on MR imaging 
denoising [32]. This filter, named PRI-NLPCA, 
is also able to deal with spatially varying noise 
patterns.

Some denoising methods are devoted to other 
types of MR images, such as those used on 
diffusion- weighted imaging (DWI). For example, 
Tristán-Vega and Aja-Fernández [24] proposed a 
method that used orientation information to 
 filter each DW image using the correlations 
with images of similar orientations. Sparse 
reconstruction- based methods have been also pro-

Fig. 5.1 Left: original noisy T1-weighted image. Right: denoised image using the NLM filter
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posed to reduce the noise in DW images using 
dictionary-based approaches [16] or PCA-based 
decomposition [15, 33].

5.3  Inhomogeneity Correction

MR images are normally affected by signal inten-
sity inhomogeneity which is mainly produced by 
imperfections in the radio-frequency coils and 
object-dependent interactions (Sled et al. 1998). 
Such artifact is perceived as a low-frequency 
variation of the signal intensity across the image.

Many quantitative methods, such as image reg-
istration and segmentation, rely on the assump-
tion that a given tissue is represented by similar 
voxel intensities throughout the data. Therefore, 
correction of inhomogeneous data must be per-
formed prior to any quantitative MR analysis. 
There is a large amount of bibliography dealing 
with the so-called bias field correction [34].

The common MR imaging signal intensity 
model including the inhomogeneity effect is a 
multiplicative model with additive noise:

 Y x n= +b  (5.3)

where Y is the observed voxel intensity, b  is the 
corresponding value of the bias field supposed to 
be smooth, x is the true emitted intensity, and n is 
a Rician distributed additive noise [35–38].

There are two main approaches for the inhomo-
geneity correction: prospective and retrospective 
strategies. The prospective methods try to avoid 
this type of artifact during the  acquisition process 
by using special hardware or specific sequences 
such as the 3D magnetization- prepared rapid 
acquisition gradient echo (MP2RAGE) sequences. 
However, these techniques require additional 
hardware or extension of the acquisition time, 
which limits their usefulness. Retrospective meth-
ods have been more intensively used since they do 
not require any special acquisition protocol and 
can be applied off-line as a preprocessing step on 
any analysis pipeline.

There are two main classes of retrospective 
bias correction methods, those that model the 
bias field during the segmentation process and 
those that work directly with image features. 

Segmentation-based methods estimate the bias 
field as an image model parameter during the 
segmentation [38–42]. This parameter estimation 
is usually performed using an expectation- 
maximization (EM) algorithm [43].

In the SPM2 (statistical parametric mapping, 
Wellcome Institute, London, United Kingdom) 
software, Ashburner [44] modeled the bias field by 
using a combination of discrete cosine transform 
basis functions whose parameters were adjusted 
by the minimization of the negative log- likelihood 
of the log-transformed data (which is equivalent to 
the image entropy). This technique was further 
improved on subsequent versions of the software 
(the current one is SPM12). Although it obtains 
remarkable results, it is limited to brain imaging.

On the other hand, there are methods which 
operate directly with image properties and make 
minimal assumptions about the image character-
istics, such as the number of tissues or location, 
which make them more general. Some of these 
methods estimate the bias field using a set of low- 
frequency basis functions and the minimization 
of some cost function related with the homogene-
ity of the corrected image [45–48].

However, probably the most used and refer-
enced method is the well-known N3 method 
(Sled et al. 1998), which despite of its simplicity 
has gained a huge popularity probably thanks to 
its robustness. This method estimates the bias 
field by sharpening the image histogram using a 
Gaussian deconvolution and smoothing the 
resulting bias field estimation using B-spline fit-
ting. More recently, an incremental improvement 
of N3 method called N4 has been proposed which 
automatically sets some of the method parame-
ters by using a hierarchical optimization scheme 
[49] (Fig. 5.2).

5.4  Superresolution

In MR imaging, the images are acquired with a 
specific resolution which is limited by several 
factors including the signal-to-noise ratio (SNR), 
dynamic considerations, hardware, time limita-
tions, and patient’s comfort resulting in an insuf-
ficient sampling density for certain applications.
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In typical clinical settings, several types of 
images are obtained with different voxel resolu-
tions. Traditionally, in-plane resolution is nor-
mally higher than resolution in the slice direction, 
yielding non-isotropic voxel sizes. In multimodal 
image applications, such as image segmentation 
or registration, low-resolution (LR) data has to be 
upsampled to match a specific voxel size to make 
it compatible with a higher-resolution (HR) 
image data [50, 51]. In such cases, interpolation 
techniques [52, 53] have been traditionally 
applied. Techniques such as linear interpolation 
or spline-based methods have been extensively 
used to increase the apparent data resolution. 
However, such techniques estimate new points 
assuming that the existing ones (in the LR image) 
have the same value in the HR images which is 
only valid within homogeneous regions. As a 
result, interpolated images are typically blurred 
versions of the underlying HR images.

A better approach to effectively increase the 
resolution of an LR dataset is to use superresolu-
tion techniques [54]. Superresolution is a term 
used to refer to the process to infer a HR image 
from one or several LR images.

Specifically, in MR, image voxels in LR data y 
can be related to the corresponding underlying 
HR voxels x through a simple degradation model:

 Y DHx n= +  (5.4)

where D is a decimation operator (defined as tak-
ing each Lth value starting from zero in each 
dimension), H is the convolution matrix, x is the 
underlying HR data, and n is a Rician distributed 
random noise [55]. In MRI, H can be roughly 

approximated by a 3D boxcar or Gaussian func-
tions representing the point spread function 
(PSF) of the acquisition system.

Therefore, the value yj of any voxel in the LR 
image can be expressed as follows:
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N
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=
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1  
(5.5)

where the value of the LR voxel yj is the average 
of the corresponding N xi voxels in the subjacent 
HR image (assuming equal weights for all HR 
voxels) plus some noise from the measurement 
process.

Given this MR image formation model, the 
aim of any superresolution method is to find the 
HR xi values from the LR yj values. This is a very 
ill-posed problem since there are infinite xi values 
that meet such condition. A common approach to 
solve this problem is to minimize a merit func-
tion such as:

 x y DHx
∧ = −argmin 2

 (5.6)

Due to the nonuniqueness of the solution for this 
problem, extra information is needed to constrain 
the possible solutions to obtain plausible results. 
One commonly used approach is to apply 
smoothness constraints in the reconstruction pro-
cess that are based on the assumption of smooth-
ness of the reconstructed data:

 
x y DHx R x∧ = − + ( )( )argmin 2 l

 
(5.7)

where R(x) is a regularization term and l  is a 
weight that balances the contribution of 

Fig. 5.2 Example of inhomogeneity correction process. 
From left to right: original bias field corrupted image, esti-
mated bias field, inhomogeneity-corrected image, and his-

togram of the original and corrected images. Note that 
corrected image has a sharper histogram with well- 
clustered intensities
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 smoothness and data fidelity terms. However, such 
smoothness assumption penalizes high-frequency 
content of the reconstructed image that is precisely 
what we want to obtain. Current superresolution 
methods use R(x) terms enforcing regularity rather 
than smoothness.

Superresolution techniques have been previ-
ously applied to increase image resolution in 
functional MR (fMR) imaging [56] and diffusion 
tensor imaging (DTI) studies [57]. However, 
most of such techniques are based on the acquisi-
tion of multiple LR images (typically orthogonal) 
with small shifts, a process which is time con-
suming and therefore not adequate for typical 
clinical settings. In contrast, single-image super-
resolution techniques do not increase acquisition 
time and can be applied to any dataset at the pre-
processing stage of any image analysis pipeline.

An example of the single-image superresolu-
tion technique was proposed by Manjón et al. [22] 

where nonlocal pattern redundancy and inter-scale 
constraints were used to restrict the solution space 
for this otherwise very ill-posed problem. In this 
method, a nonlocal means filter is used to enforce 
the regularity of the image, while a mean con-
straint assures the inter-scale image fidelity term. 
Another interesting approach was also proposed 
by Manjón et al. [28] which benefits from the fact 
that in clinical settings, both LR and HR images of 
the patient are acquired in the same session. As a 
result, acquired HR images can be used to recon-
struct the LR images from the same patient.

A similar approach was used in diffusion- 
weighted imaging to increase the resolution of the 
DW images [58]. In this case, the B0 image was 
upsampled using the nonlocal upsampling method 
[22], and this upsampled version (which has a higher 
SNR) was used to increase the resolution of the dif-
ferent gradient images. In Fig. 5.3, an example of the 
results obtained with this technique is shown.

Gold standard at 1.2x1.2x1.2
mm3

Gold standard reconstructed at
0.6x0.6x0.6mm3 using CLASR

Gold standard reconstructed at
0.4x0.4x0.4mm3 using CLASR

Fig. 5.3 Left: gold standard 1.2 mm3 resolution color-coded map. Center: result using CLASR to reconstruct at 0.6 mm3 
(factor 2). Right: result using CLASR to reconstruct at 0.4 mm3 (upsampling factor 3)

J.V. Manjón



59

5.5  Registration

Image registration is the process of mapping dif-
ferent images into the same coordinate system so 
equivalent points of the different images share 
the same location in a common geometric space. 
Registration is necessary in order to be able to 
compare or integrate data from multiple sources 
(multimodal imaging) or to apply some analysis 
pipeline (e.g., segmentation).

Registration process first estimates the trans-
formation parameters needed to map the different 
images. After this, the estimated transformation 
is applied to the moving image/s to locate them in 
the reference image space. Depending on the 
complexity of the transformation, we can have 
linear or nonlinear registrations. In linear regis-
tration, the same transformation is applied to 
every voxel in the moving image/s (specified in 
an affine transformation matrix encoding transla-
tions, rotations, scaling, and shears), while in 
nonlinear registration, different voxels may have 

a different transformation (specified in the so- 
called deformation fields).

The geometric transformation mapping from 
the source space to the target space is usually 
estimated through an optimization process. 
Such a process requires the use of a similarity 
measure to evaluate the goodness of the current 
transformation. Some similarity measures 
(Fig. 5.4) normally used in MR imaging regis-
tration are mean-squared differences (MSD), 
correlation coefficient (CC), or normalized 
mutual information (NMI). In order to reduce 
the computational burden of this complex esti-
mation problem, gradient descent techniques 
are normally used. Recently, the use of graphi-
cal processing units (GPU) has also reduced 
considerably the registration time by using mas-
sively parallel approaches [59].

In MR preprocessing, registration is a typical 
step needed to integrate different image modali-
ties/sequences (e.g., T1- and T2-weighted images 
of the same subject) or to locate the images in a 

Image1 Image2 Joint Histogram

Fig. 5.4 Example of a joint histogram of a registered 
image pair (upper row) and a non-registered image pair 
(bottom row). Note the intensity dispersion patterns on 

both histograms (registered images show a well-grouped 
clusters, while non-registered images show a wider inten-
sity distributions)
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specific standard space such as the Talairach or 
the Montreal Neurological Institute (MNI) space 
where a population analysis can be performed.

There is a large number of registration meth-
ods publically available. In Klein et al.’s [60] 
paper, the largest evaluation of nonlinear defor-
mation algorithms applied to brain image registra-
tion was conducted. Fourteen algorithms were 
evaluated over more than 45,000 registrations. 
The compared algorithms were AIR [61], 
ANIMAL [62], ART [63], Diffeomorphic 
Demons (Vercauteren et al. 2007), FNIRT [64], 
IRTK [65], JRD-fluid [66], ROMEO (Hellier 
et al. 2001), SICLE [67], SyN (Avants et al. 2008), 
and four different SPM5 algorithms (“SPM2-
type” and regular normalization, unified segmen-
tation, and the DARTEL Toolbox) [68–70]. It was 
concluded that ART, SyN, IRTK, and SPM’s 
DARTEL Toolbox gave the best results (espe-
cially ART and SyN).

5.6  Intensity Standardization

Typically, MR images acquired with a similar 
protocol, such as T1-weighted images, do not 
share similar intensities across scanners. Even 
within the same scanner and setting, there is a 
variability on the intensity patterns of the 
acquired images on different sessions. This 
intensity variability does not correspond to bias 
field or noise, and it is significantly difficult to 
obtain quantitative measures directly from the 
data (in contrast with other medical image 
modalities like CT and the Hounsfield units, 
where same tissues have same intensities across 
scanners). Intensity standardization techniques 
in MR imaging try to correct this scanner-depen-
dent intensity variations.

Most simple approaches to standardize MR 
intensities rely on the use of histogram matching 
techniques. Histogram matching is the transfor-
mation of an image so that its histogram matches 
a specified histogram [71].

In addition, scaling intensities with a simple 
linear transformation have been probed not suf-
ficient since the influence of the MRI acquisition 
in the image intensities is nonlinear [72]. As a 

result, piecewise linear transformation has been 
widely used since it is able to model histogram 
intensities in a more flexible way and it also 
allows to incorporate anatomical information that 
can help on the standardization process.

For example, the technique developed by Nyul 
et al. [73] matches the input image histogram 
landmarks onto a standard histogram landmarks, 
obtained during an optimization process, linearly 
interpolating intensities between the landmarks 
using a piecewise linear transformation. This 
approach can be used to jointly standardize mul-
timodal data (e.g., T1 and T2) using a bidimen-
sional histogram [74].

Using a priori knowledge, the technique pro-
posed by Hellier [72] approximates the input 
image histogram with a mixture of Gaussians and 
aligns their means with those of the standard 
image (reference) through a polynomial 
function.

Using the same philosophy, Lötjönen et al. 
[75] used a multiple landmark approach with a 
piecewise linear function. These landmarks cor-
responded to the means of the three main brain 
components (i.e., CSF, GM, and WM) which can 
be easily estimated if a prior segmentation is 
available (otherwise, Lötjönen proposed to use 
the classifier of Leemput et al. (1999)).

Also, Manjón et al. [76] recently proposed a 
similar method where the mean value of each 
brain tissue was estimated using the trimmed 
mean segmentation (TMS) method [19, 20] 
which robustly estimates the mean values of the 
different tissues by excluding partial volume vox-
els from the estimation jointly with the use of an 
unbiased robust mean estimator. Such estimation 
was performed using only voxels within the stan-
dard brain mask area of MNI152 template to 
minimize the inclusion of external tissues 
(Fig. 5.5).

5.7  Preprocessing Pipeline

All the described steps are aimed to either improve 
image data quality or to locate it at a specific 
 geometric and/or intensity space so the follow-
ing analysis steps are properly and optimally 
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 performed. The order or omission of each of these 
steps is highly problem dependent and the combi-
nation has to be always empirically estimated.

However, there are some considerations that 
can help to choose the optimal order in most of 
our preprocessing pipelines. For example, denois-
ing is typically the first step because the disper-
sion of the signal may impact the following steps 
such as the homogeneity correction or registra-
tion (prefiltering the images normally helps to 
obtain optimal results). Besides, if inhomogene-
ity correction is done before filtering, this will 
result in a noise modulation making more diffi-
cult to restore the original signal.

After denoising, inhomogeneity correction can 
be helpful during the registration process. It can 
be also useful if a superresolution step is applied 
to increase the resolution of the images (espe-
cially if using self-similarity-based approaches). 
Nevertheless, there are methods for inhomogene-
ity correction combining both registration and IH 
correction (such as SPM) taking benefit from the 
expected intensity distributions on a given tissue.

Superresolution can be applied either in native 
(prior to the registration) or in the transformed 
space (e.g., MNI). This will depend on the limita-
tions of the used data and the features of the SR 
method used.

Finally, intensity standardization is used to be 
the last step in the preprocessing as its aim is to 
set the images in a standardized space making 
possible meaningful comparisons between differ-
ent acquisitions or subjects.
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6.1           Introduction 

 Medical imaging has a key role in current work-
fl ows for the assessment of clinical decisions in 
many disease scenarios. Concretely, imaging bio-
markers are transforming the way radiology has 
taken part in the healthcare cycle, from conven-
tional workfl ows based on qualitative criteria and 
the experience of the radiologist toward having a 
powerful measurement tool in each hospital, 
allowing for the extraction of quantitative indica-
tors of tissue and organ characteristics by the 
application of image processing methods and 
algorithms to medical images from modalities 
like X-ray (XR), magnetic resonance (MR) imag-
ing, computed tomography (CT), ultrasound 
(US), positron emission tomography (PET), 
single- photon emission computed tomography 
(SPECT), among others. 

 Imaging biomarkers analysis methods can be 
structured both in those related to structural prop-
erties and those focused on analyzing dynamic 
features. In the present chapter, we will focus on 
the explanation and description of structural 
imaging biomarkers, providing a classifi cation 

according to the nature of the computational 
algorithm in which the biomarker is based. The 
dynamic models for the analysis of imaging bio-
markers characterizing physiological phenomena 
(such as pharmacokinetics modeling or cellular-
ity) will be reviewed in the following chapter. 

 The most basic imaging biomarkers providing 
structural information are those related to dis-
tances and areas of specifi c regions. As an exam-
ple, the maximum diameter is considered as an 
easy and reproducible imaging biomarker for 
monitoring treatment response in solid tumors, 
through the well-known Response Evaluation 
Criteria in Solid Tumors (RECIST) [ 1 ]. However, 
recently more tissue comprehensive biomarkers 
like the volume of regions are preferred due to 
the better sensitivity to lesion size changes in the 
follow-up process of patients [ 2 ]. 

 Several morphological quantitative descrip-
tors can also be obtained from specifi c regions in 
medical images. As in the case of volumetry 
techniques, the most important application is in 
the fi eld of oncology. Morphology analysis algo-
rithms allow to provide biomarkers such as the 
spicularity, concavity, compactness, or acutance. 

 There are also descriptors about structural 
complexity that can be quantifi ed that allow for 
obtaining measurements of the degree of irregu-
larity. Irregularity of tissues has been proven to 
be related to several pathological processes (i.e., 
microarchitecture alteration of bone in osteopo-
rosis; vessel tortuosity in tumors). Two of the 
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most relevant indicators of irregularity are those 
related to complexity of tissues when “fi lling” a 
region that can be quantifi ed by the fractal dimen-
sion parameter using specifi c image processing 
algorithms and those related to tortuosity of spe-
cifi c tissues (i.e., vessels) that can be calculated 
by the ratio between the geodesic distance and 
the Euclidean distance [ 3 ]. 

 Finally, texture descriptors have become one 
of the most valuable tools for the characterization 
of heterogeneity and related properties from the 
quantitative analysis of the voxel intensities 
within a tissue or region. Typical parameters are 
the skewness, the kurtosis, and the entropy and 
can be used for the characterization of the differ-
ent habitats within lesion and tissue structural 
alterations. 

 In the present chapter, a detailed description 
of the main structural imaging biomarkers and 
the most common algorithms to extract them is 
provided, focusing in morphology, volumetry, 
irregularity, and texture parameters. Combining 
large numbers of structural features as discussed 
in this chapter is also considered as the basis of 
radiomics, which are further explained in Chap. 
  8    . Basically, radiomics are focused in linking the 
features with the clinical endpoints of the disease 
in order to defi ne new prognostic imaging bio-
markers of the disease.  

6.2     Morphology and Volumetry 
Biomarkers 

 One of the very basic characterizations of spe-
cifi c regions, tissues, and organs is related to the 
extraction of geometrical properties such as the 
maximum diameter, the area, or the volume. In 
fact, in oncology the diameter has remained to 
be the main criteria for evaluating the response 
in solid tumors, as it is extracted from the revised 
guidelines of RECIST 1.1 [ 1 ]: “Must be accu-
rately measured in at least one dimension (lon-
gest diameter in the plane of measurement is to 
be recorded).” One-dimensional measurements 
like the diameter are fast, reliable, and reproduc-
ible, and therefore, its application to clinical 
practice is straightforward; however, the use of 

areas or volumes is more representative of the 
real geometrical characteristics of the region of 
interest. Specifi cally, in cancer, volumetry has 
been shown traditionally to be superior to dis-
tances for the evaluation of the treatment 
response [ 4 – 6 ]. 

 One of the most important parameters evalu-
ated in this section is the tumoral volume, which 
consists in accounting the number of voxels of 
the lesion and extract the volume by multiplying 
it by the voxel volume. For that, the DICOM fi le 
parameters of pixel spacing (PixelSpacing, tag 
0028–0030), slice thickness (SliceThickness, tag 
0018–0050), and spacing between slices 
(SpacingBetweenSlices, tag 0018–0088) must be 
taken into consideration. 

 The spatial resolution of the acquired images 
has a high relevancy if volumetry has to be 
extracted for the follow-up of the disease. For this 
reason, the Quantitative Imaging Biomarkers 
Alliance (QIBA) already introduced in Chap.   1     
has created a working group in the fi eld of volum-
etry. As an example, QIBA document entitled 
“Lung Nodule Volume Assessment and Monitoring 
in Low Dose CT Screening Quantifi cation Profi le 
(v1.0)” which is still under discussion recom-
mends a slice thickness small relative to the size of 
the smallest nodules detected and followed by CT 
screening therefore specifying a thickness of 
1.25 mm or less for lung nodules.  

6.3     Irregularity Biomarkers 

 Using the fractal theory, it is possible to quantify 
structures with complex characteristics and irreg-
ularity through the fractal dimension ( D ), a 
parameter which indicates how an irregular struc-
ture tends to fi ll space after the observation at dif-
ferent scales [ 7 ]. In order to calculate fractal 
dimension values of a given structure, the most 
extended algorithm is the so-called box counting, 
which can be applied for either 2D or 3D struc-
tures. The algorithm divides the structure in dif-
ferent regular regions (boxes) progressively 
varying their size and counts the number of boxes 
containing structural elements for each box size. 
Finally, a relationship between the number of 
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boxes containing contour and the different box 
sizes can be built, as seen in Eq.  6.1 .

    
log •logN D k( ) = - ( ) +l

  
 ( 6.1 ) 

   

Equation  6.1  gives the relationship between the 
number of contour boxes ( N ), the corresponding 
box size ( λ ), the box-counting fractal dimension 
parameter ( D ), and a proportionality constant ( k ). 

 An example of the application to trabecular 
bone can be observed in Fig.  6.1 .

   The tortuosity,  τ , characterizes the sinuosity of 
a structure. Geometrically, it is defi ned as the ratio 
between the geodesic distance and the Euclidean 
distance ( L  G / L  E ). The concept can be observed in 
Fig.  6.2 . This approach allows to quantitatively 
classify the tortuosity of any non- regular struc-
ture, such as trabecular bone or chaotic vessels 
feeding a malignant tumor. Therefore, a structure 
is considered as tortuous if  τ  > 1 [ 3 ].

  Fig. 6.1    Box-counting algorithm applied to boundaries of trabecular bone       

  Fig. 6.2    Difference between Euclidean and geodesic dis-
tances in a fi lamentous structure       
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   These methods can be applied to quantita-
tively evaluate tumor irregularity, either the 
tumor itself or any of its characteristics, like the 
different enhancement regions [ 8 ], or the tortu-
ous and irregular feeding vessels (Fig.  6.3 ).

6.4        Texture Biomarkers 

 Biological tissue composition and organization 
present a high variability depending on the 
organ and function in which their cells are spe-
cialized. Many tissues have an isotropic distri-
bution, not being formed by elements aligned in 
a specifi c space direction, such as fat that can 
be considered as an isotropic tissue. Some 

 others, however, have a clear arrangement in 
fi ber bundles, such as muscle or white matter. 
Pathologic tissues like tumors are in most cases 
highly heterogeneous, combining regions with 
necrosis, edema, infi ltration, hypoxia, and 
many other biological  phenomena. In fact, 
tumor heterogeneity is considered to provide 
valuable prognosis information [ 9 ]. Different 
tissue regions can be analyzed by image pro-
cessing techniques looking for mathematical 
descriptors of the grayscale pixel intensities, 
also called texture analysis. Also in the touch 
sense, the texture-based techniques allow for 
the characterization of the tissues from medical 
images in terms of uniformity, smoothness, 
granularity, and roughness. 

a b

c d

  Fig. 6.3    Vascular characterization of rectal cancer. In ( a ), 
inverted grayscale image of a maximum intensity projec-
tion (MIP) reconstructed from a dynamic contrast- 
enhanced MR (DCE-MR) sequence. In ( b ), segmentation 

of the main vascular input to the tumor. In ( c ), grayscale. 
In ( d ), binarized image ready for the application of 2D 
tortuosity and fractal analysis techniques. For this case, 
 D  = 1.43 and  τ  = 1.58       
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 From the technical perspective, a co- 
occurrence matrix is calculated to extract pattern 
information of the grayscale intensities in the 
image and the changes of a pixel with respect to 
the neighboring pixels, considering the position, 
the intensity value difference, and distance 
between them. Textural properties can also be 
understood as a function from different signal 
intensities. Normalization must be applied to the 
co-occurrence matrix in order to calculate spe-
cifi c parameters which represent some texture 
characteristics like the correlation, contrast, 
entropy, energy, and homogeneity [ 10 ]). 

 As can be concluded, texture analysis meth-
ods can be applied either to original medical 
imaging data directly provided by the modalities 
or also to parametric or multiparametric images. 

   Conclusions 

 The authors have presented in this chapter the 
main families of structural imaging biomark-
ers that can be applied to extract quantitative 
information from non-dynamic data. The 
progress in these topics will help to introduce 
Imaging Biomarkers in diagnosis and treat-
ments follow-up criteria and new indicators, 
especially in oncology, where measurements 
like volumes and textures will be progressively 
integrated in response criteria guidelines.      
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Imaging Biomarker Model-Based 
Analysis

George C. Manikis, Eleftherios Kontopodis, 
Katerina Nikiforaki, Konstantinos Marias, 
and Nickolas Papanikolaou

7.1  Introduction

Magnetic resonance imaging (MRI) is an imag-
ing technique that is based on the interactions of 
water with external magnetic fields. Magnetic 
properties of water molecules are analyzed in 
order to sketch the profile of tissues, and they 
may be related to a variety of aspects including 
internal structure, tissue integrity, molecular 
environment, and others. In order to elucidate tis-
sue properties, it is often necessary to acquire 
multiple series of images and quantify the prog-
ress of a certain parameter in time or the degree 
of response to an external perturbation. After 
careful sequence optimization in order to selec-
tively trigger the process, one needs to appreciate 
all the possible factors affecting the evolution in 
order to constitute a robust model. Complex phe-
nomena taking place after excitation are decom-
posed in one or more mathematical terms of an 
appropriate form and weighting, to comply with 
the physical rules behind the sequence of events 
taking place. When model predicted data 

 converge to the experimental measurements, the 
model can be considered as reliable, in the frame 
of a carefully designed imaging protocol. In this 
chapter, we will focus on the most important 
models used to extract imaging biomarkers 
related to diffusion and perfusion studies.

7.2  Diffusion-Weighted Imaging 
(DWI) MRI

Diffusion is the process of random motion of 
water molecules in a free medium. For human tis-
sues, water mobility can be assessed in the intra-
cellular, extracellular, and intravascular spaces. 
All media have a different degree of structure and 
thus pose a variant level of difficulty in water 
mobility that is called “diffusivity.” A sequence 
sensitized to microscopic water mobility by 
means of strong gradient pulses can be utilized to 
provide insights in the complexity of the environ-
ment which in turn can reveal information related 
to tissue microarchitecture.

A major requirement in diffusion imaging is 
to select ultrafast pulse sequences that may freeze 
macroscopic motion in the form of respiration, 
peristalsis, or patient motion in general. For this 
reason, echo planar imaging (EPI) sequences 
modified with the addition of two identical strong 
diffusion gradients are routinely used to provide 
diffusion images. The amplitude and duration of 
the diffusion gradients is represented by the 
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“b-value” (measured in s/mm2), an index used to 
control the sensitivity of DWI contrast to water 
mobility.

7.2.1  DWI Modeling

7.2.1.1  Gaussian Mono-exponential
Apparent diffusion coefficient (ADC) [1] was the 
first and most widely used quantitative biomarker 
associated to cellular density and the extracellu-
lar space fraction [2] with “apparent” giving 
away a reluctance to use it literally as the distance 
traveled from the water molecule in a certain time 
in certain surroundings. The simplest model 
assumes exponential signal decay where expo-
nential coefficient correlates with the product of 
b*ADC for each tissue type. For a given b-value, 
the signal intensity of the diffusion-weighted 
image (DWI) depends on the ADC of tissue in 
each individual pixel. ADC can be estimated with 
acknowledgment of two or more measurements 
on different b-values (one with a b-value of zero 
and at least one with a higher b-value) as 
described in the following mono-exponential 
equation:

 
S S bb ADC= * - *( )0 exp

 

Sb is the measured signal intensity of the DWI 
with gradient factor attenuation b (s/mm2), and S0 
is the measured signal intensity in the absence of 
diffusion weighting (Fig. 7.1).

7.2.1.2  Gaussian Bi-exponential
After the introduction of mono-exponential 
decay, a more complex model was proposed in 
order to add sensitivity to the arbitrary motion 
related to micro-capillary perfusion which 
induced deviation from the initially assumed 
decay. The previously described mono- 
exponential decay in many cases failed to esti-
mate fast-decaying signal appearing in the 
low-b-value area, and therefore a more complex 
model, the intravoxel incoherent motion (IVIM) 
[4] model, was proposed to take into account 
flow phenomena that contributed to DWI con-
trast (Fig. 7.2). The IVIM model assumes that 

tissue is primarily characterized by two distinct 
compartments (an intravascular and an intersti-
tial space) with negligible water exchange 
between them, where the DW signal of each 
pixel can be expressed from the following bi-
exponential equation:

S S f b D f b Db = ∗ −( ) ∗ − ∗( ) + ∗ − ∗( )( )∗
0 1 exp exp

Similarly to the mono-exponential fit equation, Sb 
is the measured signal intensity of the diffusion- 
weighted image with a gradient factor attenua-
tion b (s/mm2), and So is the measured signal 
intensity in the absence of diffusion weighting. 
This new model attempted to measure the diffu-
sion signal contamination with the added term of 
“microperfusion” (D*), representing signal loss 
resulting from other processes, most likely 
microperfusion of blood nutrients at capillary 
level. D* is associated with blood velocity and 
capillary vessels geometry.

Fitting the bi-exponential model, values for 
the true diffusion coefficient (D), microperfusion 
coefficient (D*), and perfusion fraction (f) are 
calculated. If the model is applied in a pixel-
based level, then the IVIM coefficients are 
derived for every pixel and displayed as paramet-
ric maps. IVIM is an extended model of the con-
ventional mono-exponential diffusion model 
which equates to a mono-exponential form in the 
absence of the  perfusion fraction (f). The effect 
of the microcirculation of blood, and thus the 
amount of vascularity, in the bi-exponential sig-
nal decay of the IVIM model varies according to 
the studied organ. Studies report low perfusion 
fractions in the brain [5], whereas in the body, the 
perfusion activity can be much more significant 
[6]. An indicative comparison between mono- 
and bi-exponential models when applied to nor-
mal liver tissue is shown in Fig. 7.2.

7.2.1.3  Non-Gaussian 
Mono-exponential

Both the mono-exponential and the bi- exponential 
models rely on the assumption that water mobil-
ity follows a random, unrestricted pattern which 
can be considered as a Gaussian displacement 
distribution. However, in biological tissues the 
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presence of physical barriers like cell membranes 
or compartments (intracellular and extracellular 
spaces) restricts the Brownian motion of water 
[7]. When incorporating the assumption of a 
restrictive environment, the displacement proba-
bility distribution for the water molecules devi-
ates from the Gaussian shape, and the degree of 
this deviation is quantified by kurtosis. Kurtosis 
is a dimensionless metric expressing the differ-
ence of an arbitrary distribution from a Gaussian 
with the same variance in terms of more or less 
weight on the center and tails:

 
K

M

M
= -4

2
2

3
 

where Mn is the nth moment of the arbitrary dis-
tribution. Similarly, to the ADC, the diffusional 
kurtosis (K) is not specific for any tissue property, 
and thus its interpretation in terms of tissue struc-
ture is not always well defined. For example, 
changes in K might be the overall result of more 
than one complex process in tissue and are unable 
to identify the precise biological mechanisms 
behind this change (Fig. 7.3). Several models 
have been proposed in order to study the value of 
kurtosis parameters in clinical practice.

The most widespread model for kurtosis stems 
from the expansion of diffusion tensor imaging 

(DTI) approach where the exponential decay of 
the signal is analyzed by Taylor series [8]:

 
ln lnS S b D t O bb( ) = - * ( ) + ( ) +0

2 �
 

With the introduction of high (b > 1000) values in 
clinical practice, the contribution from the 
second- order term cannot be considered negligi-
ble as when employed for DTI calculations, and 
the above expression can be rewritten as:

 
ln lnS S b D b D Kb( ) = - * + * * *0

21

6
2

 
Similarly, when b exceeds a certain upper limit, 
the latter expression may also suffer from sys-
tematic errors in the calculation of D and K from 
the omission of even higher-order terms.

7.2.1.4  Non-Gaussian Bi-exponential 
(IVIM-Kurtosis)

The non-Gaussian mono-exponential model 
may lead to D and K miscalculation in the two- 
compartment hypothesis unless it is extended 
to also account for microperfusion [9]. The 
modified MR signal that takes into account 
simultaneously the existence of two distinct 
compartments as well as the presence of struc-
ture in tissue into a single framework can be 
expressed as:

S S f b D b D K f b Db = * -( )* - * + * * *æ
è
ç

ö
ø
÷ + * - *( )æ

è
ç

ö

ø
÷

*
0

2 21
1

6
exp exp

where four parameters (D, D*, f, and K) (Fig. 7.4) 
need to be estimated. In order to fit experimental 
data to this model, the acquisition sequence must 
be tailored to adequately sample signal decay 
both at the low-b-value area (0–200 s/mm2) to 
capture capillary flow effects and at the high-b- 
value area (more than 200 s/mm2) to quantify sig-
nal loss related to true diffusion effects. These 
requirements render the acquisition protocol 
demanding in terms of succeeding a good com-
promise between acquisition time, noise level, 
and spatial resolution.

7.2.1.5  Stretched Exponential Model
Intravoxel heterogeneity in the distribution of 
diffusion coefficients because of heterogeneity in 
fluid viscosity or diffusive restrictions has been 
quantified in the stretched exponential model 
[10]. The existence of multiple pools rather than 
only two inside a region of interest (ROI) or 
pixel, together with proton exchange between 
pools, has been pinpointed as the reason of mis-
match observed between expected volume frac-
tions and fitted results from DWI data [11]. The 
proposed model assumes continuous distribution 
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of sources decaying at different rates without any 
restriction in the number of participating sources, 
and thus the signal attenuation can be attributed 
to the aggregation of a number of uncoupled 
decay processes, such that:

 
S S bb ADC= * - *( )é

ë
ù
û0 exp

a

 

where α is the stretching parameter and a mea-
sure of deviation of the signal decay from the 
simple mono-exponential behavior. Range of α is 
from 0 to 1. Lower values of parameter α would 
imply presence of multiple compartments within 
the ROI, while at the upper limit (α = 1) the model 
coincides with a simple exponential decay of a 
homogeneous sample. Incorporation of IVIM 
theory to the latter model would result in a 
double- stretched exponential model that has not 
yet been extensively studied.

7.2.2  DWI Analysis

7.2.2.1  Data Fitting
Several mathematical models have been pro-
posed to quantify the DWI signal decay into dif-
fusion biomarkers. In contradiction to the 
mono-exponential model and the single ADC 
biomarker calculated, a more complex mathe-
matical framework is required for fitting the dif-
fusion signal according to the IVIM and the 
non-Gaussian models. In case of the IVIM and 
the extended non-Gaussian IVIM model, two 
main categories are presented in the literature: (a) 
complete fitting methods for calculating simulta-
neously all the biomarkers using nonlinear 
regression models and (b) partial fitting methods 
that provide biomarkers in a more simplified way 
based on observations related to the behavior of 
the true diffusion and microperfusion effects in 
the b-value range used.

Complete Fitting
In order to extract multiple biomarkers from the 
IVIM and the non-Gaussian models, nonlinear 
least squares (NLLS) are widely used. The 
NLLS fitting technique is based on the 
Levenberg- Marquardt algorithm [12]. NLLS are 

minimization problems in mathematics that 
given initial, lower, and upper bounds for the 
estimated parameters (i.e., D, D*, and f in case 
of the IVIM model) approximate the diffusion 
model by a linear one and iteratively refine the 
values of the parameters to reach their optimal 
values. The initial point is of crucial significance 
for the convergence of the algorithm, and a lot of 
attention has been paid for assessing the preci-
sion and uncertainty in the estimation of the dif-
fusion biomarkers as reported in [13].

Partial Fitting
Many studies in the literature use partial fitting 
for calculating IVIM-related biomarkers. Every 
partial fitting method relies on the fact that, as 
stated in the IVIM theory, D* is roughly one 
order of magnitude greater than D [14] at high 
b-values (b > 200 s/mm2) and therefore the micro-
perfusion term in the IVIM model can be 
neglected. According to [15], the microperfusion 
effect in high b-values is eliminated, and the 
IVIM bi-exponential fit equation is simplified to 
the following mono-exponential where D can be 
obtained linearly using least-squares regression:

 
S S bb ADC= * - *( )0 exp

 

The fitted curve from the mono-exponential 
model is then extrapolated at b = 0, and the ratio 
between the x-intercept and the DW-MRI data at 
b = 0 gives an estimation of the perfusion fraction 
f. Biomarkers D and f are then substituted into the 
IVIM bi-exponential equation, and nonlinear 
least squares are applied to the entire b-value 
range for calculating D*. Alternatives can be also 
found in [16].

7.2.2.2  Evaluation of the DWI Models 
and Comparative Studies

Assessing how well models fit the real diffusion 
signal in every b-value is a crucial step in the 
analysis. In the absence of ground-truth knowl-
edge of the true values of the estimated biomark-
ers, an accurate fit of the diffusion data can 
provide increased confidence in the results. 
Several statistical measures from the regression 
analysis can be used for evaluating models’ 
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goodness of fit to the diffusion data. R-squared 
(R2) is one of the most commonly used statistical 
measures for assessing the goodness of fit and is 
given by:

 
R2 1= -

SS

SS
E

T  

where SSE is the residual sum of squares and 
SST is the total sum of squares. R-squared val-

ues range from 0 to 1 with 1 indicating a perfect 
fit and 0 a total dissimilarity. Alternatively, 
adjusted R-squared (Fig. 7.5) can be used since 
it takes into consideration the number of the 
b-values used in the analysis, as well as the 
number of the parameters provided by each 
model. Other statistical measures rely on the 
root-mean-square error (RMSE) which esti-
mates the differences in signal intensity between 
the real and the modeled diffusion data in every 

3: 10 - Non Gaussian Mono Exponential

1: 10 - Gaussian Mono Exponential

4: 10 - Non Gaussian Bi Exponential

2: 10 - Gaussian Bi Exponential

Fig. 7.5 Adjusted R-squared in a patient with rectal can-
cer. The best performing model is the non-Gaussian bi- 
exponential (top-right) where most of the tumoral pixels 
are rendered with red color (very high adjusted R-squared), 

while at top left the non-Gaussian mono-exponential, bot-
tom left the Gaussian mono-exponential, and bottom right 
the Gaussian bi-exponential (IVIM) are shown [3]
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b-value, the Akaike information criteria (AIC), 
and its corrected version (AICc) [17] indicating 
a balance between the fitness and the simplicity 
of the model and a Bayesian modification of the 
AIC known as the Bayesian information crite-
rion (BIC). An extensive analysis is given in 
[18] in which the fitted quality and repeatability 
of different diffusion models when applied to 
normal and cancer prostate data are assessed.

7.2.2.3  Qualitative and Quantitative 
Data Presentation

Pixel-based calculation of DW-related parame-
ters has the advantage of a detailed view over the 
area of interest compared to simple ROI tech-
niques [19], but the size of data can be over-
whelming and difficult to handle. In order to gain 
an immediate insight into the complete informa-
tion contained in the calculated indices, paramet-
ric maps and related histograms are produced. 
The quantification of specific histogram metrics 
may serve as the ground for statistical interpreta-
tion of the results and possibly indicate clinically 
important biomarkers for certain pathologies 
(Fig. 7.6). Histogram metrics in some cases are 
able to discriminate two groups, a task that sim-

ple ROI methods fail to achieve [20]. Most histo-
gram analyses use descriptive statistics such as 
the mean, standard deviation, quartiles, mini-
mum, maximum, skewness, and kurtosis to char-
acterize and compare distributions of the 
diffusion biomarkers in examined ROIs in a 
quantitative manner. The most important advan-
tage of histogram comparing to ROI-based analy-
sis is that histogram offers the possibility to 
evaluate tumor heterogeneity, in other words 
overcoming the averaging effects that ROI-based 
analysis is sensitive to.

7.3  Dynamic Contrast-Enhanced 
(DCE)-MRI

Imaging modalities such as MRI, PET, and CT 
have been used to noninvasively assess tissue per-
fusion, by means of imaging biomarkers that can 
be related to tumor angiogenesis [21]. Sequential 
acquisition of MRI data image sets and utilization 
of small molecular weight paramagnetic contrast 
agents resulted in significant developments in the 
field of the assessment and monitoring of tumor 
treatment response [22] (Fig. 7.7).

1500

1000

500

0

0.000 0.001 0.002 0.003 0.004

ADC Histogram
Pre
Post

Pre-therapy

Post-therapy

Longitudinal Study

Fig. 7.6 Longitudinal histogram study for a patient with 
rectal cancer before and after chemoradiation therapy. 
There is an obvious shift of the ADC values to the right 
(higher ADC) indicating response to the selected therapy 

plan. The histogram shift is a comprehensive way to 
retrieve bulk information from the data that would other-
wise demand time-consuming statistical calculations
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DCE is an MRI method that has been used 
to assess perfusion in various anatomical regions. 
It is comprised of the acquisition of dynamic 
T1-weighted sequences before, during, and after 
the intravenous injection of a paramagnetic con-
trast agent (CA). The dynamics of the signal 
intensity in every pixel of the examined area con-
tain tissue-specific information related to patho-
physiology. Main applications include differential 
diagnosis, grading, and classification of different 
tumor types [23].

In the clinical routine, radiologists mainly 
use a subjective evaluation of the shape of the 
enhancement curves. Although this approach is 
simple and easy to be performed, it doesn’t 
provide quantifiable markers that can be fur-
ther processed and used in comparative stud-
ies. A variety of analysis techniques have been 
adopted in the past years for quantifying the 
DCE-MRI data, which range from simple 
quantification of the SI enhancement to com-
plex models that measure parameters of the 
underlying physiology. In the following sec-
tions we examine in detail the pharmacokinetic 
modeling approach that is frequently used in 
order to provide objective, quantitative mea-
sures of tumor physiology based on DCE data 
analysis.

7.3.1  Reliability 
of the Pharmacokinetic (PK) 
Biomarkers

Many factors might affect the reliability of the 
quantitative biomarkers from a DCE experi-
ment. A first prerequisite is a well-designed 
DCE protocol, which implies the careful selec-
tion of appropriate [24] parameters such as rep-
etition time (TR), echo time (TE), flip angle 
(FA), and the field of view (FOV). As a general 
recommendation, TR should be as short as pos-
sible in order to ensure high temporal resolu-
tion, while TE should be minimized for the 
elimination of T2* contribution in the signal of 
the image. The compromise among spatial and 
temporal resolution should also be taken in 
account, as well as the overall acquisition time 
of the DCE protocol [25].

Concerning the contrast agent, the selection of 
the type of the tracer is of major importance, as 
well as the dose injected and the rate of injection 
[26]. Preprocessing tasks usually include motion 
correction of the dynamic sequences, where co- 
registration is carried out with respect to the arte-
rial phase of the DCE, due to the higher 
signal-to-noise ratio (SNR). Also temporal 
smoothing of the dynamic curves per pixel can 

Fig. 7.7 Patient with rectal cancer. Ktrans maps before (left) and after (right) chemoradiation therapy. Increased neovas-
cularity is shown on the pretreatment exam that was significantly reduced after treatment
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reduce signal distortions. The selection of ROI 
for the tissue and artery needs to be annotated 
from experts, while the role of the hematocrit 
(HCT) should be taken in account when possible. 
Critical issues for the accurate quantification of 
the DCE data include (a) the conversion of SIs of 
the artery and tissue to CA concentration, (b) the 
selection of the arterial input function (AIF) 
region of interest or the assumption of a theoreti-
cal one, and (c) the selection of the PK model that 
the data will be fitted.

7.3.2  Estimation of Contrast Agent 
Concentration

In some studies, there is a direct processing of 
the SIs, but this can lead to erroneous results 
due to nonlinear relationship of SI with concen-
tration, especially in tissues with higher CA 
concentrations. These nonlinearities are depen-
dent on factors such as native T1 of the examined 
tissue and MRI acquisition parameters [27]. It is 
therefore recommended to convert both tissue 
and artery SIs to CA concentration for a more 
robust analysis. The main techniques for mea-
suring T1 are the inversion recovery [28], the 
look-locker method using an EPI protocol [29], 
and the multiple flip angles (FAs) using SPGR 
protocols [30].

The latter method is widely used in DCE-MRI 
due to the high SNR and time efficiency offered. 
It requires two or more FAs for the determination 
of the pre-contrast relaxation time T10 of the tis-
sue. The CA concentration at time t is related to 
the change in relaxation time via the following 
formula:
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where r1 is the longitudinal relaxivity of the CA, 
T10 is the longitudinal relaxation time prior to CA 
administration, and T1(t) is the longitudinal relax-
ation at time t after the injection of CA.

The MR-SI from a spoiled gradient echo with 
echo time TE ≪ T2* is given from the following 
equation:
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where T10 is the longitudinal relaxation time prior 
to CA administration S1 is the measured SI, af is 
the flip angle used, and S0 is the relaxed signal for 
a 90° pulse. By acquiring multiple acquisitions 
(two or more) using different flip angles, the lon-
gitudinal relaxation time T10 and the relaxed sig-
nal S0 can be estimated, and subsequently the 
time course of the T1(t) can also be computed.

7.3.3  Arterial Input Function (AIF)

AIF describes the concentration of the CA during 
time in the artery that supplies the tissue of inter-
est. The selection of AIF is also critical for the 
PK modeling procedure and affects the reproduc-
ibility and the reliability of the results [31]. In 
almost all PK models, AIF has to be determined 
for an accurate analysis. This process may be 
hampered by a number of issues including the 
partial volume effect, nonlinear effects, flow arti-
facts, and patient motion during acquisition. 
There is a variety of techniques to either directly 
measure or determine AIF, whereas the most fre-
quently used are discussed below.

Direct measurement of plasma concentration 
from the field of view (FOV) of the MR image is 
a method that consists of measuring the AIF from 
an artery, or from a vein [32], close to the tissue 
under examination. Having the prerequisite that 
an artery is included in the FOV of the DCE 
exam, the SI from an ROI annotated from an 
experienced operator is converted to CA concen-
tration. The reliability of the AIF measurement in 
this method is direct dependent on the parameters 
of the MRI protocol, along with the spatial and 
temporal resolution of the data set. Moreover, 
inherent weaknesses of this procedure that can 
bias the resulted plasma concentration are the 
partial volume effects [32], inflow effects [33], 
blood flow pulsatility, and turbulence. Finally, it 
is important to note that ideally AIF should be 
determined in an artery close to the tissue under 
examination and its diameter should exceed the 
spatial resolution of the dynamic image.
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7.3.4  Quantitative Models

Tracer kinetics can be described by systems the-
ory under the assumption that tissues under 
examination are linear time invariant systems. 
Under this assumption and considering the intra-
vascular and the extravascular-extracellular space 
(EES) as two distinct compartments, as shown on 
Fig. 7.8, the system behavior is described by the 
following set of equations:

 
C t F R t C tp p a( ) = × ( )Ä ( )  

 
C t F R t C te e( ) = × ( )Ä ( )a  

 
C t F R t R t C tt a( ) = × ( ) + ( )( )Ä ( )p e  

where Ca(t) is the AIF, Cp(t) is the CA concentra-
tion in the vascular bed, Ce(t) is the CA concentra-
tion in the EES, Ct(t) is the total tissue 
concentration, F represents the blood flow, R(t) is 
the corresponding impulse response function, and 
⊗ represents convolution. There are a number of 

models that under several assumptions fit the 
DCE-MRI data into this set of equations, thus 
yielding quantitative measurements of tissue 
physiology.

7.3.4.1  Tofts Model (TM) 
and Extended Tofts Model 
(ETM)

One of the most used models in the literature is 
the Tofts model (TM) [34], a single-compartment 
model where the plasma space is ignored and the 
CA is moving to the parenchyma with a rate pro-
portional to the difference of the concentrations 
between plasma and EES. The model is described 
by the following equation:
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Using the convolution theorem, the solution of 
previous equation is given next:

 
R tP ( ) = 0
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In the above equations, ktrans represents the vol-
ume transfer constant from plasma space to 
EES, ve is the fractional volume of EES, and 
kep = ktrans/ve is the transfer constant from EES to 
the plasma space. The omission of the plasma 
space was invalid for many tissues and resulted 
in erroneous PK biomarkers; thus, Tofts 
extended the original model by introducing the 
vascular term as an external compartment. The 
result was to separate the enhancement caused 
by contrast leakage from that caused by intra-
vascular contrast. The extended Tofts model 
(ETM) [35] is described by the following 
equation:

 
R t v

t
Fp ( ) = × ( )
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where vp is the fractional volume of vascular 
space. A major weakness of these models is that 

kelCa(t)

Extravascular-
Extracellular Space 

(EES)

Ce(t), ve

k12 k21

Intravascular
Compartment 

Cp(t),  Vp

Fig. 7.8 A general representation of the two- compartment 
model. The first compartment illustrates the plasma with 
fractional volume vp and the corresponding concentration 
Cp(t). The second compartment represents the tissue 
space, which consists of the extravascular-extracellular 
space (EES), with corresponding fractional volume ve and 
concentration Ce(t). kel is the elimination rate of CA 
through the kidneys and k12, k21 are the exchange rates of 
CA between the compartments
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ktrans can be depicted either as plasma flow in 
flow-limited cases or as tissue permeability in 
permeability-limited cases. Another drawback is 
that TM is accurate only in weakly vascularized 
tissues, while ETM is also accurate in highly per-
fused tissues, whereas in intermediate instances 
the validity of these models is ambiguous [36]. 
However, what led to widespread usage of these 
models is the simplicity on their interpretation 
and the fact that they provide useful biomarkers 
even in data sets acquired in low temporal 
resolution.

7.3.4.2  Adiabatic Tissue Homogeneity 
(ATH) Model

This model [37] belongs to the spatially distrib-
uted kinetic models due to the fact that it 
accounts both temporal and spatial distribution 
of the CA concentration. The adiabatic approxi-
mation is used, which assumes that CA concen-
tration in EES varies slow in comparison with 
that in intravascular space, and as a result, Ct(t) 
can be assumed as constant during small-time 
intervals Δt. Using this assumption a closed-
form solution can be derived in the time domain, 
while its predecessor, the tissue homogeneity 
(TH) [38], provides closed-form solution only 
in Laplace space. This is a more complex model 
compared with TM/ETM, but it also accounts 
plasma flow rate, extraction fraction, and mean 
capillary transit time. The impulse response 
functions for the vascular and parenchyma 
compartments of this model are given by the 
following equations:

 
R t u t tp ( ) = - -( )( )1 c  

 
R t E e u t tk t t
e ( ) = × × -( )( )- -( )ep c
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7.3.4.3  Two-Compartment Exchange 
Model (2CXM)

This is a two-compartment model [39] that mod-
els plasma and EES as different compartments. 
Moreover, it allows for separate estimation of 
permeability and blood flow, thus resulting in a 
four-dimensional estimated vector [ve, vp, Fp, E]. 

The model is described by the following set of 
equations:

 
R t E e t T
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where parameters E+, T−, and T+ are functions of 
Fp, vp, ve, and PS. The main advantage of this 
model is the separate estimation of regional blood 
flow and capillary permeability. On the other 
side, the limitation of the 2CXM is the assump-
tion of the well-mixed tissue compartments, as 
well as the complexity of the fitting procedure 
due to the plethora of estimated parameters. The 
initialization of the estimated vector, the tempo-
ral sampling, and the SNR of the data are of 
major significance for the reliability of the model 
parameters.

7.3.5  Model-Free Analysis

All model-free methods for DCE-MRI analysis 
analyze directly the patterns of the dynamic 
curves, either considering the mean of the ROI 
curves or analyzing every pixel as a single entity. 
Widely used markers are the maximum of the SI, 
the time to peak, and the wash-in and washout 
rates [40, 41], while several of these parameters 
have been proposed as measurements that are 
correlated with response to treatment [42]. 
Another type of model-free analysis is by consid-
ering the shape of the tissue curves and classify-
ing these in predefined tissue types. The shape of 
the tissue curve can vary across a wide range of 
patterns, while the most common are:

• Type 1: steady enhancement of the SI
• Type 2: enhancement followed by plateau
• Type 3: enhancement followed by washout

Type 3 curves are usually considered as the 
most suspicious for detecting cancer; however 
type 1 and type 2 may also be part of the can-
cerous tissue. Model-free methods for DCE-
MRI for a promising analysis framework have 
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been gaining ground over the last years. Its 
main benefit is the increased robustness and the 
reduced sensitivity to protocol parameters and 
user interference.

 Conclusion

DW-MRI is an important imaging modality 
that offers unique diagnostic information related 
to tissue microarchitecture. Hypercellularity, 
hypoxia, necrosis, and tumor aggressiveness can 
be evaluated based on diffusion-based imaging 
biomarkers. DWI can be used to (i) improve 
lesion conspicuity thus improving sensitivity to 
the detection of pathology, (ii) assist in differen-
tial diagnosis, (iii) improve lesion staging, and 
(iv) evaluate therapeutic outcome.

DCE-MRI is an imaging modality that com-
bined with post-processing methods can give an 
added value to the assessment of the exam. A lot 
of methods have been proposed for the analysis 
and interpretation of the dynamic curves, with 
the two major groups being the model-based PK 
modeling and the model-free approaches using 
PR techniques. In this section, a review of the 
methods and their pitfalls has been presented. 
For the right choice and application of each 
method, the quality of the data and the exam-
ined organ should be taken into account.
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8.1          Introduction 

 Imaging biomarkers are health or disease  markers 
based on quantitative imaging parameters. With 
high-throughput computing, it is now possible to 
extract numerous quantitative features from com-
puted tomography (CT), magnetic resonance 
(MR), and positron emission tomography (PET) 
images. The conversion of digital medical images 
into mineable high-dimensional data is called 
radiomics and is motivated by the concept that 
biomedical images contain information that 
refl ects underlying pathophysiology [ 1 ,  2 ]. The 
image measurements are based on size, volume, 
and shape assessment and on signal intensity and 
heterogeneity (texture) analysis.  

8.2     Size Measurements 

 The simple clinically used metrics to assess lesion 
evolution include two-diameter (World Health 
Organization, WHO) and more recently, one-
diameter (Response Evaluation Criteria in Solid 

Tumors, RECIST) measurements [ 3 – 5 ]. For the 
last 15 years, the international cancer community 
has extensively employed the RECIST criteria at 
CT to assess the response exhibited by patient’s 
tumor on exposure to both marketed and experi-
mental antitumor therapies [ 6 ]. The calculated 
response is categorized as complete response (dis-
appearance of tumor), partial response (change 
between −100 and −30 %), stable disease (change 
between −30 and + 20 %), or progressive disease 
(increase of 20 % or greater). RECIST quantifi ca-
tion of response correlates with patient survival 
and disease- free survival, showing its clinical use-
fulness [ 6 ]. 

 However, RECIST criteria have several short-
comings. First, tumor evolution is linear, rather 
than polytomous. As cutoffs to defi ne partial 
response or progressive disease are artifi cial, 
quantitative measurements are superior to semi-
quantitative category assessment for studying 
tumor progression [ 6 – 9 ]. 

 Second, the reproducibility of manual mea-
surements may be suboptimal and may be 
improved by semiautomatic size measurements 
[ 10 ]. In a study of large lung tumors, it was shown 
that the 95 % limits of inter-observer agreement 
(−39–28 %) of maximum diameter measure-
ments were outside the range of clinical accept-
ability (<20 % according to the RECIST 
guidelines) at CT, whereas the corresponding 
automated measurements (−8.0–11 %) were 
within clinical acceptable range [ 11 ]. 
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 Third, RECIST size measurements do not 
always accurately refl ect tumor response, espe-
cially when molecular therapies or other targeted 
therapeutic interventions such as chemoemboli-
zation are used [ 12 ,  13 ]. This is explained by the 
fact that these treatments mainly cause tumor 
necrosis, with little or no size decrease. 

 Alternative response criteria have been devel-
oped in these cases. These criteria include the 
mRECIST criteria, in which one diameter of the 
viable, contrast-enhancing, tumor regions is mea-
sured; the European Association for the Study of 
Liver Disease (EASL) criteria in which two 
diameters of the enhancing regions are measured; 
and the Choi criteria in which decrease in tumor 
size and decrease in tumor density at CT are 
assessed [ 14 ]. 

 In patients with hepatocellular carcinomas, 
the Choi criteria have been shown to be superior 
to the RECIST, mRECIST, and EASL criteria to 
assess treatment response [ 15 ]. This underscores 
the fact that combining signal intensity measure-
ments with size measurements may increase the 
diagnostic value relative to size measurements 
alone. With the Choi method, however, the signal 
attenuation measurements are obtained as the 
mean value within a region of interest. This 
region of interest analysis provides only part of 
the information as tumor heterogeneity is not 
explicitly described.  

8.3     Lesion Segmentation 

 For more complete quantitative assessment of 
lesions, feature measurements within the whole 
lesion volume are needed. Three-dimensional 
volume segmentation is a critical and challenging 
component of whole lesion analysis. It is critical 
because subsequent parameters are generated 
from the segmented volumes. It is challenging 
because many tumors have indistinct borders. 

 Multiple segmentation algorithms have been 
applied in medical imaging studies. Popular 
ones are based on boundary or active contour 
defi nition [ 1 ,  16 ], region-growing or level-set 
methods [ 17 ,  18 ], and k-means clustering 
approaches [ 19 ,  20 ]. 

 Active contours consist of positioning a con-
tour larger than the region to be segmented and 
iteratively repositioning its points until a conver-
gence criterion is met. The convergence criterion 
may be based on the geometry of the contour, 
thereby introducing prior knowledge on the shape 
of the segmented region [ 21 ], on the intensity and 
spatial variations thereof over the underlying 
region [ 22 ], or on a combination of both types of 
information. Region-growing approaches, and 
their advanced counterparts, namely, level-set 
methods, consist of starting an iterative process 
on an initial position for the region of interest. 
This region is then augmented or “grown,” by 
adding neighboring pixels to it. Addition of pixels 
is conditioned positively if the resulting, larger 
region remains homogeneous, and negatively if 
the homogeneity decreases, indicative of a bound-
ary [ 23 ]. Finally, k-means clustering approaches 
rely on Euclidean measures of distances between 
extracted parameters (pixel intensity or other 
pixel-wise derived metrics) to generate pixel clus-
ters corresponding to homogeneous regions [ 24 ]. 

 Accuracy and reproducibility are important 
factors to evaluate segmentation algorithms for 
medical images. However, accuracy is diffi cult to 
determine because the reference method is often 
based on manual segmentation, which is subjec-
tive, error prone, and time consuming. Objective 
volume measurements during surgery are better 
gold standards but are rarely obtained [ 17 ]. In 
other words, “ground truth” segmentation often 
does not exist. 

 Hence, reproducibility is more important than 
accuracy. Several studies have shown that the 
reproducibility of semiautomatic segmentation 
algorithms is superior to that of manual segmen-
tation [ 11 ,  17 ,  18 ,  25 ]. A consensus is emerging 
that optimum reproducible segmentation is 
achievable with computer-aided edge detection 
followed by manual curation [ 2 ].  

8.4     Shape-Based Measurements 

 Quantitative features describing the geometric 
shape of a lesion can be extracted from the three- 
dimensional surface of the rendered volumes. 
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Measures of compactness, spherical dispropor-
tion, sphericity, surface-to-volume ratio, and 
Zernike moments describe the shape of the lesion 
[ 26 – 28 ].  

8.5     Intensity and Texture 
Analyses 

 Intensity and texture analyses can be divided into 
four families based on the distribution of signal 
intensity, on the organization of gray level in the 
spatial domain, on the organization of geometric 
patterns in the spatial domain, and on analysis 
performed in the frequency domain. 

8.5.1     Analysis Based 
on the Distribution of Signal 
Intensity 

 This analysis is based on fi rst-order statistics 
which describe the distribution of values of indi-
vidual voxels without concern for spatial rela-
tionships. These are generally histogram-based 
methods and reduce a region of interest to single 
values. The parameters include the mean, median, 
maximum and minimum values, nth centiles, 
standard deviation, variance, mean absolute devi-
ation, uniformity (uniformity of gray-level distri-
bution), entropy (irregularity of gray-level 
distribution), skewness (asymmetry of the histo-
gram), and kurtosis.  

8.5.2     Analysis Based 
on the Organization of Signal 
Intensity in the Image Domain 

 This analysis provides second-order descriptors 
which describe statistical interrelationships 
between voxels with similar or dissimilar contrast 
values. The spatial distribution of voxel intensities 
is calculated from gray-level co- occurrence 
(GLCM) or gray-level run-length texture matrices 
(GLRLM). 

 GLCM determines how often a pixel of inten-
sity i fi nds itself within a certain relationship to 

another pixel of intensity j (Fig.  8.1 ). Second- 
order statistics based on a co-occurrence matrix 
(GLCM) include autocorrelation, contrast, corre-
lation, cluster prominence, cluster shade, cluster 
tendency, dissimilarity, energy, entropy, homoge-
neity, maximum probability, sum of squares, sum 
average, sum variance, sum entropy, etc. [ 29 ]. The 
energy (pixel repetition) expresses the regularity 
of the texture. High energy is observed when the 
high values in the GLCM are concentrated in 
some precise locations. It is the case for images 
with constant or periodic gray- level distributions. 
A random or noisy image gives a GCLM with 
more distributed values and a low energy. The 
contrast is more elevated for GCLM with larger 
values outside the diagonal, thus for images with 
local variation of intensities.

   The dissimilarity expresses the same charac-
teristic than the contrast, but the weights of inputs 
of the GCLM increase linearly from the diagonal 
rather than quadratically for the contrast. These 
two descriptors are thus often correlated. 

 The entropy (randomness of the matrix) relies 
to the spreading of the GCLM diagonal. The 
entropy is the inverse of energy. These parame-
ters are often correlated. 

 The homogeneity (uniformity of co- 
occurrence matrix) inversely evolves with the 
contrast. Homogeneity is high when the differ-
ences between co-occurrences are small. It is 
more sensitive on the diagonal elements of the 
GCLM than the contrast which depends on ele-
ments outside the diagonal. 

 The correlation may be described as a mea-
surement of the linear dependency of gray levels 
of the image. The cluster shade and cluster prom-
inence give information about the degree of sym-
metry of the GCLM. High values represent low 
symmetric pattern. 

 The main diffi culty when using GCLM is to 
fi x the parameters because this step needs to be 
performed case by case. The distance d must 
refl ect the local correlation between the pixels. It 
is admitted that the correlation is more pertinent 
for short distances and, typically, d is fi xed equal 
to 1. In practice, GCLM is computed over four 
orientations (i.e., 0°, 45°, 90°, and 135°) accord-
ing to Haralick recommendations [ 29 ]. The 
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 features are computed for each orientation and 
can be concatenated in a single array of descrip-
tors or averaged to obtain an array of descriptors 
invariant regarding to the rotation. The choice of 
the window (i.e., the number of gray levels in the 
parametric image) is also important and imposes 
a compromise between the pertinence of the 
descriptors and the fi delity of the texture. 

 Another method to derive second-order statis-
tics is the gray-level run-length matrix (GLRLM). 
A gray-level run is defi ned as the length in num-
ber of pixels of consecutive pixels that have the 
same gray-level value. From the GLRLM, 

 features can be extracted describing short- and 
long- run emphasis, gray-level nonuniformity, 
run-length nonuniformity, run percentage, low 
gray-level run emphasis, and high gray-level run 
emphasis [ 1 ,  28 ]. The short-run emphasis charac-
terizes the smoothness of the texture, whereas the 
long-run emphasis characterizes the coarseness. 
The run percentage is the ratio between the num-
ber of runs over the number of pixels in the 
image. It characterizes the homogeneity of the 
texture. The gray-level nonuniformity measures 
the uniformity of run distribution. It is minimal 
when the runs are uniformly distributed between 

METAVIR F0   METAVIR F2    METAVIR F4

Zoom

GLCM

  Fig. 8.1    Texture analysis of gadoxetic acid-enhanced 
MR images in patient with chronic liver disease. This fi g-
ure shows differences in the GLCM according to the 

severity of liver fi brosis. Second-order descriptors derived 
from this matrix can offer quantitative information rele-
vant for the assessment of liver fi brosis       
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the gray levels. The run-length nonuniformity 
measures the uniformity of run length and 
increases with the number of runs of same length. 

 Other matrices have been proposed to charac-
terize the texture in the spatial domain such as the 
gray-level size zone matrix (GLSZM). GLSZM 
does not require computation in several direc-
tions, in contrast to GLRLM and GLCM. However, 
the degree of gray-level quantization has an 
important impact on the texture classifi cation per-
formance. Similarly to GLRLM, descriptors can 
be derived from the analysis of this matrix such as 
the small-zone size emphasis, large-zone size 
emphasis, low gray-level zone emphasis, high 
gray-level zone emphasis, small-zone low- gray 
emphasis, small-zone high-gray emphasis, large-
zone low-gray emphasis, large-zone high- gray 
emphasis, gray-level nonuniformity, zone size 
nonuniformity, and zone size percentage [ 30 ].  

8.5.3     Analysis Based 
on the Organization 
of Geometric Pattern 
in the Image Domain 

 Filter grids can be applied on the images to 
extract repetitive or non-repetitive patterns. These 
methods include fractal analysis, wherein pat-
terns are imposed on the images and the number 
of grid elements containing voxels of a specifi ed 
value is computed; Minkowski functionals, 
which assess patterns of voxels whose intensity is 
above a threshold [ 31 ]; and Laplacian transforms 
of Gaussian band-pass fi lters that extract areas 
with increasingly coarse texture patterns from the 
images [ 32 ].  

8.5.4     Texture Analysis 
in the Frequency Domain 

 These methods use fi ltering tools such as the 
Fourier transform, the wavelet decomposition, 
and the Gabor fi lter to extract the information. 
The 2D Fourier transform allows to represent the 
frequency spectrum on images in which each 
coeffi cient corresponds to a frequency in a given 

orientation. Therefore, the center of the spectra 
includes the low frequencies and the extremities 
the high frequencies. An image with a smooth 
texture will display a spectrum with high values 
concentrated close to the center, whereas an 
image with a rough texture will display a spectra 
with high value concentrated at the extremities. 
Quantitative information related to the texture 
can be extracted by decomposing the spectra into 
sub-bands according to their polar coordinates 
and calculating the average, energy, variance, and 
maximum [ 33 ]. The Fourier transform can also 
be applied in local neighbors in the image. It is 
possible to determine a radial spectrum on win-
dows with increasing size by averaging the coef-
fi cient of the Fourier spectrum over all 
orientations. A principal component analysis is 
performed to identify the range of frequencies 
and the size window explaining the variability 
[ 34 ]. The Fourier spectrum only contains fre-
quency information. 

 In contrast, Gabor fi lters and the wavelet 
transforms provide both frequency and spatial 
information. Gabor fi lters have the ability to 
model the direction and frequency sensitivity by 
decomposing the image spectrum in a narrow 
range of frequencies and orientations. In the spa-
tial domain, the Gabor fi lter is a Gaussian func-
tion modulated by a complex sinusoid and a 
Gaussian surface centered on a central frequency 
F with an orientation θ in the frequency domain. 
A conventional practice with Gabor fi lters con-
sists in using fi lter banks, each centered on a dif-
ferent central frequency and orientation, by 
covering the whole frequency domain. Each pixel 
gives a response for each fi lter. To have a differ-
ent proportion covered by each fi lter and to limit 
the overlap, thus the redundancy of information, 
Manjunath and Ma have proposed to decompose 
the spectrum in several scales and orientations 
[ 35 ]. Mean and standard deviation of the fi lter 
responses are calculated to extract the texture 
signature. 

 Nevertheless, due to the non-orthogonality of 
Gabor fi lters, texture attributes derived from 
these fi lters can be correlated. It is diffi cult to 
determine if a similarity observed between the 
analysis scales is linked to the property of the 
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image or to redundancy in the information. Thus 
for each scale of application, parameters defi ning 
the fi lter must be modifi ed. 

 This issue is addressed by the use of wave-
lets, offering a uniform analysis framework by 
decomposing the image into orthogonal and 
independent sub-bands. Briefl y, the wavelet 
decomposes the image with a series of functions 
obtained by translation and scaling from an ini-
tial function, called mother wavelet. Wavelet 
decomposition of an image is the convolution 
product between the image and the wavelet 
functions [ 31 ].   

8.6     Data Reduction 

 The number of descriptive image features can 
approach the complexity of data obtained with 
gene expression profi ling. With such large com-
plexity, there is a danger of overfi tting analyses, 
and hence, dimensionality must be reduced by 
prioritizing the features. Dimensionality reduc-
tion can be divided into feature extraction and 
feature selection. Feature extraction transforms 
the data in the high-dimensional space to a space 
of fewer dimensions, as in principal component 
analysis. 

 Feature selection techniques can be broadly 
grouped into approaches that are classifi er 
dependent (wrapper and embedded methods) 
and classifi er independent (fi lter methods). 
Wrapper methods search the space of feature 
subsets, using the training/validation accuracy of 
a particular classifi er as the measure of utility for 
a candidate subset. This may deliver signifi cant 
advantages in generalization, though has the dis-
advantage of a considerable computational 
expense, and may produce subsets that are overly 
specifi c to the classifi er used. As a result, any 
change in the learning model is likely to render 
the feature set suboptimal. Embedded methods 
exploit the structure of specifi c classes of learn-
ing models to guide the feature selection pro-
cess. These methods are less computationally 
expensive, and less prone to overfi tting than 
wrappers, but still use quite strict model struc-
ture assumptions. 

 In contrast, fi lter methods evaluate statistics of 
the data independently of any particular classi-
fi er, thereby extracting features that are generic, 
having incorporated few assumptions. Each of 
these three approaches has its advantages and 
disadvantages, the primary distinguishing factors 
being speed of computation, and the chance of 
overfi tting. In general, in terms of speed, fi lters 
are faster than embedded methods which are in 
turn faster than wrappers. In terms of overfi tting, 
wrappers have higher learning capacity so are 
more likely to overfi t than embedded methods, 
which in turn are more likely to overfi t than fi lter 
methods. 

 A primary advantage of fi lters is that they are 
relatively cheap in terms of computational 
expense and are generally more amenable to a 
theoretical analysis of their design. The defi ning 
component of a fi lter method is the relevance 
index quantifying the utility of including a par-
ticular feature in the set. The fi lter-based feature 
selection methods can be divided into two cate-
gories: univariate methods and multivariate 
methods. In case of univariate methods, the scor-
ing criterion only considers the relevancy of fea-
tures ignoring the feature redundancy, whereas 
multivariate methods investigate the multivariate 
interaction within features, and the scoring crite-
rion is a weighted sum of feature relevancy and 
redundancy [ 36 – 38 ]. 

 One of the simplest methods relies on the 
computation of cross correlation matrices, 
whereby the correlation between each pair of fea-
tures is computed (Fig.  8.2 ). The resulting matrix 
is subsequently thresholded to identify subsets of 
features that are highly correlated.

   A single feature from each subset can then be 
selected based on maximum relevancy.  

8.7     Data Classifi cation 

 For data mining, unsupervised and supervised 
analysis options are available. The distinction in 
these approaches is that unsupervised analysis 
does not use any outcome variable, but rather 
provides summary information and graphical 
representations of the data. Supervised analysis, 
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in contrast, creates models that attempt to 
 separate or predict the data with respect to an out-
come or phenotype. 

 Clustering is the grouping of like data and is 
one of the most common unsupervised analysis 
approaches. There are many different types of 
clustering. Hierarchical clustering, or the assign-
ment of examples into clusters at different levels 
of similarity into a hierarchy of clusters, is a com-
mon type. Similarity is based on correlation (or 
Euclidean distance) between individual examples 
or clusters. 

 Alternatively, k-means clustering is based on 
minimizing the clustering error criterion which 
for each point computes its squared distance from 
the corresponding cluster center and then takes 
the sum of these distances for all points in the 
data set. 

 The data from this type of analyses can be 
graphically represented using the cluster color 
map. Cluster relationships are indicated by tree-
like structures adjacent to the color map or by 
k-means cluster groups [ 24 ,  39 ] (Fig.  8.3 ).

   Supervised analysis consists of building a 
mathematical model of an outcome or response 
variable. The breadth of techniques available is 

remarkable and includes neural networks, 
 decision trees, classifi cation, and regression trees 
as well as Bayesian networks [ 40 ,  41 ]. Model 
selection is dependent on the nature of the out-
come and the nature of the training data. 

  Fig. 8.2    Illustration of the feature selection process. The 
cross correlation matrix on the  left  is reordered with linkage 
algorithms on the  right  and thresholded to a given value of 

correlation coeffi cient. For data analysis, one feature of 
each group on the right can be selected based on maximum 
relevancy, e.g., maximum patient interpatient variability       

  Fig. 8.3    Graphical representation of a radiomics data set. 
Each patient represents a row of the matrix (np, number of 
patients), and each column represents one of the features 
(nf, number of features). First-order imaging parameters 
based on MR elastography data acquired at several mechan-
ical frequencies in patients with liver cirrhosis and portal 
hypertension. The hierarchical cluster relationships are 
indicated by treelike structures on the right of the matrix 
representation. Alternatively, clustering by a k-means algo-
rithm can be used to group patients into like groups, indi-
cated by groups one to three in the black boxes       
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 Performance in the training data set is always 
upward biased because the features were selected 
from the training data set. Therefore, a validation 
data set is essential to establish the likely perfor-
mance in the clinic. Preferably, validation data 
should come from an external independent insti-
tution or trial [ 41 ]. Alternatively, one may evalu-
ate machine learning algorithms on a particular 
data set, by partitioning the data set in different 
ways. Popular partition strategies include k-fold 
cross validation, leave-one-out, and random sam-
pling [ 42 ]. 

 The best models are those that are tailored 
to a specifi c medical context and, hence, start 
out with a well-defi ned end point. Robust mod-
els accommodate patient features beyond 
imaging. Covariates include genomic profi les, 
histology, serum biomarkers, and patient char-
acteristics [ 2 ]. 

 As a general rule, several models should be 
evaluated to ascertain which model is optimal for 
the available data [ 38 ,  43 ]. Recently, Ypsilantis 
et al. [ 44 ] have compared the performance of two 
competing radiomics strategies: an approach 
based on state-of-the-art statistical classifi ers 
(logistic regression, gradient boosting, random 
forests, and support vector machines) using over 
100 quantitative imaging descriptors, including 
texture features as well as standardized uptake 
values and a convolutional neural network, 
trained directly from PET scans by taking sets of 
adjacent intra-tumor slices. The study was per-
formed for predicting response to neoadjuvant 
chemotherapy in patients with esophageal can-
cer, from a single 18F-FDG-PET scan taken prior 
to treatment. The limitation of the statistical clas-
sifi ers originates from the fact that the perfor-
mance is highly dependent on the design of the 
texture features, thus requiring prior knowledge 
for a specifi c task and expertise in hand- 
engineering the necessary features. By contrast, 
convolutional neural networks operate directly 
on raw images and attempt to automatically 
extract highly expressive imaging features rele-
vant to a specifi c task at hand. In the Ypsilantis 
et al. study, convolutional neural networks 
achieved 81 % sensitivity and 82 % specifi city in 
predicting nonresponders and outperformed the 

other competing predictive models. These results 
suggest the potential superiority of the fully auto-
mated method. However, further testing using 
larger data sets is required to validate the predic-
tive power of convolutional neural networks for 
clinical decision-making. 

 Indeed, it should be noted that machine 
learning techniques in radiology are still in 
infancy. Many machine learning studies were 
done using relatively small data sets. The pro-
posed methods may not generalize well from 
small data sets to large data sets. To solve the 
problem, re-training the algorithm will be nec-
essary, but it requires intervention of knowl-
edgeable experts which hinders the deployment 
of machine learning- based systems in hospitals 
or medical centers. One possible solution would 
be utilizing incremental learning and adjusting 
the computerized systems in an automatic way. 
In addition, increased large-scale data may 
bring computational issues to radiology applica-
tions. Machine learning techniques employed in 
these applications may not scale well as training 
data increases [ 42 ].  

8.8     Radiomics 

 Radiomics mines and deciphers numerous medi-
cal imaging features. The hypothesis being that 
these imaging features are augmented with criti-
cal and interchangeable information regarding 
tumor phenotype [ 28 ]. Texture is especially 
important to assess in tumors. Indeed, the tumor 
signal intensity is very heterogeneous and refl ects 
its structural and functional features, including 
the number of tumor cells, quantity of infl amma-
tion and fi brosis, perfusion, diffusion, and 
mechanical properties, as well as metabolic 
 activity. Functional parameters which are hall-
marks of cancer include sustaining proliferative 
signaling, resisting cell death, inducing angio-
genesis, activating invasion and metastasis, and 
deregulating cellular energetics [ 45 ]. These hall-
marks can be assessed with quantitative MR 
imaging, including perfusion and diffusion MR 
imaging, MR elastography and susceptibility, 
and FDG-PET [ 46 ,  47 ]. 
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 During the recent years, it became increas-
ingly evident that genetic heterogeneity is a basic 
feature of cancer and is linked to cancer evolution 
[ 48 ]. This heterogeneity which evolves during 
time concerns not only the tumor cells but also 
their microenvironment [ 49 ]. Moreover, it has 
been shown that the global gene expression pat-
terns of human cancers may systematically cor-
relate with their dynamic imaging features [ 50 ]. 
Tumors are thus characterized by regions habitats 
with specifi c combinations of blood fl ow, cell 
density, necrosis, and edema. Clinical imaging is 
uniquely suited to measure temporal and spatial 
heterogeneity within tumors [ 51 ], and this infor-
mation may have predictive and prognostic value. 

 Spatial heterogeneity is found between differ-
ent tumors within individual patients (inter-tumor 
heterogeneity) and within each lesion in an indi-
vidual (intra-tumor heterogeneity). Intra-tumor 
heterogeneity is near ubiquitous in malignant 
tumors, but the extent varies between patients. 
Intra-tumor heterogeneity tends to increase as 
tumors grow. Moreover, established spatial het-
erogeneity frequently indicates poor clinical 
prognosis. Finally, intra-tumor heterogeneity 
may increase or decrease following effi cacious 
anticancer therapy, depending on underlying 
tumor biology [ 52 ]. 

 Several studies have shown that tumor hetero-
geneity at imaging may predict patient survival 
or response for treatment [ 53 – 59 ]. 

 For instance, in 41 patients with newly diag-
nosed esophageal cancer treated with combined 
radiochemotherapy, Tixier et al. showed that tex-
tural features of tumor metabolic distribution 
extracted from baseline 18F-FDG-PET images 
allowed for better prediction of therapy response 
than fi rst-order statistical outputs (mean, peak, 
and maximum SUV) [ 60 ]. 

 In 26 colorectal cancer liver metastases, 
O’Connor et al. showed that three perfusion 
parameters, namely, the median extravascular 
extracellular volume, the heterogeneity parame-
ters corresponding to tumor-enhancing fraction, 
and the microvascular uniformity (assessed with 
the fractal measure box dimension), explained 
86 % of the variance tumor shrinkage after 
FOLFOX therapy [ 61 ]. This underscores that 

measuring microvascular heterogeneity may 
yield important prognostic and/or predictive 
biomarkers. 

 Zhou et al. showed in 32 patients with glio-
blastoma multiforme that spatial variations in T1 
post-gadolinium and either T2-weighted or fl uid- 
attenuated inversion recovery at baseline MR 
imaging correlated signifi cantly with patient sur-
vival [ 62 ].  

8.9     Limitations of Radiomics 

 Several issues arise when interpreting imaging 
data of heterogeneity. First, some voxels suffer 
from partial volume averaging, typically at inter-
face with non-tumor tissue. Second, there is inev-
itable compromise between having suffi cient 
numbers of voxels to perform the analysis versus 
suffi ciently large voxels to overcome noise and 
keep imaging times practical. Most methods of 
analysis require hundreds to thousands of voxels 
for robust application. Third, CT, MR imaging, 
or PET voxels are usually non-isotropic (slice 
thickness exceeds in-plane resolution). 
Dimensions are typically 200–2,000 μm for 
rodent models and 500–5,000 μm for clinical 
tumors. Compared with genomic and histopa-
thology biomarkers, this represents many orders 
of magnitude difference in scale, making it diffi -
cult to validate image heterogeneity biomarkers 
against pathology [ 52 ]. 

 Variations in image parameters affect the 
information being extracted by image feature 
algorithms, which in turn affects classifi er perfor-
mance (Fig.  8.4 ) [ 63 ]. At PET imaging, Yan et al. 
[ 64 ] analyzed the effect of several acquisition 
parameters on the heterogeneity values. They 
found that the voxel size affected the  heterogeneity 
value the most, followed by the full width at half 
maximum of the Gaussian post-processing fi lter 
applied to the reconstructed images. Neither the 
number of iterations nor the actual reconstruction 
scheme affected the heterogeneity values much.

   Because of the information dependence on 
variations in image parameters, imaging stan-
dardization and reproducibility are important 
issues to determine the effectiveness of image 
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features being developed and prediction models 
built to work on those feature values. 

 Another problem in radiomics and genomics 
is related to multiple testing issues. In many data 
sets in these areas, it is not unusual to test the 
signifi cance of thousands of variables using 50 
samples. Any single test may have a low expected 
false-positive rate; however, the cumulative 
effect of many repeated tests guarantees that 
many statistically signifi cant fi ndings are due to 
random chance (type I errors in statistics should 
be < 5 %). Chalkidou et al. reported a systematic 
review of the type I error infl ation in texture 
analysis derived from PET or CT images [ 65 ]. 
After applying appropriate statistical correc-
tions, an average type I error probability of 76 % 

was  estimated with the majority of published 
results not reaching statistical signifi cance. This 
underscores that the multiple testing problem 
may be critical. It has been addressed in statistics 
in many ways. However, the best way to over-
come overfi tting and optimism in predictive per-
formance is to evaluate the performance of the 
model in an external validation cohort, as 
explained above [ 66 ]. 

   Conclusion 

 Current knowledge suggests that radiomics 
can enhance individualized treatment selec-
tion and monitoring. Furthermore, unlike 
genomics-based approaches, radiomics is 
noninvasive and comparatively cost-effective. 
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  Fig. 8.4    The behavior of a texture parameter acquired on 
diffusion coeffi cient maps was assessed in a HepG2 tumor 
treated with an adipokine that competitively inhibits the 
fatty acid-binding protein Fabp4. The effects of in-plane 
resolution and number of averages, were explored. The 
treated tumor had signifi cantly higher texture on the high-

resolution data set regardless of signal-to- noise ratio. On 
the low-resolution data sets, adipokine treatment did not 
appear to have an effect. These data show that spatial reso-
lution and signal to noise ratios (manipulated here through 
varying number of averages (NA)) may affect texture 
analysis       
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Radiomics is thus an innovative and encourag-
ing breakthrough toward the realization of 
precision medicine. Fast- computing and state-
of-the-art software have facilitated the collec-
tion and analysis of large amounts of data, 
while the development of data mining tech-
niques enables researchers to test a large num-
ber of hypotheses simultaneously. The high 
number of image analysis algorithms and 
image-derived features is promising to unravel 
complex biology by overcoming the limita-
tions inherent in invasive tissue sampling 
techniques. However, the high data dimen-
sionality complicates the quantitative analy-
sis, and robust biological and statistical 
validation is needed before advanced 
radiomics solutions can be used in the clinics.      
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9.1  Introduction

Measurement in health sciences helps practitio-
ners to predict relevant clinical outcomes through 
different treatments and groups of patients. With 
this aim, clinical endpoints assess subjective 
health status, functional status, well-being, and 
quality of life from the point of view of a patient 
participating in a study or a clinical trial. Clinical 
endpoints include all types of patient-based out-
come measures, such as questionnaires and 
scales, to report the patient’s subjective experi-
ence of health and the consequences of illness, 
such as symptom severity scales, satisfaction, 
distress, or difficulty. There is a consensus that 
these clinical endpoints should be used as the 
primary endpoints of all clinical research. 
However, the exclusive use of clinical endpoints 
poses some challenges for predicting clinical 
outcomes. For instance, survival is regarded as 
the main gold standard clinical endpoint, though 
its use as a primary clinical endpoint is highly 
unpractical due to its infrequent occurrence. 
Similarly, other unambiguous clinical outcomes, 

such as stroke or occurrence of predefined infec-
tions, have also been suggested as primary end-
points, although they usually do not offer clear 
and unambiguous information about the success 
of medical interventions [40].

These difficulties in the use of primary clinical 
endpoints have fostered the development of bio-
markers in recent years. Biomarkers are objective 
and quantifiable measurements reflecting “an 
interaction between a biological system and a 
potential hazard” [48]. Instrumental or surgical 
outcomes, all causes of mortality, or indicators of 
laboratory procedures are good examples of 
widely used biomarkers. Biomarkers have fre-
quently been used in clinical trials as surrogate 
endpoints, that is to say, as a stand-in (not a 
replacement) of clinical endpoints. However, bio-
markers used as surrogate endpoints must be sta-
tistically examined to check whether they are 
able to predict precisely and accurately clinical 
outcomes, being precise a synonym of reliable 
and accurate a synonym for valid [42]. There is a 
generalized consensus that the quality of any 
measurement instrument should be described by 
its reliability and validity, although other domains 
regarding measurement have been recently 
proposed.

This chapter will deal with the ability of 
 biomarkers to obtain reproducible measures 
 (reliability), to measure the construct of interest 
(validity), and to detect small differences between 
scores (responsiveness). Other properties, such 
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as the ability to obtain meaningful measures 
(interpretability), the degree of acceptance by 
patients (acceptability), and the extent of effort 
demanded of staff for its use (feasibility), fall 
outside the scope of this study and deserve 
research and analysis in their own right [16].

9.2  What Makes a Biomarker 
Accurate and Precise?

Good measurement in health and clinical sci-
ences is not just a matter of numbers; it is much 
more complex than that. Any biomarker is sub-
ject to uncertainty, which requires that there is 
not just one truth about the clinical outcome we 
try to predict. Instead, there are infinite values, 
ranging in the so-called confidence intervals, 
within the true value of the clinical outcome in 
question where it is very likely to be contained. 
These confidence intervals are usually built con-
sistently with the data and the knowledge of the 
aspect being measured [26].

Uncertainty in health care may be caused by a 
large number of different factors, which can be 
classified into their fundamental sources, issues, 
and locus, according to the three-dimensional 
taxonomy proposed by Han, Klein, and Arora 
[22]. The first dimension, sources of uncertainty, 
includes the lack of knowledge about the proba-
bilities of a particular event, the ambiguity caused 
by imprecisions, the presence of conflicting opin-
ions or lack of information, and the complexity of 
the phenomena being studied. The second dimen-
sion, uncertainty issues, deals with the difficul-
ties associated to data analysis for each patient, 
such as diagnosis and prognosis procedures, 
causal explanations, and treatment recommenda-
tions. From a system-centered approach, struc-
tures and processes of care have also been 
considered in this dimension, as well as other 
psychosocial and existential uncertainties, more 
centered in the patient. The last dimension, locus 
of uncertainty, tries to clarify the respective infor-
mational needs and roles of patients and clini-
cians. It is not necessary for practitioners to 
discuss the nature of uncertainty in biomarkers, 
nor is it necessary for them to take control of all 

potential sources of error. But they, as most pro-
fessionals working in the field of science usually 
do, must be aware of the presence of uncertainty 
in his (or her) analysis.

Several sources of uncertainty have been 
identified for imaging biomarkers, consistently 
with the usual stages of any measurement pro-
cess: acquisition, preparation, processing, mea-
suring, biological variation and calibration. For 
instance, measurements taken during the prepa-
ration stage can be influenced by procedures 
related to noise reduction or spatial hyperesolu-
tion. In previous research, there are a number of 
studies aimed to identify and correct these 
sources of uncertainty and their consequences on 
the accuracy of data. To properly identify “uncer-
tainty,” we must define the components that con-
stitute the origin of this concept. Taylor and 
Kuyatt [41] distinguished between those which 
can be assessed through statistical methods and 
those assessed by other means. This classifica-
tion represents a breakpoint with regard to the 
traditional division suggested by the classical 
test theory into a “true” or underlying compo-
nent which is unknown and some degree of an 
“error” component. The true value of the out-
come variable is what we try to analyze, whereas 
the error term is related to the imprecision in the 
measure that frustrates our efforts of obtaining a 
pure true score. This error term may be due to 
randomness (called “noise”), inherent to any 
measurement process dealing with human 
behavior, or the presence of a systematic error or 
bias. Random errors may arise for a number of 
reasons, like changing conditions while taking 
measurements, inaccuracy of observers, and lack 
of technical equipment sensitivity or imprecise 
definitions of what has to be measured. Random 
errors do not include human or technical mis-
takes, such as reading a wrong value or disrup-
tion while performing a controlled experiment. 
On the contrary, systematic error or bias refers to 
ratings that depart systematically from true val-
ues. The presence of bias in a biomarker involves 
a shift in all measures, in such a way that the 
mean value of the outcome variable is constantly 
different from the true (and unknown) value in 
the population of study.
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Although it is not possible to predict poten-
tial bias in clinical trials in advance, appraising 
bias control is a highly recommendable practice 
to avoid erroneous conclusions in clinical end-
points. In fact, except when the outcome is 
mortality, the size of the bias cannot be pre-
dicted from data [45]. Some studies have 
pointed out that an inadequate or inexistent ran-
domization in published trial reports may be 
linked to more positive assessments of inter-
vention effects. Similarly, a clear association 
has been found between studies funded by 
industrial organizations and pro-industry con-
clusions [19].

In the assessment of clinical endpoints, the 
design of the clinical trials should be blind and 
randomly allocated to intervention whenever 
possible, as these flaws may bias their results. 
Statistical methodologies for design of experi-
ments may also help to prevent experiments 
from bias through orthogonal factorial experi-
ments, instead of modifying one factor per 
experiment. From a psychological point of view, 
one should bear in mind that a considerable 
amount of cognitive work is done by patients 
before reporting about their health status. For 
instance, patients may be attempting to guess 
and agree with the research interests of their 
practitioners (acquiescence); they may avoid 
extreme values when filling health question-
naires using Likert scales (end aversion, social 
desirability), or even ticking responses one after 
another (straight line) [14]. Other background 
variables may affect the assessments made by 
patients, such as gender, age, or socioeconomic 
status. Even the psychological mood when pro-
viding self-assessments may have important 
effects on the response. For instance, it has been 
studied how moving out of hospital confinement 
alone generates a positive systematic bias in the 
degree of improvement perceived by patients. In 
contrast, patients with depressed mood reported 
a disproportionate negative perception of their 
health status [16].

More than thirty different variations of bias 
have been defined in medical imaging, which can 
be classified into two main categories: Sampling 
and Magnitude bias. Selection or sampling bias 

refers to the selection of patients or case studies. 
This source of bias is especially relevant when 
radiologists try to identify the impact of an imag-
ing biomarker status on a particular clinical end-
point while adjusting for age, gender or other 
personal features. These strata defined by radiol-
ogists may be relevant for research, though not 
balanced or homogeneous in their sample, when 
compared with other potential predictors. In 
order to avoid this sampling bias, multivariate 
models should be used to simultaneously adjust 
for all predictors [16]. On the other hand, magni-
tude bias becomes crucial when radiologists try 
to identify a Region of Interest (ROI) with back-
ground noise using Magnetic Resonance Imaging 
(MRI). By means of this technology, a list of 
eigenvalues and eigenvectors, representing prin-
cipal diffusivities and principal directions, are 
calculated in each voxel. Usually these eigenval-
ues are sorted according to their increasing mag-
nitude, resulting in an undesired sorting bias. As 
a remedial measure, different statistical solutions 
have been proposed, though there are no avail-
able and generalized methods to quantify and 
assess the presence of this bias in the distribution 
of eigenvalues obtained with MRI [3]. However, 
radiologists are not expected to eliminate all 
sources of bias. In doing so, the consequence 
could be to limit the generalizability of results 
and the scope of their conclusions [41]. Studies 
with such methodological background would be 
absolutely unrealistic, and consequently useless 
for the potential readers of their scientific 
contributions.

The point of bias caused by psychological fac-
tors, not controlled by practitioners, is generally 
true for clinical endpoints. However, also in 
imaging biomarkers, similar drawbacks are often 
found. This is specially the case of reproducible 
clinical trials where measures are taken using dif-
ferent, but related, biomarkers (internal consis-
tency), several persons of the staff take measures 
(observer variation), a lapse of time is necessary 
to perceive the effects of a treatment or an inter-
vention (test–retest), or the effectiveness of a new 
method is tested against other existing clinical 
procedures (method comparison). The following 
section will describe how to deal with the vari-
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ability associated to each of these sources of 
potential bias.

9.3  How Reliable Are 
the Measures Provided 
by Biomarkers?

Before proceeding to the definition of reliable 
biomarkers, let us first examine the difference 
between repeatable and reproducible clinical 
trials. Repeatable studies are appropriate for 
analyzing agreement among patients, as they 
refer to the variation in repeated measurements 
made on the same patients under identical con-
ditions, for instance, using the same set of bio-
markers. In contrast, reproducibility studies 
are adequate to examine to what extent the 
variation in measurements made on a patient 
under changing conditions may affect the reli-
ability of a biomarker. These changing condi-
tions include using different biomarkers 
(internal consistency), comparison across time 
(test–retest), observer variation, and method 
comparison [36].

In the previous section, we discussed the dif-
ference between the true underlying score and 
the error term that compose any measure pro-
vided by a biomarker. This point is especially 
important for the idea of reliable biomarkers, 
since reliability is defined as the ratio of the true 
score variance, with regard to the observed score 
variance, assumed to be the sum of the true and 
error components. This ratio provides a relative 
parameter that reaches unity when the total vari-
ance equals true variance and zero when mea-
surement errors cope with all observed variance. 
Measurement errors cannot be avoided; neither 
should they be excluded from the analysis. 
Reliable biomarkers provide small measurement 
errors, so that differences between patients can 
be relatively well identified. On the contrary, 
when large measurement errors are obtained 
using a particular biomarker, reliability will be 
low. In these cases, true differences between 
patients will be difficult to distinguish, as they 
may be due to randomness, rather than a true dif-
ference in clinical outcomes. The general idea is 

that reliable biomarkers will be better clinical 
endpoints as they will provide values closer to 
the true underlying clinical outcome we try to 
examine.

Defining reliability as a unit-free ratio of vari-
ances constitutes an interesting aid to practitio-
ners for assessing their biomarkers. Nunnally and 
Bernstein [34] suggested a generic cut-off in 0.70 
to consider that a measurement instrument has an 
appropriate reliability, although suggested a min-
imum value of 0.90 when results will be used for 
decisions about individuals on the basis of his 
(her) score. The first lower limit fixed in 0.70 for 
reliable measurement instruments was confirmed 
by Streiner [38] for health measures in studies 
based on groups of patients in clinical trials.

9.3.1  Internal Consistency

As it will be described later, in order to ensure 
content validity of any measurement instrument, 
we need a consistent set of biomarkers that sam-
ple the entire domain and not include biased bio-
markers that refer to other constructs. Since 
classical test theory assumes that this set of items 
is a random, but representative, sample of the 
population of all biomarkers available to repre-
sent the construct of the study, these biomarkers 
should be correlated highly with one another. In 
other words, we need the measurement instru-
ment to have internal consistency.

The first method of measuring internal consis-
tency was suggested by Cronbach [9], through 
his well-known coefficient α, which can be writ-
ten as
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and s total
2  is the variance of the total score pro-

vided by the instrument.
This parameter has been widely used in 

research for several decades, although it has been 
often misused. As a result [12], some concerns 
about this reliability measure. First, it must be 
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remarked that this measure is a characteristic 
depending on the scores obtained in a particular 
sample of patients. It is not good practice to make 
statements about the reliability of an instrument 
under all circumstances, based exclusively on the 
value of Cronbach’s alpha. Besides, the set of 
selected biomarkers must represent a unidimen-
sional construct so that the analysis of the inter-
nal consistency makes sense. For that reason, this 
coefficient should not be used if it is suspected 
that biomarkers represent a multidimensional 
structure. Finally, the value of Cronbach’s alpha 
depends on the number of biomarkers being stud-
ied. It appears that we may increase its value 
through the addition of new biomarkers to the 
instrument. Thus, this general reference of 
achieving a minimum value of 0.7 to ensure reli-
ability may be distorted when large sets of bio-
markers are examined. In fact, values of the 
Cronbach’s alpha greater than 0.95 may point out 
to redundancy between biomarkers. The usual 
situation where we may find such high values for 
this measure is unidimensional scales with too 
many items correlating and overlapping among 
them. Consequently, the recommendable values 
for this measure should range among 0.7 and 
0.95 to ensure internal consistency [39].

An alternative method for assessing internal 
consistency is examining inter-item correla-
tions, based on the correlations of each item to 
the scale as a whole, omitting that item. 
Minimum correlations of 0.20 are expected to 
be obtained among biomarkers in order to con-
clude that they are internally consistent. For 
dichotomous items, Kuder and Richardson [30] 
suggested an alternative coefficient as the equiv-
alent of Cronbach’s alpha.

9.3.2  Observer Variation

Like internal consistency, observer variation con-
stitutes an important source of variability in 
reproducibility studies. It may be caused by tech-
nical failures, misinterpretation of data, or skip-
ping abnormalities while taking measurements 
for biomarkers. Measurements made by different 
observers usually present a high degree of vari-

ability due to the presence of bias between them. 
In contrast, measurements made by the same 
observer are more similar [3]. Meanwhile, the 
measurement errors associated to each observer 
can also have different standard deviations, if one 
of the observers is likely to obtain more precise 
measurements. The consequence in these cir-
cumstances is a higher intraclass correlation 
coefficient (ICC) within the same observer, when 
compared to the ICC corresponding to different 
observers.

The intraclass correlation coefficient (ICC) 
represents the correlation between one measure-
ment of a biomarker (either a single rating or a 
mean of several ratings) and another measure-
ment for that biomarker, but under different con-
ditions [18, 37]. The ICC coefficient ranges from 
−1 to 1, like the Pearson correlation coefficient, 
and is defined as a ratio of true variance versus 
observed variance. However, the Pearson coeffi-
cient measures the similarity of the relative mea-
sures taken by two observers, whereas the ICC 
indicates the average similarity of the patients on 
both ratings.

The first step in calculating the ICC is to iden-
tify our research interests as regards to the role of 
the observers in the clinical trial. This coefficient 
refers to a family of analysis of variance, and 
there are three possible approaches for assessing 
observer variation accordingly (Cases 1, 2, and 3) 
[37]. In the first approach, we consider that each 
biomarker is measured by different observers 
(Case 1). Secondly, we can consider that a par-
ticular group of observers take measures for each 
biomarker (Case 2). Finally, following the third 
approach, all possible observers take measures in 
each biomarker (Case 3). These different 
approaches are specified in the mathematical for-
mulation of the ICC coefficient.

If the study is designed according to Case 1, a 
one – way ANOVA is the most appropriate statis-
tical model. In this analysis, total variability is 
decomposed into a Between – targets Mean 
Square (BMS) and a Within – targets Mean 
Square (WMS). On the contrary, if the study is 
designed as a Case 2 or 3 analysis, the within – 
target sum of squares is partitioned into a between 
– Judges Mean Square (JMS), referred to observ-
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ers, and a Residual Mean Square (EMS). As 
mentioned, the only difference between both 
Cases is the assumption that observers are ran-
domly sampled (Case 2) or fixed (Case 3).

For determining the effect of different 
observers in the variability of biomarkers, Case 
1 is not interesting, as it does not allow the study 
of observer variation. If our interest lies in a par-
ticular selection of observers (Case 2), we 
should consider that biases between them are 
constant. Then, we assume that the effect of 
observers on the biomarker is fixed. Assessing 
differences between observers is essential for 
the interpretation of the results in most studies 
and will be an appropriate approach in most of 
studies. In these cases, allow for a random sub-
ject effect and fixed observed effects. Thus, a 
two-way mixed effects model will be adequate 
for obtaining the ICC.

Those who need to draw inferences about a 
wider population of observers should consider 
that biases between observers are constant. 
Perhaps the origin of these biases is inherent to 
the method itself, or the practitioner is interested 
in extrapolating his (or her) conclusions to other 
studies about the same clinical outcome. At that 
point, we consider that the observers in our study 
are a random sample of all potential observers 
from a larger population, and we assume that 
observers have random effects on the biomarker. 
In these cases, a two-way random effect model 
seems more appropriate, as random subject 
effects and random observer effects are both 
allowed [4]. However, the practitioner must 
beware the need for greater number of measure-
ments (at least higher than two per observer) for 
analyzing the random effect of observer 
variation.

Differences between the measurements taken 
by different observers can be easily assessed for 
continuous data, as shown. In contrast, when 
data are categorical the question becomes more 
difficult to assess. Landis and Koch [31] sug-
gested a set of tests for interobserver bias as gen-
eralized kappa-type statistics. However, Brennan 
and Silman [6] warned about the difficulties of 
dealing with data in categorical form. A more 
pragmatic approach based on raw data is recom-

mendable, rather than simplistically calculating 
the χ2 statistic.

9.3.3  Test–Retest Reliability

Test–retest reliability assesses whether a bio-
marker yields the same results on repeated mea-
surements separated by a lapse of time, provided 
that the rest of the conditions of the clinical trial 
have not changed as regards the clinical endpoint 
being measured. This analysis allows the 
researcher to distinguish between a true change 
in the biomarker and another one occurring on 
the basis of chance or systematic bias. A generic 
interval between 2 and 14 days is the recom-
mendable length of time that should elapse 
between both measurements [39]. This period of 
time is large enough for not being able to recall 
the biomarkers’ previous measurements. 
However, it is not so long that actual changes in 
the clinical output may have occurred.

The use of Pearson correlations for test–retest 
reliability, or regression analysis, is now consid-
ered outdated as it can seriously exaggerate the 
impression of reliability [2]. It has been also 
argued that the statistical strength of the associa-
tion between two measurements may not be due 
exclusively to agreement (Bland and Altman 
1986). In fact, a change of units of measurement 
would not affect correlation, but it could have a 
significant effect in the assessment of agreement. 
Results from two repetitions of a measurement 
may correlate highly but be systematically differ-
ent. For this reason, the intraclass correlation 
coefficient is usually a more appropriate indica-
tor of test–retest reliability. Another alternative is 
to examine intrasubject variation in a graphical 
representation, as suggested by Bland and Altman 
[6], where differences in the measurements of a 
biomarker are plotted against the mean of both 
measurements.

9.3.4  Method Comparison

Whereas the ICC is commonly used for analyz-
ing observer variation and test–retest reliability, 
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the Bland and Altman plot tends to be largely 
applied for comparing two methods of measure-
ment of the same biomarker. This plot is used for 
examining whether two methods of measurement 
are so similar that one of them could accurately 
replace the other [5]. This graphic plots on the 
x-axis the mean of a patient’s measurements 

using both methods 
A B+( )

2 , against the dif-

ference between both methods A B-( )  on the 
y-axis. Notice that we should always subtract the 
same method’s measurement from the other’s 
A B-( )  in order to obtain consistent results.

This approach provides the bias and the limits 
of agreement for the bias. In simple terms, the 
bias is the overall mean difference between both 
methods of measurement, whereas the standard 
deviation of this bias is the estimate of the error. 
It is important to make a first inspection of the 
plot, in order to identify visible relationships 
between this bias across the x-axis and the differ-
ence of measurements on the y-axis. If the vari-
ability of the paired differences is uniform along 
the range of measurements, we may estimate the 
limits of agreement.

These limits of agreement are marked in the 
Bland and Altman plot using dashed lines and 
represent a range of values in which the “true” 
agreement will lie for approximately 95 % of the 
sample. In other words, the limits of agreement 
provide an interval within which 95 % of future 
differences between methods is expected to fall. 
The hypothesis of zero bias can be statistically 
examined by a paired t-test of the measurements 
from each method. However, the bias and limits 
of agreement must be additionally assessed 
from a qualitative perspective. If both fall within 
the lower and upper cut-offs defined by the 
practitioner as satisfactory, both methods may 
be used interchangeably. In contrast, if bias 
exceeds at least one cut-off, there may be an 
over- or underestimation of the true clinical end-
points measured through each method. 
Consequently, in these cases both methods can-
not be considered identical and should not be 
used interchangeably [23, 27].

After checking the assumption of normal dis-
tribution for paired differences, we can compute 

the mean and standard deviation of the paired dif-
ferences using the following expression:

 
Mean difference SD differences± ( )1 96.

 

If the paired differences are normally distributed, 
we may compute the standard error of the limits 
of agreement as

 

1 71. SD differences( )
n  

where n represents the number of subjects.
On the contrary, whenever a relationship 

between the bias and the differences in the mea-
surements using different methods is found in the 
plot, a transformation (of the raw data) may be 
successfully employed. However, in those cases 
the limits of agreement will be asymmetric and 
the bias will not be constant. For instance, it is a 
common problem to find that the variability of the 
differences increases when the value being mea-
sured is larger. This problem can be solved taking 
the difference in the logarithm of the methods [4].

9.4  How Well Do Biomarkers 
Represent the Constructs 
Being Measured?

In the previous section, we discussed different 
approaches for examining reliability. However, a 
reliable biomarker does not involve its validity. 
The point is this: the reliability of a biomarker 
indicates the stability of measures under chang-
ing conditions, whereas validity is defined as the 
extent to which a biomarker measures what it 
intends to measure [29]. This point bears repeat-
ing because many biomarkers have been sug-
gested to be valid indicators of some particular 
clinical outcomes, based on their values for the 
ICC or the Bland and Altman plot.

However, in the search for credibility, there is 
a tendency to accept almost any biomarker with 
high reliability coefficients, as an appropriate 
biomarker of a particular clinical outcome. 
Additional analysis of validity must be performed 
in those cases, as the description of the biomark-
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ers needs to confirm the link between the clinical 
outcome and the biomarker. The following sec-
tion will describe different types of validity, 
according to the approach of the analysis.

9.4.1  Content Validity

The content validity defines the degree to which a 
sample of items constitutes an adequate definition 
of the construct to be measured. In other words, it 
refers to how adequately the selected items (or the 
selected biomarkers) cover the topics that were 
specified in the scope definition of the instrument.

The content validity also includes face valid-
ity, which is particularly focused on the clinical 
credibility of a measure, thanks to its clarity and 
completeness with regard to the research area. 
There is a general consensus that content valid-
ity is largely a matter of expert judgment. 
Frequently, patients and experts are asked to 
critically review the content validity of an exist-
ing instrument, through formal focus groups, 
cognitive interviews, and, occasionally, tests of 
linguistic clarity [32]. Thus, a high number of 
composite indicators have been defined, in order 
to reflect the degree of agreement between 
experts. A widely used measure for reporting 
content validity is the content validity index 
(CVI) [33]. However, this index may be com-
puted through two alternative methods, based 
on the universal agreement among experts, or an 
average between the item- level CVIs, some-
times leading to different conclusions [35]. 
Thus, statements about the content validity of an 
instrument should be based on exhaustive con-
ceptualizations of constructs, well-written 
items, and carefully selected and trained experts 
regarding the underlying constructs and the rat-
ing task to be developed [12, 32].

9.4.2  Construct Validity

A construct is a theoretical concept, which is 
intended to be measured through a biomarker, or 
set of biomarkers. In the field of health and clini-
cal sciences, the constructs of interest are often 
described as clinical outcomes. Generally, con-

structs are defined as latent variables, such as 
major depression or distress. These constructs are 
usually measured through several manifest vari-
ables such as patient outcomes, reported by the 
patient or observed by the clinicians.

Confirmatory factor analysis (CFA) provides 
empirical evidence of the convergent and dis-
criminant validity of theoretical constructs, 
while adjusting for measurement error [7]. 
Convergent validity refers to the evidence that 
theoretically similar, or overlapping, constructs 
are highly correlated, while discriminant validity 
focuses on the lack of correlation between 
 indicators of  theoretically distinct constructs. 
The most elegant model for addressing the 
simultaneous study of convergent and discrimi-
nant analysis is the analysis of the multi-trait–
multi-method (MTMM) matrices, as described 
by Campbell and Fiske [8].

9.4.3  Criterion Validity

Criterion validity examines to what extent scores 
provided by the instrument agree with a definitive 
“gold standard” reference of measurement in the 
same field of study. The COSMIN group arrived 
to the conclusion that no gold standard exists for 
health-related or patient-reported outcomes. Thus, 
as it cannot be assured that the comparison with 
other instrument is really gold, it may be more 
appropriate to focus on construct validity [33]. On 
the contrary, if the estimation of criterion validity 
may be supported by a gold standard reference, 
the type of data should be considered. If both 
instruments have continuous scores, correlational 
studies may offer interesting information. 
However, if one of the instruments has a dichoto-
mous scale, the AUC provided by the ROC curve 
constitutes a more appropriate method [36].

9.5  How Accurately Can 
Biomarkers Detect Small 
Clinical Effects?

Responsiveness represents the ability of a bio-
marker to detect clinically important changes 
[20]. However, before conducting a responsive-
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ness study, it is important to address the issues of 
the validity and reliability of the biomarker in 
question. Internal responsiveness characterizes 
the ability of a biomarker to detect change over a 
determined lapse of time, whereas external 
responsiveness refers to the extent to which a 
change in a biomarker is linked to a correspond-
ing change in other biomarker, acting as a refer-
ence of the clinical output [25]. A biomarker may 
be both reliable and valid, but unresponsive to 
change. Conversely, they may show poor 
 reliability and validity but excellent responsive-
ness. Responsiveness, reliability, and validity are 
necessary requirements for biomarkers designed 
primarily to measure change over time. Besides, 
an important distinction must be made between 
discriminative biomarkers, designed for distin-
guishing between patients, and evaluative instru-
ments, within individual assessments over time 
[21]. For evaluative measures, it is crucial for any 
instrument to be able to detect changes that are 
actually occurring.

In order to determine whether an instrument is 
responsive, two key parameters must be defined. 
Firstly, the smallest detectable change (SDC) (or 
smallest detectable difference (SDD)) represents 
the minimal change that must be surpassed to 
ensure real change. Small effects usually require 
larger sample sizes for clinical studies to be 
detected. The size of the SDD depends on the 
ability of the biomarker to detect small differ-
ences, but also on the sensitivity of the statistical 
methods. However, choosing methods for data 
analysis with high statistical power will not 
always improve responsiveness of a biomarker, 
as this decision must be based on the observed or 
expected distribution of the data.

Secondly, the SDC provides a reference to 
quantify the minimal clinically important dif-
ference (MCID) as a valid and clinically rele-
vant cut-off level that patients and their 
physicians consider clinically important. 
However, both measures cannot be used inter-
changeably, as there is a meaningful difference 
between them [43]. If the MCID is greater than 
the SDD, small effects could be detected by the 
biomarker, but it will make no sense for the 
patient, since they will not notice it. On the 
contrary, if the SDD is greater than the MCID, 

more statistical power will be required through 
the increase of the sample size so that smaller 
effects can be detected [1].

Directly related to this measure is the mea-
surement error, quantified by the standard error 
of measurement (SEM). It is defined as the stan-
dard deviation of errors of measurement and is 
directly related to the error score variance [24]. 
Thus, it represents the amount of variance of 
repeated measures within a patient. A biomarker 
is clinically worthwhile when its measurement 
error does not surpass the cut-off value for the 
minimal clinically important difference.

Rather than reliability and validity, there is no 
consensus about how responsiveness should be 
quantified. This lack of agreement has led to a 
proliferation of statistics for representing respon-
siveness, which complicates the comparison of 
studies using different measures. In fact, employ-
ing an inadequate coefficient among all available 
measures for responsiveness can hide the real 
change in the biomarker, through its inclusion in 
the noise term with the variability of other non-
controlled factors [17]. In fact, it is not surprising 
to find different conclusions from studies com-
paring similar biomarkers, depending on the 
measure chosen to assess responsiveness. 
Besides, researchers interested in evaluating the 
capacity of a biomarker to detect change must be 
careful not to select systematically patients who 
are generally expected to improve, rather than 
remain stable or even worsen.

9.5.1  Internal Responsiveness

The most commonly used methods for assessing 
internal responsiveness are based on the mean or 
general change in a group of patients in a con-
crete period of time.

Traditionally, the t-test for paired data tests the 
null hypothesis in such a way that there is no 
change in the mean score of a biomarker between 
two moments of measurement (for instance, before 
and after an intervention or a treatment). This sta-
tistic may be valid for comparative purposes in a 
single study, although it has a strong dependence 
on the size of the sample. Thus, this measure 
should be complemented by the use of effect size 
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statistics, based on the ratio between the magni-
tude of health status changes, and its variability:

 

t

n

= Mean change
SDdifference

 

Alternatively, responsiveness is often 
assessed through effect sizes, which represent 
the change in mean scores on a particular bio-
marker, divided by the standard deviation of the 
measure at baseline (called standardized effect 
size (SES)). This statistic provides direct infor-
mation on the magnitude of the change, 
expressed as a variation. Thus, this SES is then 
expressed in relative units that allow comparing 
responsiveness between different biomarkers. A 
value of SES greater than 0.8 may be considered 
large, whereas moderate or medium effects 
range from 0.2 to 0.8, and effect sizes lower 
than 0.2 are considered small or minor [9]. 
When using this parametric measure, it should 
be considered that it does not make sense in 
nonnormally distributed data. In addition, we 
are unable to interpret whether it reflects a real 
change in the score of the biomarker or just the 
variability of the baseline score:

 

SES
Mean change

SDbaseline measurement

=
 

Another possibility for assessing responsive-
ness is the standardized response mean (SRM), 
which divides the mean change in the score of the 
biomarker by the standard deviation of the patient’s 
changes in the scores, rather than baseline scores 
[28]. This measure is considered to be more infor-
mative than the effect size, since those biomarkers 
with high variability of patient’s changes in scores 
will lead to low values of the SRM. Again, values 
above 0.8 are considered to be large, and values 
between 0.5 and 0.8 are moderate, and values 
lower than 0.2 are regarded as small:

 

SRM
Mean change

SDchange

=
 

The modified standardized response mean 
(MSRM) suggested by Guyatt et al. [21], also 

known as the responsiveness statistic, was built 
on the previous measure and is described by 
some as the superior responsiveness. This mea-
sure divides the minimal clinically important dif-
ference (MCID) by the error of the quadratic 
mean (MSE) obtained through a repeated mea-
sure analysis of variance for stable patients. 
When there are only two measures for each 
patient (i.e., before and after an intervention or a 
clinical treatment), the MSE is the standard devi-
ation of change scores for stable patients. 
Nevertheless, this index is not so widely used as 
it was initially expected, due to the difficulty to 
define accurately the MCID for some particular 
biomarkers and patient populations [20]. 
Similarly, values of 0.2, 0.5, and 0.8, or greater, 
are usually referred to represent small, moderate, 
and large responsiveness, respectively. The use of 
the same cut-off for so different responsiveness 
measures points out to some confusion in the 
interpretation of these measures:

 

MSRM
MCID

MSE
=

2  

All this measures based on effect sizes share a 
common limitation. The observed change in the 
measure may not be related to a relevant change 
in the health status of the patient. We cannot state 
that a change has happened in the clinical or 
health status of a person with just two measures 
(before and after a treatment or an intervention). 
Thus, it is not recommendable to rely solely on 
internal measures of responsiveness, as it could 
lead to erroneous conclusions about the bio-
marker in question. External clinical measures 
should be also provided as they provide an exter-
nal criterion to assess changes at the individual 
patient level [25].

9.5.2  External Responsiveness

The use of receiver operating characteristic 
(ROC) curves was initially suggested by Deyo 
and Centor [13]. These curves examine the pro-
portion of true changes detected through a bio-
marker with regard to a clinical endpoint 
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(sensitivity) and the proportion of stable patients 
according to the biomarker, who are truly not 
changing (specificity). The novelty of this mea-
sure of responsiveness is that some external cri-
teria are now required, in order to determine the 
meaning of “true” change. This external stan-
dard may be based on the patient’s or the clini-
cian’s judgment of change and constitutes a 
reference to measure the ability of the biomarker 
to detect change. The ROC curve provides a very 
useful plot of the false-positive rates 
1-( )specificity  versus the true positive rates 
sensitivity( ) . The area under the curve (AUC) is 

calculated using both measures and represents 
the biomarker’s responsiveness, in terms of the 
relationship between a biomarker and an exter-
nal standard for change. The ROC curves present 
only two limitations. Firstly, the external clinical 
score must be dichotomized, losing valuable 
information on the magnitude of actual change 
in the clinical endpoint. Secondly, separate 
curves must be obtained in order to assess 
responsivity of an instrument capable to detect 
improvement and deterioration of the patient’s 
health.

Otherwise, correlational analysis may appear 
as an interesting option to analyze whether a bio-
marker is responsive regarding an alternative 
clinical endpoint. However, this measure has an 
important dependence on the distribution of data. 
Nonlinearly related variables, or extreme values, 
may affect the interpretation of results obtained 
with this statistic. Husted et al. [25] suggested 
using a generalization of regression models, as 
they provide a natural solution to examine exter-
nal responsiveness in biomarkers. Similarly, 
García de Yébenes Prous et al. [17] recom-
mended to perform a repeated measures analysis 
of variance (ANOVA) with an intrapatient factor 
(measured in two moments at least) and a factor 
of change between patients (with two or more 
levels: improvement/no improvement).

 Conclusions

The present chapter has tried to put together a 
variety of approaches to analyze reliability, 
validity, and responsiveness of biomarkers to 
be used in clinical trials as surrogate endpoints. 

The wide diversity in the available measures for 
reporting these properties should make the 
reader aware about the importance of a thor-
ough search in advance to any data analysis. 
Selecting the most appropriate measure of reli-
ability, or the most suitable approach to exam-
ine validity, depends not only on the quantitative 
or qualitative nature of the data but also on the 
statistical distributions that  represent these 
data. The same measure of responsiveness may 
not fit two different biomarkers about the same 
clinical endpoint, if one of these biomarkers is 
nonnormally distributed. Thanks to this variety 
of statistical needs for data analysis, we may 
choose among a long list of measures for 
assessing each characteristic of biomarkers. A 
good statistical assessment of a biomarker does 
not require computing all available measures of 
reliability, validity, and responsiveness. Instead, 
the reader should be able to select the measure 
that fits more accurately to the statistical distri-
bution of the data and contemplate different 
and complementary approaches to assess 
biomarkers.
Thus, the assessment of imaging biomarkers 

should consider the statistical distribution of 
data, as well as the presence of potential outliers 
or confounding effects. Whenever possible, every 
measure regarding biomarkers should be fol-
lowed by a confidence interval, so that informa-
tion about the uncertainty in the estimation of 
parameters can be assessed by the reader. 
However, the qualitative characteristics of the 
patients who participate in the clinical trial should 
also be contemplated. There are a number of 
studies in the existing literature, showing the 
properties of a biomarker (or set of biomarkers), 
while setting aside the particular characteristics 
of the patients from which is was obtained. Thus, 
it may seem that the biomarker will always pres-
ent some particular degree of reliability, validity, 
or responsiveness, as reported by previous 
research. But the reader should appreciate that 
these levels were reached using a particular sam-
ple of patients. A new application of the bio-
marker for measuring the same clinical endpoint 
will provide different values for those 
properties.
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      Validating the Imaging Biomarker: 
The Proof of Effi cacy 
and Effectiveness                     
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10.1          Introduction 

 Medical imaging is an active and developing area, 
providing signifi cant anatomical, functional, and 
molecular information in a wide range of clinical 
and research studies. Medical imaging techniques 
like ultrasound, computed tomography (CT), 
magnetic resonance imaging (MRI), and positron 
emission tomography (PET) in conjunction with 
advanced acquisition protocols have given rise to 
creating and establishing quantitative biomarkers 
to assess biological processes and clinical end 
points [ 1 ]. Imaging modalities such as CT, MRI, 
and PET and their associated imaging biomarkers 
contribute signifi cantly to the design of oncology 
therapeutic trials [ 2 ]. In contrast to biomarkers 
obtained by gathering tissue sample from a patient 
(i.e., genes or proteins from molecular studies), 
imaging biomarkers have the advantage of being 
noninvasive, repeatable over time, and relatively 
comfortable for patients (Table  10.1 ).

   Particularly in MRI, a signifi cant breakthrough 
has been achieved in the last decades where sig-
nifi cant imaging biomarkers have been developed 

for functional information assessment. Diffusion-
weighted imaging (DWI) and diffusion tensor 
imaging (DTI) give an insight in the complexity 
of the tissue environment via the motion of water 
molecules. Dynamic contrast-enhanced (DCE) 
and dynamic susceptibility contrast (DSC) imag-
ing techniques, acquired after intravenous admin-
istration of specifi c contrast agents, depict tissue 
perfusion and the microvascular environment. 
Magnetic resonance spectroscopy (MRS) is con-
ducted for measuring the concentration of several 
biochemical metabolites in the tissue, refl ecting 
unique information on its chemical composition.  

10.2     Road for Biomarker 
Development 

 A signifi cant number of imaging biomarkers are 
presented in the literature as potential indicators 
of biological processes and for monitoring the 
response to therapy. However few of these are 
used routinely in the daily clinical practice fail-
ing to replace the established histological “gold 
standards” [ 9 ]. This issue relies on the fact that 
integrating imaging biomarkers into the clinical 
practice requires a stepwise well-structured pro-
cedure in which a couple of criteria must be fi rst 
followed. As reported in [ 10 ], these criteria 
underline the importance of a biomarker to (a) 
provide accurate, precise, and feasible measure-
ments, (b) be associated with a clinical end point, 
and (c) perform in a specifi c context of its 
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 proposed use. In the context of developing bio-
markers in general, the Institute of Medicine 
broadly classifi es these criteria into three distinct 
but interrelated areas: the analytical validation, 
qualifi cation, and utilization. Qualifi cation and 
utilization are major parts for assessing the clini-
cal impact of a biomarker, whereas analytical 
validation plays the most important role in deter-
mining the technical performance of it. 

 Analytical validation is a prerequisite step before 
qualifi cation and utilization as it provides the con-
cepts and methods for evaluating the validity and 
the performance characteristics of a biomarker from 
the technical perspective. The analytical validation 
process is not limited to accuracy metrics such as 
the sensitivity and specifi city but the measurement 
of effi cacy and effectiveness. Once technical perfor-
mance is ensured for a potential biomarker, clinical 
questions need to be answered. Sensitivity and 
specifi city of a potential biomarker in a human pop-
ulation and its cutoff points for establishing clinical 
decision- making systems and many other areas that 
are out of the technical scope of this chapter are 

major concerns that need to be addressed. Thorough 
studies for qualifi cation and utilization are pre-
sented in [ 10 – 12 ]. 

 The subsequent chapters will give an overview 
of the analytical validation criteria and address the 
computational models and measurement systems 
required for assessing the ability of a biomarker to 
meet the validation criteria. When met, established 
proofs of effi cacy and effectiveness of imaging bio-
markers will facilitate the use of these in drug 
development, therapy assessment, and patient care.  

10.3     Proof of Effi cacy 
and Effectiveness 
Through Analytical 
Validation 

 On the one hand, the proof of effi cacy enrolls the 
necessity to assess the ability of a biomarker in 
measuring tissue characteristics from an acquired 
image reproducibly, reliably, and accurately. On 
the other hand, the proof of effectiveness is 

   Table 10.1    Repeatability assessment of the imaging biomarkers calculated from different MRI modalities, organs and 
diseases   

 Imaging biomarker  Organ, disease  Metric  Reference 

 DWI: 
 ADC, nADC 

 Hepatic metastases  CV ADC : 10.1 % 
 CV nADC : 8.3 % 

 Deckers et al. [ 3 ] 

 DCE-CT: 
 Arterial fl ow, blood 
volume, permeability 

 Gastroesophageal junction 
cancer 

 ICC AF : 0.88 
 ICC BV : 0.89 
 ICC PERM : 0.91 

 Lundsgaard Hansen 
et al. [ 4 ] 

 DWI: 
 ADC, D, D*, f 

 Hepatic metastases  CV ADC : −14.7 to 13.8 % 
 CV ADChigh : −15.5 to 9.46 % 
 CV f : −75.3 to 241 % 
 CV D* : −89 to 2120 % 
 CV D : −20.8 to 25.3 % 

 Andreou et al. [ 5 ] 

 DCE-MRI: 
 Ktrans 
 Kep 
 Ve 
 Vp 

 Renal cell carcinoma  ICC Ktrans : 0.686 
 ICC Kep : 0.906 
 ICC Ve : 0.764 
 ICC Vp : 0.657 

 Wang et al. [ 6 ] 

 T1 relaxometry  Liver  CV T1liver : 0.9–2.5 %  Aronhime et al. [ 7 ] 

 DWI: 
 ADC, f, D, D*, fD*, 
DDCa, a, DDCk, kurtosis 

 Pediatric tumors  CV ADC : 3.3 % 
 CV f : 41 % 
 CV D : 2.5 % 
 CV D* : 35.1 % 
 CV fD* : 38.1 % 
 CV DDCa : 4.3 % 
 CV a : 3.5 % 
 CV DDCk : 6.1 % 
 CV K : 52.7 % 

 Jerome et al. [ 8 ] 
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mainly involved in analyzing the ability of a bio-
marker to be clinically relevant, thus to be consis-
tent as a potential indicator for clinicians, 
physicians, and drug developers to make proper 
and informed decisions. The Quantitative 
Imaging Biomarkers Alliance (QIBA) [ 13 ], orga-
nized by the Radiological Society of North 
America (RSNA), devotes its attention to the 
development of technical performance analysis 
methods and metrics in response to the afore-
mentioned concerns for effi cacy and effective-
ness. As reported in [ 14 ] and [ 15 ], this technical 
infrastructure, provided by the QIBA Metrology 
Working Group, was grouped into three primary 
validation fi elds: measurement bias and linearity, 
reproducibility, and repeatability. 

10.3.1     Standardization: 
A Prerequisite 
Before Validation 

 A major challenge to the biomarker validation is 
the lack of standard approaches to data gathering, 
analysis, and representation. Technical issues in 
standardization impair consistency, accuracy, 
repeatability, and reproducibility of a candidate 
biomarker, thus making the validation a diffi cult 
process. Two main categories related to standard-
ization are highlighted in [ 12 ]: (a) the standardiza-
tion of image acquisition and (b) the standardization 
of image analysis. The fi rst category refl ects the 
large variety of ways in which images of the same 
sequence are acquired. In case of DWI-MRI, opti-
mization of the b-value distribution demonstrated 
improved accuracy and repeatability of the derived 
parameters from four mathematical models [ 16 ]. 
The second category refers to the mathematical 
framework in which the images are analyzed, 
visualized, and presented quantitatively. A repre-
sentative study in [ 17 ] highlights the substantial 
infl uence of a region of interest (ROI) size and 
position into the quantifi cation of the perfusion 
characteristics of DCE-MRI data. 

 To overcome these issues, standardized acqui-
sition protocols and image analysis framework 
need to be addressed, strengthening reproducibil-
ity across different conditions. In case of DWI- 

MRI data, a thorough study in [ 18 ] underlines the 
standards required for stakeholders to conduct 
multicenter studies, evolving diffusion imaging 
biomarkers to be clinically useful with signifi cant 
impact on drug development and patient treat-
ment. Several consensus studies have been held 
on the standardization of perfusion MRI [ 19 ], 
PET, and CT [ 20 ].  

10.3.2     Bias and Linearity 

 The ultimate goal of a potential imaging bio-
marker is to provide unbiased measurements in 
order to gain insight into the pathophysiology of a 
patient and to contribute signifi cantly in the 
design of therapeutic trials. Accuracy and bias are 
often used synonymously [ 21 ] and in general 
describe the difference between a measurement 
and the true value of the same examined object. 
To this understanding, bias of an imaging bio-
marker can be evaluated either at cross-sectional 
studies in which the biomarker is measured at one 
time point or during a longitudinal study where 
changes are measured over multiple time points. 

 In both studies, inherent in the estimation of 
bias is to know the true value of the examined 
object. In case of in vivo imaging studies applied 
to patients, determining bias implies a challeng-
ing process because tissue characteristics and 
structural changes due to a disease (i.e., necrosis, 
fi brosis, cellularity, vasculature network architec-
ture, etc.) are linked indirectly to their related 
imaging biomarkers [ 22 ] and gold standards from 
histopathology are necessary. Alternatively, vali-
dated tissue-mimicking materials (i.e., phan-
toms) can be well-defi ned references replacing 
real data for assessing bias [ 23 ]. 

 Bias measurement typically begins with the 
qualitative representation of the measured 
value(s) against the referenced, otherwise the 
true or expected value, in a single plot. This visu-
alization can be enhanced with confi dence 
bounds that refl ect the variability of the multiple 
measures and additional boxplots with outliers 
plotted. Quantitative assessment of bias includes 
metrics for estimating the squared difference 
between a measurement and the true value and 
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thresholds based on agreement intervals varying 
within the 95 % of the total differences. 

 Linearity is a crucial indicator for estimating 
the change between the measurements and the 
true values over the range of true values. In 
other words, linearity can be measured in longi-
tudinal studies and when combined with analy-
sis of bias can potentially provide quantitative 
information which is directly proportional to the 
true value change. A single scatterplot depicting 
a pairwise analysis of measured values of a bio-
marker versus its true values will have a slope 
equal to one and intercept at zero when there is 
no bias and perfect linearity over the range of 
true values. With known linearity degree of an 
imaging biomarker in a longitudinal study, mea-
surement interval limits are determined, ensur-
ing that its measurements reliably indicate 
clinically important true changes. Simple 
regression analysis can be also followed to 
describe the statistical relationship between the 
multiple measurements of a biomarker and its 
true values over the range of them.  

10.3.3     Reproducibility 

 Reproducibility refers to test conditions, assess-
ing the same imaging biomarker at short inter-
vals, when studies are conducted using different 
experimental conditions. These experimental 
conditions include multiple measurements of the 
same imaging biomarker but with different ven-
dors, measuring systems, operators, and loca-
tions that may compromise the reproducibility of 
the results. A reproducibility study is said to be 
valid when at least one of the above criteria is 
met, and a potential biomarker is robust enough 
and reproducible when repeated measurements 
with no variation of the same subject are pro-
vided under diverse conditions. 

 Measurements in reproducibility studies can 
be derived from both synthetic and real data. 
Synthetic data can be retrieved from phantoms 
that mimic the tissue characteristics [ 24 ,  25 ], 
whereas real data can be provided by single 
lesion of a patient or a group of patients with 
similar characteristics (i.e., individuals with same 

disease) [ 26 – 29 ]. However, patient’s comfort and 
safety are crucial aspects that limit the ability to 
perform multiple repeated studies. Radiation 
exposure in CT and PET and the use of intrave-
nous injection of contrast agents in DCE-MRI 
and DSC-MRI are typical features that limit the 
number of scans in a reproducibility test. On the 
other hand, phantoms often fail to illustrate the 
complexity and characteristics of the human tis-
sue, thus leading to overestimated measurements 
for reproducibility [ 15 ]. 

 A statistical analysis framework is required 
for assessing reproducibility qualitatively and 
quantitatively. Once a reproducibility experiment 
has been performed, useful statistics act as indi-
cators of the variability between the different 
measurements. A technical representation of the 
reproducibility metrics is analytically outlined in 
[ 30 ]. Based on [ 30 ], reproducibility is often mea-
sured by two statistical metrics: the concordance 
correlation coeffi cient (CCC) and the reproduc-
ibility coeffi cient (RDC). Pairwise qualitative 
assessment is given by scatterplots and Bland- 
Altman plots. Moreover, distribution analysis 
based on histograms, Q-Q plots, and boxplots is 
an important tool to visually inspect the agree-
ment between the biomarker estimates delivered 
from different conditions.  

10.3.4     Repeatability 

 The potential ability of an imaging biomarker to 
act as an indicator of a biological process and for 
monitoring the response to therapy can be 
severely infl uenced by the lack of reproducibility 
and repeatability. These two terms are commonly 
confused, with varying degrees of consistency 
on their terms found in the literature [ 14 ]. 
Repeatability tests, often named as test-retest 
studies (Fig.  10.1 ), refer to the variation in repeat 
measurements of the same imaging biomarker 
under identical conditions. In contradiction to the 
experimental conditions in a reproducibility test, 
measurements are taking place under the same 
vendors, measuring systems, operators, and loca-
tions. A crucial prerequisite in repeatability 
tests is the short period of time required for 
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  Fig. 10.1    Test-retest study in a patient with rectal cancer. 
Two identical scans were performed within the same 
imaging session to assess short-term repeatability. 
Variation coeffi cients (CV%) are sown for various DWI 

biomarkers including ADC, D, D*, and f. Post-processing 
was done with the DMT software (ICS, FORTH, 

Heraklion, Greece) [ 31 ]       
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 measurements to be taken, in order to ensure that 
changes in the biomarker are not caused by inher-
ent technical or physiological variation.

   Repeat image sets for repeatability evaluation 
studies are relatively rarely obtained. Recently, 
efforts have been made into generating data for 
assessing repeatability of applied segmentation 
techniques for brain volume measurements [ 32 ]. 
Efforts for addressing the need of publicly avail-
able data for repeatability tests are also made by 
the National Cancer Institute’s Cancer Imaging 
Program and its project RIDER [ 33 ]. 

 Repeatability tests are also sensitive to stan-
dardization. A number of repeatability studies 
have been published describing the technical 
aspects and performance of imaging procedures 
in both phantoms and patients using different 
acquisition protocol and modalities. Studies in 
[ 34 ] and [ 35 ] showed that DSC-MRI perfusion- 
related parameters and especially the cerebral 
blood volume (CBV), when standardized proto-
cols are followed, can be signifi cantly repeatable 
in patients with glioblastoma multiforme. 
Another study in [ 36 ] reported that repeated 
hypoxia PET scans with [ 18 F]HX4 provide spa-
tially stable results in two different group of 
patients: patients with head and neck cancer and 
patients with lung cancer. Recently, a correlation 
and repeatability study in [ 37 ] tried to assess the 
repeatability power and correlation degree 
between parameters from DCE-MRI and intra-
voxel incoherent motion (IVIM) DWI-MRI. In 
another study by Intven M et al. [ 38 ], repeatabil-
ity of ADC was calculated in order to distinguish 
treatment-induced changes from measurement 
variations in patients undergoing chemoradiation 
therapy for rectal cancer, when comparing pre- 
and posttreatment ADC values. The mean tumor 
ADC value was 1.15 × 10 −3  mm 2 /s (SD 
0.07 × 10 −3  mm 2 /s), while the repeatability coef-
fi cient of the ADC value was 9.8 %. Metens et al. 
[ 39 ] showed that a signifi cantly better repeatabil-
ity of liver and spleen diffusion coeffi cients and 
lower intersubject ADC variability can be 
obtained when using respiratory- and cardiac- 
triggered diffusion sequences. Aliu et al. [ 40 ] 
evaluated the variability and repeatability of 
repeated magnetic resonance imaging (MRI) 

measurements in normal breast tissues between 
and within subjects. The CV between subjects of 
fi broglandular tissue density and enhancement at 
visit 1 and visit 2 ranged from 47 to 63 %. The 
CV within subjects was 13 % for FGT density, 
22 % for FGT enhancement, and 11 % for ADC. 

 From the technical point of view, the infl uence 
of bias between repeat measurements is assumed 
to be neglected. Therefore, in a repeatability 
study, the degree of agreement between the mea-
surements depends only on the standard devia-
tion within the examined subject. Standard 
repeatability statistical metrics include the widely 
used intraclass correlation coeffi cient (ICC), the 
repeatability coeffi cient (RC), and the within- 
subject variance (σ 2  w ) and coeffi cient of variation 
(WCV), respectively. A detailed technical repre-
sentation of these metrics can be found in [ 30 ].      
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11.1           Introduction 

 William Morton wrote the fi rst radiology report 
in 1896. It was written in narrative mode and with 
no consensual content (Fig.  11.1 ). In 1923 
Charles D. Enfi eld emphasized that the radiolo-
gist provided detailed descriptions, without 
expressing his opinion on the clinical relevance 
of such descriptions, which could benefi t the 
patient [ 1 ]. However, the methodology for report-
ing medical studies has not changed with the 
same speed as technology, work environment or 
medical discoveries. Imaging studies are often an 
integral part of a patient’s evaluation, and the 
associated radiology report serves as the primary 
method of communication between healthcare 
providers and, increasingly, patients.

   The report is a document in which the imaging 
modality used, the radiological fi ndings and the 
diagnosis should be compulsorily incorporated. 
Moreover, the fi ndings must be written in a con-
cise but complete way and should answer the 
questions that originated the exploration. The 
methodology and style of writing the radiology 
report relies on the professional experience of the 
physician and his/her abilities in taking fi ndings 
and correlating them with other clinical informa-
tion, e.g. laboratory data or anatomical pathology 
data. This means that this methodology requires 
writing resources besides technical knowledge, 
as the traditional report, i.e. in free text, does 
not present any structure. This form of reporting 
is learned through the period of medical 
residencies. 

 Most hospitals decide to divide the report in 
sections: patient data, characteristics of examina-
tion and indications for the exploration, compari-
son with other studies (optional), fi ndings and 
conclusions. In this sense, the Radiology Society 
of North America (RSNA) established an initial 
consensus regarding the content of the report 
(Table  11.1 ) [ 17 ].

   However, this way of reporting is subjective 
and in some cases does not answer the clinical 
question or does not have an impact in improving 
patient care. Furthermore, there are many dis-
crepancies between reports in clinical routine, 
even with the same professional and the same 
diagnosed disease. Jeffrey Sobel analysed 822 
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reports in 1996 and found that the radiologist 
used 14 terms for describing interstitial oedema/
infi ltration and 23 terms for the presence of an 
abnormality [ 2 ]. With the objective of solving 
this critical situation, Armas R.R. proposed in 
1998 that an effective report should not contain 
abbreviations or neologisms [ 3 ]. The main draw-
back of the traditional way of reporting is that the 
radiologist is prone to fall in a stream-of- 
consciousness writing. That is, the physician 
makes a customization of the organization and 
content of the report for each case. This inherent 
variability in unstructured radiology reporting 
generates reports with different degrees of com-
pleteness and effectiveness. Armas enumerated 
the main properties of the report: clear, correct, 
concise, complete, consistent and confi dence 
focused. Lafortune M. marked the steps to trans-
form the radiology report in a clear and struc-
tured document in 1998 [ 4 ]:

•    The report should be useful to the requesting 
doctor and to the patient.  

•   The report must answer the clinical reason for 
the benefi t of the patient.  

•   The text must be readable, comprehensible, 
brief and concise.  

•   The report should avoid unnecessary long sen-
tences and prolifi c language.  

•   The report should consistently focus on 
important features of the case.    

 Since 1996 the scientifi c and radiological 
community has made an effort to structure the 
radiology report. Structuring the report may lead 
to a quicker diagnosis, improving the communi-
cation between radiologists and between radiolo-
gists and clinicians, increasing report 
completeness and effectiveness, reducing costs, 
and raising the satisfaction levels of the clini-
cians, and most importantly, the report will con-
sistently focus on important features of the study 
case [ 5 ]. Studies in the last decade show that the 
radiologist and the clinician prefer structured 
reporting systems [ 6 – 9 ]. 

 There are many initiatives to promote struc-
tured reporting, among which the project of the 
European Society of Radiology (ESR) and the 
RSNA (  www.radreport.org    ) stands out. These 
institutions created a library with more than 200 

  Fig. 11.1    The fi rst recorded radiology report in 1896 by William Morton, MD       

 

E. Ruiz-Martinez et al.

http://www.radreport.org/


125

report templates in English and approximately 50 
templates translated into other languages. The 
templates try to serve as samples of “best prac-
tice” to lead radiologists through the process of 
report generation [ 17 ]. Moreover, each template 
includes metadata about the author, title, subject, 
brief description and date. The ESR and RSNA 
mapped the information in templates in standard-
ized biomedical ontologies. The best example to 
illustrate structured reports is the Breast Imaging 
Reporting and Data System (BI-RADS), as the 
Food and Drug Administration of the United 

States (FDA) requires this system to be used for 
all mammography reports. This report has helped 
reduce variability in diagnostics and improved 
transparency in the communication between radi-
ologists and clinicians [ 19 ]. 

 Modern speech recognition software has pop-
ularized structured radiology thanks to its auto-
mation features [ 10 – 12 ]. Several speech 
recognition software packages allow creating 
fi elds that can contain text by default and/or that 
can contain a choice of possibilities for the radi-
ologist to select [ 10 ]. This technology provides 
the chance to implement structured reports in 
radiology departments [ 12 – 15 ]. However, nowa-
days, there are few radiology departments where 
the structured report is the standard in clinical 
routine. In the words of Reiner, “adoption to date 
has been tepid” [ 16 ]. The strengths and weak-
nesses of structured reports will be assessed in 
depth in this chapter. In addition, we analyse 
which initiatives carry out this project. 

 Due to advances in technology, the way radi-
ologists report and their work environment have 
changed in a drastic manner. Since the introduc-
tion of digital radiology terms like picture 
archiving and communication system (PACS) or 
radiology information system (RIS) have gained 
much importance in daily routine. Although this 
chapter does not intend to explain the informa-
tion systems of a hospital in depth, we will briefl y 
describe the different information systems that 
radiologists use. 

 The radiology information system (RIS) 
allows to maximize the resources available to 
carry out the examinations, and it also facilitates 
the introduction of patient data, the exploration 
scheduling and the patient care control and helps 
identify the professionals and radiologists who 
perform the exploration. The RIS also allows the 
interconnection with the digital radiology system 
and has to be fl exible enough to connect to the 
hospital information system (HIS) and to the 
image storage system (PACS). 

 The PACS manages radiological images after 
they are acquired by any of its supported medical 
imaging machine types. It has two main  functions: 
storing the images and sending them to the 

    Table 11.1    Components of the radiology report   

 Section  Contents 

 Administrative 
information 

 Imaging facility 

 Referring provider 

 Date of exploration 

 Time of exploration 

 Patient 
identifi cation 

 Name 

 Identifi er (e.g. social security 
number) 

 Birthdate 

 Gender 

 Clinical data  Medical history 

 Risk factors 

 Allergies 

 Reason for exam, including 
clinical need 

 Imaging modality  Time of image acquisition 

 Image equipment 

 Image acquisition parameters 

 Contrast materials and other 
drugs administered 

 Radiation dose (depends on 
modality) 

 Summary or 
impression 

 Key observations 

 Inferences 

 Conclusions, including any 
recommendations 

 Signature  The date and time of electronic 
signature for each responsible 
provider, including attestation 
statement for physicians 
supervising trainees, if 
applicable 
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required workstation. The functional unit of a 
PACS is the study, which consists of one or more 
series, each formed by one or more images. The 
possibility of communication between all the 
devices that form a PACS is made possible by the 
standardization of products. Digital Imaging and 
Communications in Medicine (DICOM) is the 
standard in medical imaging [ 19 ]. This protocol 
defi nes the services that each equipment or device 
is able to implement, independently of the manu-
facturer. The most important feature of the PACS 
is the interaction and integration with the 
RIS. The integration between health information 
systems is achieved through information 
exchange protocols, for example, the well-known 
Health Level 7 (HL7) protocol [ 20 ]. 

 Using this technology, engineers dedicated to 
healthcare ICT created the DICOM Structured 
Reporting (DICOM-SR). DICOM-SR is defi ned 
by how it is constructed more than by what it 
contains [ 21 ]. In this way, DICOM-SR structures 
data hierarchically into a tree of nodes. Each 
node has a concept name with a value. The con-
cept name is coded from standard medical termi-
nologies such as the Systematized Nomenclature 
of Medicine (SNOMED), Radiology Lexicon 
(RadLex) or Logical Observation Identifi ers 
Names and Codes (LOINC), and its code is 
unique and language independent. Finally, the 
values of a node may be one of several types: 
text, numeric, concept coded or reference to other 
DICOM objects. 

 DICOM-SR can be simple documents, with-
out the need to present the content into a human- 
readable form. Each document encodes only the 
content, but does not defi ne how it has to be pre-
sented. However, it forces a restriction: the con-
tent must be unambiguous [ 22 ]. For this reason, 
DICOM-SR may be compared to Extensible 
Markup Language (XML). The XML fi les con-
tain tags with meaning but without any form of 
presentation. So, following this parallelism, if the 
XML fi les need some presentation tool like 
Cascading Style Sheets (CSS), the DICOM-SR 
also needs an application to make its content 
legible. 

 With the objective of reducing variability, 
DICOM-SR includes the Information Object 

Defi nitions (IODs). Their function is similar to 
Document Type Defi nition (DTD) in XML fi les: 
to create “well-formed” documents. IODs spec-
ify the valid combinations of atomic 
components. 

 The benefi ts of using DICOM-SR are listed 
here:

•    Better communication with the clinician  
•   More precise coding of the diagnosis, mini-

mizing the number of refused reports  
•   Less typing time  
•   Automatic coding and language independent  
•   Consistent and complete information  
•   Reports stored next to the study images  
•   References to regions of interest (ROI) 

(organs, tissues, etc.)  
•   Automatic references to previous versions of 

the document  
•   No need for dictation of patient data    

 Nowadays the DICOM Structured Report is 
still in research phase. Only the Radiation Dose 
Structured Report (DSR) is used in hospitals in 
daily routine to control the radiation dose admin-
istration in patients. Recently, Rosa Medina 
Garcia et al. published a paper detailing a system 
to diagnose breast cancer through the DICOM 
Structured Report [ 23 ]. The main reason for the 
lack of implementation of structured reports is 
the absence of support for these fi les in current 
PACS systems. 

 On the other hand, a new need arises due to 
the integration of imaging biomarkers in clinical 
routine. The fi nal result should be able to be seen 
and reviewed on the available information sys-
tems by radiologists and clinicians [ 24 ]. Current 
PACS systems do not integrate a DICOM-SR 
viewer, so the extra information added in DICOM 
fi les can’t be exploited by the users. Moreover, 
there is no way of performing data mining on 
imaging biomarkers. A possible solution for this 
issue is the utilization of a framework like 
JasperReports or Crystal Reports that allow to 
create fl exible reports [ 25 ,  26 ]. These frame-
works provide a feature for creating customized 
templates, where the input data may be the imag-
ing biomarkers extracted from a study. Supported 
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input types include XML fi les, databases (e.g. 
MySQL, Oracle or PostgreSQL), JavaBeans or 
comma-separated values (CSV) fi les. 

 Thanks to these frameworks, a user with pro-
gramming knowledge is able to automatically 
create documents in report form using JAVA or 
C# libraries. This way, the radiologist is able to 
review the extracted imaging biomarkers in a 
result report that can improve the fi nal diagnos-
tic, thanks to the added quantitative information. 
The fi nal report will be human-readable and 
stored in the PACS system as a DICOM fi le asso-
ciated to the corresponding study. In this chapter 
we will introduce a possible solution to create 
imaging biomarker reports.  

11.2     Data Mining 
on an Unstructured 
Radiology Report 

 Radiology reports in free text are highly variable, 
so if we try to create a database to exploit the 
information provided in unstructured reports, the 
end result will probably be negligible and frus-
trating. A possible solution is based on the appli-
cation of natural language processing techniques 
to perform an extraction of the information 
included in an unstructured report. 

 Radiology reports present a particular lexicon, 
such that the identifi cation of specifi c terms in the 
text is of great importance to improve the perfor-
mance of information recovery systems [ 25 ]. An 
important issue related with a radiology report is 
that the negation of medical terms is often used to 
indicate the absence of a certain disease or injury. 
In fact, in a radiology report more than half of the 
terms used are negated, i.e. the radiologist uses 
the negation to indicate a healthy condition of the 
tissue. In this context, standard techniques of 
natural language processing fail to recover the 
required information in an effi cient manner. 
Research groups work with negation recognition 
systems to solve this diffi culty in other types of 
text with a similar problem than the one found in 
radiology reports [ 26 ]. Another important need 
for the natural language system is to assign 
weights to the most critical and important words 

in the report, using a dictionary of typical terms. 
This dictionary is restricted to the terms used by 
radiologists. 

 Using these techniques, we can develop sys-
tems with an effi cient processing engine and 
report indexing. Natural language systems allow 
to manage the high number of radiology reports 
generated daily by a hospital without affecting 
the system performance. Additionally, to the 
indexing process, the extraction of statistical 
information and analysis results should also be 
included in order to perform a quality control of 
the data and the structured reports introduced 
into the system. 

 A prototype system has been implemented at 
La Fe Polytechnics and University Hospital in 
Valencia. This solution uses the extracted RIS 
reports as inputs. The reports are analysed by the 
system and stored it in a customized database. To 
visualize the results, a web application with a 
similar interface as Google search is used. This 
application allows searching by simple words or 
by concatenated words in the reports. The results 
show a list of reports that contains the terms of 
the search. Recursively, the user can indicate the 
most signifi cant reports to refi ne the search. The 
fi nal result list can be downloaded as a CSV fi le. 

 However, natural language processing suffers 
from limitations when performing data mining 
on radiology reports. There are various reasons. 
First, as we indicated above, there is the issue of 
negation [ 28 ,  29 ]. This is a problem that has been 
widely studied, but it is not a trivial one. Scientifi c 
literature indicates that a 90 % of sensitivity and 
specifi city can be achieved [ 27 ]. Unfortunately, 
these rates are insuffi cient in clinical care. 
Second, natural language processing depends on 
the nature of the data. And third, natural language 
processing requires a synonym vocabulary to 
search effi ciently.  

11.3     Structured Report 

 According to Weiss and Langlotz, there are three 
structured report types [ 10 ]. The fi rst model is 
written in free text, but it is split into sections; 
nowadays this is the most widely used model. 
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The second type is modelled with templates with 
a highlighted format; a sample is proposed by 
Naik et al. [ 6 ]. The third type of report uses a 
standardized language or lexicons, such as 
RadLex does. This type of report is possible 
thanks to technologies such as DICOM. Apart 
from these types, the RSNA promotes their rec-
ommended best practices to adapt the structured 
report to each individual or to each centre [ 17 , 
 30 ]. In this section of the chapter, we focus on the 
DICOM structured report and on the template- 
dependent structured report. 

 The structured report offers many benefi ts. 
First, high quality and accuracy (a critical point) 
as it reduces ambiguity and variability in terms 
with multiple defi nitions [ 13 ]. Second, a struc-
tured report is able to help research, quality 
improvement and clinical decision support. Third, 
immediate information accessibility, automation 
and exchange between centres in order to opti-
mize teleradiology. Fourth, the structured report 
facilitates the communication between radiologist 
and clinician, due to the fact that the clinician is 
able to distinguish essential from secondary infor-
mation [ 45 ]. Fifth, thanks to a systemised 
approach, the structured report prevents discover-
ing only one lesion and omitting the rest. It helps 
improving the general view of patient care. 

 Step by step, the structured report is gaining 
acceptance in clinical routine, but we can’t turn a 
blind eye to the principal obstacles that prevent 
its defi nite implantation. The main problem is 
resistance to change. The time and energy 
required to learn and a positive attitude towards 
change are essential, but not always found, espe-
cially in radiologists of advanced age [ 13 ]. A 
higher accuracy is usually an indicator of struc-
tured reporting, but authors have questioned this 
assertion [ 37 ]. In fact, the largest study on struc-
tured reporting found that it suffered from a lower 
accuracy compared to the traditional report [ 7 ]. 
However, this might be partly due to limitations 
of the reporting system used. Another potential 
problem is the negative impact in the radiologist 
workfl ow. The creation of a structured report 
requires an increased visual attention, so the radi-
ologist has less time to spend seeing and analys-
ing the study images, which may disrupt the 

diagnosis of lesions or pathologies [ 10 ]. 
Furthermore, it may be diffi cult to summarize or 
provide an overview when facing complex dis-
eases, due to the fact that structured radiology 
reports are split into several sections. 

 An important drawback of the actual struc-
tured report systems, from the point of view of 
the radiologist, is that it is more laborious to gen-
erate a structured report than a traditional one, 
leaving less time for the radiologist to examine 
the study images, and leading to a lower effi -
ciency. In this sense, Sistrom and Honeyman- 
Buck demonstrated that the structured report and 
the report with free text show similar effi ciency 
and accuracy rates for transmitting case-specifi c 
interpretative content [ 31 ]. An important aspect 
to keep in mind is that radiologists and clinicians 
must be involved in the creation of templates for 
structured reports [ 32 ]. Therefore, the structured 
reporting systems are not yet widely available in 
PACS or radiologist’s workstations. 

 Some authors reported that the use of checklists 
may improve the accuracy of the report when using 
templates [ 33 ]. Anyway, there are different solu-
tions with a different degree of restriction to create 
structured report systems using templates [ 33 – 35 ]. 
However, some authors indicate that the restriction 
level of a template depends on the diagnostic of the 
reported disease [ 36 ,  37 ]. One critical concern that 
radiologists have about structured reports is that 
they may result in a vast data increase in the infor-
mation systems. However, due to all information 
being coded into unique fi elds, the reports can be 
indexed. This way the computational load can be 
reduced. On the other hand, information generated 
from unstructured reports does not allow any form 
of indexing, which implies an excessive computa-
tional load for the information system servers. 

 The American College of Radiology (ACR) 
has promoted a system over the past few decades 
for indexing the images and cases collected by 
radiologists. The ACR Index presents attractive 
features for image indexing with the purpose of 
using them as teaching materials. First, this 
index offers anatomic and pathologic identifi ers 
using decimal numbers. In a very simple way, 
the numbers before the decimal point indicate 
the anatomic location, and the numbers after the 
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decimal point indicate the pathologic entity. 
Second, the ACR Index is human-readable. 
Each digit denotes a specifi c term in the taxon-
omy. Third, the code scheme employed by the 
ACR Index ensures that teaching materials are 
not modifi ed by radiologists or institutions. Due 
to the Internet and its capabilities, the teaching 
materials have now an online version. Lexicons 
like the Systematized Nomenclature of 
Medicine-Clinical Terms (SNOMED-CT) can 
be used to organize the information in electronic 
medical records with a more extensive amount 
of terms. The ACR Index contains only a few 
thousand unique terms, offering much less detail 
than other terminology systems [ 38 ]. 

 The RSNA generated the Medical Imaging 
Resource Community (MIRC) project, offering 
an online tool for the creation of electronic teach-
ing fi les and other forms of image libraries. 
Moreover, the user can annotate information to 
the images. This way, a need arises for a more 
complete and computerized index than the origi-
nal ACR Index. RadLex was developed by the 
RSNA to fi ll these gaps, with the purpose of cre-
ating a complete terminology on medical imag-
ing. RadLex’ main goal is to create a terminology 
that can be used to annotate, index and retrieve 
content from MIRC. To avoid useless efforts, the 
RSNA and the College of American Pathologists 
agree to use SNOMED-CT terms as a starting 
point for the lexicon. Furthermore, various stan-
dards organizations, such as DICOM or 
Integrating the Healthcare Enterprise (IHE) have 
participated in the RadLex project [ 22 ,  39 ]. 

 RadLex includes the anatomic and pathologic 
codes available in the ACR Index. In addition, it 
also integrates other types of terms: equipment, 
procedures and imaging techniques used in image 
acquisition, diffi culty of image interpretation and 
image quality. Other important advantage of 
RadLex is the possibility of updating with new 
concepts, including other popular medical lexi-
cons, such as SNOMED-CT, International 
Classifi cation of Diseases (ICD)-9, Current 
Procedural Terminology (CPT) or BrainInfo. 
Nowadays, RadLex includes more than 68,000 
English terms, which are available in a variety of 
forms: table format (downloaded directly to an 

Excel fi le), Ontology Web Language (OWL) fi les 
and as a database. RadLex terms also are avail-
able online or using the MIRC authoring tool. 
The RadLex project must be continuously 
updated to guarantee that new concepts are incor-
porated and to maintain the cross-links with other 
vocabularies. 

 All the information included in a report cannot 
be captured by a standardized lexicon. Radiologists 
need a narrative text to express unusual elements, 
to integrate a large and complex set of observa-
tions or to describe parts of the image that may not 
be relevant to patient care at that moment, but that 
should still be documented. Therefore, this is a 
feature that should be integrated into any reporting 
software. In addition to potential improvements in 
the quality of care, the use of lexicons has other 
practical advantages. The lexicons allow us to 
avoid different interpretations and ambiguities, 
since each code referring to a concept has a spe-
cifi c meaning for a particular coding. Hence, cod-
ing is essential for a subsequent exploitation, 
avoiding ambiguous interpretations that can lead 
to confusion. Yi Hong et al. analysed the frequency 
use of RadLex terms employed by radiologists 
when using radiology reports based on templates 
[ 44 ]. About 2,509 unique reporting elements were 
extracted from a list of 70 reports, and they were 
afterwards matched with RadLex. The results indi-
cated that there was a 41 % of perfect correlation 
and a 26 % of partial correlation and that 33 % of 
the terms were uncorrelated to RadLex. Using 
multidimensional scaling analysis (MDS), it was 
discovered that 13 % of the 33 % that represented 
the unmatched terms were combinations of two or 
more RadLex terms. So, it was demonstrated that 
a signifi cant overlap exists between terms of struc-
tured reports using templates and the RadLex. 

 DICOM is the adopted standard, and it is used 
in most radiology departments in hospitals. Due 
to the growth in new medicine areas, DICOM has 
expanded its standard to meet the new needs cre-
ated. One of the latest additions to the DICOM 
standard is including structured reports using 
DICOM-SR. This type of DICOM fi le allows 
adding semantic information to medical images. 

 DICOM-SR can be used in areas with high 
heterogeneity and with very different data types. 
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For this reason, a generic specifi cation for struc-
tured reports is highly complex. The information 
in a structured report requires a pattern to describe 
exhaustively the casuistry of the radiology report. 
This point is fundamental: the structure of the 
report must be subject to the fi nal user needs. For 
example, the radiologist detects and evaluates 
fi ndings on medical images, and the traumatolo-
gist assesses the need of a surgical intervention. 
In addition to structuring, the unifi cation of terms 
that defi nes the information in a report can be dif-
ferent and complex. 

 The coding of concepts can help improve the 
structure of reports. In this sense, there are many 
different codes and tools that meet different needs. 
The most widely used ones are the ICD-9 and 
ICD-10 (International Classifi cation of Diseases), 
which are lexicons to code diagnosis and proce-
dures; the Systematized Nomenclature of 
Medicine (SNOMED); the Logical Observation 
Identifi er Names and Codes (LOINC), a database 
created with the purpose of facilitating the 
exchange and development of a result pool; and 
RadLex, explained previously in detail. The great 
diversity of lexicons adds to the complexity of uni-
fying concepts in a standard way in order to gener-
ate the information from a DICOM tag value. 

 The DICOM standard includes a code to gen-
erate structured reports in the medical fi eld. 
DICOM Structured Reporting (DICOM-SR) 
allows the integration of the most important lexi-
cons in medical imaging, and also it allows the 
inclusion of customized lexicons [ 22 ]. 
DICOM-SR itself establishes the guidelines to 
follow when preparing a DICOM structured doc-
ument, and it allows a standard coding of infor-
mation on the report in DICOM format (sets of 
“Data Elements” that match a given IOD). 

 DICOM-SR is able to structure semantic infor-
mation. The representation of a DICOM-SR will 
be defi ned by the IODs; in DICOM-SR there are 
only three specifi ed types of IODs that defi ne a 
structured document: Basic Text, Enhanced SR 
and Comprehensive SR. DICOM-SR objects 
include a tree structure, which represent the struc-
tured report information as “Data Elements”. This 
tree structure is known as the “SR Document 
Content” and contains the defi nition of the struc-
tured report. The “SR Document Content” has a 
tree structure in which each node keeps a relation-
ship with its parent node and has a defi ned data 
type, as shown in Fig.  11.2 . This fi gure shows an 
“SR Document Content” that describes the dis-
covery of a round malignant tumour of 1.5 cm.

Finding = Malignant mass

Malignancy

Margin = IrregularSize = 1.5 cmLocation = CentralShape = Round

Finding = Mass

  Fig. 11.2    General structure in a content tree of DICOM-SR       
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   Moreover, the “SR Document Content” can 
have different structures depending on the use of 
DICOM-SR. There are templates for DICOM-SR 
that defi ne the needed structures and constraints, 
such as lexicons included or the relationship 
between nodes. DICOM-SR also offers the pos-
sibility of validating the structures determined by 
these templates, as it is done with XML schemas. 
The templates are defi ned in the DICOM stan-
dard. These templates are in the process of speci-
fi cation and are not yet completed. At present, 
there are works underway to migrate DICOM-SR 
documents to XML and also for generating XML 
schemas from DICOM-SR templates [ 40 ,  41 ]. 

 Therefore, DICOM-SR is a useful tool to gen-
erate structured reports because it fi ts perfectly 
into the DICOM world. It allows generation, pro-
cessing and validation of these reports in a simple 
manner using current XML-based technologies. 
A structured DICOM-SR document can be 
encoded into XML documents, so that the way of 
handling and using of these documents will not 
be different from any XML document. 

 The Health Level Seven (HL7) standard is 
also included in its standard natively, using a 
structured document management called Clinical 
Data Architecture (CDA) [ 20 ,  42 ]. This format 
was incorporated in 1997 to structure the  semantic 
content of clinical documents. All content of a 
CDA is defi ned through the coding of informa-
tion using the XML standard. However, 
DICOM-SR is a complementary approach to 
structured documents for HL7, because currently 
HL7 has not proposed a rigorous structure with 
CDAs, i.e. it does not include templates for defi n-
ing a structured report. 

 Another important aspect to consider is mea-
surements taken by a radiologist from medical 
images using the PACS viewer. These annota-
tions and measurements provide critical informa-
tion to support the observations in the report. 
With the purpose of integrating them into 
DICOM-SR and to avoid expressions like “5 cm 
mass found, best seen in image 65”, the National 
Cancer Institute’s Cancer Biomedical Informatics 
Grid (caBIG) launched an initiative called 
Annotation and Image Markup (AIM) [ 43 ]. With 
AIM, the radiologist is able to specify what type 

of information he has captured when making an 
annotation or drawing a shape. AIM saves the 
position of the regions of interest (ROIs), geom-
etry properties, anatomic entities, image observa-
tions and calculations. AIM provides a means to 
add this information to DICOM-SR or XML 
fi les, so it can be included directly or indirectly in 
structured reports. 

 The Breast Imaging Reporting and Data 
System (BI-RADS) is the best example of 
structured report radiology. BI-RADS includes 
a limited range of breast diseases, which is a 
good practice, and it is well suited for struc-
tured reporting. BI-RADS has fi ve editions: 
1993, 1995, 1998, 2003 and 2013 [ 46 – 50 ]. 
There are specifi c guides for mammography, 
ultrasound and magnetic resonance. The most 
important improvement is a better clarity and 
consistency in reporting, improving patient 
care and clinical practice. The Institute of 
Medicine in its 2005 report recognized that 
BI-RADS assessment provides an important 
tool for diagnosing mammography [ 50 ]. 
Moreover, the standardized language aids in 
the education of resident radiologists, also 
offering a more consistent practice routine 
[ 51 ]. The structure of BI-RADS is designed for 
coherent and rational examination of mammo-
graphic fi ndings. These properties facilitate the 
resident training. Basset et al. indicated that 
98 % of radiology residents of the United 
States and Canada used BI-RADS in their 
mammographic reports [ 52 ]. Scientifi c papers 
show that BI-RADS training can decrease vari-
ability and improve  performance in spite of 
interobserver variability due to heterogeneity 
of recommendations and disease categories 
[ 52 – 58 ]. Mammography research has increased 
thanks to the structured report for mammogra-
phy evaluation proposed by BI-RADS [ 18 ]. 

 Over the last few years, the ACR is promoting 
an initiative to develop tailored lexicons, such as 
the Liver Imaging Reporting and Data System 
(LI-RADS), the Lung CT Screening Reporting 
and Data System (Lung-RADS) or the Head 
Injury Imaging Reporting and Data System 
(HI-RADS) [ 59 – 61 ]. The purpose of LI-RADS 
is twofold: to ensure 100 % specifi city when 
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hepatocellular carcinoma is diagnosed using 
images and to improve the coherency and con-
sistency of radiology reports. Lung-RADS is 
designed to standardize lung cancer reports in 
screening explorations with CT. Using Lung-
RADS reduces confusion and facilitates moni-
toring the outcome. Pinsky PF et al. demonstrated 
in a screening trial a notable reduction on the 
false-positive result rate. However, sensitivity 
also decreased [ 62 ]. 

 HI-RADS is being developed to standardize 
reports and data collection of imaging in patients 
with traumatic brain injury (TBI). This way, 
radiologists will be able to apply a consistent 
terminology related to the diagnosis of TBI, 
with these purposes: reducing errors and vari-
ability in image interpretation, enhancing com-
munication with clinicians, facilitating research 
and improving the patient outcome in the long 
run. The ACR is preparing an Imaging White 
Paper establishing the guidelines for TBI diag-
nosis depending on the modality of the acquired 
images. Furthermore, the National Institute of 
Neurological Disorders and Stroke is building a 
computer system that will allow a clinician to 
review a head CT or a brain MRI to obtain a 
standardized report in a similar fashion to 
BI-RADS and LI-RADS. This tool could 
increase the quality of reports for imaging stud-
ies obtained in TBI patients. 

 Prostate Imaging Reporting and Data System 
(PI RADS) aims to enable a consistent interpreta-
tion and communication in the radiology report 
for prostate multiparametric magnetic resonance 
imaging (mpMRI) [ 63 ,  64 ]. It is adopted cur-
rently by the ACR and the European Society of 
Urogenital Radiology (ESUR). There are many 
studies about the effi ciency and effi cacy of 
PI-RADS; Portalez et al. demonstrated a signifi -
cant increment of positive biopsies when radiolo-
gist used PI-RADS scoring in patients with at 
least one negative transrectal ultrasound-guided 
biopsy [ 65 ]. Junker et al. correlated positively 
high values of PI-RADS with the malignancy of 
the tumour [ 66 ]. Finally, Schimmöller et al. stud-
ied the inter-reader variability in PI RADS, con-
cluding that the achieved agreement was 
satisfactory [ 67 ]. Both institutions have launched 

in 2015 a second PI-RADS version. This version 
is based on these studies and the acquired clinical 
experience, providing complete information 
about acquisition, interpretation of images and 
prostate mpMRI reporting.  

11.4     Imaging Biomarkers 
in Reports 

 Imaging biomarkers in clinical assistance must 
provide information to radiologists and clini-
cians. Nowadays, there are many solutions in the 
scientifi c scenario of biomarker platforms 
 [ 68 – 74 ]. These platforms’ main objective is to 
integrate biomarkers in clinical routine, but they 
have an important fl aw: they lack an effi cient way 
of reporting the fi nal results. In this section we 
present a user-friendly way of reporting imaging 
biomarker results to the radiologist using 
DICOM-SR. 

 In this process, we assume that we work with 
an imaging biomarker validated by radiologists 
and clinicians. In addition, this biomarker gener-
ates results that are stored in a database or in data 
fi les with a standard format, such as XML. 

 Assuming these assumptions are true, it is 
advisable to follow these steps when designing 
an imaging biomarker report. First, the forma-
tion of a roundtable with the involved stakehold-
ers: radiologists, clinicians and biomedical 
engineers to discuss the methodology and con-
tent of the report. It is important to include 
patient data, processing date, image acquisition 
modality, signifi cant parametric images and 
parameter values. Optionally, the report may 
include reference values for the parameters. Due 
to the fact that imaging biomarkers can generate 
a large number of results, it is necessary to 
decide which images and parameters will be 
included in the report. This step is critical, 
because the chosen parameters should add value 
for the radiologist at the time of diagnosis and 
for the clinician when deciding a course of 
action. Second, a report draft must be outlined 
and validated by all the stakeholders. Once vali-
dated, and depending largely on the technology 
used for the implementation of the biomarker 
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and the method selected for storing results, the 
engineers have to choose which technology 
should be used in order to create the report. 
Finally, seeking a high readability, a quick inter-
pretation and the dismissal of superfl uous infor-
mation, the length of the report should not 
exceed one sheet. 

 There are several alternatives to create a 
report dynamically, for example, Crystal 
Reports, JasperReports, Business Intelligence 

and Reporting Tools (BIRT) or Pentaho [ 25 ,  26 , 
 75 ,  76 ]. Originally, these software packages 
were developed to generate reports from a vari-
ety of sources, so that organizations could 
achieve a better understanding of their business. 
However, their potential is applicable in other 
fi elds. In this case, these tools allow to create 
templates of reports for the visualization of 
imaging biomarker results. The features of these 
tools are listed in Table  11.1 :

 Crystal reports  JasperReports  BIRT  Pentaho 

  Versions  

 Free  O  ✓  ✓  O 

 Payment  ✓  ✓  ✓  ✓ 
  Report designer  

 WYSIWYG editor  ✓  ✓  ✓  ✓ 

 HTML client  ✓  O  O  O 
 Palette  ✓  ✓  ✓  ✓ 
 Data explorer  ✓  ✓  ✓  ✓ 
 Property editor  ✓  ✓  ✓  ✓ 
 Chart builder  ✓  ✓  ✓  ✓ 
 Report preview  ✓  ✓  ✓  ✓ 
 Script editor  ✓  ✓  ✓  O 

 Outline  ✓  ✓  ✓  ✓ 
 Expression builder  ✓  ✓  ✓  ✓ 
  Reusability  

 Report templates  ✓  ✓  ✓  ✓ 
 Report elements  ✓  ✓  ✓  ✓ 
  Subreports   ✓  ✓  ✓  O 

  Cross tab   ✓  ✓  ✓  O 

  Compiled report defi nition   O  O  ✓  O 

  Parameterized reports   ✓  ✓  ✓  ✓ 
  Data source  

 JDBC  ✓  ✓  ✓  ✓ 
 XML  ✓  ✓  ✓  ✓ 
 POJO  ✓  ✓  ✓  ✓ 
 Flat fi le  O  ✓  O  O 

 Scripted  ✓  ✓  O  O 

 EJB  O  O  ✓  O 

 Hibernate  O  O  ✓  ✓ 
 Connection pool support  ✓  ✓  O  ✓ 
  Data set  

 Query builder  ✓  ✓  ✓  ✓ 
 Joined data set  ✓  ✓  ✓  O 

 Customization  ✓  ✓  ✓  O 
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  Formatting  

 Conditional visibility  ✓  ✓  O  O 

 Value mapping  ✓  ✓  O  O 
 Highlighting  ✓  ✓  O  ✓ 
  Interactive reports  

 Hyperlink  ✓  ✓  O  O 

  Charts   ✓  ✓  ✓  ✓ 
  Localization  

 Strings in the report defi nition  ✓  ✓  ✓  ✓ 
 Locale-aware data formatting  ✓  ✓  ✓  O 

 Dynamic formatting  ✓  ✓  ✓  O 

  Deployment  

 For web application  ✓  ✓  O  O 

 For stand-alone JAVA 
application 

 O  ✓  ✓  O 

  Support and development   ✓  ✓  ✓  ✓ 
  Documentation   ✓  ✓  O  ✓ 
  Integration  

 Report designer  ✓  ✓  ✓  ✓ 
 Design engine API  ✓  ✓  O  ✓ 
 Report engine API  ✓  ✓  ✓  ✓ 
 Charting engine API  ✓  ✓  ✓  ✓ 
  Performance   O  O  O  ✓ 
  Extensibility  

 Custom data access  ✓  ✓  ✓  ✓ 
 Custom report items  ✓  ✓  O  O 

 Custom chart types  ✓  ✓  ✓  ✓ 
 Scripting  ✓  ✓  ✓  O 

  Output format  

 HTML  ✓  ✓  ✓  ✓ 
 PDF  ✓  ✓  ✓  ✓ 
 XLS  ✓  ✓  ✓  O 

 DOC  ✓  ✓  O  O 

 CSV  ✓  ✓  ✓  O 

 RTF  ✓  ✓  ✓  ✓ 
 TXT  ✓  ✓  ✓  ✓ 
 XML  ✓  ✓  ✓  O 

   A prototype for the integration of imaging bio-
markers in the PACS has been developed at the La 
Fe Polytechnics and University Hospital 
(Valencia, Spain). First, XML fi les were estab-
lished as the data inputs of the report. Second, the 
templates used to generate the PDF reports were 

created with JasperReports Designer. Third, a 
software was implemented, with JAVA and 
the DCM4CHEE library, to convert PDF fi les 
to DICOM fi les and send them to the PACS. 
Figure  11.3  shows an example of an imaging bio-
marker report on multiple sclerosis lesions.
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  Fig. 11.3    Imaging biomarker report of multiple sclerosis lesions       
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     Conclusions 

 The structured report offers opportunities to 
improve the effi ciency of radiology depart-
ments and all of its stakeholders: clinicians, 
administrators, engineers and healthcare 
authorities. Radiologists must change their tra-
ditional way of reporting and they must be con-
vinced of the advantages that structured 
reporting has to offer. Nowadays, the technol-
ogy industry is developing tools to produce 
structured reports without compromising com-
pleteness, accuracy or workfl ows. Templates 
suggested by the RSNA, ontologies like 
RadLex and the DICOM Structured Report 
technology may become the backbone that 
supports achieving the fi nal objective: improve 
patient care.      
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12.1          Introduction 

 Imaging biomarkers in medicine are almost 
exclusively developed as indicators of an under-
lying biological process related to disease. As 
discussed elsewhere, they may be used for dis-
ease diagnosis, outcome prediction and to assess 
treatment effi cacy. In these roles they may be 
used as surrogate markers of the underlying pro-
cess but more typically as markers of longer term 
clinical outcomes. A frequent motivating factor is 
obtaining information regarding a disease pro-
cess quickly – avoiding the delay required for the 
disease process to cause longer term clinical end-
points. Ideally the development of a biomarker 
requires formal validation against a reference or 
“gold” standard to prove that the biomarker truly 
refl ects the underlying biological process. This is 
an important but often imperfectly addressed step 
for a wide range of reasons. The absence of, inac-
curacy of or diffi culty obtaining a suitable refer-
ence standard (particularly if invasive) is often 
part of the original rationale for developing the 

biomarker. This chapter addresses the challenges 
of  biomarker validation against reference or 
“gold” standards illustrating this with a range of 
biomarker examples including three imaging bio-
markers in current practice: (A) MR elastography 
as a surrogate marker of liver fi brosis stage, (B) 
CT colonography detected adenomas as an imag-
ing biomarker of colon cancer risk and (C) CT 
perfusion metrics as imaging biomarkers of 
tumour blood supply.  

12.2     Surrogacy and Biological 
Plausibility 

 Imaging biomarkers became popular following a 
randomised drug trial using X-ray evaluation of 
rheumatoid arthritis treatment. In this trial [ 4 ] an 
erosion score biomarker was used as a surrogate 
for the active synovitis component of rheumatoid 
disease to indicate disease activity and specifi -
cally disease progression. This biomarker was 
not “validated” against any other standards but 
was used in a qualifi ed way (see later) and proved 
successful at demonstrating drug effi cacy over a 
relatively short time period. The linkage between 
the biomarker and the underlying process here is 
biologically plausible as the pathology relating 
active synovitis and adjacent bone erosion is well 
understood. 

 However, there are pitfalls in the relatively 
empirical assumption of biological plausibility. 
Another drug trial [ 7 ] used the increased 
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 incidence of ventricular tachycardia (VT) on 24 h 
ECG tape recordings as a surrogate biomarker for 
sudden cardiac death. It appeared plausible that a 
decreased incidence of VT would be a biomarker 
of a decreased incidence of sudden cardiac death 
which was assumed to result from an arrhythmia. 
In practice, the drug used did decrease the inci-
dence of VT on 24 h recordings, but paradoxi-
cally it signifi cantly increased the rate of sudden 
cardiac death in the treated group. In this case, 
the choice of surrogate marker proved incorrect, 
and clearly the underlying pathophysiology of 
sudden cardiac death was not well enough under-
stood. In practice implanted defi brillators proved 
to be the appropriate treatment option for this 
group of patients. 

 More than a decade after the CAST trial, the 
diabetic therapy rosiglitazone was fast-tracked 
through the drug approval system on the basis 
that it reduced Hb1Ac – itself a well-validated 
surrogate marker of mean blood sugar levels. It 
was assumed that a drug reducing blood sugar 
levels would reduce cardiovascular and other 
risks of complications related to diabetes. After 
introduction it was eventually noticed that the 
drug increased the rate of cardiac events and it 
was withdrawn [ 45 ]. In this case the surrogate 
marker (Hb1AC) was being used incorrectly as a 
surrogate for complications of diabetes and the 
side- effects of the intervention (rosiglitazone) 
were not properly considered. 

 Often the choice of surrogate marker is not 
driven by the underlying pathophysiology but 
instead by the serendipitous availability of the 
marker. Wherever possible surrogate markers 
should be fully validated against a reference or 
“gold” standard to prove they really are indica-
tors of the underlying disease process or feature. 
The preceding examples emphasise the impor-
tance of fully understanding the relationship 
between a surrogate marker and the underlying 
disease processes. They also indicate the risks of 
linking a biomarker to a clinical endpoint before 
full validation and/or qualifi cation of the bio-
marker has been demonstrated. Where biomark-
ers are being used to monitor or guide therapeutic 
interventions, they also illustrate the importance 
of considering whether the intervention may have 

unanticipated side-effects that are not refl ected 
by the biomarker itself. 

 It is frequently the case that the selection of a 
biomarker of an underlying disease process or 
feature does not directly address the desired clin-
ical questions, which are usually to make a diag-
nosis or predict survival or response to therapy. 
Frequently, these important clinical endpoints are 
infl uenced by multiple factors and not just a sin-
gle underlying disease process. Often the under-
lying process for which an imaging biomarker is 
sought is an intermediate biomarker itself. In 
some cases, the underlying disease process or 
feature is known to be causal, but in many cases 
this is unproven, and at best there may be only 
evidence of an association between the process 
and the actual disease of interest. 

 Finally, the dynamic range of a biomarker and 
its ability to discriminate abnormal from normal 
is important. Some functional imaging biomark-
ers may appear attractive qualitatively such as 
using the hepatic uptake (and related T1 signal 
change) of the hepatobiliary agent gadoxetic acid 
as a marker of liver function. However, in this 
case, it has been shown that there is large normal 
phenotypic variation of the required transporter 
protein OATP4 [ 43 ], making measurements 
based on this approach diffi cult to interpret, 
although there are many publications suggesting 
this biomarker role [ 47 ,  67 ,  72 ]. Therefore, bio-
markers require a good dynamic range and the 
ability to clearly discriminate between normal 
and abnormal and responders and nonresponders. 
Reducing unwanted biomarker variation also 
means the biomarker itself has to have acceptable 
reliability and repeatability as well as good preci-
sion and accuracy as discussed in earlier chap-
ters. An assessment of the biological plausibility 
for our three key examples follows. 

12.2.1     MR Elastography 

 MRE is a non-invasive technique that provides an 
absolute measure of bulk tissue stiffness in vivo. 
Initial MRE evaluation has been based on its per-
formance against the reference standard of histo-
pathological assessment of hepatic fi brosis. 
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Clinical examination and palpation at the bedside 
[ 25 ]. and during surgery provides the initial evi-
dence for the relationship between increased 
macroscopic liver stiffness and fi brosis. 
Histopathological evaluation both macroscopi-
cally and microscopically has also shown an 
association between the presence of increased 
collagen deposition and progressive hepatic 
functional impairment [ 29 ]. There is substantial 
research associating the extent and type of liver 
fi brosis with clinical endpoints [ 14 ]. There is also 
evidence from other body organs that abnormally 
increased fi brosis related to collagen deposition 
is associated with increased organ stiffness. 
Overall there is good evidence from several 
sources that increased liver stiffness is associated 
with increased liver fi brosis and that this is likely 
to be causally related [ 17 ,  61 ].  

12.2.2     CT Colonography 

 Evaluation of the performance of CT colonogra-
phy has been based on the reference standard of 
optical endoscopy polyp detection. Colonic ade-
noma detection itself is here partly being used as 
a biomarker of risk of progression to colorectal 
cancer. It is now widely accepted that most 
colorectal cancers arise via the adenoma- 
carcinoma sequence. Evidence for this is drawn 
from a variety of different sources. Firstly, the 
geographical variation of adenoma prevalence 
correlates with that of colorectal cancer [ 10 ]. 
Prior to the practice of colonoscopic polypec-
tomy, the natural history of polyps was observed 
[ 64 ], with carcinomas being found at the site of 
previously demonstrated adenomas. It is not 
uncommon to fi nd foci of invasive malignancy 
within adenomas [ 18 ] and vice versa [ 13 ]. 
Finally, adenomas and carcinomas have a similar 
anatomical distribution, favouring the distal 
colon and rectum [ 9 ]. These factors led to the 
proposal of the Vogelstein model for colorectal 
carcinogenesis [ 15 ]. Adenoma detection at opti-
cal colonoscopy is therefore very plausible as the 
“gold standard” surrogate marker for cancer risk 
and for the assessment of non-invasive colonic 
imaging tests such as CT colonography.  

12.2.3     CT Perfusion Metrics 

 CT perfusion is a tracer method based on serial 
imaging of the fi rst-pass and subsequent tissue 
uptake of an injected bolus of an extracellular 
iodine-based contrast agent. Based on simple 
area under the time-concentration curves and 
multi-parametric pharmacokinetic modelling, 
several metrics can be derived that are related 
to blood fl ow, tissue perfusion, permeability 
and tracer exchange between vascular and 
extracellular tissue compartments. Qualitatively, 
the “enhancement” of suspected tumours has 
long been used as an indicator of a blood supply 
and conversely the loss of enhancement as an 
indicator of effective treatment, for example, in 
GIST [ 8 ]. A blood supply is known to be essen-
tial for providing nutrients to support the 
growth and dissemination of most tumours. For 
this reason the assessment of tumour perfusion 
(typically the amount of blood reaching the 
tumour in mls/min/ml of tissue) and related 
parameters are considered important for pre-
dicting disease progression and the potential 
for tumour therapy delivered via the blood sup-
ply. However other factors apart from the 
amount of blood being delivered to the tumour 
(i.e. perfusion) are known to infl uence tumour 
growth and outcomes and in particular the 
nature and distribution of the blood vessels, 
their origin and their effi ciency in nutrient 
delivery to the tumour as well as level of oxy-
genation are key factors that may vary for a 
given level of “perfusion”.   

12.3     Selecting a Suitable 
Reference Standard 
for Validation 

 The reference standard should ideally be an 
established method of measuring exactly the 
same process or feature that the biomarker is sup-
posed to be measuring. As already discussed this 
is often intrinsically diffi cult and may be imprac-
tical to undertake in vivo in humans. Furthermore 
this is predicated on the correct selection of the 
biomarker in relation to the underlying disease 
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process as discussed earlier. Any limitations of 
the biomarker or confounding factors also need 
to be taken into account when comparing with a 
reference standard. 

12.3.1     Liver MRE 

 Direct mechanical measurements of liver stiff-
ness have proven diffi cult to obtain in vivo and 
are probably only practical during open 
abdominal surgery. In practice,  histopathology 
fi brosis staging  has been widely used as the 
reference standard for the initial evaluation of 
MRE. The histopathological evaluation of liver 
fi brosis has been validated against clinical end-
points [ 14 ]. Although the link between hepatic 
fi brosis and liver stiffness is plausible as out-
lined above, the histopathological evaluation 
of liver disease typically includes the evalua-
tion of many other features (e.g. infl ammation, 
proliferative rate, vascular impairment, cellu-
lar necrosis, immunohistochemistry). This has 
led to different disease- specifi c staging sys-
tems which can be diffi cult to compare directly 
with a single metric of liver stiffness. An alter-
native approach is to focus on the collagen 
component of fi brosis alone and employ semi-
automated computerised quantitative assess-
ments of the degree of fi brosis, for example, 
using trichrome stains for collagen [ 46 ].  

12.3.2     CT Colonography 

 CTC has been assessed against the double con-
trast barium enema (DCBE) in a variety of stud-
ies including the SIGGAR trial [ 26 ]. DCBE was 
used as a gold standard given that it was widely 
available, acceptable to patients, gave results 
almost immediately and was plausible given 
what was known regarding colorectal cancer 
pathogenesis. Given the mounting evidence that 
DCBE is inferior in accuracy to both colonos-
copy and CTC [ 3 ], it is no longer in widespread 
clinical use. Its poor performance and lack of 
availability makes it unsuitable for continued use 
as a gold standard. 

 Optical colonoscopy detection of adenomas 
with biopsy is now considered the gold standard 
reference test for colorectal adenomas and 
colorectal cancer. Apart from surgical resection, 
it is the only way of gaining histological confi r-
mation of the presence of neoplasia. New tests 
such as CT colonography are therefore validated 
against optical colonoscopy which is an attractive 
gold standard given its wide clinical use, immedi-
ate results and patient acceptability.  

12.3.3     CT Perfusion Metrics 

 Defi ning a reference standard for human in vivo 
measurements of tumour perfusion has proven 
extremely diffi cult and identifying suitable stan-
dards challenging. The best widely accepted 
reference standard for tissue perfusion is the use 
of injected microspheres with subsequent quan-
titative analysis of the tissue either by micros-
copy or more recently radioactivity emission. 
This is not practical to perform in man but ani-
mal studies in kidney [ 35 ], heart [ 63 ] and liver 
[ 38 ] have provided indirect evidence that 
CT-based perfusion parameters in humans are 
likely to be valid. Alternative reference stan-
dards include the histopathological assessment 
of blood vessels (e.g. microvessel density) and 
the use of other tracer- based measurements ( 15 O 
water PET). 

 In the 1990s, tumour microvessel density 
(MVD) was proposed as a practical alternative 
reference standard that could be evaluated in 
tumour biopsy or resection samples and therefore 
used for validation and potentially in clinical 
practice. Biologically, this approach appears 
highly plausible, i.e. that the amount of vascula-
ture within a tumour would be a marker of overall 
tumour perfusion. However, in many human (and 
animal) tumours where this relationship has been 
studied, it does not appear to be valid. It is thought 
that the chaotic nature and variable permeability 
of tumour vessels makes the performance and 
effi ciency of tumour perfusion relatively unre-
lated to MVD, and this has been demonstrated in 
the endometrial tumours [ 24 ] and colorectal 
tumours [ 12 ]. This also probably explains why 
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MVD does not appear to be associated with ther-
apeutic effi cacy [ 28 ]. 

 PET-based radiotracers such as  82 Rb, 
 13 N-ammonia and  15 O water PET studies offer 
another potential approach to perfusion valida-
tion in vivo. These approaches have almost exclu-
sively been applied to myocardial perfusion, and 
they are both expensive and complex requiring 
whole-body PET systems, specialised generators 
and cyclotron facilities to generate the short-lived 
 15 O water radiotracer.   

12.4     Imperfect Standards: Effects 

 In practice, it is virtually impossible to have a ref-
erence “gold” standard for biomarker validation 
that is perfect with 100 % precision, sensitivity, 
specifi city and accuracy. Typically, the standard 
(as well as the biomarker) will be infl uenced by 
other factors apart from the underlying disease 
process or feature of interest. These factors can 
reduce specifi city and sensitivity and introduce 
bias or create confounding depending on the par-
ticular situation in which the biomarker is being 
used [ 69 ]. In addition, the intrinsic variability 
(i.e. repeatability and reliability) of the reference 
standard if large will reduce precision and may 
limit or prevent biomarker validation. An often- 
overlooked pitfall is that if the biomarker of inter-
est actually has better performance than the 
reference standard, then it will be impossible to 
prove this without further evaluation and its real 
value may be missed. This issue has been high-
lighted by the inappropriate but frequent use of 
serum creatinine as a “gold standard” for evaluat-
ing new biomarkers of acute kidney injury [ 68 ]. 

12.4.1     Liver MRE and Histopathology 

 Although histopathology has been validated 
against clinical outcomes in chronic liver disease 
and a panel of conventional microscopy features 
along with immunohistochemical markers are 
widely used to diagnose and evaluate liver dis-
ease, there are recognised limitations. The most 
obvious is sampling error as the majority of liver 

biopsy specimens are small core samples that 
may be infl uenced by regional variation in the 
liver. This is well appreciated in imaging with 
spatial variation of fat and fi brosis being rela-
tively common fi ndings in routine examinations 
on US, CT and MRI (Fig.  12.1 ). Is there proof 
that fi brosis observed at histology does correlate 
with liver stiffness assessed by other methods? 
There is biopsy and mechanical testing-based 
evidence this relationship does hold [ 40 ], and of 
course clinical palpation of tumours and other 
lesions supports this linkage. However, is the 
relationship a linear one? Is there evidence that 
the actual physical amount of collagen correlates 
with stiffness changes or is there a threshold or 
plateau effect that we are unaware of in the rela-
tionship? These latter questions remain largely 
unanswered and are clearly diffi cult to address 
in vivo. Another key limitation is the assumption 
that the fi brosis grading – typically a 5- or 
6-point scale refl ects just increasing amounts of 
collagen in the sample. In practice other features 
such as the appearance of the collagen (e.g. 
“bridging” pattern) and not just the amount infl u-
ences the histopathology grading level. A further 
complication with the reference standard is that 
it is a largely subjective standard relying on 
human experience and observation. There are 
several studies indicating that substantial 

  Fig. 12.1    A T2w fast spin echo image of the liver demon-
strating geographic variation of fi brosis. Clearly biopsies 
obtained at location  1  and  2  are likely to differ consider-
ably in their grading undermining the concept of a whole 
liver fi brosis stage based on histopathology       
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interobserver and intraobserver variation exists 
for liver fi brosis grading even by experienced 
histopathologists [ 6 ,  55 ].

12.4.2        CT Colonography and Optical 
Colonoscopy 

 Establishing the sensitivity of optical colonos-
copy is an area that is diffi cult, largely because of 
the absence of an alternative, easily available ref-
erence standard. A per-polyp miss rate of 6 % for 
large adenomas (>10 mm) has been suggested by 
comparing back-to-back colonoscopies [ 56 ]. 
Given that this study used colonoscopy as its own 
reference standard, the miss rate of 6 % is likely 
to be an underestimate. For example, a polyp hid-
den behind a fold would be more likely to be 
missed by both colonoscopists (Fig.  12.2 ). This 
limitation may explain why when CT colonogra-
phy is used as the reference standard, optical 
colonoscopy has a much higher miss rate of 12 % 
for large adenomas (10 mm or more in size) [ 51 ].

   All colonoscopies are not equal however, for 
example, there is considerable variation in the 

polyp detection rate between colonoscopists 
[ 59 ] and even for the same colonoscopist at dif-
ferent times of day [ 66 ]. The upshot of this is 
that studies assessing the positive predictive 
value of CTC will be entirely dependent on the 
quality of local colonoscopy. Even in large aca-
demic centres, a signifi cant proportion of so-
called CTC false positives missed at initial 
colonoscopy will be true positive fi ndings on 
repeat targeted colonoscopy [ 52 ].  

12.4.3     CT Perfusion Metrics 

 As discussed earlier CT perfusion presents par-
ticular problems as none of the reference stan-
dards available in vivo can actually directly 
measure perfusion. Added to this the analysis 
models used for the biomarker itself vary, 
rely on different assumptions and algorithms 
(Fig.  12.3 ), may have different metrics and have 
been shown to generate differing results based 
on the same raw acquisition data [ 74 ]. In this 
situation it is clear that not only are the CT per-
fusion biomarkers generated by CT multiple but 

  Fig. 12.2    A 1.5 cm polyp cancer at CT colonography on 
2D ( left ) and 3D magnifi ed ( right ). It is diffi cult to estab-
lish without repeat colonoscopy whether this polyp is 
actually a false negative at colonoscopy and true positive 
at CT colonography – or the reverse. It is typically very 

diffi cult to establish that a new test performs better than 
the reference test used and it has been argued that CT 
colonography should be the reference standard by which 
to validate optical colonoscopy       
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they have substantial intrinsic variability adding 
to the diffi culty of validation.

   PET-based radiotracer approaches offer pos-
sibly the best in vivo option for validating CT 
perfusion as a biomarker. However, these tech-
niques also have several potential confounding 
factors, such as attenuation correction, low spa-
tial resolution and correction for blood pool sig-
nal, and the results of the two techniques are 
diffi cult to directly compare. The modelling 
approaches taken for CT and PET perfusion have 
evolved separately and the metrics generated do 
not directly compare [ 1 ,  39 ]. In practice, the 
models developed for PET also differ between 
radiotracers. Although  15 O-labelled water is an 
ideal tracer for fl ow quantifi cation (as its uptake 
is linearly related to fl ow), a single-compartment 

model is used, whereas a 3-compartment model 
has been developed for blood fl ow quantifi cation 
with  13 N-ammonia and a two-compartment model 
is used for  82 Rb [ 2 ].   

12.5     Managing Imperfect 
Standards 

 Given that the majority of reference standards are 
imperfect, it is important that the limitations are 
recognised when validation is being considered. 
An important preliminary step is to ensure good 
reliability and repeatability of the biomarker 
itself. Then attempts should be made to improve 
the reliability and repeatability of the reference 
standard or develop a new more robust standard 
[ 20 ]. Typically, most reference standards are 
infl uenced by some factors which do not affect 
the biomarker so reliability and repeatability may 
be improved by identifying these factors and 
carefully controlling for them. This might be 
achieved by using carefully specifi ed conditions 
for the validation process or by excluding those 
reference measurements where the additional 
factors clearly have an infl uence. If the standard 
remains “fl awed” at this stage, it may still be pos-
sible to quantify any bias effect and account for 
this using a statistical model approach. Statistical 
strategies for combining information from two 
“imperfect” standards have been devised for the 
validation [ 42 ]. Alternatives might include the 
use of imaging “phantoms” where a carefully 
defi ned and known test object can be used as an 
ex vivo substitute for an in vivo measurement. 
This approach has been used, for example, to ini-
tially validate MR measurements of fat fraction, 
hepatic iron concentration and tissue stiffness; 
however ex vivo references usually introduce 
their own limitations, which may infl uence the 
results. Finally, where a suitable reference stan-
dard cannot be found to validate the biomarker, 
then it has been argued that it is still acceptable to 
provide specifi c qualifi cation of a biomarker 
based on its performance against  clinical 
endpoints. 

  Fig. 12.3    CT time-density curves ( upper graph ) from a 
dynamic liver study demonstrating the measured arterial 
signal ( red ) and the portal venous signal ( blue ). In the 
lower graph, a multi-parameter model has been used to fi t 
a curve to the simultaneously acquired liver parenchyma 
signal measurements. Several different models have been 
used with varying background assumptions leading to 
variable results. In some applications image registration to 
counter physiological motion adds another variable factor 
into the analysis. The lack of a widely accepted robust 
reference standard for validating tissue perfusion bio-
markers has probably contributed to the profusion of dif-
ferent types of model and analysis software, in turn 
limiting clinical application (Courtesy of Dr A. Gill)       
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12.5.1     Liver MRE and Histopathology 

 As discussed in the previous section, there are 
many reasons why histopathology is an imperfect 
measure of liver stiffness against which to validate 
MR elastography. The effects of some of these fac-
tors can be managed by controlling the relevant 
biomarker and reference standard conditions to 
make them both as likely as possible to refl ect the 
desired underlying process. As an example for 
MRE, excluding livers from validation studies 
where there is known iron accumulation (Fig.  12.4 ) 
or regions of focal confl uent fi brosis (on imaging) 
would reduce sampling variation. Avoiding cases 
with other obvious biomarker- confounding factors 
(Fig.  12.5 ) such as acute infl ammation (e.g. acute 
hepatitis) or where elevated vascular or biliary 
tract pressure changes are likely (e.g. right heart 
failure, bile duct obstruction) could also improve 
the validation process. Using pathologist consen-
sus and a single “fi brosis” grading scale may 
improve reliability and repeatability of the stan-
dard. Given the subjective and non-linear nature of 
the established grading scales for fi brosis, an alter-
native approach to improve the reference standard 
that has been tried is semiautomated quantitative 
collagen estimation [ 16 ,  46 ] within a selected 
microscope fi eld of view. This is achieved using 
specifi c collagen stains such as sirius red and auto-
mated microscopy and image analysis methods to 

quantify the proportion of stain present as a per-
centage of the whole fi eld of view [ 21 ]. Several 
authors have considered direct mechanical stiff-
ness measurements in post-mortem livers, but 
clearly the lack of vascular perfusion and altera-
tion of tissue mechanical properties with tempera-
ture make this approach unlikely to be comparable 
to in vivo measurements. A method for mechani-
cally assessing the liver stiffness at open surgery 
has been developed [ 44 ], but as the authors discuss 

  Fig. 12.4    An elastogram ( left ) giving heterogeneous val-
ues of 0–2kPa over the liver. This could be interpreted as 
normal, but in fact the MRE measurement has failed com-
pletely as liver signal is abnormally reduced on the T2w 

imaging ( right ) owing to accumulation of iron in the liver. 
This has reduced the signal from liver making shear wave 
detection impossible       

  Fig. 12.5    An abnormally stiff liver (>8kPa) at MRE indi-
cating advanced fi brosis. However, it is important to rec-
ognise that increased liver stiffness may occur acutely 
owing to hepatitis, hepatic vein occlusion and biliary 
obstruction. Validation studies should recognise and 
exclude such confounding aetiologies for both the bio-
marker and the reference standard       

 

 

D.J. Lomas and E. Godfrey



147

in some detail, their results do not correlate well 
with other approaches including MR methods. 
This is partly owing to their tube aspiration method 
being infl uenced by the constraining liver capsule. 
It is also not yet fully understood how liver stiff-
ness is infl uenced by the “closed” abdomen and 
intra-abdominal pressure changes quite apart from 
possible infl uences of anaesthetic drugs on hepatic 
haemodynamics. Finally statistical approaches to 
utilising more than one imperfect reference stan-
dard have been applied to achieve liver fi brosis 
validation with mixed results [ 53 ,  54 ].

12.5.2         CT Colonography and Optical 
Colonoscopy 

 Training is of crucial importance in maintaining a 
high adenoma detection rate, and improving train-
ing can have a positive effect [ 31 ]. In the UK, the 
Joint Advisory Group (JAG) on GI endoscopy 
sets standards for competence in GI endoscopy 
and quality assures endoscopy units, training and 
services. As an example of how JAG monitors 
standards, research using the JAG Endoscopy 
Training System (JETS) database has provided 
evidence that the current requirement for trainee 
colonoscopists to complete 200 procedures prior 
to assessment may be too few [ 70 ]. In the future, 
this research is likely to drive up the minimum 
requirements for independent practice. 

 Various technical improvements in colonos-
copy have been used in attempts to drive up the 
adenoma detection rate. Chromoendoscopy 
describes the use of dye spraying during colonos-
copy and is a way of improving sensitivity for 
diminutive polyps [ 33 ]. Technique changes, for 
example, changing the patient’s position during 
the examination [ 33 ], as well as the use of acces-
sories such as the “Endocuff” [ 35 ], can also 
improve the adenoma detection rate. 

 In addition to improving the “gold standard”, 
the new biomarker can be validated against itself 
over time. For example, a polyp seen at CTC in 
the same place but larger over time is likely to be 
a genuine fi nding even if not seen at colonoscopy. 
This can be used as justifi cation for repeating 
invasive tests such as colonoscopy [ 54 ].  

12.5.3     CT Perfusion Metrics 

 CT perfusion biomarkers are largely based on 
pharmacokinetic models, and because there are 
several different models, different analysis soft-
ware and potentially different methods of data 
acquisition, it is important to control for these. 
Most research groups have developed a specifi c 
technique often using a specifi c CT system to 
ensure acceptable repeatability and reliability of 
the biomarker metrics. It is of interest that the 
simplest least processed metric – the integrated 
area under the time-concentration curve 
(IAUCC) – is often the metric with highest cor-
relation in many research studies rather than the 
model-based calculated parameters such as 
Ktrans, distribution volume, etc. 

 Having established a repeatable CT perfusion 
biomarker then, the problem of validation arises 
as the best techniques are not practical or ethical 
in humans in vivo. Animal-based validation has 
been performed successfully using microsphere 
techniques giving some confi dence in the tech-
nique as discussed earlier, but in man, imperfect 
standards such as  15 O or  82 Rb tracer methods 
must be used. As these typically use different 
tracers (e.g. freely diffusible H 2  15 O vs extracel-
lular iodine-based CT tracers), models and differ-
ent metrics, direct comparison for validation is 
very diffi cult, and unsurprisingly results often 
vary substantially [ 22 ,  23 ]. In addition other fac-
tors may infl uence the reference standard results, 
for example, radioactive tracer dose variation, 
cardiac output, arterial blood sampling variation 
and fi ltering and post-processing algorithms. 
Instead of absolute metrics, those based on pre- 
and post-intervention ratio changes of the bio-
marker can be compared with the same changes 
in a reference standard, and this may prove to be 
the best in vivo validation that is available. As a 
result of these challenges and practical issues, the 
validation of CT perfusion in man has been 
severely limited. However, based on the evidence 
from animal work and clinical studies, and 
despite the relatively poor validation, there are 
many advocating [ 33 ] that the technique can still 
be successfully “qualifi ed” for use as a tumour 
biomarker.   
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12.6     Biomarker Qualifi cation 

 When a biomarker has been validated against a 
reference standard, it may still require qualifi ca-
tion in order to confi rm its relationship with all 
important clinical endpoints. This has become 
the accepted process for a biomarker to be 
approved by regulatory authorities such as the 
FDA or the EMA for use as a surrogate endpoint 
in clinical drug trials. Where validation of a bio-
marker proves impossible, for example, ethically, 
or is limited by the problems of the inadequate or 
impractical reference standard, then a case can 
still be made for biomarker qualifi cation. 

 Qualifi cation involves linking the biomarker 
directly to biological and clinical endpoints, and 
there is an inherent risk in this step as the plausi-
ble relationship between the biomarker and the 
underlying biology is extended towards disease 
outcomes and any assumed relationship may in 
fact be more associative than causal. The risk of 
confounding and bias increases and the biologi-
cal linkage may no longer be valid – as in the 
CAST trial discussed initially. Qualifi cation 
requires demonstrating that biomarker changes 
truly refl ect clinical endpoints. This often requires 
carefully controlled conditions, for example, by 
limiting biomarker use to specifi c disease cohorts, 
specifi c clinical endpoints and under a specifi c 
range of conditions that reduces the risk of other 
factors infl uencing or confounding the results. 
This may involve constraining the biomarker 
acquisition to a specifi c imaging system manu-
facturer and analysis software. If prospective tri-
als can demonstrate the value of the biomarker 
under these specifi c conditions, then it can be 
qualifi ed for use in trials – but only under the 
same “qualifying” conditions. 

12.6.1     Liver MRE 

 MRE has been extensively validated using histo-
pathologic fi brosis stage as a gold standard, but 
awaits qualifi cation for its use in predicting clini-
cal endpoints such as development of HCC, liver 
decompensation or death. Given that the histo-
pathologic fi brosis stage has only relatively 

recently been qualifi ed against these clinical end-
points [ 14 ], it is perhaps not surprising that MRE 
awaits this step. There is some initial evidence 
that MRE-measured liver stiffness may be a risk 
factor for developing HCC in patients with 
chronic liver disease referred for MRI following 
an abnormal ultrasound [ 44 ]. Although this does 
not qualify the technique for the prediction of 
HCC development, it is at least encouraging. 
Further support can be drawn from qualifi cation 
of similar biomarkers, in this case the demonstra-
tion that ultrasound elastography is predictive of 
clinical endpoints [ 50 ,  63 ], but this does not obvi-
ate the need for separate qualifi cation of 
MRE. Several studies have also demonstrated 
that liver MRE could in future be qualifi ed as a 
predictor of portal hypertension and variceal 
haemorrhage [ 59 ,  62 ,  67 ]. Given the limitations 
of histopathological staging, it is probably appro-
priate that qualifi cation of hepatic MRE is 
explored until a better reference standard for vali-
dation is developed.  

12.6.2     CT Colonography 

 CTC has been extensively validated in patients 
undergoing both CTC and optical colonoscopy 
(using optical colonoscopy as the gold standard) 
[ 3 ,  27 ,  30 ,  38 ]. Data to support qualifi cation 
against hard clinical endpoints are emerging but 
as yet are incomplete. In patients undergoing 
CTC to clear the colon proximal to an obstructing 
tumour, there is evidence using the resection 
specimen as the gold standard that CTC is 100 % 
sensitive for malignancy but only 70 % sensitive 
for lesions ≥ 6 mm [ 51 ]. 

 Qualifi cation of CTC for its use more widely 
in symptomatic patients or as a screening tool is 
lacking. The endoscopic removal of colonic 
 adenomas has been shown to reduce deaths from 
colorectal cancer [ 60 ]. The effect of carrying out 
CTC (and subsequent endoscopic polypectomy) 
on cancer-specifi c or all-cause mortality in symp-
tomatic or asymptomatic patients has yet to be 
reported – this is likely a refl ection of the relative 
novelty of the technique and the time it would 
take for meaningful results to emerge (i.e. at least 
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5 years). As there are ongoing trials evaluating 
CTC in screening, it may be that this is the next 
context for its qualifi cation [ 11 ].  

12.6.3     CT Perfusion Metrics 

 Owing to the diffi culties of validating CT perfu-
sion metrics in vivo in humans and the complex-
ity of the various models and metrics employed, 
there has been a tendency to qualify CT perfusion 
metrics against clinical endpoints. Often these 
studies have involved relatively small cohorts and 
several authors [ 19 ] consider that further studies 
using much large cohorts are needed to properly 
qualify CT perfusion metrics for clinical use. In 
order to try and standardise as well as reduce the 
complexity and variability of CT perfusion met-
rics, several groups have also issued guidelines 
on the technique and analysis [ 41 ]. 

 Many of these relatively small studies have 
demonstrated that CT perfusion metrics that 
indicate “high” levels of tumour perfusion at 
baseline correlate with a relatively good response 
to therapy and overall outcomes, for example, in 
breast cancer [ 37 ]. The survival and response of 
liver metastases to radioembolisation has been 
correlated with baseline CT perfusion metrics 
[ 43 ]. Perfusion metrics have also been used to 
predict survival in gliomas [ 73 ] and outcomes in 
head and neck tumours [ 5 ]. Other qualifi cation 
studies include stroke outcomes which have 
been correlated with CT perfusion [ 52 ] and the 
risk of hyperperfusion syndrome after carotid 
stenting [ 75 ].   

12.7     Pearls to Help Avoid Pitfalls 

 This chapter should make clear that full valida-
tion of imaging biomarkers against a robust refer-
ence standard is often extremely diffi cult to 
achieve. The list of key questions in Table  12.1  
should be considered when validation of an imag-
ing biomarker is being planned. It is important to 
understand that even following validation of a 
biomarker it is often impossible to demonstrate 
unequivocally that the underlying biological pro-

cesses (and their reference standards) used for 
validation are causal in respect of the desired 
clinical endpoints when a biomarker is utilised in 
a specifi c disease setting. The inevitable desire to 
use convenient non-invasive imaging biomarkers 
as a surrogate endpoint in trials should not over-
ride the need for strong supporting evidence both 
for validation and qualifi cation of the biomarker 
wherever possible. Many imaging biomarkers 
lack evidence in both respects but are being pro-
moted as surrogates for use in clinical trials. The 
imaging community needs to be aware of the 
 pitfalls not just inherent in the use of inadequate 
or misleading reference standards but perhaps 
more importantly of the need to focus carefully 
on undertaking carefully designed prospective 
qualifi cation trials in ideally large populations. 
The paucity of these trials explains why, despite 
substantial interest in this area, only a small num-
ber of imaging biomarkers have survived the 
regulatory process of qualifi cation as surrogate 
endpoints for drug trials or clinical use.

   Table 12.1    Questions to ask before attempting imaging 
biomarker validation   

 Have I chosen the most appropriate biomarker? 

 Have I chosen the best available reference standard? 

 Is the reference standard practical/ethical to use for 
validation? 

 How will I validate the biomarker with the reference 
standard? 

 Is there a plausible biological link between biomarker, 
reference standard and clinical outcomes? 

 What factors infl uence the biomarker and reference 
standard that may confound validation? 

 Can these factors be adequately controlled for during 
validation and clinical use? 

 What is the sensitivity and specifi city of the reference 
standard for the underlying process? 

 What is the reliability and repeatability of the 
biomarker and the reference standard? 

 Can the standard be improved before using it for 
validation? 

 Can I quantify and take account of any bias effects in 
the reference standard? 

 Can I use more than one reference standard for 
validation? 

 Can the biomarker be qualifi ed for specifi c relevant 
clinical outcomes? 
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13.1           Introduction 

 The modern medicine is constantly looking for 
the link between genetics, etiology, clinical man-
ifestations, and treatment of diseases. In this 
regard, the anatomical and physiological interin-
dividual differences and similarities, the predis-
position to disease development, and its 
responsiveness to treatment depend widely from 
detailed information enclosed in the genoma [ 1 ]. 

 The advent of biomedical research promoted 
the creation of an increasing number of facilities 
for long-term storage and retrieval of human cell 
and tissue samples. These biorepositories are 
known with the term of “biobanks,” which repre-
sent organized collections of biological samples 
(usually of human origin), centrally stored for 
one or more research purposes [ 2 ]. Human bio-
banks include biological material of healthy sub-
jects and/or patients with specifi c pathologies 
(disease oriented), of which the most frequent are 
cancer related. However, there is some confusion 

about the meaning of this term: some defi nitions 
are general, including all facility types for bio-
logical sample collection, while others are spe-
cifi c, comprehending strictly human sample 
collections [ 3 ]. Therefore, a clear defi nition of 
the term is an important step toward fostering the 
collaboration among researchers, allowing easy 
access to potential sample sources [ 4 ]. 

 The history of biobanks starts with the pathol-
ogy collections on the eighteenth–nineteenth 
century. During the second half of the twentieth 
century, the biomedical research was promoted in 
the United States and then in Europe with numer-
ous collections of human samples for research 
purposes. In the recent decade, several interna-
tional initiatives have emerged in order to pro-
mote and coordinate all existing and new 
biobanks and to develop standardized protocols 
and metrics [ 5 ]. The main goal of these initiatives 
is the implementation of infrastructural projects, 
aimed to improve the biomedical research by 
encouraging generic interoperability [ 6 ,  7 ]. 

 The Biobanking and Biomolecular Resources 
Research Infrastructure (BBMRI) was one of 
the fi rst European Research Infrastructure proj-
ects funded by the European Commission in 
January 2011. 

 Actually, BBMRI is the largest organization 
of biobanks and biospecimen collections world-
wide, including a 53-member consortium with 
over 280 associated organizations from over 
30 countries. 
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 BBMRI is implemented under the European 
Research Infrastructure Consortium (ERIC) legal 
entity and its headquarters, located in Graz 
(Austria), and is responsible for the coordination of 
national activities in all participating countries [ 8 ]. 

 Nevertheless, all data deriving from radiologi-
cal imaging were not included in such biobanks; 
only recently, several projects have been started 
up for creating large repositories of image data, 
called “imaging biobanks” [ 9 ]. In this context, 
the registration of all imaging biobanks is essen-
tial, as well as the defi nition of structured 
approach for imaging data storage and retrieval. 
The latest goal is the research of a connection 
between the imaging and tissue biobanks, provid-
ing a deep association between the phenotype 
and genotype, by means of possible imaging bio-
markers [ 2 ].  

13.2     Radiomics 
and Personalized Care 

 The recent advent of high-throughput techniques 
for molecular analysis, including genomics, tran-
scriptomics, proteomics, metabolomics, and 
imaging techniques, has allowed the storage of a 
large collection of data for identifying biomark-
ers used in the disease stratifi cation, prediction, 
and early diagnosis of diseases [ 10 ,  11 ]. 

 In this regard, the “radiomics” can be defi ned 
as the science that deals with the high-throughput 
extraction, storage, and analysis of a large amount 
of quantitative imaging features ( imaging bio-
marker ) in order to create accessible databases 
from radiological images and to reveal quantita-
tive predictive or prognostic associations between 
images and medical outcomes [ 12 ,  13 ]. The mod-
ern and multiparametric imaging, characterized 
by digital and quantifi able informations, provides 
a set of biomarkers of the same patient that allow 
us to quantify the information. These biomarkers 
may refer to the organ function or neoplastic 
mass characteristics, and they are expressed by a 
number. 

 Examples of biomarkers are the diameter, 
 volume, computed tomography (CT) density 
measurement, magnetic resonance (MR) signal 

intensity, standard uptake value (SUV) in posi-
tron emission tomography (PET) imaging, con-
trast enhancement (valuated in MR, CT, or 
ultrasound examination), perfusion parameters 
(i.e., blood fl ow, blood volume, mean transit 
time, and permeability), tissue elasticity in elas-
tosonography, tissue pattern (texture analysis), 
morphological pattern, and much more. 
Moreover, beyond radiology, other types of 
images can be collected, for example, from 
endoscopy, microscopy, and surgery, providing 
measurable personalized data. Each of these bio-
markers is patient specifi c and will be stored, 
analyzed, and correlated as part of a cluster of 
biomarkers of that patient [ 14 ]. 

 The main focus of imaging biobanks is the 
“personalized medicine,” where the treatment is 
increasingly tailored on the basis of specifi c char-
acteristics of the patient and their disease [ 15 ]. 
Quantitative medical imaging, with the identifi -
cation of imaging biomarkers, represents a cru-
cial part of personalized medicine providing 
selection criteria and follow-up strategies, tai-
lored to the patient’s needs [ 16 ]. All these imag-
ing informations should be considered as the 
phenotypic expression of a patient and can be 
correlated to the genotype. In this setting, the 
radiogenomics, which is the extension of 
radiomics, aims to identify a link between geno-
type and phenotype imaging [ 17 ].  

13.3     Imaging Biobanks: Current 
Status 

 The imaging biobanks are wide data collection 
including medical images and their correlated 
imaging biomarkers. The content of these bio-
banks, linked to that of biorepositories, should be 
available in a shared workfl ow among all 
researchers. A European network of imaging bio-
banks could signifi cantly enhance the validation 
of new imaging biomarkers that could be poten-
tially used as prognostic and predictive descrip-
tors in the clinical practice. 

 In March 2014 the European Society of 
Radiology (ESR) instituted a dedicated working 
group (ESR WG on imaging biobanks) aimed at 
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monitoring all existing imaging biobanks in 
Europe, promoting the federation and communi-
cation among them in a white paper [ 2 ]. 
Furthermore, the ESR Working Group promoted 
the realization of imaging biobanks and tech-
niques for the analysis and processing of imaging 
biomarkers, stimulating the integration of exist-
ing image data repositories and also the link 
between the imaging biobanks and traditional 
biobanks, as well as encouraging the researcher 
cooperation for the standardization, validation 
and benchmarking of all data stored. The devel-
opment of imaging biobanks is focused on imag-
ing data collection and sharing for clinical 
research programs (i.e., clinical trials). By the 
defi nition and validation of new biomarkers, the 
imaging biobanks meet the need for storage, dif-
fusion, and comparison of disease-specifi c data 
[ 14 ]. In this context, the international research 
collaboration promotes the comparing of imag-
ing tools, protocols, data, and expertise, in order 
to establish common acquisition protocols and to 
ensure high image quality. These data collections 
could be based on the regional/national screening 
programs or clinical trials (i.e., performed for 
colorectal cancer, breast cancer, or lung cancer). 
The oncologic imaging represents the most suit-
able fi eld for the discovery and validation of new 
biomarkers from multiple imaging modalities, 
since the oncologic patients are frequently moni-
tored for staging and follow-up of treatment 
response. Nowadays, there is a signifi cant need 
of detailed and accurate biomarkers, in order to 
reduce cancer morbidity and mortality, promot-
ing the progression of the traditional “one size 
fi ts all” strategy toward a new “personalized” 
cancer therapy [ 18 ].  

13.4     Imaging Data 
Standardization 

 Accordingly to the dissemination and implemen-
tation of imaging biobank, the imaging collection 
and storage standardization are needed. The 
development of data standards promotes the 
communication among all the biobanks, using a 
standardized format, in order to integrate and 

share suitable informations for all researchers, as 
well as to provide legal regulation in the institu-
tions [ 19 ]. Nowadays, this cooperation among all 
researchers about imaging biobanks is very poor. 
On these bases, the main focus of imaging bio-
banks is the endorsement of high-quality stan-
dard levels, yielding harmonized datasets for 
biomarker extraction thus reducing the inter- 
variability [ 20 ]. All imaging researchers should 
cooperate to improve and standardize the image 
acquisition protocols and archiving, the soft-
wares for data analysis and processing, and fur-
ther methodologies for imaging biobanks. 

 The current standardization efforts promote 
the spreading of new techniques for medical 
image acquisition, visualization, storage, and 
sharing. In this setting, the Picture Archiving and 
Communication System (PACS) is a medical 
imaging technology, which provides the storage 
and access of digital imaging datasets deriving 
from multiple modalities through a network con-
nection. The universal format for PACS image 
storage and transfer is the Digital Imaging and 
Communications in Medicine (DICOM) that 
encourages the interoperability between various 
systems of the healthcare institutions [ 21 ]. 
Moreover, this collaboration between healthcare 
enterprise professionals and industries resulted in 
the Integrating the Healthcare Enterprise (IHE), 
an international initiative, which defi nes how 
existing standards should be used (integration 
profi le) [ 22 ]. The Cross-Enterprise Document 
Sharing (XDS) integration delineates the guide-
lines for sharing documents among all healthcare 
institutions, promoting the connection between 
the imaging centers and imaging biobanks [ 23 ]. 

 Finally, the radiology report communicates all 
informations to the patient and referring physi-
cians. For these purposes, it should be uniform, 
comprehensive, and easily understood. In 2008, 
the Radiological Society of North America 
(RSNA) promoted the dissemination of “struc-
tured” report templates, consisting of clinical 
data, coded terminology (e.g., SNOMED, 
RadLex), technical parameters, measurements, 
annotations, and key images [ 24 ]. Furthermore, 
the IHE profi le (Management of Radiology 
Report Templates) defi nes the appropriate use of 
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templates, resulting in a wider diffusion of best 
practices and an improvement of radiology com-
munication quality [ 25 ].  

13.5     Ethical Issues 

 The recent biobank development gives rise to 
some issues about the big data management, in 
order to guarantee the respect of donors’ privacy. 
In this context, the ethical aspects as well as legal 
and security issues represent crucial steps in bio-
bank building and diffusion [ 2 ]. The ethical 
framework comprehends various steps, such as 
informed consent, donors’ privacy, data protec-
tion, and sharing across the biobanks, thus sus-
taining of public trust [ 26 – 28 ].

•     Informed consent  
 In the fi rst instance, each participant must be 
informed about how to store, manage, and 
share own data and samples. On this ground, 
after the understanding of research purposes, 
the donor will be asked to sign a very clear 
consent, legally proving his voluntary authori-
zation to data treatment in an anonymous 
form. No participant should be exposed to any 
research risk without their consent. However, 
there is still no consensus about the type of 
consent: some authors promoted a standard-
ized consent form, ensuring comparability 
among all biobanks; while, according to oth-
ers, the consent should respect geographical, 
social, and religious diversity [ 29 ,  30 ].  

•    Data protection  
 The data protection remains a very challeng-
ing legal task in biobanking. Among the 
European Union (EU) member countries, 
cross border data sharing and protection has 
been coordinated by the EU Data Protection 
Directive, leaving some margins for manage-
ment by the EU member states [ 5 ]. The iden-
tity protection of research participants must be 
respected in the biobank framework [ 31 ]. The 
best way to ensure donors’ privacy is the data 
collection in anonymous form; however, this 
process destroyed the correlation between the 
genomic and phenotypic informations. For 

these reasons, many authors refused perma-
nent anonymization and supported the coding 
of information as the most appropriate way for 
data protection. In this setting, the Ethics 
Review Boards ensure the identity protection 
of all participants, according to the ethical and 
legal frameworks and national legislation 
[ 29 ]. The international collaboration in data 
exchanging should be promoted, in order to 
minimize the risks for donors [ 32 ,  33 ].    

   Conclusion 

 The imaging biobanks represent virtual and 
accessible databases, focused on the discovery 
and validation of imaging quantitative bio-
markers in order to guarantee a “personalized 
medicine,” which is increasingly tailored on 
the specifi c characteristics of the patients and 
their diseases. 

 These imaging biomarkers are employed in 
the early disease diagnosis, follow-up, and 
response to treatment, creating a link between 
the phenotype and genotype data (traditional 
biobanks). 

 The worldwide dissemination of the imag-
ing biobanks is already ongoing; particularly 
in Europe, the ESR Working Group estab-
lished the defi nition, management, legal and 
ethical issues, and federation among them.      
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14.1           Introduction 

 Imaging biomarkers play a fundamental role in 
the new era of precision medicine and are driving 
the current change of paradigm in radiology, 
from the traditional qualitative inspection of the 
images by the naked eye to an improvement in 
the diagnosis and treatment follow-up from a 
quantitative perspective. 

 Nevertheless, despite the growing tendency in 
research and development in the so-called era of 
radiomics, a winner solution for fully integrated 
quantitative radiology workfl ows has still not 
been achieved in clinical routine. In fact, although 
many different research groups worldwide have 
been implementing new image processing algo-
rithms and have discovered new potential bio-
markers that can be extracted from images, there 
exists a gap between these research results and 

their applications in routine radiology, since a 
paradigm change towards quantitative reporting 
in radiology has still not occurred. The main limi-
tations are related to the technical knowledge 
required by image processing tools, the lack of 
specifi c software solutions, the integration of 
applications within the hospital information sys-
tems, and the funding required for the incorpora-
tion of these solutions or even biomedical 
engineers into radiology departments [ 4 ]. More 
efforts toward integration into clinical routines 
and radiological workfl ows need to be addressed 
to expand the application of imaging biomarkers 
in clinical validation studies and clinical trials not 
only for the diagnosis but also for the assessment 
of therapy response. 

 International societies have realized about this 
challenge, and several alliances within the most 
important radiological societies (Radiological 
Society of North America, RSNA; European 
Society of Radiology, ESR) have been created 
(see Chap.   1     on international alliances to support 
imaging biomarkers development). Some of 
these initiatives are focused on the standardiza-
tion of the imaging biomarkers development 
workfl ow, which methodologically can be struc-
tured in image acquisition, image preparation, 
image analysis, and measurements [ 1 ]. 

 Due to data privacy and security aspects, hos-
pital networks and systems are highly standard-
ized and regulated; therefore, any new technology 
has to be universal, decentralized, adapted to 
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communication standards, and highly effi cient to 
avoid network saturation. An ideal imaging bio-
markers platform should work in the back end, 
almost transparent to the radiological workfl ow, 
with well-defi ned automated analysis pipelines, 
and generate a fi nal structured report containing 
the most relevant results. For minimal interactiv-
ity, the platform interface should be available 
over the network from any hospital computer or 
workstation, avoiding installation requirements, 
handling data in a synchronized way, maintaining 
coherency and consistency, and managing medi-
cal imaging studies through user control policies 
while enabling direct integration with current 
hospital information systems [ 4 ]. 

 Up to now, most manufacturers of imaging 
equipment have traditionally developed post- 
processing workstations that require the radiolo-
gist to leave the picture archiving and 
communications system (PACS) user interface 
and launch specifi c post-processing tools that 
allow the analysis of basic imaging biomarkers 
with a certain interaction. Frequently, these anal-
ysis tools are only available in specifi c worksta-
tions of the department and are vendor specifi c, 
and therefore their use interrupts the radiology 
reporting workfl ow, even sometimes physically, 
forcing the radiologists to displace from their 
workplace. 

 Nowadays, there is an emerging research fi eld 
in developing new image analysis algorithms and 
biomarkers and integrating them in analysis plat-
forms. Among other solutions, probably the most 
popular are the ImageJ platform [ 6 ] that allows 
for the installation of new image analysis pipe-
lines and the XNAT platform that, besides medi-
cal imaging projects management, allows the 
integration of neuroimaging analysis pipelines 
[ 5 ]. Most of these platforms, however, lack from 
easy integration in clinical routine, requiring 
advanced skills in informatics and standards con-
nectivity either for its installation or use. 

 There is also a growing number of medical 
imaging companies that decide to allocate their 
platforms in the cloud oriented to provide world-
wide service. However, most of these solutions 
are focused in providing PACS services, that is, 
storage, visualization, and basic post-processing, 

but are not centered in handling with imaging 
biomarker analysis algorithms and the exploita-
tion of quantitative information. This fi eld has 
however a strong regulatory dependency, since 
the data protection legislation is highly heteroge-
neous across countries and cloud providers have 
a spread distribution of their servers. 

 Some of the existing imaging biomarkers anal-
ysis solutions have achieved regulatory clearance 
(e.g., Food and Drug Administration – FDA or CE 
Marking), and some others have been developed 
mainly for research purposes. Imaging biomark-
ers analysis tools are considered a medical device 
class IIa (Europe) and a class II (FDA), since they 
are a software that is used for measuring certain 
biological properties that can be used for diagnos-
tic purposes. Typically, the gap between research 
and clinical application of imaging biomarkers 
can be justifi ed also by the diffi culty in establish-
ing clinical validation projects for imaging bio-
markers with a large number of patients. 
Therefore, an architecture to allow the integration 
of biomarkers, not only clinically validated but 
also in research mode, would allow the fast-track 
certifi cation of algorithms and increase the num-
ber of solutions that can be used in clinics. 

 In the present chapter, an architecture and the 
components to implement an imaging biomark-
ers platform fully integrated in a hospital radio-
logical environment is presented.  

14.2     Current Solutions 

14.2.1     Image Processing 
Workstations 

 Although image processing workstations are 
being used in many hospitals today, they have 
several drawbacks when compared to emerging 
solutions like server–client or cloud-based 
platforms. These workstations generally con-
sist of a computer with high performance capa-
bilities with a stand-alone installation of the 
processing software solutions. The tools on 
these workstations usually contain a patient list 
and a worklist in order to manage incoming 
studies. The main computer of these solutions 

A. Alberich-Bayarri et al.



161

hosts a Digital Imaging and Communications 
in Medicine (DICOM) node that is connected 
to the hospital PACS. Radiologists send the 
studies that require a certain post-processing to 
the node of the workstation. After the image 
transmission, the radiologists can move to the 
workstation, perform the specifi c processing, 
capture results, and send them back to the 
PACS as DICOM images. 

 As it can be appreciated, this workfl ow clearly 
disturbs the radiology process, forcing the radi-
ologist to perform the image analysis in a differ-
ent computer to the one used for conventional 
visualization and reporting. Furthermore, the 
assessment of quantitative imaging biomarkers 
results is not oriented to allow for future scien-
tifi c exploitation, since these solutions do not 
include a database to track and extract conclu-
sions from all the quantitative data. Last but not 
least, the vendor neutrality of these solutions is 
not guaranteed, and it is frequent to have differ-
ent workstations in radiology departments that 
have different technology providers (e.g., differ-
ent providers for MR and CT).  

14.2.2     Server–Client Platforms 

 As an evolving step, workstations are giving way 
to server–client solutions, where a central server 
is installed in the hospital data-processing center 
(DPC) and a desktop client application is installed 
in every computer of the department to be used 
by the radiologists. The images to be analyzed 
are sent to the DICOM node of the server, and 
then the user can perform different analysis from 
the desktop application. The most important 
advantage of this solution is that it is not forcing 
to stop the routine reporting process, since the 
application can be opened from the same PACS 
computer of the radiologist.  

14.2.3     Service-Oriented Solutions 

 Some companies nowadays have been focusing 
in providing a service rather than a software plat-
form for imaging biomarkers analysis. By this 

approach, the customer sends the data to the 
company through standard transfer procedures, 
either physical (CD, DVD, or hard disk) or by 
secure fi le transfer protocol (SFTP).  

14.2.4     Modality-Embedded 
Solutions 

 The development of medical imaging devices has 
been evolving in parallel to the advance of image 
processing solutions and imaging biomarkers 
algorithms. However, current MR, CT, PET, and 
other modalities still lack from advanced image 
processing solutions embedded in their operative 
systems to directly provide quantitative imaging 
data in their output. This can be considered a con-
sequence of the different business units that hard-
ware and software areas constitute in most medical 
imaging multinational companies. This strategy 
has the origin in the workstations market, where 
specifi c departments were responsible in bringing 
new image processing software to workstations 
installed in radiology departments exclusively 
dedicated to image analysis. Today, however, sev-
eral algorithms could be directly integrated in the 
modalities in order to extract quantitative informa-
tion as the images are acquired, and technicians 
should be the professionals responsible on inter-
acting with the software when required, for exam-
ple, for regions of interest (ROI) delineation.  

14.2.5     Cloud-Based Solutions 

 There is an emerging market in the combination of 
cloud technologies with medical imaging plat-
forms. This market is predicted to grow at a com-
pounded annual rate of 27 % through 2018 [ 3 ]. 
Although a strong progress has been made in the 
introduction of this technology, there is still a limi-
tation for the legal aspects of image sharing and 
storage in servers allocated in foreign countries. 
Images can be stored in the cloud with no anony-
mization under secure https protocol if a responsi-
ble in health data treatment exists in the research 
group or company working with  medical images. 
This employment profi le is audited  frequently by 
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the data protection agency, and it has a high eco-
nomic cost. A best approach consists of the encryp-
tion of personal data from the images following 
Health Insurance Portability and Accountability 
Act (HIPAA) recommendations [ 2 ]. For that pur-
pose, a hash key introduced by the user is used for 
encrypting the personal information contained in 
images metadata like patient name, patient ID, and 
study ID, among others. Face images are also con-
sidered as traceable personal data; therefore, in 
brain studies the face removal should be mandatory 
to avoid identifi cation of patients in case of a 3D 
skin surface reconstruction.   

14.3     The Requirements 

 The experience of the authors in imaging bio-
markers integration in clinics has been synthe-
sized in a model that guarantees a successful 
integration of a quantitative paradigm in the 
radiological workfl ows: 

14.3.1     Modular 

 The architecture must be organized in different 
blocks and layers able to work as connected entities. 
As an example of modules, we can fi nd DICOM 
node, report generator, biomarker algorithm, data-
base, and back-end and front-end user interface.  

14.3.2     Integrated 

 The solution must be adapted to current health-
care information systems, including the capabil-
ity of DICOM communication with PACS and 
XML data management, and able to understand 
HL7 messaging from electronics health records 
(EHR) and health information system (HIS).  

14.3.3     Scalable 

 The platform must be rapidly sizeable in terms of 
the number of users and computational demand 

at a minimum economic cost. For that, elastic 
architectures must be achieved, being able to 
wake up new servers when an increase in the 
analysis demand exists.  

14.3.4     Pipelines 

 The platform must be pipeline oriented, differen-
tiating image preparation, image analysis and 
results measurement, and extraction steps. The 
pipeline architecture allows for the fast identifi -
cation of potential errors during the analysis of 
imaging biomarkers.  

14.3.5     Data Mining 

 The platform must allow also for data exploita-
tion for scientifi c purposes and be able to cover 
the need of current millions of Excel spreadsheets 
managed by researchers in radiology and medical 
imaging. As an example, a radiologist today is 
not able to rapidly get the patients of the last 2 
years with a K trans  value higher than 150 mL/
min/100 mL using current PACS and worksta-
tions, since hospital databases are not managing 
this kind of quantitative measurements from 
medical images. Ideally, the platform should 
include also a statistics package with the capabil-
ity of rapidly obtaining graphs, diagrams, and 
histograms.  

14.3.6     Web Based 

 A web-based interface instead of a desktop 
application is the best option nowadays either 
for client- service or cloud architectures, since 
this means that the platform will be accessible 
from any place of a hospital by simply using a 
web browser or from any place with Internet 
access. Ideally, a zero-footprint DICOM viewer 
would allow for the visualization of the images 
and basic tools like regions of interest (ROI) 
delineation without the need to download a 
viewer.  
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14.3.7     Vendor Agnostic 

 The platform must be able to process the studies 
with independence of the manufacturer of the 
equipment used to perform the examination to 
the patient. Although DICOM is a standard, sev-
eral relevant information to be used in different 
analyses are still stored in private tags. For that, 
the DICOM conformance statements of the most 
relevant manufacturers must be used to make the 
platform compatible and vendor agnostic.  

14.3.8     Marketplace Strategy 

 The high modularity of the solution would allow 
for a plug-in-oriented architecture, creating an 
internal standard for integrating biomarkers, 
allowing for other researchers to adapt their algo-
rithms to the platform and expose them in the 
form of applications (apps) that the user can 
select and use. In the case of commercialization, 
an agreement similar to what is used in other 
marketplaces such as Apple’s App Store or 
Android’s Google Play might exist.  

14.3.9     Structured Reporting 
Generation 

 Last but not least, the platform must provide a 
quantitative output in the form of structured 

reports, ideally in one page, with the most rele-
vant information for the user, allowing for a fast 
visualization and applicability to complement the 
radiological report or the clinical trial. 

 In Fig.  14.1 , a diagram of the features covered 
by current architectures available in the market is 
provided.

14.4         A Proposed Architecture 

 The ideal solution would consist on a platform 
covering the features mentioned in the previous 
section and being able to be installed not only in 
the cloud but also in local facilities at hospitals. 
Furthermore, it should be oriented not only to 
medical doctors as users but also to any researcher 
in medical imaging quantifi cation and also to 
clinical research organizations (CROs) managing 
clinical trials. 

 For these purposes, a modular architecture 
must be one of the most important requirements 
in order to take advantage of as much modules as 
possible for either cloud or local solutions (see 
Fig.  14.2 ).

   For this structure, a database was engineered 
taking into account all entities and relationships 
present in the imaging biomarkers platform. The 
database considers the imaging studies, the pro-
cesses of imaging biomarkers analysis launched, 
their status (not started, in process, error, fi n-
ished), the results, the institution and equipment 

  Fig. 14.1    Main features of the different imaging biomarkers platform architectures existing nowadays       
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of the users, and the reference values for healthy 
populations. The database structure can be appre-
ciated in Fig.  14.3 .

   Regarding the local solution to work within 
the radiological workfl ow, a detailed diagram of 
the local solution can be appreciated in Fig.  14.4 .

   A DICOM node is used to continuously “lis-
ten” for any incoming data. It can be confi gured 
in the systems of the network by its IP number, 
AE title, and port number. The node allows for 
the reception of imaging studies either from the 
PACS or directly from the equipment. If appro-
priate rules are set by the PACS provider, it is 
possible to auto-push studies from the PACS to 
the imaging biomarkers’ DICOM node as they 
are received, specially for those analysis pipe-
lines that are fully automatic (i.e., brain volume-
try, multiple sclerosis lesion segmentation, 
among others). The node performs two main 
tasks: stores the imaging data in a standardized 
way in the local server for imaging biomarkers 
analysis and introduces a new registry in the plat-
form database. The DICOM node is also respon-
sible for the notifi cations to the users managing 
the platform. 

 The web application is the core of the solu-
tion; all the logics in the application is checking 
for the entry of new studies by queries to the 
database and deleting the source images of those 
studies stored for more than 1 month. The appli-
cation is responsible for launching processes of 
imaging biomarkers analysis. For that, the imag-
ing biomarker solutions have been implemented 
by following an internally standardized format, 
which consists in specifying the route with the 
source images, the route where the results must 
be stored, the process ID, and some biomarker 
confi guration settings that the user has selected in 
the application before pushing the button for the 
analysis. The application is also checking for the 
existence of errors in any of the running pro-
cesses either in Python, MATLAB, or in the sys-
tem. The interfaces of the web application are 
built based on the HTML5, CSS3 and JavaScript 
standards, allowing a rich and friendly usability. 
For this propose, and considering the characteris-
tics of the product and the user needs, AngularJS 
has been selected as the most suitable framework. 
These interfaces create a client-side environment 
that allow intuitive interactions and fast commu-

  Fig. 14.2    Imaging biomarkers analysis local and cloud platform sharing the algorithms for image analysis for both 
architectures       
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  Fig. 14.3    Design of the results hierarchy  for the imaging biomarkers analysis platform       

  Fig. 14.4    Detailed architecture of the local platform for imaging biomarkers analysis       
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nications with a server-side build using Java. The 
communication between server (backEnd) and 
client (frontEnd) is made via API-REST 
(Representational State Transfer), so a SPA 
(Single Page Application) can be built allowing 
to show many different views with a small 
amount of data browsing through the web via 
structured JSON objects. This methodology 
implies that other Web applications are able to 
use API-REST to connect with the database. 

 Using these technologies, the client’s browser 
can show the list of studies, details of each study, 
a graphical representation of DICOMs images via 
an embedded viewer, web reports of the biomark-
ers analyses, tabulated values, statistics graph 
charts of the results for value comparison or 
research and an increasing number of views to 
satisfy the user needs. 

 Once an imaging biomarker analysis pipeline 
is fi nished, a Java program is launched. This pro-
gram has three main functions. First, it stores the 
results of the process in the database using a 
XML fi le created by each biomarker. Second, it 
generates a report using Jasper Reports technol-
ogy and a Java support library. This report uses a 
XML fi le as its input source, which is generated 
processing the biomarker. A previously designed 
template (JRXML) is later fi lled in with this 
XML fi le. Finally, it sends the report to the PACS 
and any relevant images generated by the post 

processing.  For structured reports implementa-
tion, please refer to chapter 12 of this book. 

 Regarding the cloud solution, a similar archi-
tecture was designed, where the web application, 
biomarkers, and structure reports do not suffer 
signifi cant variations, but the DICOM node is 
replaced by a study anonymization and an upload 
tool, and the local server storage is substituted by 
the cloud storage. A detail on the architecture can 
be appreciated in Fig.  14.5 .

   Although from the general perspective the 
architecture does not suffer from structural 
changes, from the processes perspective, a differ-
ent philosophy exists in the cloud performance. 
The experience of the authors is focused in 
Microsoft Azure Cloud environment, where the 
storage repository does not contain a folder style 
structure … Also, the imaging biomarkers pro-
cesses have to enter in queues, since the provider 
is responsible for the workload activity in the dif-
ferent machines… 

 A detailed diagram of the cloud solution can 
be appreciated in Fig.  14.6 .

     Conclusions 

 The authors have presented in this chapter the 
main solutions to bridge the gap between 
imaging biomarkers analysis research 
advances and the clinical application. The 
impact of the lack of current integration 

  Fig. 14.5    Detailed architecture of the cloud platform for imaging biomarkers analysis       
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between systems can be minimized by imple-
menting imaging biomarkers analysis plat-
forms, either in local networks or in the cloud 
similar to the herein exposed.      
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      Use Case I: Imaging Biomarkers 
in Neurological Disease. Focus 
on Multiple Sclerosis                     

     Diana     M.     Sima     ,     Dirk     Loeckx    ,     Dirk     Smeets    , 
    Saurabh     Jain    ,     Paul     M.     Parizel    , and     Wim     Van     Hecke   

15.1          Introduction 

 Imaging is widely used for diagnosis and 
 monitoring of neurological diseases. CT scans 
are routinely acquired in emergency units in 
patients with traumatic injuries or stroke. PET 
imaging has gained a strong foothold in oncol-
ogy. MRI has become the standard of practice for 
the diagnosis, follow-up and management of 
numerous neurological and psychiatric condi-
tions. All of these imaging techniques have in 
common that, in clinical practice, the images 
need to be interpreted visually by trained special-
ists, who are responsible for initial diagnosis or 
for interpretation of follow-up examinations. 

 Within the scientifi c literature there is increas-
ing emphasis on the use of quantitative medical 
imaging biomarkers, i.e. relevant numerical val-
ues that can be extracted from 2D or 3D medical 
image data sets, using advanced image process-
ing techniques. Many imaging biomarkers, such 
as volumetric assessment of brain structures, 

have been shown to have excellent sensitivity and 
specifi city for diagnosis or prognosis of various 
neurological diseases. 

 In this chapter, we shall focus on the develop-
ment of relevant MR imaging biomarkers for 
patients with multiple sclerosis (MS). However, 
several of the techniques described below can be 
generalised to other neurological conditions.  

15.2     Imaging Biomarkers 
Relevant to MS 

15.2.1     Background 

 Multiple sclerosis (MS) is a chronic, infl amma-
tory demyelinating disease of the central nervous 
system (CNS) which is hallmarked by white mat-
ter lesions [ 9 ]. Since 2001, MRI has been for-
mally incorporated in the diagnostic workup of 
patients with a clinical suspicion of MS [ 38 ]. 
Recently, MRI has become an important tool for 
assessing the extent of brain damage, which is 
used in the monitoring of disease progression and 
therapeutic effi cacy. In current clinical practice, 
these assessments are based on visual inspection 
of MR images by expert neurologists and neuro-
radiologists, who evaluate the presence and dis-
tribution of focal white matter lesions. A huge 
body of research has been devoted to white mat-
ter lesions, since they are considered to be a hall-
mark of the disease (even though abnormalities 
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also occur in the grey matter). Lesions (also 
known as “plaques”) can be visualised with sev-
eral MRI sequences:

•     T1 - weighted MR images : chronic stage lesions 
with axonal destruction and irreversible dam-
age appear as dark spots (“black holes”), com-
pared to the surrounding white matter (WM) 
tissue intensities (see Fig.  15.1 ).

•       Gadolinium - enhanced T1 - weighted MR 
images : “active” lesions taking up contrast 
material and indicating infl ammation and 
breakdown of the blood–brain barrier; the 
presence of enhancing lesions indicates 
ongoing disease activity, since only new 
lesions (under 6 weeks old) enhance (see 
Fig.  15.2 ).

•       T2 - weighted MR images ,  fl uid attenuated 
inversion recovery  ( FLAIR )  MR images and 
proton density  ( PD )  MR images : on these 
imaging sequences with a long repetition time 
(TR), lesions appear as hyperintense spots 
compared to the surrounding brain paren-
chyma (see Fig.  15.1 ).    

 The “lesion load”, defi ned as the total volume 
of lesions in the brain, is one of the most impor-
tant biomarkers in MS. Often, a distinction is 
made between T2 lesions (i.e. lesions that appear 
hyperintense on T2-weighted or FLAIR images), 
T1 lesions (i.e. lesions that appear hypointense 
on T1-weighted images, the so-called black 
holes), as well as contrast-enhancing lesions. 

 In addition to the lesion load, brain volumetry 
[ 25 ] and, more specifi cally, cerebral atrophy [ 5 ] 
and, in particular, grey matter (GM) atrophy [ 23 ] 
are currently considered to be essential biomark-
ers, since they are correlated with the speed of dis-
ease progression (see Fig.  15.3 ). Thus, apart from 
the detection of lesions, quantifi cation of brain 
volumes and atrophy rates is increasingly impor-
tant in the management of patients with MS.

15.2.2        Natural Course of the Disease 

 From a clinical point of view, MS starts with a 
fi rst attack or a “clinically isolated syndrome” 
(CIS) suggestive of MS. CIS patients with a 

  Fig. 15.1     Top , from left to right: T1-weighted, 
T2-weighted, proton density and FLAIR images, obtained 
in an MS patient.  Bottom : same images overlaid with 

expert manual delineation of MS lesions (Data from the 
“MS longitudinal lesion segmentation challenge”, ISBI 
2015; training subject 02, time point 01.)       
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 normal cerebral MRI at presentation have only a 
5 % risk of subsequent clinical attack and thus 
of progression to clinically defi nite MS in the 
next 1–5 years [ 3 ]. Conversely, patients with 

cerebral lesions on MRI have a considerably 
higher risk, although the risk remains below 
50 % when the total lesion volume does not 
exceed 1.2 ml [ 3 ]. 

  Fig. 15.2    Contrast enhancement in MS (Figure 5 from 
[ 45 ]; original caption:  Serial magnetic resonance imaging  
( MRI )  scans obtained in a patient with relapsing -  remitting 
multiple sclerosis. T2 - weighted  ( upper row ),  unenhanced 
T1 - weighted  ( middle row )  and contrast - enhanced T1 - 
 weighted  ( lower row )  MRI scans obtained at baseline  ( left ) 
 and 1 year later  ( right ).  Observe the active  ‘ black hole ’  in 

the subcortical white matter of the left frontal lobe  ( arrow ), 
 which shows a ring - enhancement pattern of contrast 
uptake. After 1 year ,  the lesion decreased in size  ( arrow ), 
 but remained hypointense on T1 - weighted images ,  indicat-
ing an irreversible black hole).  (Adapted from Reprinted 
by Permission from SAGE Publications, Ltd.:  Ther Adv 
Neurol Disord.  6(5):298–310, copyright 2013       
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 When the disease evolves, it may take one of 
several forms: (1) relapsing-remitting MS (acute 
attacks are followed by remission periods), (2) 
primary progressive MS (steady worsening of 
neurologic functioning without any distinct 
relapses) and (3) secondary progressive MS (can 
follow relapsing-remitting MS and is character-
ised by a sustained build-up of disability, inde-
pendent of any relapses). MR studies have 
confi rmed the occurrence of lesions and the 
development of brain atrophy in all the MS types 
[ 14 ,  24 ,  29 ,  40 ]. 

 Clinical evolution of MS is characterised by 
both motor and cognitive degradation [ 7 ,  41 ]. 
Pathological changes in the normal appearing 
white and grey matter are better correlated with 
progressive cognitive defi cits than with visual, 
sensory and motor symptoms [ 4 ,  24 ,  51 ]. Brain 
atrophy, defi ned as the decrease in brain volume 
over time, is recognised as a typical consequence 
of MS [ 5 ]. The rate of brain volume loss in 
patients with MS exceeds the rate observed in 
healthy controls up to a factor of 2–8, that is, 
0.5–1 % per year in MS patients versus 0.1–0.3 % 
per year in age-matched healthy controls [ 24 , 
 48 ]. Formerly, it was believed that MS was 
defi ned pathologically as an infl ammatory pro-
cess confi ned to the white matter (WM). 
Nowadays, we know that in addition to white 
matter lesions, MS is also characterised by grey 
matter lesions and atrophy [ 15 ]. Moreover, 

 MRI- based volumetric data have shown that 
grey matter atrophy better correlates with physi-
cal and cognitive disability than WM atrophy 
and T1 and T2 lesions [ 23 ,  24 ,  34 ]. 

 Investigators have examined, and then con-
fi rmed, the unwritten rule that fi ve new lesions 
(compared to the baseline MRI scan of the MS 
patient) are correlated with a higher risk of sub-
sequent relapses [ 36 ]. A 10-year follow-up 
study on patients with relapsing-remitting MS 
confi rmed the long-term clinical relevance of 
brain lesion evolution by showing that an accel-
erated clinical disability is particularly well cor-
related with the increase in T1 lesions [ 26 ]. 
Annualised lesion volume growth of 
0.25 ± 0.5 mL (+6.7 ± 8.7 %) for T2-weighted 
lesions and +0.20 ± 0.31 mL (+11.5 ± 12.3 %) 
for T1-weighted lesions was established over a 
period of 10 years [ 26 ]. In a 20-year follow-up 
of 107 MS patients, lesion growth was 0.80 mL/
year in those who were relapsing-remitting but 
was 2.89 mL/year in secondary progression 
[ 18 ]. In another follow-up study comparing pro-
gressive and nonprogressive MS patients over 
10 years, it was found that GM atrophy is a good 
candidate as a disease progression biomarker 
[ 30 ]. In addition, brain atrophy and lesion load 
have been shown to be correlated with long-
term disability in a multicentre 10-year follow-
up study [ 39 ]. Table  15.1  provides a summary of 
these investigations.

a b c d

  Fig. 15.3    Brain atrophy in an MS patient (Figure 2 from 
[ 60 ] with original caption: ( a )  Baseline scan. (  b – d ) 
 Regular scans over a 6 - year follow - up period. Disease 
progression can be seen in the form of the increasing size 
of ventricular and subarachnoid spaces. These changes 

refl ect brain volume loss over time ,  indicating progressive 
neurodegeneration ). (Adapted from Reprinted by permis-
sion from Macmillan Publishers Ltd:  Nature Reviews 
Neurology  11, 597–606, copyright 2015       
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15.2.3        Treatment 

 MS researchers throughout the world acknowl-
edge that, in addition to its well-established diag-
nostic value, MRI has an essential role in 
monitoring disease progression and therapeutic 
effi cacy [ 2 ,  20 ]. Recent treatments, especially for 
the early stages of MS, focus on modifying the 
natural course of the disease and do not merely 
treat symptoms. Some of the more aggressive 
disease-modifying therapies can have serious side 
effects and are therefore not prescribed as fi rst-
line treatments. Criteria for switching from one 
treatment to another are still under active investi-
gation. MRI-based monitoring of therapeutic 
effects becomes more and more essential in clini-
cal trials and also in clinical practice. However, 
MRI-derived metrics are not yet standardised and 
still under development [ 2 ,  20 ,  27 ,  44 ]. 

 In patients developing three or more active 
MRI lesions, in addition to a clinically active dis-
ease (relapses and disability progression), a 
change in treatment strategy is recommended 
[ 44 ]. During the course of disease-modifying 
therapy, new or enlarging lesions should be mon-
itored on scans every 6 months to assess for 
change [ 43 ]. The presence of one or more 
Gd-enhancing lesions on a 6- or 12-month fol-
low- up scan, or two or more new or enlarging 
lesions on a 12-month follow-up scan, should 
prompt consideration of therapy change [ 43 ]. 

 Many lessons have been learned from clinical 
trials, for instance, that using lesion count and 
brain atrophy as endpoints might be more effi -
cient than the Expanded Disability Status Scale 
(EDSS) [ 34 ]. Placebo-controlled trials in second-
ary progressive MS patients would require 32 
subjects per arm to detect a 50 % treatment effect 
at 80 % power over 2 years, if MRI measures of 
brain atrophy (using the SIENA method [ 56 ]) 
were used as outcome measures [ 1 ]. Using EDSS 
as outcome measure, placebo-controlled trials 
would require about 150 patients per study arm to 
demonstrate statistically signifi cant therapeutic 
effects for a study of 2–3 years [ 47 ]. 

 The debate is ongoing whether whole-brain 
atrophy should be used as the gold standard for 
effective treatment of MS after the fi rst year of 
treatment [ 48 ] or not [ 16 ]. A confounding factor 
is that whole-brain atrophy after 1 year of treat-
ment might be an inaccurate parameter, due to 
the occurrence of pseudo-atrophy: the early 
reduction of brain volume as a result of a 
decreased infl ammatory profi le, rather than of the 
underlying disease [ 11 ]. Measuring GM atrophy, 
instead of whole-brain atrophy, is potentially 
more useful since pseudo-atrophy appears to 
affect white matter more than grey matter [ 48 ] 
and may persist for more than 2 years after treat-
ment initiation. 

 Some clinical trials have shown that brain vol-
ume loss (or GM loss) is a good predictor for the 

   Table 15.1    Evidence for the relevance of lesion and atrophy biomarkers in MS   

 Biomarker  Findings  Study population  Reference 

 T2 lesions  Annualised change: +0.25 ± 0.5 mL  10-year follow-up 
 RRMS 

 [ 26 ] 

 T1 lesions  Annualised change: +0.20 ± 0.31 mL  Idem  Idem 

 T2 lesions  Annualised change: +0.80 mL/year  20-year follow-up 
 RRMS 

 [ 18 ] 

 T2 lesions  Correlated with disability progression  10-year follow-up  [ 39 ] 

 Total brain atrophy  Correlated with disability progression  Idem  Idem 

 Total brain atrophy  CIS = −0.40 % ± 0.47 %, 
 RR = −0.49 % ± 0.65 %, 
 SP = −0.64 % ± 0.68 %, 
 PP = −0.56 % ± 0.55 % 

 >1-year follow-up 
 963 subjects 

 [ 12 ] 

 GM atrophy  Signifi cant differences between progressive 
and nonprogressive 

 10-year follow-up  [ 30 ] 
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natural course of the disease [ 11 ]. However, when 
disease-modifying treatments (DMTs) are used, 
confl icting results have been observed in various 
clinical trials. Differences in the mechanism of 
action of the drugs, the patient populations, the 
quality of the MRI scans and the software pack-
ages used for the analysis could explain the occa-
sional discrepancy between these results.   

15.3     Acquisition Requirements 

 Widespread application of MR imaging biomark-
ers is hampered by issues such as non- 
standardised imaging protocols, imaging 
artefacts, lack of normative data and manual seg-
mentations to interpret values in clinical practice. 
In order to mitigate such issues and promote MR 
imaging in MS clinical practice, the MAGNIMS 
study group published guidelines for the use of 
MRI in MS diagnosis [ 46 ], as well as recommen-
dations to improve imaging and analysis of brain 
lesion load and atrophy in longitudinal MS stud-
ies [ 59 ,  60 ]. The group recommends that “images 

should be acquired using 3D pulse sequences, 
with near-isotropic spatial resolution and multi-
ple image contrasts to allow more comprehensive 
analyses of lesion load and atrophy, across time 
points. Image artifacts need special attention 
given their effects on image analysis results” 
[ 59 ]. Image artefacts interfering with MRI read-
ings include radiofrequency (RF) intensity non- 
uniformity, phase-encode ghosting, signal wrap 
and geometric distortion due to gradient non- 
uniformity and B 0  inhomogeneity. 

 Investigators of the Canadian MRI Consensus 
Group further specify that “a standardized MRI 
protocol is important during patient follow-up” 
[ 2 ]. The recommended brain MRI sequences are 
3D FLAIR (or axial + sagittal FLAIR), post- 
gadolinium T1, axial T2 and/or PD, obtained 
with a minimum MRI fi eld strength of 1.5 T and 
a slice thickness of 1 mm for T1 and ≤3 mm for 
FLAIR with no gap; total head coverage should 
include the entire brain and brainstem. 

 MSCare, the (US) Consortium of Multiple 
Sclerosis Centers [ 8 ], proposes a standardised MRI 
protocol that they regularly update (Table  15.2 ).

   Table 15.2    MSCare guidelines for standardised MRI protocol   

  Standardized brain MRI protocol (diagnosis and routine follow-up of MS)  
 Field strength  Scans should be of good quality, with adequate signal-noise ratio (SNR) and resolution 

(in-sections, pixel resolution of  ≤  1mm × 1mm) 

 Scan prescription 
Coverage 
Section thickness and gap 

 Use the subcallosal plane to prescribe or reformat axial oblique sections 
 Whole brain coverage 
  ≤ 3 mm, no gap (for 2D acquisition or 3D reconstruction) 

 Core sequences  Anatomic 3D inversion recovery-prepared T1 gradient echo (e.g. 1.0–1.5 mm 
thickness) 
 Gadolinium single dose 0.1 mmol/kg given over 30 seconds a  
 3D sagittal T2-weighted FLAIR b  (e.g. 1.0 to 1.5 mm thickness) 
 3D T2-weighted b  (e.g. 1.0 to 1.5 mm thickness) 
 2D axial DWI (≤5 mm slices, no gap) 
 3D FLASH (non IR c  prep) post-gadolinium b  (e.g. 1.0 to 1 .5  mm thickness) 
 3D series would be typically reconstructed to 3mm thickness for display and 
subsequent comparison for lesion counts 

 Optional sequences  Axial proton attenuation 
 Pre-or post-gadolinium axial T1 spin-echo (for chronic black holes) 
 Susceptibility weighted imaging (SW1) for identifi cation of central vein within T2 
lesions 

  Table 2 in [ 8 ]. Reprinted by permission from AMERICAN SOCIETY OF NEURORADIOLOGY: AJNR Am J 
Neuroradiol 37(3):394–401; copyright 2016 
  a Minimum 5-minute delay before obtaining post- gadolinium T1. The 3D sagittal FLAIR may be acquired immeaiately 
after contrast injection before the 3D FLASH series 
  b If unable to perform a 3D acquisition, then perform a 2D axial and sagittal FLAIR, axial fast spin-echo proton attentua-
tion/T2, and axial post-gadolinium T1-weighted spin-echo at ≤3mm slice thickness 
  c Inversion recovery  
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   These requirements are suffi cient not only for 
visual assessment but also for automated image 
analysis software, since most packages perform-
ing MRI-based brain segmentation, atrophy 
computations or lesion segmentation work either 
on single MR images or on a subset of multi- 
parametric images, simultaneously taken into 
account.  

15.4     Analysis Methods 

15.4.1     Cross-Sectional Biomarkers 

15.4.1.1     Brain Volume Computations 
 The volume of the whole brain, or volumes of 
brain structures, can be easily computed through 
brain segmentation techniques. Brain segmenta-
tion implies that the whole brain, its constituent 
tissue types or individual brain substructures 
can be identifi ed based on MRI(s). A typical 
fi rst step is “brain extraction” or “skull strip-
ping”, a preprocessing step that ensures that 
only brain tissue is transmitted to the segmenta-
tion pathway. Various brain extraction methods, 
such as the brain extraction tool (BET) [ 55 ], 
brain surface extractor (BSE) [ 50 ], ROBEX 
[ 28 ], etc., are available. Approaches are diverse, 
including morphological, geometrical, image 
processing and modelling operations (hole fi ll-
ing, surface modelling, edge detection, intensity 
thresholding, atlas matching, deformable mod-
els, patch- based labelling, etc.). Moreover, the 
results of individual brain extraction methods 
can be enhanced by applying hybrid techniques, 
thus combining results from several individual 
methods. 

 After the fi rst step of brain extraction, the pro-
cess of brain segmentation can be started. This is 
typically based on a probabilistic modelling of 
voxel intensities, exploiting the fact that different 
tissue types have different MR image characteris-
tics. Recent literature provides an excellent over-
view of brain segmentation methods [ 10 ]. 
Well-known and validated examples include 
FAST [ 61 ], SIENAX [ 56 ] and FreeSurfer [ 17 ]. 
Gaussian mixture models are popular; image 
intensities for each tissue type are modelled as a 

(sum of) Gaussian components. This modelling 
is usually performed using expectation– 
maximisation (EM), a well-known iterative 
parameter estimation algorithm. Spatial priors, 
serving as starting values and also as spatial con-
straints, can be obtained from appropriate brain 
atlases available in the literature [ 42 ]. The EM 
framework can be extended to intrinsically model 
some of the common distortions present in MR 
images, such as spatial inhomogeneity of image 
intensities known as bias fi eld. Otherwise, such 
correction should be performed in preprocessing, 
e.g. using methods such as N3 or N4ITK [ 53 , 
 58 ]. The EM results are probabilistic, i.e. each 
voxel is assigned probability of belonging to each 
of the classes of interest (WM, GM, CSF, etc.). 
These maps can be thresholded to obtain hard 
segmentations. Volumes in millilitres for each 
class can be computed either based on the hard or 
the fuzzy segmentation, by simply multiplying 
the sum of the tissue segmentation over all voxels 
by the voxel volume.  

15.4.1.2     Lesion Detection 
and Volume Estimation 

 Some automatic lesion segmentation methods 
belong to the family of supervised classifi cation 
methods, for which a representative training 
dataset, including expert segmentation, is 
required in order to build a model that can be 
used on new patients for lesion segmentation. 
Depending on the features extracted from images 
(local gradient intensity, mean intensity, spatial 
information, etc.) and on the type of classifi er 
(k-nearest neighbours, artifi cial neural networks, 
Bayesian learning, support vector machines, 
etc.), many variants have been proposed ([ 22 ,  32 , 
 33 ,  57 ]; see also García-Lorenzo et al. [ 21 ] and 
Mortazavi et al. [ 37 ] for overviews of algorithms 
and software solutions). Although excellent 
results can be obtained with supervised classifi -
cation on the training dataset, these methods have 
two disadvantages. The fi rst diffi culty lies in 
building a training dataset that encompasses MS 
lesions of all possible shapes and intensities and 
is heterogeneously distributed in the WM. The 
second nontrivial problem lies in preprocessing a 
new image (acquired on a different scanner than 

15 Use Case I: Imaging Biomarkers in Neurological Disease. Focus on Multiple Sclerosis



176

the one used for the training dataset), such that it 
matches the characteristics of the training data-
set, e.g. by intensity normalisation. In other 
words, supervised methods perform well only 
when the new image to be segmented is well rep-
resented in the training dataset. 

 Another family of methods is based on unsu-
pervised classifi cation and does not require train-
ing images. These methods are usually based on 
stochastic modelling of voxel intensity distribu-
tion. They perform brain segmentation into GM, 
WM and CSF (with or without lesion detection) 
and often rely on post-processing approaches in 
order to segment lesions (e.g. lesion growing or 
pruning). The assumptions that are made in order 
to segment lesions have a great impact on the 
results. For instance, LST [ 49 ] and MSmetrix 
[ 31 ] detect FLAIR-hyperintense outliers, which 
are further promoted as lesions according to their 
spatial probability of being in the WM, where the 
WM segmentation is basically derived from 
T1-weighted image segmentation. Lesion- 
TOADS [ 52 ], on the other hand, employs a 
sophisticated mechanism of combining informa-
tion from different MR sequences (T1-weighted, 
T2, PD or FLAIR) in order to simultaneously 
segment lesions and brain structures, while dis-
tance maps from the boundaries of structures 
such as CSF are used to confi ne the segmented 
lesions to typical locations.   

15.4.2     Longitudinal Biomarkers 

 In contrast to cross-sectional approaches, longi-
tudinal methods take into account two (or more) 
MRI scans of the same subject from different 
time points to calculate brain volume changes or 
atrophy. Typical preprocessing steps prior to lon-
gitudinal atrophy computations include [ 13 ] 
extraction of the intracranial cavity mask at base-
line, correction of intensity inhomogeneities, 
rigid registration of follow-up scans on the base-
line scan and differential bias fi eld correction to 
correct for differences in intensity inhomogene-
ity artefacts. 

 Longitudinal methods for brain atrophy typi-
cally try to match two MRI scans using 

 registration techniques and directly extract 
small changes in brain volume from this pro-
cess. Approaches include brain edge motion 
analysis, voxel-based statistical analysis for 
voxel-based morphometry, statistical paramet-
ric mapping and local Jacobian determinant 
analysis after nonlinear matching between 
coregistered images [ 6 ,  19 ,  54 ,  56 ]. 

 In what concerns lesions, many methods focus 
on segmenting MS lesions at a single time point, 
and there is not yet a single approach, according 
to the review of Lladó et al. [ 35 ], that can emerge 
as a standard in clinical practice for the analysis 
of lesion evolution over time.   

15.5     How to Transmit the 
Information to the Clinician 

 Consistent with current clinical practice, MS 
patients are referred for an MRI examination by 
their neurologist. Good communication between 
neurologist and (neuro)radiologist is of para-
mount importance. According to recent recom-
mendations [ 2 ], the radiologist should report 
back to the neurologist, qualitatively if not 
quantitatively, over the lesion status and the 
atrophy of MS patients, covering the following 
points:

•    Comparison with previous scan(s)  
•   Evidence of new disease activity  
•   Number of new lesions (T2/T1)  
•   Lesion size  
•   Overall assessment, including the presence 

(defi nite/probable) and extent (number of new/
enlarging lesions or gadolinium- enhancing 
lesions) of disease activity, change in T2 lesion 
volume and evidence of brain atrophy    

 Taking into account these recommendations, it 
is obvious that MRI biomarkers are already con-
sidered an important factor for making therapeu-
tic decisions. Unfortunately, most MRI reports are 
written in prose and do not make use of the full 
potential embedded within the MRI datasets. 
Fortunately, communication regarding MRI fi nd-
ings between the (neuro)radiologist and the 
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 neurologist can be improved with automatically 
computed, quantitative values for the relevant 
imaging biomarkers. To this end, the (neuro)radi-
ologist should have easy access to approved tools 
for calculating these biomarkers. 

 In addition to having access to a structured 
radiology report, which includes quantitative 
data, the neurologist would benefi t from having 
easy access, not only raw MRI scans, but also 
annotated image data sets. For example, the neu-
rologist could examine overlays of tissue seg-
mentations compared to previous MRI scans, 
overlays of individual brain structures or colour- 
coded overlays of lesions (new, enlarging or 
gadolinium- enhancing lesions). 

 For an adequate follow-up of patients with 
MS, it is essential to present the evolution of the 
imaging biomarkers in a relevant context. For 
instance, all available time points from a single 
patient should be used to plot the trend of each 
biomarker over time (see Fig.  15.4 ). These data 
could then be correlated with possible changes in 
treatment, or other events, over the same time-
line. Furthermore, when following the evolution 
of changes in an individual patient, comparisons 
could be made of biomarker values against rele-
vant populations (e.g. healthy controls, MS 
patients that respond well to therapy, etc.). 
Obviously, relevant confounding factors (such as 
age and sex) should be taken into account.

Normal ranges and
normative percentiles
provide a quick reference
of the patient’s brain
volumes compared to a 
healthy population.

The age-population
graphs represent th
mean and normal range
of the whole brain
volume (left) and the
grey matter volume
(right) of a healthy
population plotted
against the age.

Brain volumes are given
inml(=1000mm3)and
are corrected for head
size to compensate for
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volume difference within
the population.

Summary of the date (yyyy-mm-dd)
and time of the MRI’S on which the
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Any remarks concerning
the quality of the
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reported results are
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  Fig. 15.4    Example of a typical MS imaging biomarker report (Image courtesy of ico metrix , Belgium)       
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   The development of imaging biomarkers has 
led to a signifi cant improvement in the diagnosis, 
management and follow-up of patients with 
MS. Standardisation of MRI acquisition protocols 
and improvement of quantitative reporting tools 
will provide better understanding of the natural 
history of MS and allow accurate treatment moni-
toring, for the greater benefi t of patients.     
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  PWI    Perfusion-weighted imaging   
  RCBV    Relative cerebral blood volume   
  RT    Radiotherapy   
  TMZ    Temozolomide   
  UX    User experience   
  WHO    World Health Organization   

16.1         Introduction 

 Glioblastoma (GB) implies a devastating progno-
sis with an average survival of 14–16 months 
using the current standard of care treatment [ 1 ]. 
GB is the most frequent malignant tumour origi-
nating from the brain parenchyma, and it is char-
acterised by a marked intratumoural heterogeneity, 
proneness to infi ltrate throughout the brain paren-
chyma, robust angiogenesis and necrosis as well 
as intense resistance to apoptosis and genomic 
instability [ 2 ]. 
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 Up till now, treatment and follow-up of GB 
remains one of the most challenging tasks in clini-
cal oncology. The critical points in GB manage-
ment are related to neurosurgical and radiotherapy 
(RT) planning and early-response-to-therapy 
assessment. These points link with (1) maximum 
safe resection of the tumour; (2) local RT dose 
value, distribution and technique; (3) histopathol-
ogy diagnosis in terms of GB molecular charac-
terisation; and (4) duration of adjuvant 
chemotherapy (CHTH) and best treatment during 
follow-up. 

 Recently, important advances have been 
made in the multiscale (molecular-cellular-
tissue- patient) study of GB through the identifi -
cation of parallel and dynamic tumour markers 
by  techniques such as next-generation sequenc-
ing (NGS), immunohistochemistry characteri-
sation, radiogenomics, multi-parametric images 
and circulating biomarkers from liquid biopsies. 
These have led to the defi nition of different 
molecular subtypes of GB, with prognostic and 
predictive- of- response implications [ 3 ], 
although this molecular classifi cation is not 
actually extended in the clinical practice. 

 Additionally, the number of imaging modali-
ties and associated imaging biomarkers available 
for the assessment of patients is considerably 
high and probably will grow in the following 
years. These include perfusion-weighted imag-
ing (PWI), diffusion-weighted imaging (DWI), 
magnetic resonance spectroscopy imaging 
(MRSI) and positron emission tomography 
(PET). Although the added value of medical 
imaging in GB diagnostic, prognostic and treat-
ment assessment is unmistakable, it has been 
demonstrated that no single modality in itself is 
specifi c enough to reveal the early response to 
treatment of GB tumours due to their heteroge-
neity and rapid evolution [ 4 ]. 

 In this setting, decision-making requires the 
joint analysis of complex data acquired through-
out the treatment and follow-up process, includ-
ing molecular biomarkers, imaging biomarkers 
and clinical data. Moreover, a comprehensive 
analysis of the data acquired from the patient 
requires taking into account the three main 
dimensions of GB data: multilevel dimension, 

from voxel to population-based subtypes; multi-
scale dimension, from molecular to tissue scale; 
and temporal dimension, from single to longitu-
dinal studies. 

 To support the analysis of these complex data, 
in recent years, signifi cant advances have been 
made in the development of automated medical 
image analysis tools for brain tumours. These 
tools are able to generate automated segmenta-
tions of the different GB-related tissues (i.e. 
oedema, enhancing tumour, necrosis), hypoxia 
maps and other useful nosological images. The 
last decade has also witnessed increased research 
efforts in the fi eld of multiscale cancer modelling 
including the development of in silico (i.e. on the 
computer) oncology models able to simulate 
 different therapy outcomes based on the individ-
ual patient information. 

 The purpose of this chapter is not only to 
introduce the role of imaging biomarkers in the 
GB management but also to identify and intro-
duce the new trends that will contribute to the 
successful inclusion of these biomarkers in an 
integrative multiscale analysis. To do so, this 
chapter will focus on (1) the description of the 
standard clinical workfl ow based on accepted 
clinical guidelines, (2) the identifi cation of the 
main open questions in GB management, (3) the 
role of imaging biomarkers in GB management 
and (4) the introduction of the new trends in GB 
management. 

 Moreover, this chapter introduces an approach 
of how these new trends could be integrated in 
the complex scenario of multidisciplinary teams 
enabling the access and analysis of multiscale 
and multilevel data. This approach is based on a 
modular clinical decision support system (DSS) 
architecture for GB management to easily include 
and actualise analytic modules. Moreover, an 
overview of the integration strategy based on user 
experience (UX) is described to ensure the 
acceptability of the DSS by the multidisciplinary 
clinical community. 

 Potential clinical benefi ts of incorporating this 
knowledge in the tumour board meetings include 
advances in surgery and RT planning, adjuvant 
treatment selection, assessment of response, 
early recurrence detection and selection of subse-
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quent therapies. Moreover, this integrated 
approach will contribute to a better characterisa-
tion of GB subgroups, identifi cation of new cir-
culating biomarkers and identifi cation of new 
targets for the treatment of patients with GB.  

16.2     The Standard Clinical 
Workfl ow 

 Primary treatment after clinical or radiological 
evidences suggesting existence of GB consists on 
the maximum safe tumour resection based on the 
neurosurgical feasibility study. The extension of 
the tumour resection should be confi rmed by 
postoperative magnetic resonance imaging (MRI) 
scan within 72 h after surgery, with and without 
contrast [ 5 ]. In case the resection is not recom-
mended, a stereotactic or open biopsy or subtotal 
resection should be performed to establish the 
diagnosis. As soon as the pathology is available, 
the tumour expert panel or tumour board consul-
tation is recommended. 

 After surgical intervention, the standard of 
care for newly diagnosed GB consists of adju-
vant chemo-radiation therapy. In particular, 
surgery should be followed by RT and concur-

rent temozolomide (TMZ) CHTH and followed 
by six cycles of adjuvant TMZ. In the case of 
signifi cant improvement on therapy, the inclu-
sion of additional cycles of TMZ could be 
considered. 

 After the completion of RT, the follow-up of 
patients will consist on serial MRI scans. These 
MRI scans will be done in the second and sixth 
weeks (after RT), then every 2–4 months for 2–3 
years and then less frequently [ 5 ]. The use of 
complementary imaging modalities such as 
MRSI, PWI or PET can be considered to facili-
tate the differentiation between pseudoprogres-
sion and radiation-induced necrosis. 

 In the case of local recurrence, a second resec-
tion is encouraged whenever it is possible. 
Following re-resection, or if the local recurrence 
is unresectable, poor prognosis patients should 
undergo best supportive care without further 
active treatment [ 5 ]. In case of diffuse or multiple 
recurring lesions, the options include surgery to 
reduce mass effect, the administration of sys-
temic CHTH and best supportive care for poor 
prognosis patients. 

 The temporal diagram of the treatment and 
follow-up of GB patients is presented in 
Fig.  16.1 .

  Fig. 16.1    Temporal diagram of the treatment and follow-
 up of GB patients including (1) the available clinical 
information at each stage, (2) the treatments (in  blue ) and 
(3) the main clinical decisions (in  orange ). RT dose dist. 

mean the information about the radiotherapy dose distri-
bution. Q4.n and MR3.n mean the successive decisions 
and image acquisitions done during the follow-up, 
respectively       
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16.3        Main Questions 
in Glioblastoma 
Management 

 Based on the above-mentioned standard clinical 
workfl ow, we could identify the following main 
steps in standard treatment for GB:

•    Presurgery: to generate a fi rst diagnosis based 
on medical imaging information  

•   Surgery: to remove the maximum safe area 
suspected to be affected by the tumour and to 
analyse the resected tissue to generate a more 
accurate diagnosis  

•   Concomitant RT with CHTH (based on TMZ): 
to irradiate the tumour tissue and to avoid the 
fast propagation of the tumour cells  

•   Follow-up including CHTH as adjuvant treat-
ment to avoid the fast propagation of the 
tumour cells    

 In each of these four steps, important clinical 
decisions have to be addressed in order to select 
the most adequate treatment for each individual 
patient. Among them, the key decisions in GB 
diagnosis, therapy and follow-up are presented in 
the following subsections: 

16.3.1     Presurgery Decision 

 What is the precise extension of the tumour that 
determines the maximum area that can be safely 
resected? Surgery of GB is by defi nition incom-
plete given the diffuse infi ltrative nature of the 
tumour and the inability to remove it entirely 
without causing too much harm to the healthy 
brain. A major challenge in therapy of GB is the 
selection of the area for maximum safe resection 
of the tumour in order to reduce the degree and 
time to tumour recurrence while at the same time 
affecting the patient functionality as less as pos-
sible [ 6 ].  

16.3.2     Post-surgery Decision 

 What is the molecular subtype of GB? What are 
the implications of GB subtyping in patient prog-

nosis, treatment and follow-up? In recent years, 
analysis of genomics, transcriptomics and pro-
teomics have identifi ed subtypes of GB with 
prognostic implications and different responses to 
treatment. After surgery, it is possible to charac-
terise the molecular subtype of GB using high- 
throughput arrays and immunohistochemistry 
techniques. Moreover, liquid biopsy may provide 
a wide set of biomarkers related to diagnosis, 
prognosis and treatment response. These bio-
markers can circumvent problems of tumour het-
erogeneity and can be obtained to monitor tumour 
changes over time. It is now fully clear that differ-
ent genetic subtypes of GB exist, associated with 
differences in molecular pathways involved and 
in biological behaviour. Therefore, clinical ques-
tions related to the prognosis and treatment 
response will be analysed in the context of knowl-
edge of the molecular and genetic underpinnings.  

16.3.3     Pre-radiotherapy Decision 

 What are the best RT dose value, distribution and 
technique for a specifi c patient? Currently the RT 
dose is estimated homogeneously based on ana-
tomical images from PET or magnetic resonance 
(MR) scanners. The challenge in the use of RT is 
to reduce the margins beyond the conventional 
clinical target volume to the minimum in order to 
have optimised planning target volumes in accor-
dance with the ICRU 62 defi nitions [ 7 ]. A reduc-
tion of RT treatment region uncertainty and a 
better estimation of the RT dose distribution 
based on the integration of functional informa-
tion extracted from the images with dose painting 
could allow reduction of the radiation applied to 
brain functional areas where necessary and 
increase of radiation where possible, thereby 
improving the quality of life of the patients and 
their survival times.  

16.3.4     Follow-Up Decisions 

 Is the treatment working properly? What should 
be the duration of adjuvant CHTH? What is the 
best treatment management during follow-up? 
Accurate interpretation of MRI scans in terms of 
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the biological evolution of the tumour is an 
important issue for measuring treatment response 
both in the setting of clinical trials and in routine 
clinical care. However, the evaluation of the dis-
ease progression still remains a diffi cult task in 
the face of treatment modality. Pseudoprogression 
of tumour versus true progression has become a 
confusing issue after treatment with TMZ and 
RT. Radiation injury (radionecrosis) is a potential 
late complication of RT, especially focal high- 
dose RT, and can easily be confused with tumour 
progression. Differentiating the two entities is 
problematic and often requires long-term follow-
 up with standard MRI, clinical assessment and 
use of corticosteroids [ 1 ]. By contrast, pseudo-
responses may occur after angiogenesis-targeted 
therapies, as a consequence of changes in vascu-
lar permeability. In this sense, an early and accu-
rate assessment of treatment response will 
improve the decision on maintenance or discon-
tinuation of adjuvant CHTH, as well as the elec-
tion and timing of subsequent treatments, 
including second-line CHTH and new local 
therapies.   

16.4     Imaging Biomarkers 
in Glioblastoma 
Management 

 The development of imaging biomarkers is pro-
viding new insights into tumour behaviour that 
were not available from conventional medical 
imaging. Imaging biomarkers have demonstrated 
to be relevant for the assessment of tumour grad-
ing and response to therapy, without any spatial 
or temporal constraints. These imaging biomark-
ers are based on imaging modalities such as PWI, 
DWI, MRSI and PET. 

 The inclusion of PWI biomarkers characteris-
ing the presence and properties of angiogenesis, 
vasculogenesis and tumour vascular heterogene-
ity might improve tumour grading, prognosis and 
follow-up evaluation [ 8 – 10 ]. The complex mod-
elling of dynamic susceptibility contrast (DSC) 
MRI sequences has also allowed for the quantifi -
cation of tumour permeability and angiogenesis 
processes, through pharmacokinetic models of 
the lesion. 

 DWI may allow the cellularity of tumours to 
be graded noninvasively; because cells constitute 
a relative barrier to water diffusion, compared 
with extracerebral space, tumours that are more 
cellular are expected to show less of an increase 
in apparent diffusion coeffi cient (ADC) than 
tumours that are less cellular [ 15 ]. Diffusion ten-
sor imaging and diffusion kurtosis imaging are 
used to describe diffusion 3D variability by 
means of mean diffusivity, fractional anisotropy 
and mean kurtosis. Several studies suggest that 
diffusion tensor imaging allows not only to 
observe high cellularity regions but also to evalu-
ate tumour invasion into the surrounding tissue 
[ 16 ]. Studies of patients with brain tumours have 
shown that increases in water diffusion generally 
indicate positive response to therapy [ 15 ]. 

 MRSI provides information regarding the 
concentration of specifi c metabolites throughout 
the brain, which has proven to be relevant in 
brain tumour diagnosis and prognosis. Thus, 
increased lipid levels are found in high-grade 
gliomas, indicating the presence of necrosis, 
which is a hallmark of GB [ 17 ]. Choline has been 
related to cell membrane density and is recog-
nised as a marker of cell proliferation [ 17 ]. 
Statistically signifi cant higher metabolite ratios 
of choline/creatine and choline/NAA have been 
reported in high-grade gliomas compared to low- 
grade gliomas [ 18 ]. Elevated choline levels have 
been found in peritumoural oedema surrounding 
GB, suggesting tumour invasion. After treatment, 
MRSI has also shown potential to differentiate 
tumour recurrence from radiation necrosis [ 19 ]. 

 Several PET tracers have shown their added 
value when it comes to the diagnosis, prognosis 
and treatment monitoring of brain tumours. 
18 F-FDG, which is a marker of glucose metabo-
lism, has shown correlation with tumour grade 
and survival rate in gliomas [ 20 ]. Increased 
amino acid PET tracer uptake has been related to 
angiogenesis and increased cell metabolism 
within gliomas, resulting in a higher 11C-MET 
uptake in high-grade than in low-grade gliomas 
[ 21 ]. Labelled nucleotides such as 18 F-FLT are 
indicators of cellular proliferation, promoting 
18 F-FLT kinetic analyses to assess early treat-
ment response [ 22 ]. 18 F-FMISO is a hypoxia 
marker, showing increased uptake in high-grade 
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but not in low-grade gliomas. Tumour progres-
sion and survival after RT have been related to 
18 F-FMISO uptake levels [ 23 ]. 

 Hypoxia plays a central role in tumour devel-
opment, angiogenesis, growth and resistance to 
treatment. Hypoxia measurements have been 
shown to correlate with the probability of meta-
static spread, tumour recurrence, resistance to 
CHTH and radiation, invasion and decreased 
patient survival. Only a few imaging techniques 
have potential for in vivo assessment of hypoxia 
in humans, particularly for repeated, sequential 
measurements [ 24 ]. These methods use either 
PET tracers or MRI techniques sensitive to varia-
tions in local oxygen changes such as blood oxy-
genation level-dependent MRI (BOLD-MRI) or 
dynamic contrast-enhanced MRI (DCE-MRI)). 
An additional approach to map regional hypoxia 
is through the use of 3D MRSI and the quantifi -
cation of lactate to N-acetyl-aspartate ratio with 
long echo times. 

 Although the added value of PWI, DWI, 
MRSI and PET is unmistakable, it has become 
clear that no single modality in itself is specifi c 
enough to show the early response to treatment of 
GB tumours due to their heterogeneity and evolu-
tion speed [ 4 ]. Hence, some groups have studied 
the complementary information provided by dif-
ferent modalities and techniques. Laimon et al. 
described the complementarity regarding tumour 
progression and response of dynamic [18 F] fl uo-
rothymidine (F-18 FLT) PET, sodium (23Na) 
MRI and 3-T morphological MRI biomarkers. 

 Manual segmentation is still the gold standard 
for brain tumours in clinical practice; however it 
implies a time-consuming and user-dependent 
bias, prone to errors and with questionable repro-
ducibility. Signifi cant progresses have been made 
in automated brain tumour segmentation based 
on machine learning [ 25 – 27 ]. Brain Tumour 
Segmentation (BRATS) Challenge on MICCAI 
Conference revealed that machine learning per-
forms well in the whole tumour segmentation 
compared to manual segmentation. However, 
supervised learning requires an expensive, time- 
consuming and biased task to retrieve a suffi -
ciently large set of labelled samples from which 
to learn discriminant functions for the posterior 

segmentation [ 26 ]. Moreover, spatio-temporal 
changes in clinical environment such as new MR 
machines, protocols or centres may distort the 
data and hence could affect the performance of 
the supervised models [ 28 ]. Unsupervised learn-
ing tackles these limitations in a more straight-
forward manner, as it directly learns the patient 
specifi c data to build an intra-patient segmenta-
tion model which is independent from the differ-
ences among patients [ 29 ].  

16.5     New Trends for Integrated 
GB Management 

 Current clinical practices in GB management 
need to evolve to improve the poor results 
obtained to date in the treatment of this complex 
disease. To do so, the following promising 
approaches need to be particularly taken into 
account. 

16.5.1     GB Molecular Subtypes 

 In the last decade, genomic analyses, transcrip-
tomics and proteomics have identifi ed different 
GB subtypes and molecular pathways with impli-
cations for prognosis and treatment response. For 
optimal management of patients, more precise 
classifi cation of gliomas is needed, and molecu-
lar markers hold great promises in this respect. 

 The proneural subtype of GB, which is associ-
ated with better prognosis, is characterised by the 
expression of the histological markers OLIG2, 
DLL3, PDGFRA, IDH1 mutation (isocitrate 
dehydrogenase1), the absence of chromosomal 
gains or losses, the loss of TP53 heterozygosity 
and the normality of EGFR (epidermal growth 
factor receptor) as well as PTEN (phosphatase 
and tension homolog). The mesenchymal sub-
type, which corresponds to tumours of worse 
prognosis with strong angiogenic and infl amma-
tory features, is characterised by the expression 
of mesenchymal markers such as YKL-40, 
PECAM1 (CD31), VEGF and its receptors one 
and two, gain of chromosome 7, loss of PTEN, 
normal or extended EGFR and MET, 17q11.2 
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deletion as well as high expression of genes of 
the TNF superfamily and NF-kB (nuclear factor 
kappa-light-chain-enhancer of activated B cells) 
signalling pathway. Other less consensual sub-
types are proliferative and classic, which share 
loss of PTEN and frequent EGFR amplifi cation. 
Proliferative subtype is characterised by histo-
logical markers, such as TOP2A and PCNA (pro-
liferative cell nuclear antigen), and loss of 
chromosome 10. The classic subtype harbours 
frequent amplifi cation of chromosome 7, loss of 
chromosome 10, amplifi cation of EGFR gene 
and absence of alterations in TP53, NF1, 
PDGFRA or IDH1 [ 3 ,  30 ,  31 ]. The neural sub-
type is characterised by neural markers. In retro-
spective studies, it was observed that classic and 
mesenchymal tumours benefi ted from combined 
treatment of RT plus TMZ, while in the proneu-
ral, TMZ did not seem to provide therapeutic 
benefi ts [ 3 ]. However, prospective studies are 
necessary to confi rm these fi ndings. 

 On the other hand, recent studies suggest that 
antiangiogenic therapy could be benefi cial in the 
proneural subtype and possibly in the prolifera-
tive subtype, but not in the mesenchymal [ 32 ]. 
All in all, it is currently clear that GB constitutes 
a ‘mixed bag’ of tumours and that the diagnosis 
of particular molecular subtypes (especially 
those characterised by mutations in IDH1/IDH2, 
H3F3A, BRAF, EGFR variant III (EGFRvIII) or 
EGFR amplifi cation) will be of relevance in daily 
clinical practice soon. 

 Given the complexity and costs of these stud-
ies, promising approaches endeavour to develop 
easy-to-use panels of workable tests in the clini-
cal context able to provide a more precise classi-
fi cation of gliomas, such as the analysis of 
messenger RNA (mRNA) by Colman and co- 
workers [ 8 ], which identifi es nine genes with 
prognostic value. Another study using immuno-
histochemistry methods used only three markers 
for the classifi cation in proneural-like and 
classical- like subtypes (p53, PDGFRA and 
EGFR) [ 33 ]. In addition, the expression of spe-
cifi c proteins, such as OLIG2, DLL3, TOP2A, 
CD44, VEGF and FOXG1, has been validated as 
a feature of GB molecular subtypes. Notably, 
activation of the signalling pathways pErk1,2/

pMAPK and pAKT has also shown its prognostic 
value in GB [ 9 ]. More recently, an innovative, 
minimal IHC-based scheme for GB subclass 
assignment was proposed in terms of positive 
staining for IDH1R132H for proneural, high- 
EGFR expression for the classical subtype and a 
combined high expression of PTEN, VIM and/or 
YKL40 for the mesenchymal subtype [ 10 ].  

16.5.2     Key Enabling Molecular 
Biomarkers in the Clinical 
Practice 

 Tumour-derived molecular biomarkers include 
proteins, nucleic acids and tumour-derived extra-
cellular vesicles. These molecular biomarkers are 
mainly identifi ed in plasma, serum, blood plate-
lets, urine and/or cerebrospinal fl uid. These 
molecular biomarkers provide valuable informa-
tion of the mechanisms associated with cancer 
hallmarks such as cell proliferation, tumour pro-
gression, invasion, cell cycle, angiogenesis and 
apoptosis. Recently, circulating tumour cells 
have also been identifi ed in the blood of glioma 
patients. Circulating molecules, vesicles, 
‘tumour-educated’ platelets and cells may be 
useful as easily accessible diagnostic, prognostic 
and/or predictive biomarkers to guide the patient 
management. 

 There is an increasing interest in identifying 
the protein profi le of each GB subtype from 
peripheral blood samples, in addition to the 
immunohistochemical analysis of a small set of 
proteins for GB stratifi cation and the activation 
of key signalling pathways to identify potential 
therapeutic targets. A different hypothesis sug-
gests that the data obtained will allow the correla-
tion of a simple immunohistological classifi cation 
pattern with cell-free circulating proteins that 
may be used to predict prognosis as well as thera-
peutic response. If this hypothesis is confi rmed, it 
is expected that a wide perspective will be opened 
for identifying new and more effective therapeu-
tic targets. In this sense, advanced approaches 
aim to incorporate an accurate selection of 
molecular biomarkers (e.g. IHC, NGS, methyla-
tion status and chromosomal copy number aber-
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rations) including those obtained from liquid 
biopsy in the clinical management of GB (e.g. 
cell-free circulating proteins and RNA sequenc-
ing of ‘tumour-educated’ blood platelets). 

 Thereby, these approaches may help to cir-
cumvent problems related to tumour heterogene-
ity and sampling error at the time of diagnosis. If 
the success of these methodologies is confi rmed, 
it is expected that a wide perspective will be 
opened for identifying more informative bio-
markers with diagnostic, prognostic, predictive 
and/or monitoring value and innovative, more 
promising therapeutic targets.  

16.5.3     Advanced Multiscale Data 
Modelling in GB: In Silico 
Oncology Models 

 The main approaches for multiscale mathemati-
cal modelling of cancer have as a common start-
ing point the fact that cancer is a genetic disease 
and that its evolution is related, since the very 
early stage to mutations that give acquired abili-
ties in few or even single cells [ 34 ,  35 ]. The 
observation that the biological system under 
consideration has multiscale features has 
resulted in the development of mathematical 
models that essentially couple different models 
operating at different scales and that are able to 
cope with genomics, proteomics, cell-cell inter-
action, cell- environment interaction, release, dif-
fusion and absorption of chemical factors. 
Specifi cally, the modelling of cancer dynamics 
at the lowest scale, namely, molecular and cel-
lular scale, focuses on the critical changes within 
the cell that characterise cancer growth. These 
changes (i.e. self- suffi ciency in growth signals, 
insensitivity to antigrowth signals, evading 
apoptosis, limitless replicative potential, sus-
tained angiogenesis, evading immune system 
attack and tissue invasion and metastasis) incor-
porate some aspects of genetic mutation, gene 
expression and evolutionary selection, leading to 
malignant progression. In various cases, this 
evolution is induced by external or concomitant 
actions (as an example, the effect of therapies) 
[ 36 ]. At the tissue scale, macroscopic models of 

gliomas focus on the heterogeneous and aniso-
tropic characteristics of the brain-deducing mod-
els that are able to describe the growth of tumour 
masses and the diffusion of metastases in such 
an environment [ 37 ,  38 ]. 

 There are two major cancer-modelling 
schools that may be identifi ed: predominantly 
continuous and predominantly discrete models. 
Predominantly continuous models rely primarily 
on differential equations to describe processes 
such as diffusion of molecules, changes in 
tumour cell density and invasion of tumour cells 
into the surrounding tissue. Even the continuous 
mathematical models, which make use of partial 
ordinary differentiation equations and appropri-
ate boundary conditions, have to undergo discre-
tisation through the application of methods such 
as fi nite difference time domain or fi nite element 
techniques in order to practically deal with the 
high geometrical complexity of the biomechani-
cal problem. 

 A tumour growth modelling approach based 
solely on the continuous and/or fi nitised form of 
the diffusion’s reaction equation has a limited 
potential to effi ciently address the complexities 
of the treatment response phenomena in the mul-
tiscale context. The latter include inter alia the 
existence and dynamics of different proliferation 
potential cell categories (stem cells, limited 
mitotic potential cells, differentiated cells), dif-
ferent cell-cycle phases (G1, S, G2, M), different 
radiosensitivity and chemosensitivity profi les, 
different times spent within each cell-cycle 
phase, etc. 

 Discrete modelling has gained signifi cant 
momentum lately; it considers several discrete 
states in which cells may be found and possible 
transitions between them, governed by decision 
calculators, such as cytokinetic diagrams and 
agent-based techniques. Due to the hypercom-
plexity of cancer-related topics, each modelling 
approach is intrinsically able to successfully 
address only some of the aspects of this multifac-
eted problem. By combining the continuous and 
the discrete mathematical approaches, more 
comprehensive hybrid models addressing both 
glioma invasion and response to complex treat-
ment modalities could emerge. 
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 The ultimate goal of clinically oriented cancer 
simulation models is their eventual translation 
into clinical practice, which entails (a) thorough 
sensitivity analyses, in order to both comprehend 
and validate their behaviour, and at the same time 
gain further insight into the simulated mecha-
nisms, in a more quantitative way, and (b) an 
adaptation and validation process based on real 
clinical data [ 39 ]. On the global level, the fi rst 
large-scale, clinical trial-driven and clinically 
adaptable and testable oncosimulators have been 
developed by the In Silico Oncology and In Silico 
Medicine Group (ISO and ISMG) of the Institute 
of Communication and Computer Systems 
(ICCS), National Technical University of Athens 
(NTUA), in the context of the ACGT FP6 EU 
project (  http://acgt.ercim.eu/    ) for nephroblas-
toma and breast cancer within the framework of 
the SIOP 2001/GPOH (  http://www.siop-online.
org/    ) and the neoadjuvant trial of principle (TOP) 
clinical trials, respectively.   

16.6     Including Key Enabling 
Technologies in Clinical 
Practice 

 After reviewing the new trends in GB manage-
ment, we are ready to present an approach to 
cover the gap between the technologies (i.e. 
existing molecular GB subtyping techniques, 
multiscale-multilevel predictive models and bio-
marker images) and their integration in the clini-
cal workfl ow for the management of GB patients. 

 Our approach consists on the development of 
a clinical DSS to support multidisciplinary 
tumour boards in the therapy planning and early 
treatment response assessment of GB, that is, a 
health information technology system designed 
to assist the different actors involved in the GB 
management with main clinical decision-making 
tasks. The proposed DSS will use heterogeneous 
data to support and personalise treatment and 
follow-up for GB patients (see Fig.  16.2 ). The 
main functionalities to achieve this goal are:

     1.    Accessible and structured data: To be able to 
access the heterogeneous data in a transparent 

and secure way by developing interoperability 
and security layers.   

   2.    Generation of knowledge: The novel image 
analysis tools will generate segmentations of 
the GB extension, hallmark and nosological 
images and hypoxia mappings. The fi ndings 
obtained from imaging data together with 
molecular and clinical information will feed 
the multiscale-multilevel predictive models to 
obtain predictions of the evolution of the 
tumour depending on the simulated treatment. 
Finally an automatic characterisation of the 
GB molecular subtype will be done.   

   3.    Support to clinical decision: Once the knowl-
edge that addresses the clinical questions is 
generated, it will be used to support the clini-
cal decisions. The DSS will adapt the presen-
tation of their outputs to the clinical workfl ow. 
Two main scenarios have been considered: the 
fi rst one is the scenario where the clinician 
wants to access the DSS fi ndings using the 
hospital electronic health record (EHR) 
viewer. The DSS will include visualisation 
templates for EHR viewers tailored to each 
user profi le. The second one is the tumour 
board multidisciplinary scenario. In this sce-
nario, the DSS will facilitate a multidisci-
plinary collaborative interface including the 
latest visual and interactive technologies to 
improve user experience and acceptability.    

  A large body of evidence over many years 
suggests that DSS can be helpful in improving 
both clinical outcomes and adherence to 
evidence- based guidelines. However, to this day, 
clinical decision support systems are not widely 
used outside of a small number of sites, the main 
reasons being (1) the relative diffi culty of inte-
grating such systems into clinical workfl ows and 
computer systems, (2) the acceptability by the 
fi nal users (user experience) and (3) the capabil-
ity of keeping DSS up to date [ 40 ]. 

 In the case of GB, the fulfi lment of these 
requirements is even more challenging due to the 
wide variety of multidisciplinary users that will 
interact with the DSS; the need for acquiring, 
integrating and processing a wide variety of com-
plex clinical information (ranging from molecu-
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lar data to multi-parametric stacks of images); 
and the need for covering the whole management 
of GB patients including surgery and RT plan-
ning and CHTH assessment. 

 A tentative schema of how the proposed DSS 
could be integrated in a clinical scenario is pre-
sented in Fig.  16.3 . In this fi gure, we can see (1) 
how the DSS is integrated with the hospital clini-
cal information systems, (2) how the results of 
the DSS are presented to the actors involved in 
the GB patient management by using specialised 
EHR-based visualisation templates and dedicated 
multidisciplinary DSS interface for tumour board 

meetings and (3) the structure of the DSS 
architecture.

   In the following subsection, we will detail our 
approach to overcome the above section barriers: 

16.6.1     Integrating the DSS 
into Clinical Workfl ows 
and Computer Systems 

 In order to facilitate the adoption of a DSS for 
GB management, it is critical to implement the 
mechanisms to accomplish the semantic interop-
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erability and complete integration with the exist-
ing hospital information systems. Following the 
interoperability standards and IHE profi les, we 
will ensure the integration and communication 
with different IT products already established in 
the IT infrastructure of the hospitals, enabling 
data capture from existing RIS/pathology/LIS/
EHR systems. From our previous experience, 
this facilitates the adoption of the system at end-
user level by presenting an already familiar user 
interface, reducing the requirements for manual 
data recording as well as the elimination of 
errors in the management of complex data by 
means of automation and integration at both 
hardware and software boundaries. 

 Moreover, it is important to make the DSS 
results accessible to clinicians at the moment 
when decisions are taken. To do this, we propose 
a double strategy consisting on the development 
of (1) highly visual user interfaces tailored for 
each of the multiple hospital areas involved in the 
tumour treatment and (2) an interactive interface 
and automatic reports for the multidisciplinary 
meetings. 

 As a result, the DSS will be fully integrated in 
the hospital workfl ows by means of the IHE pro-
fi les, which will ensure the sharing of the com-
plete information, as well as the control and 
coordination of all the medical services involved 
in the GB management.  
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16.6.2     The Acceptability by the End 
Users 

 One of the major reasons why so many DSS are 
not used in clinical practice is that they lack pos-
itive user experience. Thus, the design of the 
graphical user interface (GUI) is of paramount 
importance in any healthcare tool and DSS 
development since it is the steering wheel. One 
could say that the GUI is actually as important as 
the accuracy of the algorithm and it should be 
intuitive and user-friendly and fulfi l the needs of 
the user(s). 

 In the medical fi eld, we are witnessing the situ-
ation that with more and more specialised exami-
nations, tests and monitoring, physicians are faced 
with a signifi cant amount of different but related 
pieces of information on each patient. Moreover, 
medical work is collaborative. Thus, for a patient 
with a brain tumour, several medical specialties 
and competences (i.e. neurologists, neurosur-
geons, radiologists, oncologists, radiotherapists, 
(neuro)pathologists and clinical psychologists) 
must gather in several multidisciplinary team 
meetings (i.e. tumour board meetings), to present 
their fi ndings and collaboratively discuss the 
diagnosis, treatment and follow-up. Although 
these tumour board meetings are part of the 
healthcare work process, there is room for 
improvement, particularly by tools that would 
facilitate the multidisciplinary meetings’ fl ow and 
the access to multiscale information and would 
support the medical decision. 

 Identifying how technology can improve spe-
cialist interactions and enhance awareness at 
multidisciplinary meetings delivers real benefi ts 
[ 41 ]. In this chapter, we aim to design a GUI that 
will improve patient information visualisation 
and the interaction in tumour board meetings. 

 There have been a number of research studies 
for the improvement of displaying medical infor-
mation when dealing with multiscale informa-
tion. In [ 42 ], it is shown that using advanced 
visualisation techniques helps clinicians in 
improving their work process. Moreover, in [ 43 ], 
it is demonstrated that improved patient informa-
tion visualisation is given by showing details 
prominently and presenting overviews. 

 Due to the extraordinary boost of technology 
in the fi eld of human-machine devices, special 
attention was given in the last years to human- 
machine interaction and therefore to the user 
interface design. A number of diverse methodol-
ogies outlining techniques for human-computer 
interaction design have emerged in the last years. 
Among them UX methodology is the most popu-
lar as it is the best approach for evaluating how 
the user perceives the system before, during and 
after interacting with it. UX methodology is very 
intuitive and user-friendly and therefore highly 
recommended in clinics as several studies sug-
gest that user involvement is crucial to a success-
ful design and implementation of a successful 
tool for healthcare (see [ 44 ]). To avoid a top- 
down approach of designing a GUI for health-
care, close collaboration is needed between 
designers, implementers and the end users.      
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17.1          Introduction 

 Breast cancer is the most frequently diagnosed 
cancer and the leading cause of cancer-related 
death among women worldwide [ 1 ]. It is a het-
erogeneous disease with distinct molecular and 
genetic subtypes, each with characteristic 
clinical- biological behavior and imaging pat-
terns. A substantial proportion of tumor mark-
ers or biomarkers, both fl uid and tissue based, 
are currently used in the management of 
patients with breast cancer. Serum biomarkers, 
such as CA 15–3 and carcinoembryonic antigen 
(CEA), are not recommended in any senologi-
cal guidelines due to a lack of sensitivity for 
early disease and a lack of specifi city [ 2 ]. 
Rather, genetic tests are regularly performed in 

populations at high risk of developing breast 
cancer. By means of a minimally invasive blood 
test, women are told whether a germ line muta-
tion in cancer susceptibility genes is present 
(BRCA). Being diagnosed with a BRCA 1 or 2 
gene mutation has a dramatic impact on the life 
course of a woman. About 5–10 % of all breast 
cancers are caused by germ line mutations in 
the two breast cancer susceptibility genes, 
BRCA-1 and BRCA-2, and women carrying 
BRCA1 or BRCA2 mutations have an increased 
risk of developing breast cancer of approxi-
mately 50–80 % at 70 years of age [ 3 – 5 ]. 
Various histopathological and immunohisto-
chemical staining-derived features of breast 
cancer are used to clinically establish the prog-
nostically relevant subtype, including hormonal 
receptor expression, architectural growth pat-
terns, and nuclear grades (low, intermediate, or 
high). Subsequently, the individual manage-
ment of breast cancer patients is adapted 
according to these subtypes. Despite the enor-
mous advances in breast imaging, the afore-
mentioned clinically relevant subtyping of 
breast lesions is still based on invasive proce-
dures, such as core needle biopsy or surgery. 
However, imaging is increasingly used to assess 
not only the morphologic features of the patho-
logical process but also to assess the function of 
tumor tissues or to characterize individual phe-
notypes for targeted drug therapies, building on 
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developments in genomics and molecular biol-
ogy features [ 6 – 9 ]. Imaging biomarkers can be 
defi ned as any  anatomic, physiologic, biochem-
ical, or molecular  parameter that is detectable 
with one or more imaging methods used to help 
establish the presence and/or severity of dis-
ease. The specifi c term “quantitative imaging 
biomarkers” corresponds to parameters that are 
objectively and quantitatively measured nonin-
vasively, are less susceptible to subjective judg-
ment, and are resolved spatially and temporally 
[ 10 ]. Moreover, prerequisites for the effective 
use of imaging biomarkers are standardization 
and validation [ 10 – 12 ]. The aim of this chapter 
is to describe breast imaging biomarkers and 
their objective, quantifi able features. We con-
sider here only imaging biomarkers that require 
an element of quantifi cation and standardiza-
tion, to demonstrate their contribution in the 
management of breast cancer patients. First, we 
briefl y summarize the heterogeneous group of 
subtypes of breast cancer, both invasive and 
noninvasive, to give the reader a synopsis of the 
complexity of this disease and an insight into 
the molecular biomarkers of breast cancer. 
However, a complete overview of the different 
histologic breast cancer subtypes is beyond the 
aim of this chapter. Second, we discuss the role 
of breast imaging biomarkers in terms of risk 
prediction for the development of breast cancer. 
These include quantitative imaging techniques 
for the assessment of breast density based on 
mammography and the measure of fi broglandu-
lar tissue (FGT) and background parenchymal 
enhancement (BPE) based on magnetic reso-
nance imaging (MRI). Third, we will explain 
the central role of MRI in noninvasively provid-
ing quantitative information about tissue char-
acteristics, such as cell density, tumor 
angiogenesis, and metabolism, leading to an 
improved differentiation of benign and malig-
nant breast lesions and to a better management 
of breast cancer patients in monitoring and pre-
dicting response to treatment. Finally, we dis-
cuss the potential of other imaging techniques, 
and emerging techniques, which could improve 
diagnostic accuracy and have the potential for 
the development of new imaging biomarkers.  

17.2     Molecular Biomarkers 
of Breast Cancer 

 Molecular subtyping of breast cancer is increas-
ingly used in clinical practice for the manage-
ment of breast cancer patients. The assessment of 
the molecular subtype infl uences the prediction 
of prognosis and guides oncologists in choosing 
the most effective treatment [ 13 ]. The classifi ca-
tion of ductal carcinoma in situ (DCIS) is still 
based on the traditional histopathological fea-
tures, such as the growth pattern (solid, cribri-
form, papillary), the nuclear grade, and the 
presence of necrosis, and new molecular classifi -
cations still struggle to be implemented in clini-
cal use [ 6 ]. In contrast, molecular subtyping of 
invasive cancer has been integrated into breast 
cancer treatment. Invasive breast cancer can be 
classifi ed into the  luminal  category, if neoplastic 
cells present histologic features related to the epi-
thelial cells lining the milk ducts, or the  basal  
category, if tumor cells have characteristics simi-
lar to the myoepithelial cells of the basement 
membranes. Moreover,  luminal  and  basal  can-
cers have been further classifi ed on the basis of 
the expression of pathological markers (estrogen 
[ER] and progesterone receptors [PR] and human 
epidermal growth factor 2 [HER2]) [ 14 ]. 

 The major molecular subtypes of invasive 
cancer are clinically differentiated as follows:

 –     Luminal A  breast cancer is characterized by 
the expression of both ER and PR, without 
amplifi cation of the HER2neu antigen. This 
subtype is the most common and has the best 
prognosis, in part because these are more fre-
quently low-grade tumors and, in part, because 
of their excellent response to hormonal 
 therapy [ 15 ,  16 ].  

 –    Luminal B  breast cancer expresses hormone 
receptors similar to  Luminal A , but differs 
because of the higher proliferative activity, 
assessed through Ki-67 levels, and for being 
often HER2neu enriched. These cancers are 
usually mid- to high-grade tumors, relatively 
insensitive to hormone therapy, and associ-
ated with an increased risk of relapses. In 
case of metastatic disease, bone is the target 
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organ. Consequently, this subgroup presents 
a poorer prognosis compared to  Luminal A  
neoplasms [ 17 ].  

 –    Her2neu  breast cancer is characterized by 
overexpression of HER2, without the expres-
sion of hormone receptors. The amplifi cation 
of HER2neu leads to increased cellular 
aggressiveness and rapid growth, resulting in 
generally intermediate- to high-grade tumors, 
a high recurrence rate, and metastases involv-
ing the brain [ 18 ]. Despite these unfavorable 
factors, this subgroup of breast cancer pres-
ents treatment options using antibodies against 
HER2neu [ 19 ,  20 ].  

 –    Basal-like  breast cancer is characterized by the 
lack of expression of ER, PR, and HER2neu 
markers and also by the overexpression of 
oncogenes, such as c-kit and the epidermal 
growth factor receptor gene, EGFR. The most 
common type of basal-like breast cancer is tri-
ple-negative cancer, occurring more com-
monly in young black and Hispanic women 
and in carriers of the BRCA-1 germ line muta-
tion. These tumors are more frequently high- 
grade tumors with early nodal involvement, 
with a higher rate and earlier onset of recur-
rences compared to the other subgroups. 
Preferred localization of metastases is to the 
lungs and brain, and usually the prognosis is 
very poor [ 21 ,  22 ].    

 This clinical classifi cation scheme does not 
take into account many other molecular biomark-
ers, such as the tumor suppressor gene  p53  and 
 claudin , a protein involved in the harmonious 
formation of epithelium, which are not routinely 
investigated, although their role in carcinogene-
sis is well recognized. Thus, translating the clini-
cal subtype of breast cancer into specifi c imaging 
phenotypes should only be performed consider-
ing that the clinical subgroups of breast cancers 
are still molecularly heterogeneous. In addition 
to this classic scheme, over the last decade, prog-
ress has been achieved in the fi eld of biomarkers 
and genomics with both prognostic and predic-
tive capabilities, to identify patients who will 
potentially benefi t from additional therapy. 
Genotype testing is now available and can, 

 therefore, relevantly change the management of 
breast cancer patients, providing additional infor-
mation beyond the established clinicopathologi-
cal features [ 23 ]. Some of these assays, such as 
Oncotype Dx and MammaPrint, have been 
approved by advisory and regulatory committees, 
while others are still in the approval process. In 
clinical practice, these gene-based predictors can 
be used in neoadjuvant and adjuvant therapies, to 
predict late recurrences and to tailor the duration 
of endocrine therapy for breast cancer without 
compromising its effi cacy [ 23 ,  24 ]. Table  17.1  
summarizes all the available multigene assays.

17.3        Quantitative Breast Imaging 
Biomarkers 

17.3.1     Risk Prediction 
for the Development of Breast 
Cancer 

17.3.1.1     Breast Density 
on Mammography 

 By expert consensus, mammographic breast den-
sity is one of the strongest known risk factors for 
the disease and is comparable to or exceeds val-
ues identifi ed through many other known factors, 
such as alcohol or obesity [ 25 – 33 ] (Table  17.2 ).

   Mammographic breast density is defi ned as 
the proportion of the breast area in the mammo-
gram that is occupied by radiologic dense breast 
tissue. It refers to the variations in the radiologi-
cal appearance of the breast among women, 
which refl ect variations in breast tissue compo-
sition [ 25 ,  27 ,  28 ]. Mammographic density 
mainly consists of two components of tissues: 
fi broglandular and fatty tissue. Fibroglandular 
tissue is a mixture of fi brous connective tissue, 
specifi cally the stroma and the functional or 
glandular epithelial cells that line the ducts of 
the breast (the parenchyma). Fat has a lower 
X-ray attenuation coeffi cient than fi broglandu-
lar tissue and, thus, is more transparent on 
X-rays and appears darker on a mammogram. 
Regions of brightness that are associated with 
fi broglandular tissue are referred to as “mam-
mographic densities.” 
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 The relationship between the different mam-
mographic density phenotypes (absolute dense 
area, absolute nondense area, and percentage 
dense area) and breast cancer risk seems to indi-
cate that percentage dense area has been estimated 
to be a stronger risk factor than absolute dense 
area for breast cancer [ 28 ]. Women with a high 
percentage of dense area of >75 % had a 4.6- fold 
increased breast cancer risk (95 % confi dence 
interval, 3.6–5.9) compared with women with lit-
tle (<5 %) dense tissue [ 27 – 30 ,  34 ]. The level of 
risk is largely unknown because tissue density is 
infl uenced by multiple factors, both genetic and 

environmental. For example, breast density 
decreases with an increasing body mass index and 
decreases with aging and multiparity [ 26 ,  32 ,  33 ]. 
Other factors also affect a woman’s tissue density, 
such as tamoxifen therapy, hormone replacement 
therapy, weight, and diet intake changes [ 35 ]. 
Nevertheless, regardless of the infl uence of other 
risk factors, breast density is now an established 
independent risk factor for the development of 
breast cancer [ 25 ,  26 ,  36 ] (Table  17.3 ).

   Breast dense tissue is common in women, with 
31–43 % of the general screening population hav-
ing heterogeneously dense or extremely dense 

   Table 17.1    Comparison of major current genomic tests in breast cancer   

 Genomic test  Target 
 Specimen 
requirements  Technique  Characteristics 

 OncotypeDx  21 genes  FFPE  RT-PCR  Recurrence score (0–100) 
predicts likelihood of 
recurrence at 10 years. 
Role in predicting 
response to adjuvant and 
neoadjuvant 
chemotherapy validated 

 MammaPrint  70 genes  Unfi xed tissue  Microarray  10 years survival 
probability divided into 
low and high risk 

 PAM50 ROR  50 genes  FFPE  RT-PCR, nCounter 
technology 

 Links intrinsic breast 
cancer subtype and 5 
years risk of recurrence in 
ERpositive disease 

 76-Gene signature  76 genes  Unfi xed tissue  Microarray  Predicts outcomes for 
LN-negative patients 
independent of hormone 
receptor status 

 H:I ratio/breast 
cancer index 

 HOXB13 to 
IL17BR ratio and 
molecular gene 
index 

 FFPE  RT-PCR  Particularly useful in 
predicting late recurrence 
(5–10 years from 
diagnosis) 

 IHC4  Levels (%) of ER, 
PR HER2, and 
Ki67 

 FFPE  IHC  Modeling factors in ER, 
PR, HER2, and Ki67 
ICH. Predictor for distant 
recurrence 

 Genomic grade index  97 genes  Unfi xed tissue  Microarray  Classifi es histologic 
grades into low and high 
recurrence risk. High GGI 
is associated with 
increased risk of 
recurrence compared to 
low GGI 

   FFPE  formalin fi xed, paraffi n embedded,  HOX  homeobox,  IL  interleukin,  ER  estrogen receptor,  PR  progesterone recep-
tor,  HER  human epidermal growth factor receptor,  LN  lymph node,  RT-PCR  reverse transcription polymerase chain 
reaction,  IHC  immunohistochemistry,  GGI  genomic grade index  
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breasts at mammography [ 27 ]. Therefore, breast 
density assessment has been an important compo-
nent of screening mammography reports and has 
been propelled to the forefront by recent legisla-
tion in several states that requires patients to be 
informed of breast density and the potential for 
the increased cancer risk [ 31 ]. Breast density 
affects mammographic screening also because of 
the masking effect on underlying cancers. It is 
well known that mammographic sensitivity 

decreases with increasing density, from a level of 
85.7–88.8 % in patients with almost entirely fatty 
tissue to 62.2–68.1 % in patients with extremely 
dense breast tissue [ 37 ,  38 ]. The masking effect of 
breast density leads to an increased percentage of 
interval cancers (cancers that manifest within 1 
year of a normal mammogram) in women with 
dense breasts. It has been suggested that, because 
dense breasts may make a woman more likely to 
be diagnosed with an interval cancer, women with 

   Table 17.2    List of risk factors for breast cancer and relative risk   

 Factors that increase the relative risk for breast cancer 

 Relative risk  Factors 

 Gender  Female 

 Age  >65 

 Race  Caucasian 

 >4.0  Certain genome changes  BRCA1/BRCA 2 

 Family history  Two or more fi st-degree relatives with breast cancer 
diagnosed at an early age 

 Personal health history  Prior diagnosis of breast cancer or high risk lesions 

 Breast density  High percentage of dense tissue 

 Family history  One fi rst-degree relative with breast cancer 

 2.1–4.0  Personal health history  High-dose bone radiation to chest 

 High bone density (postmenopausal) 

 Early menarche (<12) 

 Late age at fi rst full-term pregnancy (>30) 

 Late menopause (>55) 

 No full-term pregnancy 

 Factors that affect circulating 
hormones 

 Never breastfed a child 

 Recent oral contraceptive use 

 1.1–2.0  Recent and long-term use of hormone replacement 
therapy 

 Personal history of endometrium, ovary, or colon cancer 

 Obesity (postmenopausal) 

 Lack of physical activity 

 Poor diet 

 Other factors  Being overweighted or obese 

 Alcohol consumption 

   Table 17.3    For percentage density measured using prediagnostic mammograms, there are combined relative risks of 
incident breast cancer in the general population   

 Risk of developing breast cancer associated to breast density 

 BI-RADS ACR a  BI-RADS ACR b  Bl-RADS ACR c  BI-RADS ACR d 

 % Breast density measured on 
mammography 

 5–24 %  25–49 %  50–74 %  >75 % 

 Combined relative risks  179(148–2.16)  2.11 (1.70–2.63)  2.92 (2.49–3 42)  4.64 (3.64–5.91) 
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dense breasts might benefi t from intensifi ed 
screening [ 27 ,  39 ]. Therefore, the ability to iden-
tify women at greater risk from breast cancer 
could be used as a prognostic indicator and as a 
selection criterion for high-risk groups, who 
would benefi t from special surveillance measures 
[ 29 ,  30 ,  40 – 42 ]. Hence, breast density might have 
great potential as a  biomarker , to be used as an 
intermediate end point in studies of breast cancer 
etiology and as a component of overall risk- 
assessment models. To date, breast density assess-
ment, both qualitative and quantitative, is based 
on mammography. Mammography is a 2D tech-
nique, which examines the breast, a 3D structure, 
employing both ionizing radiation and compres-
sion [ 40 ,  41 ,  43 ]. Calculation of breast density 
based on mammography can be done either quali-
tatively, by subjective visual radiologist review, or 
quantitatively, by either semiautomated 2D or 
fully automated 3D computer analysis. 

  Qualitative  assessment of mammographic 
density is the estimation of the percentage of 
mammographic dense tissue of the breasts by 
subjective visual assessment done by the report-
ing radiologist. The density scheme used is the 
one proposed by the Breast Imaging Reporting 
and Data System (BI-RADS) and American 
College of Radiology (ACR), which classifi es 
density into four categories of percentage mam-
mographic dense area [ 44 ]:

•    BI-RADS ACR  a : the breasts are almost 
entirely fatty, with dense tissue less than 25 % 
(Fig.  17.1a ).

•      BI-RADS ACR  b : there are scattered areas of 
fi broglandular densities with dense tissue less 
than 50 % (Fig.  17.1b ).  

•   BI-RADS ACR  c : the breasts are heteroge-
neously dense with dense tissue less than 75 % 
that could obscure small masses (Fig.  17.1c ).  

•   BI-RADS ACR  d : the breasts are extremely 
dense breast with more than 75 % dense tis-
sue, which lowers the sensitivity of mammog-
raphy (Fig.  17.1d ).    

 Subjective visual assessment is used to assign 
an overall breast composition rating to convey 
the likelihood of lesion obscuration, but this is 

not a standardized method, with several studies 
reporting only moderate interobserver agreement 
[ 45 – 47 ]. Therefore, computer-based quantitative 
and objective methods of density measurement 
have been developed.  Quantitative  breast density 
measurement methods provide a reproducible, 
calculated density percentage (either the area or 
the volume, depending on the method used) 
assessed either semiautomatically or fully auto-
matically by a computer program using either a 
2D or 3D approach. The density percentage is 
determined by dividing the calculated area (or 
volume) of the fi broglandular tissue by the calcu-
lated total breast area (or volume). The most 
commonly used 2D approach to calculate the 
area of density percentage is the semiautomated, 
interactive, thresholding technique (the 
Cumulus™). Through the software application of 
interactive gray-level thresholding values to digi-
tized mammograms, this method allows the sepa-
ration of mammographically dense tissue from 
fatty tissue and, thus, calculates the area of den-
sity percentage [ 26 ,  43 ]. The interactive thresh-
olding method is not completely objective 
because it requires user input (Fig.  17.2 ).

   Mammographic breast density measurement 
can be performed in 3D as well by directly assess-
ing the “volume” or fractional volume of dense 
tissue. These methods create a physics model of 
the complete image-forming system, including 
the X-ray source, X-ray scattering and scatter 
removal, and the image receptor, and calculate a 
quantity which is referred to as the thickness of 
“interesting” fi broglandular tissue. 

 Currently, software programs (Table  17.4 ), 
approved by the US Food and Drug Administration 
(FDA), are available and provide fully automated 
volume density percentages that can be eventu-
ally converted to the appropriate BI-RADS den-
sity category [ 49 – 53 ].

   The main drawback of all the existing breast 
density assessment methods is that they are based 
on mammography, a technique that requires the use 
of ionizing radiation, as well as strong compression 
of the breast, which is often uncomfortable or even 
painful for the patient. Mammography is a 2D 
method by which to assess the breast, which is a 
3D structure, and therefore, mammography will 
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never be able to give an accurate absolute account 
of breast density, but rather a rough estimate.  

17.3.1.2     Amount of Fibroglandular 
Tissue and Background 
Parenchymal Enhancement 
on Magnetic Resonance 
Imaging 

 The amount of fi broglandular tissue (FGT) refers 
to the composition of the breast, specifi cally the 
volume of non-fatty normal parenchyma assessed 

on MRI [ 54 ]. Thus, FGT greatly correlates to 
mammographic density and may provide supe-
rior accuracy in the determination of breast can-
cer risk [ 55 – 57 ]. 

 MR imaging, with the administration of con-
trast media, reveals the enhancement kinetic fea-
tures of normal parenchymal tissue, which is 
considered to refl ect hormonal stimulation and 
proliferative activity. Background parenchymal 
enhancement (BPE) is defi ned as the intensity of 
FGT enhancement in the early phases of the 

a b

c d

  Fig. 17.1    The four-category ACR BI-RADS system for 
classifying mammographic density. The categories 
describe the fraction of fi broglandular tissue in the breast 

as judged by an observer and are ( a ) <25 %, ( b ) <50 %, ( c ) 
<75 %, and ( d ) >75 %       
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a b

  Fig. 17.2    The user interface for the interactive thresh-
olding method for the determination of mammographic 
density (Cumulus ™). ( a ) The digitized or digital mam-
mogram is displayed on the computer screen, and a 
threshold is selected by the operator to segment the 

breast from the surrounding background. ( b ) A second 
threshold is set to identify the regions of density. The 
algorithm indicates these pixels by a white overlay 
(Reproduced from Johns et al. [ 48 ])       

   Table 17.4    Quantitative assessment methods for breast density on mammography   

 Assessment type  Method  Device name  Specifi cs 

 Calculation of area density 
percentage 

 Semi-automated  CUMULUS™ University 
of Toronto, Canada 

 Interactive thresholding 

 QUANTRA™ Hologic, 
Bedford, MA, USA 

 Fibroglandular density per 
pixel is estimated by using 
known image-acquisition 
parameters, including 
breast thickness; the pixel 
values are then added to 
determine the volume of 
the fi broglandular tissue 

 Calculation of volume 
density percentage (breast 
segmentation) 

 Completely automated  VOLPARA™ Matakina 
Technology Limited, 
Wellington, New Zealand 

 Pixel value representing fat 
is identifi ed automatically 
by the software to provide 
a reference value; 
individual pixels in the 
breast are compared with 
the reference value to 
determine X-ray 
attenuation and generate a 
density map; the volume of 
the fi broglandular tissue 
and the total breast volume 
are calculated by adding 
the corresponding pixel 
value 
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dynamic contrast-enhanced examination [ 58 ,  59 ]. 
It has been shown that BPE and, to a lesser extent, 
also FGT are hormonally responsive features that 
decrease over time with the effects of menopause, 
after oophorectomy, and in women who under-
went treatment with tamoxifen or aromatase 
inhibitors [ 60 ,  61 ]. However, BPE is not necessar-
ily positively associated with FGT nor has a 
strong correlation been shown with mammo-
graphic breast density [ 62 ,  63 ]. Initial research by 
two case-control studies in high-risk screening 
patients have demonstrated that BPE can be a pre-
dictive biomarker of breast cancer risk in these 
patients. In women who have already been deter-
mined to be at high risk, in particular, marked 
BPE increases the individual breast cancer risk up 
to tenfold [ 58 ,  64 ]. In addition, BPE is considered 
to possibly decrease the sensitivity of breast MRI 
by obscuring enhancing malignancies or may 
diminish the specifi city by causing enhancement 
patterns that overlap with the appearance of can-
cers [ 62 ,  65 ]. However, cross- sectional studies 
demonstrated no major increase in either false-
positive or false-negative MR fi ndings due to BPE 
[ 59 ,  66 ]. 

 Recently, there have been attempts to measure 
breast density with MRI. A qualitative assess-
ment of both FGT and BPE is possible by follow-
ing the BI-RADS classifi cation descriptors [ 44 ]. 
Analogous to breast density, FGT can be classi-
fi ed as follows:

•    BI-RADS  a : the breasts are almost entirely 
fatty (Fig.  17.3a ).

•      BI-RADS ACR  b : there are scattered areas of 
fi broglandular tissue (Fig.  17.3b ).  

•   BI-RADS ACR  c : heterogeneous fi broglandu-
lar tissue (Fig.  17.3c ).  

•   BI-RADS ACR  d : extreme fi broglandular tis-
sue (Fig.  17.3d ).    

 BPE can be classifi ed in congruence with the 
BI-RADS lexicon according to the different level 
of appearance (from minimal to marked) and to 
the distribution within the breasts (symmetric or 
asymmetric) (Fig.  17.4 ). Because it is a cross- 
sectional imaging technique that provides 3D 
images of the breast, MR imaging provides images 
that are related to the fat and water composition of 
the breast. Since the water composition is highly 

a b

c d

  Fig. 17.3    The four-category BI-RADS system for classifying fi broglandular tissue. The categories describe the frac-
tion of fi broglandular tissue in the breast and are ( a ) a, ( b ) b, ( c ) c, and ( d ) d       
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correlated with the prevalence of fi broglandular 
tissue, these images can be used for the slice-by-
slice segmentation of the fi broglandular and fatty 
tissues for quantitative breast density assessment 
[ 57 ,  67 ,  68 ]. Multiple studies employing semiau-
tomated algorithms have focused on the evaluation 
of the amount of FGT, demonstrating that breast 
MRI assessment of percent density correlates well 
with mammographic measures of percent density 
[ 33 ,  55 ,  56 ]. The current research on breast density 
measurement with MRI has been based on con-
ventional T1-weighted sequences [ 33 ,  55 ,  56 ], 
which does not allow a fully automated separation 
of fatty and fi broglandular tissue due to the rela-
tively small contrast between those two tissues. 
T1-weighted sequences provide gray-scale 
images, and therefore, the defi nition of a threshold 
by a radiologist is required to enable calculation of 
breast density. This human-defi ned threshold is a 
source of variability and poor sensitivity. A differ-
ent approach, with the use of different sequences, 
has been recently proposed [ 69 ]. The Dixon tech-
nique represents an alternative to T1-weighted 

sequences for a fully automated, user-independent, 
MRI-based, quantitative volumetric breast density 
assessment. Dixon sequences are based on chemi-
cal shift imaging and, thus, are best suited for fat 
suppression in tissues containing similar amounts 
of lipid and water (e.g., fi broglandular tissue) [ 70 –
 72 ] (Fig.  17.5 ). These sequences are fast and allow 
reliable and reproducible fat and water separation, 
and thus, a fully automated segmentation of fi bro-
glandular and fatty breast tissue for breast density 
calculation is possible (Table  17.5 ).

17.3.2           Tumor Characterization 
and Prognosis 
for the Hallmarks of Breast 
Cancer with Magnetic 
Resonance Imaging (MRI) 

 The hallmarks of cancer are all the biological 
capabilities acquired during the multistep devel-
opment of tumors which refl ect genetic altera-
tions that drive the progressive transformation of 

a

b

  Fig. 17.4    A 44-year-old 
woman showing marked 
and symmetric nodular 
background 
parenchymal 
enhancement (BPE) 
described using the 
BI-RADS lexicon. ( a ) 
Maximum intensity 
projection (MIP) image 
after 2 min from 
injection of contrast 
agent, ( b ) MIP image 
after 8 min from 
injection of contrast 
agent       
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normal human cells into highly malignant deriva-
tives [ 73 ,  74 ]. They include sustaining prolifera-
tive signaling, evading growth suppressors, 

resisting cell death, enabling replicative immor-
tality, inducing angiogenesis, and activating inva-
sion and metastasis [ 73 – 77 ]. Recently, other 
hallmarks have also been reported, such as dereg-
ulating cellular energetics and avoiding immune 
destruction, and these processes play a central 
role in the pathogenesis of cancers [ 73 ] 
(Fig.  17.6 ). Tumors are, therefore, complex tis-
sues consisting of multiple different cells that 
contribute to the development and expression of 
distinctive and complementary capabilities and 
which enable tumor growth and metastatic dis-
semination [ 73 – 77 ].

   The understanding of these dynamic varia-
tions is crucial to improve tumor characteriza-
tion and to develop new target therapies. 
However, a reasonably complete depiction of 
the network of microenvironmental signaling 
interactions is still far from complete, as the 
great majority of signaling molecules and path-
ways remain to be identifi ed [ 73 ]. To elucidate 
these complexities of neoplastic disease, imag-
ing techniques have to be equally sophisticated 
and multilayered. MRI may provide a wide 
range of information for the detection and 

a b c

  Fig. 17.5    Illustration of the automatic segmentation pro-
cess of the breast. ( a ) The fat- and water-weighted Dixon 
images of the target subject are combined into a single 
image.( b ) The template breast image ( red overlay ) with 
similar size and shape is registered to the subjects breast 

until both matched ( bottom ). ( c ) The deformation obtained 
from the registration process is applied on the associated 
manual template segmentation ( red ), resulting in an auto-
matic segmentation of the target breast ( bottom ), exclud-
ing skin and the pectoralis muscle       

   Table 17.5    Interquartile ranges (25th to 75th percentile) 
of quantitative MG % BD estimation and the AQV MR % 
BD measurement system for each qualitative ACR 
BI-RADS BD category and the corresponding number of 
women   

 ACR  MG (IQR)  MRl (IQR) 

 ACR 1 
(0–24 %) 

 8.42–33.84 % 
(mean 22.48 %) 

 3.47–7.84 % 
(mean 7.84 %) 

 ACR 2 
(25–49 %) 

 26.71–41.38 % 
(mean 35.26 %) 

 7.84–25.88 % 
(mean 15.62 %) 

 ACR 3 
(50–74 %) 

 41.99–63.86 % 
(mean 50.39 %) 

 26.25–44.15 % 
(mean 34.42 %) 

 ACR 4 
(75–100 %) 

 61.75–79.91 % 
(mean 70.14 %) 

 39.86–71.20 % 
(mean 49.74 %) 

  Reproduced from Wengert et al. [ 69 ] 
  %  indicates percentage;  ACR BI-RADS BD  American 
College of Radiology Breast Imaging Reporting and Data 
System breast density,  ACR  American College of 
Radiology,  AUQV MR % BD  automated quantitative volu-
metric magnetic resonance imaging percentage breast 
density,  IQR  interquartile range,  MG % BD  mammo-
graphic percentage breast density,  MG  mammography, 
 MRI  magnetic resonance imaging  
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 characterization of tumors as well as insight into 
monitoring the response to treatment [ 78 – 85 ]. 
MRI could provide excellent contrast because 
of variations in water proton density and relax-
ation times (which refl ect macromolecular con-
tent) and provide the ability to probe abnormal 
vessel permeability, tissue microstructure (dif-
fusion imaging), and chemical composition 
(e.g., concentration of amides or lipids, or 
metabolites) [ 86 – 88 ]. Furthermore, the use of 
quantitative measurements from MR images 
contributes to reporting and monitoring specifi c 
biological changes: for example, a decrease in 
vascularity as a result of antiangiogenic treate-
ment or an increase/decrease in cell density as 
biomarker of changes in proliferations and an 
increased lactate production as an indicator of 
anaerobic metabolism indicator [ 88 ]. Thus, 
MRI assays tumor characteristics and provides a 
means to noninvasively characterize tumors for 
prognostication, for individualization and opti-
mization of treatment, and for monitoring thera-
peutic response. In the next subchapters, we will 
focus on the currently available MR techniques 
that allow the assessment of some of the afore-
mentioned hallmarks of breast cancer. 

17.3.2.1     Imaging of Tumor 
Neoangiogenesis 
with Dynamic  Contrast- 
Enhanced Magnetic 
Resonance Imaging 
(DCE-MRI) 

 The hallmark of tumor growth and metastatic 
potential is neoangiogenesis, expression of dedi-
cated vasculature that supports the high meta-
bolic demand for oxygen especially of aggressive 
tumors [ 79 ,  89 ,  90 ]. Specifi c peptide hormones 
released by cancer cells promote the increased 
neoangiogenesis as soon as they exceed 2 mm 
[ 90 ,  91 ]. Being a limiting factor for both tumor 
growth and metastases, it has been assumed that 
angiogenesis correlates with tumor aggressive-
ness [ 92 ]. In particular, it has been widely dem-
onstrated that microvascular density (MVD) (i.e., 
the number of endothelial clusters in a high- 
power microscopic fi eld) correlates with the pres-
ence of metastases at time of diagnosis and with 
decreased patient survival times. Compared to 
conventional imaging, dynamic contrast- 
enhanced magnetic resonance imaging (DCE- 
MRI) has been so far the most sensitive method 
for detection of breast cancer with a negative 

  Fig. 17.6    The hallmarks 
of cancers. The 
capabilities of cancer 
involved in tumor 
growth and progression 
of some and perhaps all 
cancers (Modifi ed from 
Hanahan et al. [ 73 ])       
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 predictive value ranging between 89 and 99 % in 
general [ 5 ,  78 ,  93 – 95 ]. Breast DCE-MRI can be 
used in preoperative and postoperative staging, in 
screening settings of women at high-risk, in 
patients with cancers of unknown primary (CUP) 
syndrome, and as a reliable problem-solving tool 
to accurately excludes malignancy [ 82 ,  83 ,  96 ]. 
This high sensitivity technique allows the detec-
tion of lesions visible only on breast MRI, while 
several authors advocate its false-positive rate 
that varies but is consistently higher than that of 
conventional imaging [ 78 ]. As the causes for 
false-positive fi ndings are known – small and 
non-mass lesions [ 97 ] – protocols that focus on 
improving temporal and spatial resolution at fi eld 
strengths of 1.5 and 3 Tesla showed their feasibil-
ity but did not focus on the problem makers in 
breast MRI yet [ 72 ,  98 ,  99 ]. High-fi eld 7-T MR 
imagers also were introduced to offer even higher 
temporal and spatial resolution imaging because 
of the increased intrinsic signal-to-noise ratio 
[ 100 – 102 ]. However, with appropriate tech-
niques and experienced readers, specifi cities not 
lower than 80 % can be achieved using breast 
DCE-MRI at any fi elds (1.5, 3, 7 T) [ 79 ,  83 ,  99 ]. 
DCE-MRI of the breast highlights lesions after 
intravenous injection of a contrast agent based on 
morphologic assessment and the enhancement 
characteristics of lesions [ 100 – 102 ]. The 
enhancement of a lesion is closely related to the 
microscopic vascular architecture as the agent is 
injected intravenously and washes in into the 
lesion via sprouted vessels [ 79 ,  89 ]. DCE-MRI is 
able to visualize tumor vasculature as a tumor- 
specifi c feature derived from angiogenesis [ 96 ]. 
Neoangiogenetically introduced vessels typically 
presents abnormal vessel permeability that is 
mediated by cytokines. Microstructural tissue 
properties can be characterized through assessing 
kinetic enhancement curves obtained from 
DCE-MR imaging [ 103 ]. To assess these, low 
molecular contrast agents on gadolinium basis 
that are not actively metabolized in the human 
body and that do not enter the intracellular space 
are intravenously injected as a rapid bolus. The 
distribution in the examined tissue is measured 
by repetitive T1-weighted sequences with prefer-
ably high temporal resolution. Signal intensity 

time curves can be measured either visually, per 
regions of interest or pixelwise parametric map-
ping [ 104 ,  105 ]. Biological factors infl uencing 
these curves in breast lesions are microvessel 
density, permeability, and extracellular leakage 
space [ 106 ,  107 ]. The percentage of maximal sig-
nal increase correlates well with the microvessel 
count [ 108 – 110 ]. 

 In addition to semiquantitative assessment 
approaches, quantitative evaluation of contrast 
kinetics can be performed through pharmacoki-
netic modeling techniques. Contrast media 
exchange between the intravascular and the inter-
stitial space, providing a measure of tumor blood 
fl ow, microvasculature, and capillary permeabil-
ity. The most commonly used pharmakokinetical 
model introduced by Tofts et al. can be used to 
interpret signal intensity time curves. The initial 
phase describes tissue perfusion (e.g., the 
exchange between plasma and interstitium ( K  trans ) 
that is infl uenced by microvessel density and per-
meability); the delayed phase is associated with 
the leakage space that is the extracellular extra-
vascular space, described by the interstitial space 
volume fraction ( v  e ). The higher tissue perfusion, 
the higher the initial enhancement; the lower the 
extracellular distribution space, the faster the 
maximum possible concentration of contrast 
agent is reached, leading to a transport from the 
extravascular extracellular space back into the 
vasculature, causing a washout of the contrast 
medium. The preferable quantifi cation of DCE- 
MRI data is limited by a number of technical and 
biological infl uence factors on signal intensity 
time curves, e.g., scanner type and fi eld strength 
and homogeneity, acquistion sequence parame-
ters and timing, contrast injection, contrast mate-
rial, and intra-individual circulation differences 
[ 104 ,  111 ]. The optimal pharmacokinetic 
approach deriving model parameters from non-
linear regression analysis of signal intensity time 
curves has not been determined yet, a fact under-
lined by a wide variety of models and model 
variations [ 112 ]. To perform DCE-MR imaging 
pharmacokinetic modeling and calculate quanti-
tative parameters, two parameters should 
 preferably be evaluated: precontrast T1 relax-
ation times of the tumor or tissue and the arterial 

17 Use Case III: Imaging Biomarkers in Breast Tumours. Development and Clinical Integration



208

input function (AIF). Precontrast T1 mapping 
requires acquisition of additional series of images 
with varying fl ip angle or inversion recovery 
sequences leading to inaccuracies due to B1 
inhomogeneity especially at high fi eld strengths 
[ 113 ]. This approach implicates additional min-
utes to the overall examination; thus, it is time-
consuming [ 79 ,  103 ]. Most models require that 
the AIF be measured directly for each subject 
[ 106 ,  114 ], which is often challenging to perform 
and sensitive to patient motion between dynamic 
acquisitions. The most common approach was 
proposed by Huang and colleagues [ 114 ]. The 
authors proved the accuracy of an average AIF, 
i.e., shutter- speed approach calculated from a 
larger population for whom the injection site, 
dose, and rate were kept constant, with standard 
approach DCE-MR imaging pharmacokinetic 
analysis for breast cancer diagnosis. Yankeelov 
and colleagues [ 115 ] have proposed another 
method, estimating the AIF using a reference 
region model and found that such an approach 
correlated well with direct AIF measurement. 
Although model-based pharmacokinetics are 
challenging and time-consuming, they have the 
potential advantage over semiquantitative assess-
ments of providing standardized measurements 
[ 116 ]. As discussed elsewhere in detail, pharma-
cokinetic modeling of DCE-MRI data is not as 
robust as often suggested [ 112 ]. In clinical prac-
tice, semiquantitative analysis of kinetic features 
in a breast lesion is usually measured using mod-
est temporal resolution with at least 2 to 3 post- 
contrast T1-weighted acquisitions, with k-space 
centered at approximately 90–120 s after contrast 
injection for the fi rst post-contrast images [ 103 ]. 

  Tumor Characterization     By the pharmacoki-
netic information on tissue vasculature available 
through DCE-MRI, breast lesions can be charac-
terized noninvasively: a highly vascularized and 
highly proliferative cancer with a relatively low 
extracellular, extravascular space will show a fast 
signal increase (refl ected by high k trans  or plasma 
fl ow values), followed by an early signal decrease, 
the typical washout curve (quantifi ed by a low v e  
or distribution volume). On the other hand, 
poorly vascularized benign lesions with a high 

extravascular extracellular space will show a 
slow (relfected by low k trans  or plasma fl ow val-
ues) and persistent (refl ected by high v e  and dis-
tribution volume values) signal increase. 
Depending on the underlying pathology, varia-
tions of these characteristics occur (Fig.  17.7 ). 
These basic phenomena were fi rst described by 
Kaiser [ 117 ,  118 ]. Empirical evidence for quanti-
tative DCE-MRI in breast lesion characterization 
is diffi cult to assess in general due to the wide 
variety of approaches. Huang and colleagues 
[ 114 ] found that low K trans  values could avoid 
biopsy and proposed a potential K trans  cutoff to 
decrease false-positive MR examinations. Li and 
colleagues [ 119 ] evaluated the value of morpho-
logic examination in conjunction with dynamic 
contrast-enhanced MRI (DCE-MRI) for more 
precise diagnosis of breast cancer, as well as their 
correlation with angiogenesis and proliferative 
activity. They found that K trans  and k ep  values were 
signifi cantly higher in invasive ductal carcinoma 
and DCIS than ductal dysplasias.

    The offi cial BI-RADS approach is a simplifi -
cation of the pharmacokinetic approach, account-
ing for inconsistent techniques used worldwide: 
the initial enhancement is classifi ed as either 
slow, intermediate, or fast and the delayed 
enhancement curve type as either persistent, pla-
teau, or washout. A highly aggressive cancer will 
thus present with a fast washout curve, while a 
slow-growing invasive lobular cancer can present 
a slow and persistent enhancement [ 44 ,  104 ]. 
However, considerable overlap of semiquantita-
tive kinetic curve types among benign and malig-
nant lesions exists [ 120 ]. Plateau curves might be 
seen in both malignant and benign lesions and are 
thus not decisive for differential diagnosis [ 80 , 
 117 ,  121 – 124 ]. Rarely, washout can be associ-
ated to benign conditions, such as papilloma 
[ 125 ]. Furthermore, less common subtypes of 
invasive breast cancers, such as infl ammatory 
carcinomas or lobular carcinomas, can show an 
enhancement pattern, which differs from the 
classical malignant type. Lobular invasive cancer 
demonstrates a washout enhancement pattern 
less frequently compared to invasive ductal 
 cancer [ 79 ,  126 ]. Ductal carcinoma in situ (DCIS) 
is a biologically very heterogeneous entity 
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 exhibiting highly heterogeneous enhancement 
patterns with varying kinetic characteristics: in 
only 61–69 % of the DCIS lesions, a washout pat-
tern has been found [ 127 – 129 ]. Evaluation of 
enhancement patterns in lesions suspicious for 
DCIS is, therefore, not regarded as a reliable 
basis for their differential diagnosis [ 130 ]. 

  Tumor Prognosis     Despite improving delinea-
tion between benign and malignant lesions, 
enhancement analysis correlates also to prognos-
tic factors [ 131 ]. Specifi cally, a number of studies 
have demonstrated that high-grade breast cancers 
or triple-negative cancers show different perfu-
sion parameters, namely, stronger and faster ini-
tial enhancement and higher rate of washout 
compared with low-grade breast cancers or 
luminal- type cancers [ 92 ,  108 ,  114 ,  132 ]. These 
surrogate markers hint at a poorer prognosis, and 

their connection to DCE-MRI parameters let 
assume that also DCE-MRI is a direct biomarker 
for breast cancer patient’s outcome. Baltzer et al. 
could demonstrate a direct connection between 
computer-assisted quantifi cation of a breast can-
cer lesion’s worst washout and the individual risk 
of developing metachronous metastases [ 133 ] 
(Fig.  17.8 ). They could differentiate a group from 
patients at very low risk from patients at risk of 
developing metastases. It does then not astonish 
that other authors showed that disease-specifi c 
survival in breast cancer is associated to more 
malignant enhancement kinetics [ 131 ,  132 , 
 134 – 137 ].

     Therapy Monitoring     Another application of 
DCE-MRI is in women receiving neoadjuvant 
chemotherapy. It has been demonstrated that 
MRI is superior to clinical assessment and 

  Fig. 17.7    DCE-MRI scan of a 48-year-old woman pre-
senting with two lesions. DCE-MRI data was acquired 
using a 1.5 T device with a 16-channel dedicated bilateral 
breast coil at a temporal resolution of 6 s. at full breast 
coverage with a spatial resolution of 1.5 by 1.5 by 1.5 mm. 
Two nonpalpable lesions are present. The bigger lesion in 
the right breast ( dashed circle ) shows a high perfusion 
(plasma fl ow map,  upper right ), while the distribution vol-
ume is also high ( upper left ) as refl ected by a long mean 
transit time (MTT,  lower right ). This combination is 
rather atypical for a malignant lesion; here, one would 

expect a high plasma fl ow, a low distribution volume, and 
a low mean transit time in such lesions. Biopsy revealed a 
highly vascularized fi broadenoma, consistent with the 
DCE-MRI fi ndings. The smaller lesion on the left side 
( white arrow ) shows an intermediate plasma fl ow, com-
bined with an intermediate distribution volume and a low 
mean transit time. Findings are in line with a malignant 
lesion showing intermediate proliferation rate. In case of a 
fi brous fi broadenoma, one would expect a high distribu-
tion volume and longer MTT. Histology revealed a hor-
monal receptor-positive G2 invasive ductal carcinoma       
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 conventional imaging in measuring response to 
treatment and in predicting pathologic complete 
response (pCR) [ 138 ]. MRI has the unique ability 
of a volumetric evaluation of tumor size as well 
as a quantitative assessment of enhancement, 
which is refl ective of the intra-tumoral microvas-
cularization. As this vascularization is responsive 
to neoadjuvant therapy, a number of reports have 

demonstrated that DCE-MRI provides diagnostic 
information to assess breast cancer response to 
treatment (Fig.  17.9 ). Regarding quantitative 
pharmacokinetic parameters, decreases in k trans  
[ 139 ,  140 ], k ep  [ 140 ,  141 ], and the relative initial 
enhancement [ 139 ,  141 ] are associated with 
treatment response. Recently, it has been demon-
strated that simple analysis of enhancement curve 
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  Fig. 17.8    Direct association between DCE-MRI and 
patient outcomes as demonstrated by Baltzer et al. [ 133 ]: 
( a ) computer-assisted semiquantitative lesion analysis. 
Every voxel passing an initial threshold for early enhance-
ment is color coded according to its initial enhancement 
and delayed enhancement curve type following BI-RADS 
criteria. The computer then automatically detects the most 
suspicious washout curve in the  yellow rectangular  vol-
ume of interest indicated by the user. Curve types are 

extracted, refl ecting tumor biology ( b ): a breast cancer 
with higher proliferative activity and microvessel density 
(confi rmed by immunohistochemical staining in this 
example) shows a more aggressive curve type ( red ) as 
compared to a less vascularized cancer ( green ). Baltzer 
et al. demonstrated that by the semiquantitative amount of 
washout, patients at high-risk for developing metachro-
nous metastases ( c ,  red ) could be differentiated from low- 
risk patients ( c ,  green )       

a b

  Fig. 17.9    MRI before ( a ) and after ( b ) neoadjuvant che-
motherapy in a 51-year-old patient with her-2-enriched 
breast cancer. The parametric map of semiquantitative 
enhancement curve types defi ned by relative initial 
enhancement (signal intensity) and relative washout 
( color ) shows a highly aggressive breast cancer lesion 

before treatment ( a ), demonstrated by a high percentage of 
bright red voxels, corresponding to fast washout enhance-
ment curves. After chemotherapy, the lesion shows a sub-
stantial reduction in size, combined with the absence of 
any threshold-passing enhancement indicated by the 
absence of color-coded voxels on the parametric map       
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types contains similar accurate diagnostic infor-
mation for prediction of treatment response as 
compared to more advanced pharmacokinetic 
parameters. Although not fully quantitative by 
nature, simple time curve-type analysis is faster 
and does not require complex post-processing 
[ 142 ]. It should be mentioned that besides techni-
cal factors, several additional criteria could infl u-
ence the accuracy of DCE-MRI in the neoadjuvant 
setting. The intrinsic molecular subtypes show 
distinct different responses [ 143 – 145 ], and also 
the prediction of pCR is related to the molecular 
subtypes. HER2-positive and triple-negative can-
cers more often demonstrate a complete response 
than hormone receptor-positive breast cancers 
[ 146 – 148 ]. Additionally, the accuracy of the 
assessment of response to neoadjuvant chemo-
therapy with MRI is dependent on the type of 
neoadjuvant chemotherapy regimen used. For 
instance, taxane-containing chemotherapy has an 
antiproliferative and antiangiogenesis effects, 
thus reducing contrast enhancement of both 
benign and malignant breast lesions and even the 
BPE [ 149 ].

    In conclusion, there is broad consensus in the 
literature concerning the diagnostic value of 
DCE-MRI measurements for noninvasive char-
acterization and prognostication of breast lesions 
as well as for therapy monitoring in breast cancer 
patients undergoing neoadjuvant therapies. 
However, the broad variety of methodologies to 
analyze dynamic enhancement data does yet pre-
clude cutoff recommendations that could be used 
in prospective studies or in everyday clinical 
practice.  

17.3.2.2     Imaging of Tumor 
Microstructure 
with Diffusion- Weighted 
Magnetic Resonance 
Techniques 

   Diffusion-Weighted Imaging (DWI) 
 Diffusion-weighted imaging (DWI) quantifi es the 
random, microscopic motion of protons in tissues 
(i.e., Brownian movement) and noninvasively 
describes tissue microstructure in vivo [ 150 ]. 
Tumor tissue is characterized by a high cellular 

density, due to the increased cellular turnover, and 
by a high proteolytic activity which enables can-
cers to degrade the tissue structure and spread 
unhindered through adjacent tissues. DWI is able 
to show the degree of water diffusion in tissue that 
is inversely correlated with tissue cellularity and 
the integrity of cell membranes [ 151 ,  152 ]. Tumor 
cells, and the chronic infl ammatory reaction to 
proteolysis through desmoplastic tissue changes, 
lead to a relative or absolute reduction in extracel-
lular water content, thus limiting extracellular 
water diffusion [ 152 ,  153 ]. Molecular diffusion 
can be calculated by assessing the signal attenua-
tion that occurs at least at two different b values, 
depending on the timing and amplitude of diffu-
sion gradients, to measure what is known as the 
apparent diffusion coeffi cient (ADC) value in 
square millimeters per second. ADC is defi ned as 
the average area covered by a molecule per unit 
time [ 84 ,  150 ] and closely refl ects biological 
tumor characteristics, such as cellularity and water 
content. Typically, low ADC values in breast tissue 
are associated with malignancy as a result of the 
increased restrictions in water diffusion in highly 
cellular regions, in contrast to normal glandular 
tissue or nonrestricted diffusion in cysts [ 154 –
 156 ]. In biological tissue, microscopic motion 
from diffusion and perfusion both contribute to 
ADC. However, microstructural changes that 
infl uence water diffusion in neoplastic breast tis-
sue are still poorly understood [ 151 ]. ADC values 
derived from DWI are also strongly infl uenced by 
the choice of b value. Bogner et al. [ 157 ] com-
pared the diagnostic quality of different DWI pro-
tocols with regard to ADC accuracy, ADC 
precision, and DW contrast-to-noise ratio (CNR) 
for different types of breast tumors. Those authors 
found that the optimum ADC determination and 
DWI quality could be achieved with a combina-
tion of b value protocol of 50 and 850 s/mm 2  
(Fig.  17.10 ). This provided diagnostic accuracy of 
96 % for differentiation of benign and  malignant 
breast tumors. A systematic meta-analysis from 
Dorrius et al. [ 158 ], evaluating 26 published 
 articles on DWI studies, confi rmed that the wide 
variety of b value combinations applied in differ-
ent studies signifi cantly affects the ADC of 
breast lesions. These investigators suggested the 
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 combinations of  b  = 0 and 1,000 s/mm 2  to achieve 
the best improvement in differentiation between 
benign and malignant lesions. In general, the spec-
ifi city of DWI is higher (75–84 %) than that 
achieved in DCE-MRI (67–72 %), especially 
when b values >600 s/mm 2  are used. Prior studies 
have shown promising results from DWI images 
and ADC values over conventional DCE-MRI in 
the characterization of breast lesions and further 
proved that the additional use of DWI signifi cantly 
improved the diagnostic accuracy of DCE-MR 
examinations [ 85 ,  159 – 161 ]. Various investiga-
tions [ 160 ,  162 – 164 ] have already pursued the 
idea of incorporating the ADC thresholds into the 
standardized system of reporting the breast imag-
ing examinations (BI-RADS Breast Imaging 
Reporting And Data System) [ 44 ]. Partridge and 
colleagues demonstrated an improvement in diag-
nostic accuracy over DCE- MRI alone by using an 
ADC threshold combined to conventional MRI 
assessment. Namely, they demonstrated an 
improvement in PPV by using DWI combined 
with DCE-MRI, with a 33 % reduction of false 
positives. Pinker et al. [ 165 ] developed a 
BI-RADS-adapted system for breast MR imaging, 
useful in clinical practice, by improving signifi -
cantly the specifi city of the readers (89.4 %). 
Baltzer et al. [ 166 ] investigated the improvement 
in specifi city of breast MRI by  integrating ADC 
values with DCE-MRI using a simple sum score. 

The additional integration of ADC scores achieved 
an improved specifi city (92.4 %) compared to 
DCE-MR only reading (specifi city of 81.8 %), 
without causing false- negative results.

    Tumor Characterization and Prognosis     DWI 
and ADC values have demonstrated an excellent 
ability to differentiate benign and malignant breast 
lesions [ 151 ,  152 ]. A meta-analysis of 13 studies 
that evaluated the diagnostic performance of DWI 
in 615 malignant and 349 benign lesions reported a 
pooled sensitivity of 84 % (95 % CI, 82–87 %) and a 
specifi city of 79 % (95 % CI, 75–82 %) [ 167 ]. 
Several authors have recommended cutoff thresh-
olds to discriminate benign and malignant 
lesions [ 156 ,  168 – 171 ]. A very low ADC 
value (<1.2 × 10 −3  mm 2 /s) is specifi c for malig-
nancy (Fig.  17.11 ), and high ADC values 
(>1.4 × 10 −3  mm 2 /s) are likely expected for benig-
nity (Fig.  17.12 ). Intermediate ADC values are 
unspecifi c and, thus, less helpful in clinical practice. 
Rigid interpretation criteria, such as single cutoff 
values, are not feasible due to an overlap of ADC 
values in benign and malignant lesions. Analogous 
to serum blood markers, such as serum C-reactive 
protein concentrations, different levels of suspicion 
can be raised based on ADC values: low (likely 
benign), medium (indeterminate), and high (likely 
malignant) [ 166 ]. Thus, high ADC thresholds 
(>1.4 × 10 3  mm 2 /s) can reliably exclude malignancy 
and help to obviate unnecessary false-positive MRI-
guided biopsies [ 172 ]. ADC values can also be used 
as a noninvasive imaging biomarker to predict the 
probability of cancer invasiveness [ 173 ]. Bickel 
et al. found that DCIS showed signifi cantly higher 
ADC values (<1.24 × 10 −3  mm 2 /s) compared to 
invasive cancers (<1.14 × 10 −3  mm 2 /s). These results 
have great clinical implications, since they could 
result in a change in the management of noninvasive 
cancers, often  overdiagnosed and therefore over-
treated [ 174 ]. ADC values have also shown differ-
ences according to tumor subgroups. Martinicich 
et al. [ 175 ] found that breast cancers characterized 
by high cellularity (or a higher number of mitoses) 
showed a lower ADC value at DWI. It is also plau-
sible that the median ADC values correlate to 
HER2/neu status, with ADC values signifi cantly 
higher in the subgroup of HER2-/neu-enriched 
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  Fig. 17.10    Proper choice of bmax (polynomial trend-
lines) improves fi tting precision, as illustrated by decreas-
ing mean coeffi cient variation (CV). ADC calculation 
precision improves only slowly for benign or malignant 
lesions with b values higher than 850 mm 2 /s, while both 
normal tissue and cysts showed maximum precision at 
this point (Reproduced from Bogner et al. [ 157 ])       
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compared to HER2-/neu-negative tumors [ 168 , 
 175 ]. Similar observations have been published in 
triple- negative breast cancers, associated with 
higher ADC values on DWI compared to ER+ and 
HER2-/neu-enriched tumors [ 21 ,  176 – 178 ]. In con-
trast, mucinous carcinoma usually presents ADC 

values similar to those of benign lesions 
(>1.4 × 10 −3  mm 2 /s), most likely due to the  presence 
of both low cellularity and mucin-rich compart-
ments [ 179 ]. No signifi cant correlation between 
ADC values and tumor grading has been found as 
yet [ 173 ,  180 ,  181 ].

a b c

  Fig. 17.11    Invasive ductal cancer G3 (triple negative) in 
(0.998 × 10 −3  mm 2 /s) highly suggestive of malignancy a 
29-year-old woman at 2 o’clock of the right breast. ( a ,  b ) 

(BI-RADS 5) The lesion is marked with an  arrow . 
Diffusion weighing at different  b  values and the respective 
( c ) ADC values       

a b c

  Fig. 17.12    Cystic lesion in a 45-year-old woman at 
2 o’clock in the right breast. ( a ,  b ) Diffusion weighing at 
different  b  value. ( c ) The lesion ( arrow ) demonstrated 

ADC values (2.675 × 10 −3  mm 2 /s) above the threshold for 
malignancy. The lesion was classifi ed as BI-RADS 2 
(benign)       
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      Therapy Monitoring     DWI has been proposed 
as a “biomarker for treatment response in oncol-
ogy” [ 12 ]. In patients undergoing anticancer ther-
apy, ADC values are very sensitive to changes in 
tumor cellularity and necrosis, and early ADC 
changes in responding patients may predict 
tumor regression even months ahead of the cur-
rently employed imaging techniques [ 12 ,  182 ]. 
The cytotoxic effect associated with the adminis-
tration of these agents increases the Brownian 
movements in the damaged tissues, refl ecting an 
increase in ADC value that may appear earlier 
than lesion size changes [ 182 ,  183 ]. Park et al. 
[ 184 ] studied the potential of DWI in the predic-
tion of response to neoadjuvant chemotherapy in 
patients with breast cancer and found that patients 
with breast cancer and a low pretreatment ADC 
tended to respond better to chemotherapy, yield-
ing a sensitivity of 94 % and a specifi city of 71 % 
when the ADC cutoff pretreatment was very low 
(<10 −3  mm 2 /s). Richards et al. [ 185 ] evaluated the 
accuracy of ADC in predicting the response to 
neoadjuvant chemotherapy according to breast 
tumor phenotypes. In 118 women undergoing 
neoadjuvant chemotherapy for locally advanced 
breast cancer, the authors found that pretreatment 
tumor ADC values differed between intrinsic 
subtypes and were predictive of pathologic 
response in triple-negative tumors. However, the 
assessment of prechemotherapy ADC has yielded 
divergent results in the literature, and its role as 
potential biomarker for predicting the response to 
treatment in locally advanced breast cancer needs 
further validation [ 153 ,  182 ,  183 ,  186 ].   

   Advanced Methods of Breast DWI 
  Diffusion Tensor Imaging (DTI)     Considered 
as an extension of DWI, diffusion tensor imaging 
(DTI) provides information about water motion 
in six or more directions, characterizing the 
motion of water in more detail [ 86 ,  187 ]. DTI 
provides measurements of two parameters: mean 
diffusivity (MD) and fractional anisotropy (FA). 
MD refl ects the average anisotropy, while FA 
describes the degree of anisotropy [ 87 ,  187 ]. The 
diffusion of water molecules in the mammary 
glandular/ductal system presents a particular 
example of restricted movement: free diffusion 

parallel to the walls of the ducts and lobules and 
restricted diffusion in the perpendicular direc-
tions, leading to an anisotropic diffusion [ 188 ]. 
Therefore, any changes of this tissue structure, 
through either benign or malignant tumor growth, 
should be refl ected by changes in diffusion 
anisotropy [ 86 ,  187 ,  188 ]. Accordingly, based on 
histopathological knowledge, most breast dis-
eases result in decreased structuring compared to 
healthy tissue. Partridge et al. [ 189 ] investigated 
whether DTI measures of anisotropy in breast 
tumors are different from those of normal breast 
tissue and whether these measures could improve 
the discrimination between benign and malignant 
lesions. They found that diffusion anisotropy is 
signifi cantly lower in breast cancers than in nor-
mal tissue, which may refl ect alterations in tissue 
organization, but cannot reliably differentiate 
between benign and malignant. Baltzer et al. [ 86 ] 
proved that DTI can visualize microanatomical 
differences between malignant and benign breast 
lesions as well as breast parenchyma, but FA did 
not show an incremental diagnostic accuracy 
compared to ADC (Fig.  17.13 ). Although the 
results concerning the diagnostic accuracy of FA 
are divergent [ 86 ,  159 ,  187 ], DTI has proven to 
be diagnostically relevant in cancer detection 
[ 86 ,  188 ,  189 ], having the potential to serve not 
only as an adjunct method to DCE examination 
but also as an alternative method when DCE 
imaging is contraindicated.

     Diffusion-Weighted Kurtosis Imaging 
(DKI)     Diffusion-weighted kurtosis imaging 
(DKI) is able to quantify the Brownian incoher-
ent motion and microperfusion or blood fl ow that 
shows non-Gaussian phenomena [ 190 ], which 
are more characteristics of the diffusion-weighted 
MR signal in living tissues. Compared to DWI, 
DKI has demonstrated substantially higher sensi-
tivity in breast cancer detection and characteriza-
tion [ 191 ,  192 ]. By enabling differentiation and 
characterization of breast lesions and providing 
insights into microstructural complexity, DKI 
may be used as a biomarker for the prediction of 
histologic malignancy grade and proliferative 
activity of breast cancer. Sun and colleagues 
[ 192 ] investigated the diagnostic accuracy of 
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DKI in assessing breast cancer clinicopathologi-
cal factors. They found that the quantitative anal-
ysis of DKI-derived parameters signifi cantly 
improved the specifi city of the characterization 
of benign versus malignant lesions compared to 
ADC values and DWI. In addition, DKI corre-
lated with tumor histologic grades and Ki-67 
tumor expression. The authors also proved an 
increase in diagnostic accuracy when diffusivity 
and kurtosis were added to DCE-MR, enhancing 
the potential role of DKI in the management of 
breast cancer patient, especially in monitoring 
the response to treatment.    

17.3.2.3    Imaging of Tumor Metabolism 
with Proton Magnetic 
Resonance Spectroscopic 
Imaging ( 1 H MRS) 

 Proton magnetic resonance spectroscopic 
 imaging ( 1 H-MRSI) is a noninvasive diagnostic 
tool that enables the assessment of biochemi-
cal  tissue properties and provides metabolic 

 information about tumors [ 193 ,  194 ].  1 H-MRSI 
detects the choline peak at 3.2 ppm, which is 
not regularly identifi ed in healthy breast tissue 
at fi eld strengths of 1.5 and 3 T [ 195 – 198 ]. 
Choline metabolites, such as choline, phospho-
choline, and glycerol- phosphocholine, simply 
referred to as total choline (tCho), are compo-
nents of cell membranes [ 193 ,  199 – 201 ]. The 
increased levels of tCho detected in cancers can 
be explained by the increase in tumor cell turn-
over [ 154 ,  202 – 205 ]. It has been demonstrated 
that the additional  application of  1 H-MRSI 
helps in the characterization of breast tumors 
[ 206 ,  207 ] (Fig.  17.14 ). A variety of spectro-
scopic techniques at different fi eld strengths 
can be used. Higher fi eld strengths provide 
higher signal-to-noise ratios, and spectroscopic 
imaging allows spatially resolved examinations 
with small voxels [ 208 ]. Although a diagnostic 
benefi t may thus be expected, comparison with 
studies at 1.5 T have not revealed such an 
advantage as yet [ 206 ].

a b c d

e f g h

  Fig. 17.13    ( a – d ) Comparing  b  0 s/mm 2  with the  b  
1,000 s/mm 2  image in two different lesions, one malignant 
( a ,  b ) and one benign ( c ,  d ). In both cases diffusion- 
dependent signal loss of fi broglandular tissue is stronger 
than that of the lesions. For the malignant lesion, the cor-
responding ADC map ( f ) shows low signal intensity. 
Color-coded FA map ( e ) shows the lesion ( arrowhead ) a 
little more hypointense compared to breast tissue ( aster-
isk ), the lesion does not have a predominant diffusion 

direction. These fi ndings are typical for invasive breast 
cancer, which was verifi ed by histopathology ( invasive 
ductal cancer G2 ) .  For the benign lesion, the correspond-
ing ADC map ( h ) shows high-signal intensity. Color- 
coded FA map ( g ) demonstrates very low anisotropy 
(hypo-intensity) inside the lesion without predominant 
diffusion direction. These fi ndings are typical for  fi broad-
enoma , which was verifi ed by histopathology (Reproduced 
from Baltzer et al. [ 86 ])       
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   Baltzer et al. [ 209 ] estimated the diagnostic 
performance of  1 H-MRSI in differentiating 
benign from malignant lesions in a recent meta- 
analysis of 19 studies, performed at 1.5 T and at 
3 T. They found a pooled sensitivity and speci-
fi city of 73 % and 88 %, respectively, with a 
homogenous high specifi city and a variable sen-
sitivity in the studies (42–100 %).  1 H-MRSI 
showed limitations in the diagnosis of early 
breast cancer and small breast tumors because 
of low sensitivity and heterogeneous perfor-
mance in non-mass- like enhancing lesions. 
Gruber et al. [ 195 ] evaluated the diagnostic 
accuracy of a high- spatial- resolution 3D 
 1 H-MRSI protocol at 3 T, designed to cover a 
large fraction of the breast in a clinically accept-
able measurement time of 12–15 min, for the 
differentiation of benign and malignant breast 
lesions, on the basis of choline (Cho) signal-to-
noise ratio (SNR) threshold levels. They con-
cluded that 3D-MRS at 3 T is possible in patients 
with breast lesions, with excellent data quality, 
and has the potential to become a valuable 
adjunct to DCE-MRI for the differentiation of 
benign and malignant breast lesions. Furtherore, 
Pinker et al. [ 85 ] found that the additional value 
of  1 HMRS to DW and DCE-MR yielded a diag-
nostic accuracy signifi cantly higher than DCE-
MRI and also resulted in the elimination of 
false-negative lesions and signifi cantly reduced 
the false positives. 

 Qualitative and quantitative in vivo mea-
surements of choline metabolites have been 
used as a diagnostic test in the work-up of 

 neoplastic breast lesions [ 206 ]. Quantitative 
assessment of the recorded tCho, indicator of 
breast malignancy, can be performed either 
intra-voxel, with water used as an internal ref-
erence, or using an external standard. For accu-
rate measurement of the relative amount of a 
metabolite, the resonance area (i.e., the calcu-
lated integral of the number of molecules mea-
surable by  1 H-MRSI) must be corrected for the 
relaxation properties of the signal and not over-
lap with any other resonances in the spectrum 
[ 207 ]. Qualitative assessment of the recorded 
tCho involves the subjective determination by 
an observer as to whether a distinct resonance 
at approximately 3.2 ppm is present [ 194 ]. The 
sensitivity of qualitative tCho detection, and 
hence, cancer diagnosis, is signifi cantly 
decreased for smaller cancers, which might be 
diagnosed as benign due to insuffi cient tCho 
signal for detection [ 194 ]. 

  Tumor Characterization and Prognosis     The 
human breast demonstrates a number of distinct 
resonances attributable to choline, glycerides 
(esters of fatty acids and glycerols), saturated 
and unsaturated fatty acids, and water. The vari-
ations in cellular metabolites that occur during 
tumor development can be monitored using 
 1 H-MRSI [ 194 ,  196 ]. Malignant disease has a 
typical peak at 3.23 ppm, whereas benign 
lesions, such as fi broadenomas, have a reso-
nance at the frequency of 3.28. The same spec-
trum can be seen in healthy volunteers and 
lactating women [ 203 ,  207 ]. Therefore, based 

a b c

  Fig. 17.14    Invasive ductal carcinoma G3 in the 3 o’clock 
position of the left breast in a 40-year-old woman: ( a ) On 
proton magnetic resonance spectroscopic imaging, there 
was a choline peak at 3.2 ppm (signal-to-noise ratio 10.5). 

( b ) Metabolic map ( c ) DCE-MRI demonstrated an irregu-
larly shaped mass lesion with spiculated margins. The 
lesion was classifi ed as malignant, BI-RADS_ 5 (highly 
suggestive of malignancy)       
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on the different choline peaks, it is plausible to 
differentiate benign and malignant lesions and 
also use  1 H-MRSI as a biomarker of tumor 
aggressiveness. Shin et al. [ 210 ] showed that 
tumor tCho measures were signifi cantly higher 
for invasive ductal carcinoma versus in situ 
cancers and correlated with several prognostic 
factors, including nuclear grade, histologic 
grade, and estrogen receptor status. To date, 
tCho-containing compounds are not only con-
sidered for the expression of increased prolif-
eration rather as general hallmarks of malignant 
transformation [ 200 ,  211 ]. Therefore, the role 
of  1 H-MRSI for breast cancer risk stratifi cation 
has been investigated [ 81 ,  212 ,  213 ]. Recently, 
Ramadan and colleagues [ 214 ] have proved 
that healthy breast tissue in patients who are 
carriers of a mutation in one of the two genes 
related to breast cancer (BRCA-1 and BRCA-
2) is likely to differ from each other and from 
non-mutation carriers regarding levels of tri-
glycerides, unsaturated fatty acids, and choles-
terol, even in the absence of any other imaging 
fi ndings. Further studies are needed to prove 
these hypotheses, which, if supported by com-
prehensive results, could open unique frontiers 
for the screening programs for high-risk 
women.  

  Therapy Monitoring      1 H-MRSI of the breast is 
a promising tool for the assessment of the direct 
effect of anticancer agents. Jagannathan et al. 
demonstrated that, after completion of neoadju-
vant chemotherapy, a change in the tCho concen-
tration was observed and confi rmed by 
histopathology [ 215 – 217 ]. Meisamy et al. [ 196 ] 
demonstrated that  1 H-MRSI of the breast was 
able to detect a change in Cho concentration 
from baseline (before receiving therapy) within 
24 h of administration of the fi rst dose of the 
regimen. This change had a statistically signifi -
cant positive correlation with a change in the 
fi nal size of the lesion ( p  = 0.001). Therefore, it 
can be expected that the addition of  1 H-MRSI of 
the breast will offer a substantial advantage over 
contrast- enhanced MRI of the breast alone in the 
prediction of response to neoadjuvant 
chemotherapy.   

17.3.2.4     Multiparametric Magnetic 
Resonce Imaging 

 MRI of the breast is an established noninvasive 
imaging modality for the detection, character-
ization, and staging of breast tumors. DCE-MRI 
is the backbone of any given MRI protocol. 
DCE- MRI provides mainly morphologic and, to 
some extent, functional information, i.e., perfu-
sion and vascular integrity, which results in an 
excellent sensitivity and good specifi city [ 54 , 
 99 ,  213 ,  218 ]. Recently, several functional MRI 
parameters have been assessed for breast imag-
ing. Available data suggest that functional MRI 
parameters can provide detailed information 
about the cellular, microcellular, and subcellular 
biological systems and, thus, may provide addi-
tional specifi city [ 54 ,  99 ,  103 ,  165 ,  208 ,  213 , 
 218 ]. The combination of DCE-MRI and other 
functional MRI parameters is defi ned as multi-
parametric (MP) MRI. MP MRI of the breast 
simultaneously and noninvasively acquires mul-
tiple imaging biomarkers at different levels and, 
thus, has the potential to signifi cantly improve 
breast cancer diagnosis, staging, and assessment 
of treatment response. In several recent studies, 
the diagnostic value of MP MRI using two 
parameters, i.e., DCE-MRI and DWI, was 
assessed. It was demonstrated that MP MRI 
with two parameters achieves an increased diag-
nostic accuracy in breast cancer diagnosis [ 103 , 
 159 ,  162 ,  165 ,  166 ]. Recently Pinker et al. com-
pared the diagnostic accuracy of DCE-MRI as a 
single parameter to MP MRI with two (DCE-
MRI and DWI) and three (DCE-MRI, DWI, and 
 1 H-MRSI) parameters in breast cancer diagnosis 
(Figs.  17.14  and  17.15 ). MP MR with three MRI 
parameters yielded signifi cantly higher AUCs 
(0.936) compared to DCE-MRI alone (0.814) 
( p  < 0.001). MP MRI with just two parameters at 
3 T did not yield higher AUCs (0.808) than 
DCE-MRI alone (0.814). MP MRI with three 
parameters resulted in elimination of false-neg-
ative lesions and signifi cantly reduced the false 
positives ( p  = 0.002). The authors concluded 
that MP MRI with three parameters increases 
the diagnostic accuracy of breast cancer com-
pared to DCE-MRI alone and MP MRI with two 
parameters.
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17.3.3         New Frontiers in Breast 
Imaging 

17.3.3.1     Quantitative Imaging 
Biomarkers with Ultrasound 

 Ultrasound (US) is an established adjunct in 
breast imaging for further characterization of 
mammographically suspicious breast lesions, for 
lesion detection in women with dense breasts, and 
for the assessment of tumor response and is the 
method of choice in younger women, due to the 
lack of ionizing radiation [ 220 – 222 ]. B-mode US 
demonstrated a high diagnostic performance with 
high accuracy and sensitivity, but suffers from 
varying sensitivity, with ranges between 20.7 and 
98.5 % [ 223 – 226 ]. In addition, interobserver vari-
ability in breast US examinations poses a further 
limitation [ 227 ,  228 ]. High- resolution 2D and 3D 
B-mode imaging allows an accurate depiction of 
anatomy and the pathomorphology of the tumor 

and its interactions with the surrounding tissue 
[ 219 ,  229 ] (Fig.  17.15 ). Automated 3D breast 
ultrasound (ABUS) has gained a lot of interest 
recently especially in screening of dense breasts, 
where the sensitivity of mammography is poor 
[ 230 ]. Although a promising tool for its high 
reproducibility [ 231 ], ABUS is time-consuming 
and subtle abnormalities may be missed [ 232 , 
 233 ]. Apart from B-mode US, several US-based 
techniques have been implemented to collect 
functional and kinetic information about breast 
tumors [ 234 ,  235 ]. In the following paragraphs, 
we focus on these techniques, such as elastogra-
phy, Color and Power Doppler (CD and PD), and 
contrast- enhanced US (CEUS). Furthermore, we 
briefl y describe a new promising technology, i.e., 
molecular US imaging, as a method of noninva-
sive imaging of tumor angiogenesis using micro-
bubbles targeted to molecular markers as contrast 
agents [ 236 ,  237 ]. 

  Fig. 17.15    Three‐dimensional (3D) ultrasound scan of a 
malignant breast lesion. The plane parallel to the array of 
the probe, equivalent to a conventional two‐dimensional 
picture, is displayed in the left upper quadrant. The recon-
structed plane perpendicular to this plane is shown in the 
right upper quadrant and can be achieved in conventional 

ultrasound by a 90° turn of the probe. The “coronal” 
plane, parallel to the skin and depicted in the left lower 
quadrant, is unique to 3D ultrasound and cannot be 
achieved with a conventional probe. A strong retraction 
phenomenon is visible in this plane (Reproduced from 
Watermann et al. [ 219 ])       
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   Elastography 
 The use of elastography in breast ultrasound is 
based on the fact that different tissues are 
expected to respond differently based on the 
amount of compression [ 225 ,  238 ,  239 ]. 
Generally, breast cancer tissue is harder than the 
adjacent normal breast tissue [ 238 ]. Given that 
compression of the breast using a probe results 
in displacement (strain) of the underlying tis-
sues, stiffer tissues are expected to present a 
smaller strain than softer ones, and thus, calcula-
tion of the strain induced by probe compression 
can help differentiate stiffer from softer compo-
nents, namely, breast cancer from surrounding 
healthy breast parenchyma [ 223 ,  224 ,  238 ]. 
Elastography allows the assessment of qualita-
tive and quantitative information about solid 
breast lesions [ 83 ]. To characterize breast lesions 
and to allow differentiation between malignant 
and benign lesions, Itoh et al. [ 238 ] introduced a 
fi ve-point elasticity score. The authors found 
that cutoff points between 3 and 4, to rule out 
malignancy, yielded a sensitivity of 86.5 % and a 
specifi city of 89.8 %. Further efforts have been 
made in order to quantify the elastographic 
results, using strain ratio (i.e., the fat-to-lesion 
ratio, indicating the stiffness of a lesion) [ 240 ] 
and shear wave (SW) elastography. Strain elas-
tography calculates the degree of deformation 
(strain) in a direction perpendicular to the tissue 
surface in response to an externally applied force 
and, thus, is limited by signifi cant interobserver 
variability [ 239 ,  241 ]. SW elastography is less 
user dependent, with better reproducibility, 
because the operator does not apply any kind of 
pressure on the breast, and a short duration, 
high-intensity acoustic “pushing pulse” is used 
for tissue compression instead [ 242 – 244 ]. Then, 
either a series of diagnostic intensity pulses, 
used to track the subsequent displacement of the 
tissue (acoustic radiation force impulse (ARFI) 
technology), or a very fast US acquisition 
sequence that captures the propagation of shear 
waves (supersonics imaging) follows the “push-
ing pulse” [ 245 ]. Both technologies provide 
quantitative measurements of tissue stiffness, 
either in m/s of SW velocity (ARFI) or in kPa 
(supersonics). 

  Tumor Characterization and Prognosis     
Several authors have proved that elastography 
can help characterize breast lesions [ 229 ,  240 , 
 242 ]. Ophir et al. [ 246 ] fi rst described the 
potential use of elastography to differentiate 
breast cancer from benign lesions. Garra et al. 
[ 247 ] presented the fi rst clinical study about the 
value of elastography in distinguishing benign 
and malignant diseases of the breast and 
reported a sensitivity of 100 % and a specifi city 
of 56 % for solid breast lesions. The two most 
important strain elastographic characteristics in 
evaluating breast lesions are size and stiffness 
criteria. Invasive breast cancers have been 
shown to be stiffer than benign or normal tis-
sues and, thus, measure larger and darker than 
they do on  corresponding B-mode images 
[ 248 ]. Fibroade nomas, softer than malignant 
lesions, appear smaller in size and brighter than 
on the B-mode image [ 241 ]. However, fi broad-
enomas sometimes have elastographic size or 
stiffness features that are more typical of malig-
nancy. Such false-positive elastographic fi nd-
ings tend to occur in fi broadenomas that are 
larger than 2 cm and contain calcifi cation [ 249 ]. 
Areas of ductal carcinoma in situ (DCIS) have 
static elastography values that fall between 
those seen in invasive cancer and in fi broadeno-
mas. SW provides a color map of tissue elastic-
ity that is superimposed on the real- time 
gray-scale ultrasound images, to provide a gen-
eral overview of the examined area. SWs travel 
faster in stiffer tissue, and thus, the velocity 
measurements in ARFI imaging (Fig.  17.16 ) 
can help differentiate between benign (softer, 
lower SW velocity) and malignant lesions 
(stiffer, higher SW velocity). The quantitative 
data are also presented in the form of a color-
coded map, which is superimposed on the 
B-mode images to provide a general overview 
of the examined area. Several studies have 
demonstrated positive results for the differenti-
ation of benign and malignant lesions [ 225 , 
 250 ], although the proposed cutoff values are 
quite divergent. Recently, ARFI technology has 
also demonstrated, in a preliminary study [ 251 ], 
a cutoff value of 3.23 m/s to show a sensitivity 
of 82.4 % and a specifi city of 80.4 % in the 
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 differentiation of benign and malignant breast 
lesions. Further studies are needed to  validate 
these promising results.

     Therapy Monitoring     Both strain and SW elas-
tography might add information to help predict 
tumor response to neoadjuvant chemotherapy 
[ 242 ,  252 ] and for monitoring the response to 
therapy, by providing insight about the altered 
mechanical properties of tumors and the sur-
rounding tissue under neoadjuvant chemotherapy 
[ 253 ,  254 ].   

   Color Doppler (CD) and Power Doppler (PD) 
 One of the hallmarks of malignant tumors is neoan-
giogenesis, so an early hypothesis was that breast 
cancer could be differentiated from benign lesions 
by studying the vascularization features of each 
lesion. CD/PD [ 255 – 257 ] of the breast enables the 
depiction of increased microvascular density in 
breast tumors as a marker of tumor neoangiogene-
sis. In particular, CD/PD can allow the evaluation 
of potential differentiation parameters, such as the 
vascular density of the tumor, the pattern of the 

vessels inside and around the tumor, fl ow veloci-
ties, as well as pulsatility index (PI) and resistance 
index (RI) [ 226 ,  255 ,  256 ,  258 ,  259 ]. In a recent 
meta-analysis, Bruening and colleagues [ 260 ] eval-
uated 13 articles about CD and PD ultrasound, six 
for CD and seven for PD, in the work-up of women 
with a suspicious fi nding in the breast. For color 
Doppler, pooled sensitivity and specifi city were, 
respectively, 88.5 % and 76.4 %. In the power 
Doppler studies, sensitivity and specifi city were 
lower (70.8 % and 72.6 %, respectively). 

  Tumor Characterization and Prognosis     Doppler 
examinations offer the possibility of quantifi cation 
by acquiring a spectral fl ow analysis of the exam-
ined vessel and measuring systolic and diastolic 
peak velocities, as well as calculating indices such 
as the PI and RI. Although there is no consesus 
about threshold values, it seems that higher PI and 
RI are mostly found in malignant lesions [ 255 , 
 261 ]. A further exploitation of Doppler ultraso-
nography has been made possible by the introduc-
tion of  sonographic contrast agents, which have 
 demonstrated promising results [ 262 – 264 ].  

a b

c d

  Fig. 17.16    ARFI: ( a – c ) Fibroadenoma in a 35-year-old 
woman on the right breast. ( a ) On conventional B-mode 
image, lesion was classifi ed as BI-RADS category 3. ( c ) 
On elasticity image, the hypoechoic lesion was  blue  and 
 green , indicating a softness. ( b – d ) Invasive ductal 

 carcinoma G2 in a 50-year-old woman on the right breast. 
( b ) On conventional B-mode image, lesion was classifi ed 
as BI-RADS category 5. ( d ) The diagnostic hypothesis 
was confi rmed due to the hardness of the tissue 
hypoechoic lesion,  red  and  yellow  areas       
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  Therapy Monitoring     CD and PD have also 
found interesting applications in the prediction 
and monitoring of response to neoadjuvant che-
motherapy. CD and PD might serve as predictive 
factors for tumor response to neoadjuvant che-
motherapy [ 265 ], as well as in the monitoring of 
response, with an observed reduction in tumor 
vessels, PI, and RI [ 266 ].   

   Contrast-Enhanced Ultrasound (CEUS) 
and Molecular Ultrasound 
 The introduction of sonographic contrast agents 
has increased the applications for Doppler 
 ultrasonography. The potential use of such agents 
in breast diagnostics has been studied, with 

promising results [ 256 ,  262 ,  263 ]. Huber et al. 
[ 263 ] have shown that benign and malignant 
breast lesions behave differently regarding the 
degree and kinetics of Doppler US contrast 
enhancement. The implementation of harmonic 
imaging has made the introduction of second-
generation contrast agents possible. These require 
a low mechanical index, remain intact for a lon-
ger period of time, and facilitate real-time imag-
ing through both early (arterial) and late vascular 
phases [ 267 ]. Thus, a more sophisticated obser-
vation of tumor kinetics has been made possible, 
allowing for better characterization of malignant 
lesions [ 268 ,  269 ] (Figs.  17.17  and  17.18 ). 
More recently, targeted microbubble-enhanced 

a b

c d

  Fig. 17.17    Invasive ductal carcinoma G3 in a 46-year-
old women at 6/7 o’clock of the right breast. ( a ) Color 
Doppler US of a 3 cm round-shaped lesion with 
 indistinct margins demonstrates minimal internal vascu-
larity. ( b – d , lesion marked with  arrow ) Contrast 

enhancement ultrasound (CEUS) at 20 ( b ), 40 ( c ), and 
65 ( d ) seconds demonstrates rapid wash-in and wash-
out, kinetic characteristics likely malignant. The lesion 
was correctly classifi ed as BI-RADS 5 (highly sugges-
tive of malignancy)       
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US, i.e., molecular US, has proved to be a power-
ful modality with which to distinguish between 
normal and pathologic tissues [ 270 ,  271 ]. 
Molecular US uses contrast agents that bear 
adhesion ligands designed to bind tissue markers 
specifi c for a disease process. Such agents can be 
detected by ultrasound with a great degree of sen-
sitivity, providing both anatomical reference 
information, as well as additional data, such as 
molecular characteristics of the interrogated 
region. Different ligands have been tested in vari-
ous preclinical studies [ 271 – 273 ], and the purely 
vascular confi nement of the microbubbles makes 
them ideal tools for the development of contrast 
agents targeted to receptors expressed on the 
endothelial lining of vessels [ 272 ]. Targeting 
microbubbles to P-selectin, vascular endothelial 
growth factor receptor 2 (VEGFR2), and α v β 3 -
integrin angiogenic molecular markers has been 
shown to effectively increase visualization of the 

tumor  vasculature by 60 % over single-targeted 
strategies and 40 % over dual-targeted strategies 
in preclinical breast cancer models [ 274 ]. BR55 
(Bracco, Milan, Italy) is one of the most promis-
ing VEGFR2-targeted US contrast agents that 
does not require, in contrast to other VEGFR2- 
targeted microbubbles, binding proteins like 
streptavidin or antibodies that are potentially 
immunogenic. BR55 is the fi rst molecular con-
trast agent used in clinical trials [ 275 ].

     Tumor Characterization and Prognosis     
Benign and malignant breast lesions behave 
 differently with regard to the degree and kinetics 
of Doppler US contrast enhancement [ 263 ]. 
A high maximum intensity of ultrasound signal 
during bolus transit [ 276 ] and a high regional 
blood fl ow have been described as being charac-
teristic of carcinomas, with a PPV of 91 % [ 277 ]. 
Molecular US imaging has the potential to be 

a b

c d

  Fig. 17.18    Benign breast tumor (papilloma) in a 36-year-
old woman at 6 O’clock of the left breast. ( a ) B-mode US 
shows a 1 cm intraductal lesion. ( b – d ,  arrow  in  b – d ) 
Contrast enhancement ultrasound (CEUS) at 20 ( b ), 

40 ( c ), and 65 ( d ) seconds demonstrates rapid wash-in 
and an homogenous plateau enhancement (indetermi-
nate). The lesion was correctly classifi ed as BI-RADS 4a 
(low suspicious of malignancy)       
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used as a tool to better characterized malignant 
lesions. Current investigations have also shown 
the advantages of using targeted microbubble 
strategies through enhanced visualization and 
assessment of tumor vascularity compared to tra-
ditional contrast- enhanced US [ 236 ,  237 ,  278 ]. 
Bachawal et al. [ 279 ] tested the sensitivity and 
specifi city of BR55 to differentiate benign from 
malignant entities in the breast in a transgenic 
mouse model. The authors found a sensitivity of 
84 % and a specifi city of 89 %. This new approach 
seems to be a promising tool for early breast can-
cer detection. Thus, molecular US can serve as 
additional screening strategy, especially in 
women with dense breasts [ 280 ].  

  Therapy Monitoring     Differences in the mor-
phology and location of blood vessels inside and 
in the periphery of benign and malignant tumors 
have also been observed, but with some variation 
of results partially due to differences in the con-
trast agents and dosages used [ 268 ,  269 ,  276 ,  281 ]. 
CEUS has shown promising results in several 
xenograft model studies [ 282 ,  283 ]; however, to 
date, there are no published data about CEUS for 
the evaluation of tumor response to neoadjuvant 
chemotherapy. Recently, multitargeted microbub-
bles have also shown the potential to evaluate the 
early tumor response to antiangiogenic therapy 
[ 271 ], enabling a noninvasive approach to deter-
mine the early tumor response to antiangiogenic 
therapy through molecular US imaging.    

17.3.3.2     Ultrahigh-Field MRI of Breast 
Tumors 

 Recently, ultrahigh-fi eld MR scanners, operating at 
a fi eld strength of 7 T, have become clinically avail-
able. Compared to MRI at 3 T, ultrahigh- fi eld MRI 
at 7 T provides a signifi cantly increased intrinsic 
SNR [ 101 ] that can be translated either into even 
higher temporal and spatial resolution [ 100 ,  284 ] or 
into functional and metabolic imaging [ 100 ,  285 ]. 
Initial studies investigating unilateral DCE-MRI of 
the breast at 7 T have demonstrated the feasibility 
and encouraged the implementation of further 
advanced bilateral coil concepts to fully explore the 
diagnostic potential of DCE-MRI at 7 T [ 286 – 288 ]. 
In the fi rst clinical study, Pinker et al. investigated 

the application of bilateral high-resolution DCE-
MRI at 7 T in patients with breast lesions [ 95 ,  289 , 
 290 ]. In that study, high-resolution DCE-MRI of 
the breast at 7 T had a sensitivity of 100 % and a 
specifi city of 90 %, resulting in a diagnostic accu-
racy of 96.6 % with an AUC of 0.95 (Figs.  17.19  
and  17.20 ). Overall image quality was excellent in 
the majority of cases and examinations were not 
hampered by artifacts. The authors concluded that 
bilateral high-resolution DCE-MRI of the breast at 
7 T is clinically applicable and enables a breast 
cancer diagnosis with a high diagnostic accuracy 
and excellent inter-rater agreement and image 
quality. As the increase in intrinsic SNR can also be 
exploited for functional imaging, several studies 
have investigated the application of DWI in breast 
cancer diagnosis at 7 T [ 101 ,  291 ]. DWI at 7 T 
yields high-quality ADC maps and high-spatial-
resolution T2-weighted MR images that can be 
used to assess tumor and breast morphology, and 
ADC quantifi cation enables an excellent differen-
tiation of benign and malignant breast lesions. 
Recently, the concept of multiparametric MRI has 
been extended to 7 T. Pinker et al. evaluated 
whether multiparametric MRI of the breast, com-
bining high-resolution DCE-MRI and DWI at 7 T, 
is feasible and could improve diagnostic accuracy 
[ 102 ]. Multiparametric MRI, combining high- 
resolution DCE-MRI and DWI at 7 T, yielded a 
sensitivity of 100 %, a specifi city of 88.2 %, and an 
AUC of 0.941, which was signifi cantly greater than 
DCE-MRI ( p  = 0.003) with a sensitivity of 100 %, a 
specifi city of 53.2 %, and an AUC of 0.765 and 
DWI, with a sensitivity of 93.1 %, a specifi city of 
88.2 %, and an AUC 0.907 (Fig.  17.21 ). In that 
study, multiparametric MRI of the breast at 7 T 
accurately detected all cancers, reduced false posi-
tives from eight with DCE-MRI to two (Fig.  17.22 ), 
and, thus, could have obviated unnecessary breast 
biopsies ( p  = 0.031). Therefore, multiparametric 
MRI of the breast with DCE-MRI and DWI at 7 T 
is feasible in clinical practice and seems to enable 
breast cancer diagnosis with a high diagnostic 
accuracy and excellent inter-rater agreement. In a 
quite recent study, Schmitz et al. investigated mul-
tiparametric MRI with three parameters, i.e., DCE-
MRI, DWI, and 31-phosphorus  spectroscopy ( 31 P 
MRSI) at 7 T for the characterization of breast 
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a b
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  Fig. 17.20    Multiparametric MRI at 7 T with DCE- MRI 
and DWI. Fibroadenoma in a 50-year-old woman at 
2 o’clock in the right breast. ( a ) The round and circum- 
scribed mass ( arrow ) demonstrated ( b ) an initial moder-
ate/persis- tent (II) homogenous contrast enhancement. 

( c ) On diffusion-weighted imaging (DWI), the ADC val-
ues (1.567 × 10 −3  mm 2 /s) were well above threshold for 
malignancy ( arrow ) allowing an accurate classifi cation as 
a benign fi nding with the BI-RADS-adapted reading       
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  Fig. 17.19    Multiparametric MRI at 7 T with DCE- MRI 
and DWI. Invasive ductal carcinoma G2 in a 68-year-old 
woman at 11 o’clock in the left breast. ( a ) The irregular-
shaped mass with spiculated margins ( arrow ) demon-
strates ( b ) heterogeneous initial strong enhancement 

followed by a washout. ( c ) On diffusion-weighted imag-
ing (DWI), the ADC values (0.702 × 10 −3  mm 2 /s) were 
below threshold for malignancy ( arrow ) and were accu-
rately classifi ed as BI-RADS 5 (highly suggestive of 
malignancy)       
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 cancer [ 161 ]. The authors concluded that multipa-
rametric 7 T breast MRI with three parameters is 
feasible in the clinical setting and showed an asso-
ciation between ADC and tumor grade and between 
 31 P MRSI and mitotic count.

        Emerging Parameters for Ultrahigh-
Field MRI 

   Sodium MR Imaging ( 23 NA MRI) 
 Sodium ( 23 Na) MR imaging has emerged as 
novel functional MRI parameter for the tumor 
characterization and therapy monitoring of 
breast cancer.  23 Na MRI provides information 
about the physiological and biochemical state of 
tissue, and the sodium concentration is a sensi-
tive indicator of cellular and metabolic integrity, 
as well as ion homeostasis [ 292 ,  293 ]. In healthy 
cells, a low intracellular sodium  concentration 
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  Fig. 17.21    Receiver operator characteristic curves illus-
trate the higher diagnostic value of multiparametric MR 
imaging compared with DCE imaging and DWI of the 
breast (Reproduced from Pinker et al. [ 102 ])       
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  Fig. 17.22    Multiparametric MRI at 7 T with DCE-MRI 
and DWI. Fibroadenomatous hyperplasia in a 39-year-old 
woman at 3 o’clock in the right breast adjacent to a cyst 
( arrow ). ( a ) The irregularly shaped and partly irregularly 
marginated mass lesion demonstrates ( b ) homogenous 
initial strong enhancement followed by a plateau is classi-

fi ed by DCE-MRI of the breast as BI-RADS 4 (probably 
malignant). ( c ) However, the ADC values are not below 
the cutoff for malignancy (1.269 × 10 −3  mm 2 /s) allowing 
an accurate classifi cation as a benign fi nding with the 
BI-RADS-adapted reading       
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is maintained by the Na + /K +  ATPase pump 
actively pumping sodium out of the cell against 
a concentration gradient formed by the much 
higher extracellular sodium concentration.  23 Na 
MRI detects increased sodium levels that occur 
when there is a failure of the Na + /K + -ATPase 
pump secondary to the breakdown of cell mem-
branes, as seen in malignancy. Ouwerkerk et al. 
investigated the potential of  23 Na MRI for the 
differentiation of benign and malignant breast 
lesions at 1.5 Tesla [ 294 ]. Those authors demon-
strated that an increased total sodium concentra-
tion in breast tumors appears to be a sensitive 
cellular-level indicator of malignancy and has 
the potential to increase the specifi city of 
breast MRI. At fi eld strengths of 1.5 and 3 T, 
 23 Na MRI is limited. Recently,  23 Na MRI has 
been  established at 7 T with promising results. 
Zaric et al. investigated quantitative  23 Na MRI at 
7 T and compared it to DWI at 7 T. That study 
demontrated that quantitative  23 Na MRI at 7 T 
could be accomplished with good resolution and 
image quality, within clinically acceptable mea-
surement times in patients with breast tumors. 
 23 Na MRI allowed good discrimination of 
benign and malignant breast lesions ( p  = 0.002) 
(Figs.  17.23  and  17.24 ) that was similar to that 
based on DW-MRI ( p  = 0.002).  23 Na MRI can 
reliably provide additional information about 
pathophysiologic changes in tumor tissue, 
with the potential to improve the detection, 

 characterization, and treatment monitoring of 
breast lesions [ 295 ].

       Phosphorus Spectroscopy ( 31 P MRSI) 
 Phosphorus spectroscopy ( 31 P MRSI) measures 
tissue bioenergetics and membrane phospholipid 
metabolism. The signals of precursors and catab-
olites of phospholipids can serve as an imaging 
biomarker for tumor characterization, prognosis, 
and treatment moitoring [ 199 ,  296 ]. Several 
in vitro and in vivo  31 P MRSI studies have proven 
that elevated levels of phosphocholine (PC)/
phosphoethanolamine (PE) can be detected in 
several cancers inclduing breast cancers. Barzilai 
et al. demonstrated a signifi cant decrease in the 
PE/PC ratio in malignant, breast tumors com-
pared to benign lesions [ 297 ], and changes in 
PE/PC ratios are observed in response to ther-
apy. However, at fi eld strengths of 1.5 and 3 T, 
the application of  31 P MRSI is limited to rela-
tively large and superfi cial tumors [ 296 ]. 
Recently, the feasibility of  31 P MRSI at 7 T has 
been investigated, with promising results. 
Quantitative  31 P MRSI of breast tumors at 7 T is 
feasible, with excellent quality of  31 P-MR spec-
tra, and can be used for clinical research. 
Quantitative  31 P MRSI enables a specifi c analy-
sis of the biochemical status of breast tissue and, 
thus, can be expected to serve as a valuable 
imaging biomarker for breast cancer diagnosis 
and treatment monitoring [ 285 ,  298 ].  

a b c

  Fig. 17.23    Invasive ductal carcinoma G3 in the left 
breast of a 49-year-old female patient. ( a ) On DCE MRI 
there is a strongly enhancing irregular tumor ( arrow ) with 
spiculated margins. ( b ) Sodium ( 23 Na) MRI reveals an 

increase in sodium content as result of altered metabolism 
in the tumor tissue. ( c ) Diffusion-weighted image (DWI) 
shows low apparent diffusion coeffi cient (ADC) values 
indicating high cellularity and tumor malignancy.       
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   Chemical Exchange Saturation Transfer (CEST) 
Imaging 
 Chemical exchange saturation transfer (CEST) is 
an MRI parameter that enables visualization of 
chemical exchange processes between protons 
bound to solutes and surrounding bulk water 
molecules [ 299 ,  300 ]. It has been demonstrated 
that the endogenous CEST can discriminate 
tumor from healthy breast tissue based on the 
information about protons associated with mobile 
proteins through the amide proton transfer (APT) 
effect and also has been implicated as a prognos-
ticator of response to therapy [ 299 ]. Recently, 
Schmitt et al. investigated ATP CEST-MRI at 3 T 
for the detection of breast cancer, with promising 
results. 

 In that study, the detection of lesions was 
equally possible with DCE-MRI and ATP CEST- 
MRI. The results of this initial feasibility study 
indicate a signifi cant potential for ATP CEST- 

MRI to discriminate cancer from fi broglandular 
tissue in the human breast through the CEST con-
trast generated by endogenous solute molecules. 

 Recently, animal studies have investigated 
CEST contrasts other than ATP, exploiting the 
entire CEST spectrum. Desmond et al. found that 
imaging of the amide, amine, and aliphatic signal 
(aaaCEST) allows a noninvasive differentiation 
of areas of apoptosis and/or necrosis from 
actively progressing tumor [ 301 ]. In addition, 
similar to [ 18 F]fl uorodeoxyglucose positron emis-
sion tomography ([ 18 F]FDG), dynamic CEST 
after the administration of glucose (glucoCEST) 
has been shown to enable the noninvasive evalu-
ation of the kinetics of glycolysis, which are 
 typically increased in malignant lesions [ 19 ]. 
Initial results indicate that glucoCEST poten-
tially might serve as a substitute for PET/CT or 
PET/MRI in the clinic for the detection of 
tumors and metastases, distinguishing between 

a

b

  Fig. 17.24    Fibroadenoma in the right breast of a 57-year- 
old patient. ( a ) In Sodium ( 23 Na) MR the tumor ( arrow ) 
shows slightly increase in signal compared to glandular 
tissue; 1.5 in- plane resolution image enables good 

 delineation between morphologic structures (glandular 
and adipose tissue). ( b ) On DCE the tumor ( arrow ) shows 
a strong enhancement but regular margins.       
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malignant and benign tumors and monitoring 
tumor response to therapy, without the need for 
radiolabeled isotopes [ 302 – 305 ]. 

 Nevertheless, further studies will be necessary 
to explore the true potential of CEST imaging in 
breast cancer.  

   Hyperpolarized Magnetic Resonance 
Spectroscopic Imaging (HP MRSI) 
 Hyperpolarized magnetic resonance spectro-
scopic imaging (HP MRSI) is one of the most 
recent advances in molecular imaging. HP MRSI 
allows a rapid, radiation-free, noninvasive inves-
tigation of tumor metabolism by exploiting 
exogenous contrast agents that have been 
“hyperpolarized.” Conventional MR imaging 
depends on nuclear spins that have been polar-
ized on the order of a few parts per million, 
whereas, in HP MRSI, nuclear spins reach near- 
unity polarization, resulting in an extensive 
increase in signal intensity [ 306 ,  307 ]. With HP 
MRSI, nuclear spins are polarized in an amor-
phous solid state at ~1.2 K through coupling of 
the nuclear spins with unpaired electrons that are 
added to the sample via an organic free radical. 
In the solid state, the high electron spin polariza-
tion is, in part, transferred to the nuclear spins by 
microwave irradiation, and then the sample is 
rapidly dissolved for injection into the system of 
interest. Recently,  13 C-labeled substrates have 
been polarized to obtain dramatic enhancements 
of the  13 C nuclear MR signals (>50,000 fold at 
3 T) of the substrate, as well as subsequent meta-
bolic products [ 308 ]. The enhancement that is 
achieved is lost in time as a function of the spin–
lattice relaxation time of the nucleus (T1). The 
HP  13 C probes can be injected into living sys-
tems and their metabolism observed in real time 
by chemical shift. ( 13 C) pyruvate has been the 
most widely used probe for HP MR studies since 
it polarizes well, has a long T 1 , and is rap-
idly taken up by the cell and metabolized at 
the  juncture of glycolysis, TCA, amino acid 
 biosynthesis, and other critical pathways. Several 
animal studies have confi rmed real-time mea-
surement of the relative transformation of pyru-
vate into lactate and alanine using HP MRSI, 
which allows differentiation of tumor from 

 normal tissue [ 309 – 311 ]. In addition to the dif-
ferentiation between malignant and nonmalig-
nant cells [ 310 ,  312 ,  313 ], HP MRSI using  13 C 
pyruvate has been used for the assessment of 
cancer progression [ 314 ,  315 ]. Recently, other 
novel probes for redox ( 13 C dehydroascorbate), 
necrosis ( 13 C fumarate), and glutamine metabo-
lism ( 13 C glutamine) have been developed to 
interrogate other metabolic pathways and have 
shown promising results [ 316 ]. To our knowl-
edge, to date, there has been no specifi c clinical 
application of HP MRSI to breast cancer; how-
ever, several preclinical and initial studies in 
cancer, including breast cancer [ 317 ], suggest 
that this technique may be applicable for the 
detection of breast cancer and for the assessment 
of treatment response in the future.    

17.3.3.3     Nuclear Imaging 
of the Breast 

   Gamma Camera Imaging:  99 mTc-Sestamibi 
Scinti-mammography (SM) and Breast- 
Specifi c Gamma Imaging (BSGI) 
  99 mTc-sestamibi scintigraphic mammography 
( 99 mTc-MIBI-SM) was fi rst introduced in the 
1990s and can be used as an alternative diagnos-
tic method in patients at high risk for breast 
 cancer. In  99 mTc-MIBI-SM, the radiotracer 
 99 mTc-MIBI is injected intravenously and accu-
mulates in tissues with increased perfusion, per-
meability, and metabolic activity, such as breast 
cancer tissues. Prior studies have investigated the 
application of  99 mTc-MIBI for the assessment of 
breast tumors using both planar and single-pho-
ton emission computed tomographic (SPECT) 
radionuclide imaging, with a general-purpose 
gamma camera, and reported sensitivities rang-
ing from 84 to 93 % [ 318 ,  319 ]. However, 
 99 mTc-MIBI-SM has a relatively low spatial res-
olution, which impedes the depiction of small 
cancers and is limited in the detection of low-
grade breast tumors [ 320 – 322 ]. To overcome the 
limitations of  99 mTc-MIBI-SM, breast-specifi c 
gamma imaging (BSGI) has been developed 
[ 323 – 328 ] (Fig.  17.25 ). In a recent meta-analy-
sis, Sun et al. evaluated the role of BSGI as an 
adjunct modality to mammography [ 329 ]. The 
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  Fig. 17.25    Mammography and breast- specifi c gamma 
imaging (BSGI) in a 39-year-old woman who presented 
with a palpable abnormality of the left breast. BSGI ( a ) 
right craniocaudal and ( c ) left mediolateral oblique views 
demonstrated one focus of abnormal uptake in the left 
breast corresponding to the spiculated mass ( red arrow ). 

BSGI ( b ) right craniocaudal and ( d ) right mediolateral 
views revealed an occult focus of focal increased radio-
tracer uptake ( red rectangle ). Ultrasound-guided core 
biopsy yielded infi ltrating carcinoma in the left breast at 
the 11:30 axis and in the right breast at the 1:00 axis 
(Reproduced from Brem et al. [ 324 ])       
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pooled sensitivity and specifi city of BGSI was 
95 % and 80 %, respectively. In patients with nor-
mal mammography fi ndings, 4 % were diagnosed 
with breast cancer by BSGI, and in those with a 
suspicious imaging fi nding on mammography or 
biopsy-proven breast cancer, 6 % were diagnosed 
with multifocal disease by BSGI. The authors 
concluded that BSGI is an excellent adjunct 
modality to mammography for detecting breast 
cancer.

      Positron Emission Tomography (PET)/
Computed Tomography (CT) 
 Positron emission tomography (PET) is a nonin-
vasive diagnostic, nuclear medicine imaging 
method that enables the assessment of physiolog-
ical processes using radiotracers. Among the 
multiple radiotracers investigated, [ 18 F]fl uorode-
oxyglucose ([ 18 F]FDG) is the most commonly 
used [ 330 ]. [ 18 F]FDG PET allows an assessment 
of tissue glucose consumption, which is typically 
increased in neoplastic processes such as breast 
cancer [ 331 – 333 ]. Radiotracer uptake can be 
quantifi ed using a so-called standardized uptake 
value (SUV), which is roughly proportional to 
the rate of phosphorylated FDG. However, [ 18 F]
FDG uptake is variable based on the organ of ori-
gin, tumor type, and grade, and a critical mass of 
tumor cells is necessary for visualization [ 332 , 
 334 ,  335 ]. In addition, [ 18 F]FDG is not tumor 
specifi c, and some benign conditions, such as 
infl ammatory processes, can also be [ 18 F]FDG 
avid. As [ 18 F]FDG PET alone provides limited 
anatomical information and low spatial resolu-
tion that frequently results in diffi culties in lesion 
localization and in assessment of potential tumor 
infi ltration into adjacent organs, hybrid imaging 
systems, such as PET/CT, were developed and 
established for the clinical routine (Fig.  17.26 ).

   Although imaging studies performed with 
whole-body PET imaging scanners have estab-
lished the feasibility of using [ 18 F]FDG PET/CT 
to identify and characterize breast cancer, with 
sensitivities and specifi cities of 88 % and 80 %, 
respectively, these studies also highlight the 
limitations that are inherent in currently avail-
able whole-body [ 18 F]FDG PET/CT imaging 
techniques, such as the limited ability to depict 

small lesions and also particular subtypes of 
breast cancer [ 335 ,  336 ]. Magometschnigg et al. 
[ 336 ] compared the diagnostic accuracy of [ 18 F]
FDG PET/CT with DCE-MRI at 3 T in suspi-
cious breast lesions and evaluated the infl uence 
of tumor size on diagnostic accuracy, as well as 
the use of SUV MAX  thresholds to differentiate 
malignant and benign breast lesions. In that 
study, the patients were scanned in the prone 
position with a state-of-the-art combined PET/
CT, which likely explains the higher sensitivity 
and diagnostic accuracy that was achieved. Both 
[ 18 F]FDG PET/CT and DCE-MRI demonstrate 
an equal diagnostic accuracy for breast cancer 
diagnosis of 93 %. Neither sensitivity ( p  = 0.125), 
specifi city ( p  = 0.344), nor diagnostic accuracy 
( p  = 1) were signifi cantly different. In lesions 
<10 mm, diagnostic accuracy deteriorated to 
91 % for both [ 18 F]FDG PET/CT and DCE-
MRI. In lesions <10 mm, CE-MRI at 3 T is 
more sensitive, but less specifi c, than [ 18 F]FDG 
PET/CT. Quantitative assessment using an 
SUV MAX  threshold for the differentiation of 
benign and malignant lesions is not helpful in 
breast cancer diagnosis (Figs.  17.27  and  17.28 ). 
The authors concluded that [ 18 F]FDG PET/CT 
can be considered an alternative imaging modal-
ity in patients who are not candidates for 
DCE-MRI.

     Tumor Characterization and Prognosis     
Several studies have investigated [ 18 F]FDG PET 
and [ 18 F]FDG PET/CT in breast imaging [ 331 –
 333 ,  337 – 339 ]. FDG uptake can manifest a wide 
variation based on the different histologic sub-
types and size of breast cancers [ 205 ,  332 ,  340 ]. 
In general, a weak FDG uptake has been reported 
in ductal carcinoma in situ and in invasive lobu-
lar carcinoma, while infi ltrating ductal carci-
noma has the highest FDG uptake among breast 
neoplasms [ 331 ,  333 ]. Other authors studied the 
correlation between grades and molecular char-
acteristics of breast cancer and SUV uptake, 
demonstrating a signifi cantly higher FDG uptake 
in tumors with unfavorable prognostic character-
istics [ 9 ,  330 ]. Groheaux et al. [ 340 ] prospec-
tively studied the  relationship between tumor 
characteristics and the SUV in 132 women with 
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breast tumors larger than 20 mm. They found 
that FDG uptake in primary tumors correlated 
with several factors known to confer a poorer 
prognosis, such as high tumor grade, estrogen 
receptor-negative tumors, and triple-negative 
cancers. Considering histologic tumor type, 
lower tumoral uptake was found in invasive lob-
ular carcinoma (median SUV max , 3.4) compared 
with invasive ductal carcinoma (median SUV max , 
6.6). According to the literature, however, the 

diagnostic yield for [ 18 F]FDG PET/CT in patients 
with early-stage breast cancer is low, and there is 
currently no clinical role for [ 18 F]FDG PET/CT 
in the detection of primary breast cancer or in the 
evaluation of axillary lymph nodes in stage I and 
early-stage II disease, but these are areas of 
active research [ 205 ,  208 ].  

  Therapy Monitoring     [ 18 F]FDG PET/CT is 
currently considered a valuable adjunct to other 

a b
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  Fig. 17.26     18 FDG PET/CT of the breast. Invasive ductal 
carcinoma G2 of the left breast in a 46-year-old woman: 
( a ,  b )  18 FDG PET images, ( c ,  d )  18 FDG PET/CT fused 

images. The lesion is highly  18 FDG avid, with a SUV MAX  
of 4.4.   18   FDG  [F-18]-fl uorodeoxyglucose,  SUV  standard-
ized uptake value       
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imaging techniques for the staging of locally 
advanced metastatic or recurrent breast cancer 
and in evaluating the response of locally 
advanced and metastatic breast cancer to treat-
ment. In several studies, the role of metabolic 
evaluation with [ 18 F]FDG PET and [ 18 F]
FDG PET/CT was examined, demonstrating a 

 correlation between early changes in the SUV max  
value (after one or two courses of chemotherapy) 
and the fi nal pathologic response at completion 
of chemotherapy [ 338 ,  341 ,  342 ]. An optimal 
threshold value for a decrease in SUV (ΔSUV) 
has been proposed for discriminating metabolic 
responders (diminution of SUV superior to the 

a
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  Fig. 17.27    Invasive ductal carcinoma G3 laterally in 
the left breast in a 40-year-old woman. ( a ) The round, 
irregularly marginated mass lesion ( arrow ) shows a 
heterogeneous ( b ) initial strong enhancement followed 
by a washout phase  and was classifi ed by CE-MRI as 

BI-RADS 5 (suspicious). ( c ) On the  18 F-FDG PET/CT 
image, the lesion is strongly  18 F-FDG avid ( arrow ), 
with an SUV MAX   of 16.83. The lesion was true positive 
by both modalities (Reproduced from Magometschnigg 
et al. [ 336 ])       
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threshold value) from  nonresponders. However, 
the cutoff varies across studies and more studies 
are necessary to better defi ne the criteria for 
evaluation. Available data also suggest that [ 18 F]
FDG PET/CT is valuable in the evaluation of 
advanced axillary disease and nodal spread 
in locally advanced breast cancer [ 331 – 334 , 
 337 – 339 ]. In a patient suspected of having a 

breast cancer recurrence, [ 18 F]FDG PET/CT 
seems to perform better than con ventional imag-
ing (whole-body CT and bone scanning for dis-
tant recurrences, US and mammography for 
local recurrences) and better than PET alone, 
with a sensitivity ranging between 85 and 97 %; 
the specifi city, between 52 and 100 %; and the 
accuracy, between 60 and 98 % [ 340 ,  343 ,  344 ].   

a

b

c

  Fig. 17.28    Invasive lobular carcinoma G2 laterally in 
the left breast in a 53-year-old woman. ( a ) The irregularly 
shaped and not circumscribe mass lesion ( arrow ) shows a 
heterogeneous ( b ) medium initial enhancement followed 
by a plateau and was classifi ed by CE-MRI as BI-RADS 

4 (suspicious). ( c ) On the 18F-FDG PET/CT image, the 
mass is not signifi cantly  18 F-FDG avid, with an SUVMAX 
of 1.9. The lesion was a true-positive fi nding by DCE-
MRI at 3 T and false negative by  18 F-FDG PET/CT 
(Reproduced from Magometschnigg et al. [ 336 ])       
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   PET Mammography (PEM) 
 To overcome the limitations of whole-body [ 18 F]
FDG PET/CT in breast imaging, dedicated breast 
PET systems have been developed. Positron emis-
sion mammography (PEM) is a high- resolution, 
breast-specifi c device enabling co- registration of 
mammographic and emission [ 18 F]FDG images of 
the breast using two fl at detectors integrated in the 
system on either side of the breast. The more 
recently developed breast- specifi c MAMography 
with MolecularImaging (MAMMI)-PET utilizes 
a small ring of detectors, which yields an improved 
contrast and signal-to- noise ratio (SNR). 
Dedicated breast PET systems have been shown 
to have both a high sensitivity and specifi city in 
detecting breast malignancy (<1 cm). Kalles et al. 
reviewed the role of [ 18 F]FDG PEM in breast can-
cer imaging and concluded that [ 18 F]FDG PEM 
can successfully complement conventional imag-
ing in breast cancer detection by providing infor-
mation about tumor biology. In a recent study, 
Kalinyak et al. [ 345 ] compared [ 18 F]FDG PEM 
with whole-body [ 18 F]FDG PEM or [ 18 F]FDG 
PET/CT in 178 breast cancer patients and demon-
strated that  18 FDG PEM was more sensitive than 
whole-body  18 FDG PET or PET/CT by showing 
index and additional ipsilateral breast tumors 
smaller than 10 mm. 

 The current data suggest that PEM might not 
be far from being included in the fi rst-line modal-
ities for breast cancer screening [ 330 ].  

   Molecular Imaging with Multiparametric 
PET/MRI 
 Multiparametric MRI and PET of the breast can 
visualize different processes involved in cancer 
development and progression and have been 
proven to be valuable tools in breast imaging by 
gathering and combining morphologic, 
 functional, metabolic, and molecular informa-
tion. To overcome the limitations of morphologic 
and functional imaging techniques, hybrid imag-
ing systems have been developed and introduced 
into clinical routine. Initial studies investigating 
fused [ 18 F]FDG PET and DCE-MRI for breast 
cancer diagnosis demonstrated that fused [ 18 F]
FDG PET/MRI provides accurate morphologic 
and functional data and has the potential to 

emerge as an all-encompassing alternative to 
conventional multitechnique tumor staging [ 346 , 
 347 ]. However, in these studies, the functional 
information that [ 18 F]FDG PET provided was 
only combined with the morphologic and partly 
functional information of DCE-MRI and the true 
potential of multiparametric [ 18 F]FDG PET/MRI 
was not fully explored. In a recent feasibility 
study, Pinker et al. investigated multiparametric 
PET-MRI using DCE-MRI, DWI,  1 H-MRSI, and 
[ 18 F]FDG for the assessment of breast tumors at 
3 T [ 342 ]. The authors demonstrated that MP 
[ 18 F]FDG PET/MRI enables an improved 
 differentiation of benign and malignant breast 
tumors when several MRI and PET parameters 
are combined (Figs.  17.29  and  17.30 ). In addi-
tion, they concluded that MP [ 18 F]FDG PET/MRI 
may lead to a reduction in unnecessary breast 
biopsies.

       Specifi c Radiotracers 
 To date, nuclear imaging and combined nuclear 
and radiological imaging in breast cancer is 
mainly performed using the radiotracer [ 18 F]FDG 
and 99mTc-MIBI for PET and GAMMA imag-
ing. The advances in molecular cancer biology 
have led to an increased understanding of the 
cancer biomarkers that contribute to cancer 
 progression and, thus, led to the rapid develop-
ment of more personalized and specifi cally 
 tumor- targeted treatments. Recently, more spe-
cifi c radiotracers to target processes involved in 
cancer evolution and progression have been 
developed and introduced into breast imaging. 
[ 18 F]Fluoromisonidazole ([ 18 F]FMISO) for the 
assessment of tumor hypoxia, radioactive-labeled 
annexin V for the assessment of tumor neoangio-
genesis, [ 18 F]fl uoro-L-thymidine ([ 18 F]FLT) for 
the assessment of nucleic acid metabolism, and 
[ 18 F]fl uoroestradiol ([ 18 F]FES) and radiolabeled 
trastuzumab for the assessment of tumor receptor 
status are some of those radiotracers.

•    Radiotracters for imaging tumor hypoxia    

 [ 18 F]FMISO has a high affi nity for hypoxic 
cells with active nitroreductase enzymes and 
accumulates in activated tumor cells compared to 

M.A. Marino et al.



235
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  Fig. 17.29    Multiparametric MRI at 3 T DCE-MRI, DWI, 
3D  1 H-MRSI, and [ 18 F]FDG. Invasive ductal carcinoma 
G3 in a 46-year-old woman at 2 o’clock in the right breast. 
( a ) The irregular shape and irregularly marginated mass 
( arrow ) showed an ( c ) initial fast enhancement followed 
by a plateau and was classifi ed by DCE-MRI of the breast 
as BI-RADS 5 (suspicious fi nding). ( b ) The lesion demon-

strates decreased ADC values ( arrow , 1.089 × 10 −3  mm 2 /s) 
, and ( d ) there is a distinct choline peak at 3.2 ppm  and, 
therefore, considered malignant with DWI and 3D 
 1 H-MRSI. ( e ) On [ 18 F]FDG PET, the lesion is highly [ 18 F]
FDG avid ( arrow ). ( f ) Multiparametric PET/MRI accu-
rately classifi ed the tumor as malignant.       

 

17 Use Case III: Imaging Biomarkers in Breast Tumours. Development and Clinical Integration



236

necrotic cells. [ 18 F]FMISO therefore may serve 
as a potential imaging biomarker for tumor grad-
ing and assessment of treatment response. Cheng 
et al. [ 348 ] investigated whether [ 18 F]-MISO 
PET/CT could predict primary resistance to 
endocrine therapy in estrogen receptor-positive 
breast cancer and found a signifi cantly positive 
correlation between baseline [ 18 F]-MISO uptake 
and clinical outcomes after ≥3 months of pri-
mary endocrine therapy with letrozole. The data 
suggests that [ 18 F]-MISO PET/CT may be used 
as an effective method for monitoring the 
response to endocrine therapy and has the poten-
tial for early identifi cation of nonresponders.

•    Radiotracers for imaging apoptosis    

 Apoptosis has a signifi cant role in tumorgen-
esis, progression, and therapy. Apoptosis induces 
a cascade of enzymatic processes that eventually 
lead to cell death. The acitvation of caspases 
enables the externalizaion of phosphatidylserine 
(PS), which is usually located on the inside of 
the cell membrane. The protein annexin V binds 
to PS with a high affi nity and, therefore, is a 
marker for apoptosis. To date, annexin V has 

been labeled with multiple radiotracers for PET 
imaging [ 349 ].

•    Radiotracers for imaging cell proliferation    

 The radiotracer [ 18 F]FLT accumulates in pro-
liferating cells. Its accumulation is regulated by 
the thymidine salvage pathway and by the activ-
ity of thymidine kinase 1 and, thus, refl ects DNA 
synthesis. This highly specifi c radiotracer dem-
onstrated promising results for the detection of 
treatment response in preclinical breast cancer 
mouse models and is now investigated in several 
clinical trials [ 350 ].

•    Radiotracer imaging amino acid trasporters 
and protein synthesis    

 Tumor cells take up and consume more amino 
acids to sustain their uncontrolled growth com-
pared with normal cells. Amino acid-based 
 radiotracers can enter the tumor via amino acid 
transporters and Na+-dependent transport sys-
tems. 99mTc-labeled methionine has been suc-
cessfully used to detect breast cancer in a recent 
clinical trial performed by Sharma et al. [ 351 ]. 

a b
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  Fig. 17.30    Multiparametric MRI at 3 T DCE-MRI, DWI, 
3D  1 H-MRSI, and [ 18 F]FDG. Invasive ductal carcinoma 
G3 in a 44-year-old woman in the right breast retroareolar .  
( a ,  arrow ) The irregular heterogeneous non-mass enhance-
ment was classifi ed by DCE-MRI of the breast as BI-RADS 

4 (suspicious fi nding). ( b ) On 3D  1 H-MRSI, the lesion 
is false negative, as there were no elevated Cho levels. 
( c ) The lesion demonstrates decreased ADC values 
(0.895 × 10 −3  mm 2 /s) and is, therefore, considered malignant. 
( d ) On [ 18 F]FDG PET, the lesion is highly [ 18 F]FDG avid       
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The radiotracer 99mTc-methionine provides a 
more simple and affordable way to image breast 
tumors using conventional scinti-mammography. 
The 99mTc-methionine was synthesized by con-
jugating methionine with diethylenetriaminepen-
taacetic acid and 99mTc, and the radiochemical 
yield was >95 %. The sensitivity, specifi city, and 
positive predictive value of 99mTc-methionine in 
this clinical trial with 47 patients were 87.8 %, 
92.8 %, and 96.6 %, respectively. Another radio-
tracer, 11C-methionine (11C-MET), has recently 
been evaluated by Lindholm et al. [ 352 ] for its 
potential to assess early response to therapy in 
advanced breast cancer. The SUV in all respond-
ing metastatic sites decreased by 30–54 % 
( P  < 0.05), while that of nonresponding sites did 
not decrease signifi cantly (11–13 %,  P  = NS).

•    Radiotracers for imaging the receptor status    

 [ 18 F]FES PET imaging allows the noninva-
sive visualization and quantifi cation of estrogen 
receptor expression of both the primary tumor 
and metastases [ 353 ]. In addition, [ 18 F]FES 
PET/CT provides valuable information about 
the response to endocrine therapy both in the 
neoadjuvant and adjuvant setting. In a recent 
publication by van Kruchten et al., the authors 
provide a comprehensive overview about the 
role of [ 18 F]FES PET/CT in breast cancer [ 354 ]. 
The authors concluded that [ 18 F]FES PET/CT 
has the  potential to signifi cantly infl uence 
patient management. 

 Radiolabeled trastuzumab allows the nonin-
vasive visualization and quantifi cation of human 
epidermal growth factor receptor 2 (HER2) sta-
tus. In initial studies, Smith-Jones et al. con-
fi rmed the noninvasive measurement of HER2 
expression and therapy-induced changes using a 
 68 gallium-labeled fragment of trastuzumab in an 
animal model [ 341 ,  355 ]. Recent clinical PET/
CT studies with  64 copper ( 64 Cu)-DOTA- 
trastuzumab demonstrated that  64 Cu-DOTA- 
trastuzumab PET/CT enables the detection of 
the primary tumor as well as metastases with 
excellent sensitivity and, therefore, has the 
potential to further improve HER2-targeted ther-
apies [ 356 ,  357 ].

•    Radiolabeled imaging of angiogenesis    

 Integrins are glycoproteins located on the cell 
surface that are extremely important in angiogen-
esis to mediate cell-cell or cell-extracellular 
matrix interactions [ 358 ]. Among the 24 integrins 
reported, integrin alpha-V beta-3 is the best- 
studied subtype as the molecular marker for tar-
geting the angiogenic cascade. Two major 
radiotracers have been recently introduced, 
99mTc-NC100692 for SPECT imaging and 
[ 18 F]-galacto-RGD for PET imaging. NC100692 
is a cyclic synthetic ligand containing an RGD 
binding site with a high affi nity for α v β 3  and α v β 5 , 
which are upregulated during angiogenesis. 
Bach-Gansmo et al. [ 359 ] found in their study 
that 19 of 22 malignant lesions from 20 breast 
cancer patients could be detected by 99mTc-
 NC100692 scintigraphy (86 %). 

 The radiotracer [ 18 F]-galacto-RGD was fi rst 
developed in 2001 [ 360 ]. Beer et al. performed 
 18 F-galacto-RGD -PET in 16 patients with inva-
sive ductal breast cancer. All the invasive carci-
nomas could be identifi ed (SUV = 3.6 ± 1.8, 
tumor-to-muscle ratios = 6.2 ± 2.2); however, 
only three of eight lymph node metastases were 
detected. According to several preclinical and 
clinical studies, [ 18 F]-galacto-RGD-PET may not 
be suitable for the differentiation of tumor from 
infl ammation, because [ 18 F]-galacto-RGD is also 
highly expressed in macrophages and other 
infl ammatory lesions [ 361–364 ]. 

 It can be expected that these tailored radio-
tracers will play a major role in the detection, 
characterization, staging, and therapy monitoring 
of breast cancer in the future.        
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      Use Case IV: Imaging Biomarkers 
in Thorax and Heart                     

     Jean-Paul     Vallée       and     David     Carballo    

18.1          Introduction 

 As discussed previously in this book, a biomarker 
is “a characteristic that is objectively measured 
and evaluated as an indicator of normal biologi-
cal processes, pathogenic processes, or pharma-
cological responses to a therapeutic intervention” 
[ 3 ]. Cardiovascular biomarkers are usually clas-
sifi ed in three main categories according to their 
potential use:

•    Disease assessment  
•   Risk stratifi cation and prognostic evaluation  
•   Clinical surrogate or response to treatment    

 Regarding risk stratifi cation, well-validated 
cardiovascular disease risk assessment algo-
rithms such as the Framingham Heart Study risk 
score in the United States [ 35 ] or the European 
risk prediction system SCORE [ 5 ] exist. These 
scoring systems are routinely used in clinical 
practice to assess the 10-year risk of occurrence 
of major coronary heart disease (CHD) events 

like coronary death or myocardial infarction. 
Individuals, for example, with a 10-year risk 
superior to 20 %, benefi t from aggressive risk- 
reduction measures [ 14 ]. With this in mind, it is 
the incremental value of cardiovascular biomark-
ers that needs to be considered. Risk stratifi cation 
derived uniquely from imaging biomarkers is 
therefore at present not clinically signifi cant. 
Cardiovascular biomarkers do however allow in 
certain cases the reclassifi cation of an individual 
cardiovascular risk assessment [ 10 ]. 

 Cardiac imaging has traditionally provided 
results mainly as numerical indices. The list of 
validated or potentially useful cardiovascular 
imaging biomarkers is long and includes such 
values as the left ventricular volume and function 
assessed by magnetic resonance imaging (MRI) 
recognized as a gold standard and valuable clini-
cal surrogate. The image acquisition and analysis 
protocols for cardiac function evaluation are now 
well established [ 18 ,  31 ]. The reproducibility of 
MRI for cardiac function assessment is high by 
comparison to other methods [ 11 ]. Proof of effi -
cacy and effectiveness has been largely recog-
nized [ 26 ], and function assessment by MRI 
fulfi lled all the criteria of an imaging biomarker. 
It has become part of the clinical routine and pro-
vided by almost all cardiac MR exams. 
Myocardial perfusion assessed by CMR may also 
be an interesting potential biomarker. Quantitative 
analysis of myocardial perfusion by CMR is 
superior to qualitative analysis [ 24 ]. Discordance 
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does exist however between the best models to 
use [ 32 ,  25 ,  13 ] which has thus far not allowed 
for the establishment of myocardial perfusion by 
CMR as a robust biomarker. 

 There are also new potential cardiovascular 
imaging biomarkers such as the longitudinal and 
transverse decays (T1 and T2) mapping which 
may be able to measure myocardial fi brosis or 
oedema [ 30 ]. These new biomarkers are very 
promising but are at an early stage of validation, 
mainly at the stage of proof of principle, whilst 
proof of effi cacy and effectiveness are still 
lacking. 

 We will now focus our discussion on the 
 coronary artery calcium score (CAC) which has 
so far been the most studied and validated cardio-
vascular imaging biomarkers.  

18.2     Coronary Calcium 

18.2.1     Clinical Question 
and Biomarker Concept 

 The current consensus for the prevention of coro-
nary artery disease (CAD) is that it should be tai-
lored to the level of risk of the individual [ 21 ]. 
Therefore, an accurate estimate of CAD risk is of 
paramount importance in clinical practice. As 
atherosclerotic plaques are responsible for CAD, 
an imaging biomarker of the arterial wall could 
add relevant information for this risk assessment. 
Direct imaging of the lipid core of a plaque could 
ideally be used as biomarker as these plaques are 
the most unstable and prone to rupture and there-
fore responsible for acute cardiovascular events. 
However, imaging the lipid core is diffi cult and 
remains largely the realm of invasive procedures 
with techniques such as IVUS or less validated 
techniques using coronary angio-CT. CAC is an 
easy and robust parameter which is strongly 
linked to the anatomy of atherosclerotic plaques. 
However, calcifi cations may appear at various 
stages of plaque development, sometimes arising 
on unstable plaques, or after plaque rupture as 
part of the healing process, but other times related 
to more stable plaques. Therefore, CAC is not 

useful for the localization of stenotic lesions and 
neither a gatekeeper of coronary angio-CT [ 6 ] 
nor as a surrogate endpoint but has demonstrated 
value as a CAD risk factor [ 14 ].  

18.2.2     Proof of Mechanism 

 The exact pathophysiology explaining the effi -
ciency of CAC as a CAD biomarker is still 
debated. Based on angiographic data, and as 
discussed above, calcifi cations are sometimes 
more related to stable angina than acute coro-
nary events [ 2 ]. From histopathologic study, 
CAC is strongly correlated to the total plaque 
surface area and therefore to the total coronary 
atherosclerotic disease burden [ 29 ]. The co-
occurrence of calcifi ed and non-calcifi ed plaque 
explains the effi cacy of CAC to assess CHD 
event risk [ 10 ].  

18.2.3     Image Acquisition 
and Analysis 

 In 1990, Agatston introduced a coronary cal-
cium scoring method based on a non-enhanced 
cardiac CT using a tube voltage of 120 kV [ 1 ]. 
As modifi cation of this value in multi-detector 
CT (MDCT) changes the CT density measured 
by the Hounsfi eld unit (HU), it is recommended 
to maintain a tube voltage of 120 kV and to 
adapt the tube current to the patient morphology 
and to the protocol used [ 7 ,  22 ]. Slices through 
the heart are usually reconstructed by standard 
fi ltered back projection with a thickness of 
3 mm as iterative reconstruction algorithms may 
also modify the calcium score [ 19 ,  34 ]. Coronary 
calcifi cations are defi ned as contiguous pixels 
with an intensity superior to 130 HU and an area 
≥1 mm 2 . The Agatston score is obtained by 
multiplying the coronary calcifi cation by a 
weighting factor depending on the Hounsfi eld 
unit density of the calcium deposits [ 1 ]. The 
reproducibility of this biomarker has been well 
documented in phantom [ 15 ] and in clinical 
studies [ 8 ,  16 ,  20 ].  
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 Use Case 1 

 A 50-year-old woman, known only for mild 
dyslipidaemia, presented to her general prac-
titioner with atypical versus non-anginal 
chest pain. Physical examination, ECG and 
myocardial injury blood biomarkers were all 
unremarkable. Her pretest probability of 

obstructive coronary artery disease was 
deemed as low, and no further invasive work-
up was carried out. In the context of her dys-
lipidaemia, however, a CAC score was 
obtained showing a value of zero, enabling 
initial pharmacologic therapeutic initiation 
to be withheld (Fig.  18.1 ).  

18.2.4     Proof of Effi cacy 
and Effectiveness 

 When defi ning the characteristics of an interven-
tion, a distinction must be made between  effi cacy  
and  effectiveness . Effi cacy can be defi ned as the 
performance of an intervention to produce the 
expected result under ideal circumstances, 
whereas effectiveness measures the performance 
effect under “real-world” clinical settings [ 33 ]. 

 Several prospective studies have demonstrated 
the effi cacy of CAC to predict the risk of future 
cardiovascular events and to reclassify patients’ 
risk stratifi cation [ 4 ,  9 ,  12 ,  27 ,  28 ]. A novel risk 
score to estimate 10-year CHD risk using CAC 

and traditional risk factors was recently devel-
oped using the MESA study and validated using 
two external studies [ 23 ]. 

 CAC is considered to have a possible role in 
reclassifying symptomatic patients with intermedi-
ate CAD risk into a higher risk yielding a modifi ca-
tion of patient management; there appears to be no 
role in low- or high-risk patients as no modifi cation 
of management is expected [ 10 ]. Recently, it has 
been shown that a CAC of zero can be used as an 
aid in decision-making to avoid initiation of statin 
therapy in high-risk patients [ 17 ]. However, the 
effectiveness of CAC for reclassifi cation remains 
debated [ 14 ], and the need for an additional pro-
spective randomized trial is needed [ 21 ]. 

  Fig. 18.1    Selective views of an enhanced ECG-gated cardiac CT in a 56-year-old man smoker and familial 
history with CAC equals zero in a 50-year-old woman with atypical chest pain and hyperlipemia       
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 Use Case 2 

 A 56-year-old man known with a positive family 
history and an active smoker status, with a nor-
mal stress test, was evaluated as having an inter-

mediate cardiovascular risk. He was addressed 
for further risk stratifi cation; a CAC of 33 was 
obtained enabling a reclassifi cation as low risk 
of 10-year cardiovascular risk (Fig.  18.2 ).  

  Fig. 18.1    Selective views of an enhanced ECG-gated 
cardiac CT. In this 56-year-old man smoker and famil-
ial history, the CAC was 33. There were few calcifi ca-

tions in the left anterior descending coronary artery 
and the right coronary artery       

 Use Case 3 

 This 69 year old man known for a two vessel 
coronary artery disease with a history of an 
infero-lateral transmural myocardial infarc-
tion, angioplasty of a circumfl ex artery chronic 
occlusion and an angioplasty of the Left ante-
rior descending artery was addressed for 
reevaluation by coronary angio-CT of a left 

main coronary artery (LCA) stenosis. A 50% 
stenotic mixed plaque was found on the LCA 
as well as multiple diffuse calcifi ed plaques. 
The CAC was measured at 2676, although in 
this case, did not modify patient management 
but illustrates however the strong correlation 
between the CAC and the severity of coronary 
disease. (Fig.  18.3  ). 
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   Conclusions 

 CAC is a cardiovascular imaging biomarker 
derived from the volume and density of coro-
nary artery plaques detected on CT. CAC car-
ries an important potential to reclassify 
patients’ risk stratifi cation especially in the 
intermediate risk population. The interest of 
this imaging biomarker, which has been exten-
sively validated through very large clinical 
cohorts, resides not in its relatively simple cal-
culation method but more on its recognized 
robustness.          
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      Use Case V: Imaging Biomarkers 
in Musculoskeletal Disorders                     

     Julio     Carballido-Gamio     

19.1          Preview 

 Structural, compositional, and functional changes 
are common manifestations of musculoskeletal 
(MSK) disorders. Therefore, with the advent of 
advanced medical image acquisition and image 
analysis techniques, there has been a demand and 
an increased interest toward image-based noninva-
sive quantifi cation of different pathophysiological 
elements associated with MSK disorders. 
Osteoporosis and osteoarthritis of the knee are two 
MSK disorders with considerable personal and 
economic burdens. Therefore, these two patholo-
gies have received substantial attention in the med-
ical imaging community, with dual X-ray 
absorptiometry (DXA) and radiography playing 
key roles in their clinical diagnosis, respectively. 
In terms of research, quantitative computed 
tomography (QCT) has become the leading in vivo 
imaging modality for the study of osteoporosis 
enabling the assessment of the most relevant tis-
sues involved in this pathology: bone and muscle 
[ 1 ,  2 ]. However, high-resolution peripheral quanti-
tative computed tomography (HR-pQCT) is a rela-
tively novel imaging modality with great potential 

to uncover new clinical fi ndings in the study of 
osteoporosis [ 3 ,  4 ] and, with the new generation of 
scanners, also in the study of knee osteoarthritis. 
Regarding knee osteoarthritis research, magnetic 
resonance imaging (MRI) is the leading in vivo 
imaging modality enabling the assessment of the 
most relevant tissues involved in this pathology: 
cartilage, bone, muscle, and meniscus [ 5 ]. 

 In this chapter, we present some of the imag-
ing biomarkers most studied in MSK disorders. 
The chapter is divided into four sections. In order 
to better understand the rationale behind each 
imaging biomarker, the fi rst section “Relevant 
MSK Tissues” provides a brief overview of the 
most relevant MSK tissues currently investigated 
with medical imaging. While medical imaging 
has certainly been applied to the study of multi-
ple MSK disorders including those of the spine or 
those resulting as medical complications of other 
diseases such as rheumatoid arthritis or diabetes, 
the second and third sections focus on “osteopo-
rosis” and “knee osteoarthritis,” respectively. The 
reasons behind this decision are space limitations 
and the fact that many of the imaging biomarkers 
used in these two pathologies are commonly 
adapted for the study of other MSK disorders. 
The chapter concludes with a “summary” where 
future directions in MSK imaging biomarkers are 
presented. 

 QCT imaging biomarkers for the study of 
osteoporosis that are included in this chapter 
include those quantifying volumetric bone 
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 mineral density (vBMD), bone geometry, bone 
strength, and muscle cross-sectional area and 
composition. Regarding HR-pQCT, this chapter 
includes imaging biomarkers for the study of 
osteoporosis that quantify vBMD, trabecular 
bone microstructure, cortical structure, and bone 
strength. Magnetic resonance imaging biomark-
ers for the study of knee osteoarthritis that are 
covered in this chapter include those describing 
cartilage and meniscus morphology, cartilage 
and meniscus composition, trabecular bone 
microstructure, as well as those investigating 
muscle composition. For each MSK disorder, 
imaging modality and imaging biomarker, image 
processing and analysis techniques currently 
used for their quantifi cation are also presented. 
Clinical applications of the imaging biomarkers 
here presented have been omitted due to space 
limitations since the number of studies aiming to 
validate their accuracy, precision, and perfor-
mance in the assessment of different aspects of 
osteoporosis and knee osteoarthritis is vast. 
Readers interested in these aspects are referred to 
excellent reviews in the literature [ 1 – 4 ,  6 – 9 ].  

19.2     Relevant MSK Tissues 

 In this section, we provide a brief overview of the 
structure and composition of relevant tissues in 
studies of osteoporosis and knee osteoarthritis 
with medical imaging. In particular, characteris-
tics of the bone, cartilage, meniscus, and muscle 
are provided. 

19.2.1     Bone 

 The bone is a living tissue consisting of three 
main components: (1) a mineral phase of 
hydroxyapatite; (2) an organic phase of type I 
collagen, noncollagenous proteins, and lipids; 
and (3) water [ 10 ]. There are three main types of 
bone tissue: (1) compact or cortical bone, (2) 
cancellous or trabecular bone, and (3) subchon-
dral bone. Cortical bone is composed of dense 
bone tissue and forms the outer shell of bones 

surrounding the marrow space. The diaphysis is 
primarily composed of cortical bone. The trabec-
ular bone is a honeycomb-like network of trabec-
ular plates and rods in the bone marrow 
compartment. The metaphysis and epiphysis are 
rich in trabecular bone. The subchondral bone is 
the smooth tissue located at the ends of bones 
that is covered with cartilage. The outer surface 
of the cortical bone is covered by the periosteum, 
while its inner surface and the surfaces of the tra-
beculae are covered by the endosteum. The tra-
becular bone pores are fi lled with bone marrow.  

19.2.2     Cartilage 

 There are three bones in the knee joint, the distal 
part of the femur, the proximal part of the tibia, 
and the patella, in which articular surfaces are 
covered by a thick layer of articular cartilage. 
The articular cartilage covers the articular sur-
faces of bones in the diarthrodial joints of the 
human body. The articular cartilage plays key 
mechanical roles such as low friction movement, 
shock absorption, and load distribution. The hya-
line cartilage, the type of cartilage found in artic-
ular surfaces, is composed of cells called 
chondrocytes, which are surrounded by an extra-
cellular matrix. Approximately 80 % of the extra-
cellular matrix is composed of water with the 
other major components being collagen and pro-
teoglycans. The articular cartilage exhibits an 
organized laminar organization composed of the 
calcifi ed zone, the deep zone, the middle zone, 
and the superfi cial zone. The articular cartilage 
has no blood vessels, nerves, or lymphatics [ 11 ].  

19.2.3     Meniscus 

 In the knee joint, stability is provided by liga-
ments inside and outside the joint capsule; by 
anterior, posterior, and medial muscles; by lateral 
dense connective tissue; and by the menisci. The 
menisci—the crescent-shaped structures located 
in the medial and lateral aspects of the knee joint 
sitting on the tibial plateaus—also reduce friction 
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between articular surfaces, contribute with load 
distribution, and play a key role on shock 
 absorption. In order to accommodate these func-
tions, the superior surfaces of the menisci are 
concave providing joint congruity, while its infe-
rior surfaces are fl at to fi t in the tibial plateaus 
[ 12 ]. The extracellular matrix of menisci and its 
integrity largely determine the mechanical prop-
erties of the tissue. The extracellular matrix is 
composed of water and a network of collagen 
fi bers (type I and smaller amounts of type II). 
Proteoglycan molecules, at lower concentrations 
than those found in the articular cartilage, are 
entrapped in this network [ 13 ].  

19.2.4     Muscle 

 Muscles play central roles in motion and metabo-
lism. Muscle multinucleated cells are called fi bers, 
which incorporate fi lament-like contractile myosin 
and actin proteins that are longitudinally organized 
into sarcomeres, which in turn form myofi brils 
which are tubelike structures, which number is pro-
portional to the strength of muscle fi bers [ 14 ]. 

 The quadriceps, composed of the vastus medi-
alis, vastus intermedius, vastus lateralis, and the 
rectus femoris, is the most relevant anterior mus-
cle group in the knee joint providing extension 
functions. The amstrings, composed of the biceps 
femoris, semimembranosus, and semitendinosus, 
is the most relevant posterior muscle group in the 
knee joint providing fl exion functions. Medially, 
the pes anserinus muscle group, composed of the 
sartorius, the gracilis, and the semitendinosus 
muscles, provides fl exion and medial stability 
functions [ 15 ]. 

 There are multiple muscles providing stabil-
ity and motion to the hip joint with four groups 
lying within the fi eld of view of QCT scans of 
the proximal femur: (1) hip extensors (gluteus 
maximus), (2) hip fl exors (sartorius and rectus 
femoris), (3) hip abductors (gluteus minimus, 
gluteus medius, and piriformis), and (4) hip 
adductors (adductor longus, adductor magnus, 
adductor brevis, quadratus femoris, quadratus 
externus, and pectineus) [ 16 ].   

19.3     Osteoporosis 

 Osteoporosis is a skeletal disorder characterized 
by low bone mass and structural deterioration of 
bone tissue, leading to bone fragility and an 
increased risk of fractures [ 17 ]. Osteoporosis is 
currently diagnosed based on DXA areal bone 
mineral density (aBMD) using T-scores. T-scores 
are the result of comparing aBMD values against 
the mean of a population of healthy 30-year-old 
adults. A normal T-score is within one standard 
deviation of the young adult norm. A person with 
a T-score between 1 and 2.5 standard deviations 
below the young adult mean is considered 
osteopenic. A person with a T-score 2.5 standard 
deviations or less below the young adult mean is 
diagnosed with osteoporosis, and a person with 
the same T-score and with osteoporotic fracture 
(s) is considered as having severe osteoporosis. 
However, bone strength depends not only on 
BMD, which according to previous studies 
explains about 70–75 % of its variance [ 18 ]. Bone 
strength also depends on bone structure, geome-
try, tissue composition, micro-damage, and bio-
mechanical factors; all of these characteristics 
are commonly referred as measures of bone qual-
ity [ 19 ,  20 ]. Medical imaging allows the quantifi -
cation of some of these bone quality factors 
including structure, geometry, and biomechani-
cal parameters. 

19.3.1     QCT 

 QCT has become the leading in vivo imaging 
modality in osteoporosis research studies. The 
three-dimensional (3D) capabilities of QCT 
along with its capability to distinguish between 
the cortical and trabecular bone enable studies of 
etiology and drug effects that cannot be per-
formed with DXA, which provides projected 
measurements that are confounded by bone size 
[ 21 ]. The spine and the proximal femur are the 
main anatomical sites where QCT has been 
applied since these represent the most relevant 
anatomical sites in osteoporosis. The last genera-
tion of QCT scanners can provide images with 
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high-spatial resolution; however, there is a 
 trade- off between high-spatial resolution and 
radiation dose [ 22 ]. 

19.3.1.1     vBMD 
 In QCT studies, a calibration phantom with ele-
ments of different known concentration values 
of bone mineral density is usually placed under 
the scanner table and scanned simultaneously 
with the patient. The purpose of this phantom is 
to convert voxel intensities to equivalent values 
of mass of bone per unit tissue volume, thus 
enabling vBMD assessments (mg/cm 3 ). Current 
clinical QCT acquisitions are performed with an 
in-plane voxel size ~0.8 and ~1 mm slice thick-
ness. However, the mean trabecular bone thick-
ness in the vertebral bodies and femoral head is 
~122 and ~194 μm [ 23 ], respectively, thus caus-
ing partial volume effects. The limited spatial 
resolution, and presence of red marrow and mar-
row fat in the trabecular compartment, means 
that vBMD measurements are contaminated. 
The fact that most of the QCT scanners are sin-
gle-energy devices implies that the different 
voxel constituents cannot be resolved. However, 
for clinical applications, the associated errors 

have not been considered relevant [ 24 ]. 
Figure  19.1  depicts the most common region 
analyzed in QCT density studies of the proximal 
femur with its corresponding cortical and tra-
becular bone compartments.

19.3.1.2        Bone Geometry 
 Bones break when applied forces overcome their 
strength. Bone resistance to fracture is dictated 
by its geometry, distribution of material proper-
ties, and magnitude and direction of the applied 
forces. Measures of bone geometry in the proxi-
mal femur include minimum femoral neck cross- 
sectional area, estimates of cortical bone volume, 
moments of inertia for strength estimation, and 
cortical bone thickness (Fig.  19.2 ) [ 1 ].

19.3.1.3        Finite Element Modeling 
(FEM) 

 FEM is a numerical engineering technique where 
the performance of a structure is studied under 
different loading conditions. In FEM, the com-
plex 3D geometry and distribution of material 
properties play essential roles in the mathemati-
cal model. For this purpose, FEM subdivides the 
structure into many small elements that are 

a b

  Fig. 19.1    Density analysis of the proximal femur with 
QCT. ( a ) Coronal cross section where neck and trochan-
teric voxels have been highlighted in white. ( b ) Cortical 
( green contours ) and trabecular ( red voxels ) compart-

ments. The  black  vertical line indicates the femoral neck 
axis, while the  black  horizontal line divides the femoral 
neck and trochanteric subvolumes [ 1 ]       
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referred as fi nite elements. Then material 
 properties are assigned to each fi nite element and 
loading conditions are mathematically applied in 
the form of displacements or forces. The strength 
of the structure under specifi c loading conditions 
is then estimated based on material failure crite-
ria, stress, and strain. Stress refers to an applied 
force or a system of forces that tends to strain or 
deform an object, while strain refers to a defor-
mation produced by stress. 

 Studies have demonstrated that bone strength 
as measured on cadaveric bones can be best esti-
mated by combining QCT imaging and subject- 
specifi c FEM [ 26 – 28 ]. Medical imaging has 
therefore recently incorporated FEM as a valu-
able in vivo tool to estimate material strength. 
Since QCT enables an accurate 3D representa-
tion of bone geometry as well as the derivation of 
material properties based on vBMD values, the 
use of QCT images of the proximal femur and 
spine has dramatically increased in recent years 
to estimate bone strength using FEM [ 29 ]. In 
studies involving the spine, uniform compression 
loading is the most common clinical loading con-
dition [ 30 ], while in studies of the proximal 
femur, single-limb stance and a fall to the side 
with an impact on the posterolateral or lateral 
aspect of the greater trochanter are the most com-
mon loading conditions [ 31 ]. The most common 
parameter reported in FEM analyses is failure 

load (N). Figure  19.3  illustrates a subject-specifi c 
FEM example of the proximal femur derived 
from QCT.

19.3.1.4        Muscle 
 While the majority of osteoporosis studies have 
been focused on bone assessment, there has been 
a recent interest toward surrogate imaging bio-
markers of muscle strength. Smaller cross- 
sectional thigh muscle area—a measure of 
muscle size—and greater fat infi ltration have 
been associated with increased risk of mobility 
loss in older men and women, suggesting that the 
association between low muscle mass and func-
tional decline could be a function of muscle 
strength [ 33 ]. In QCT, inter- and intracellular adi-
pose content of the muscles is primarily mea-
sured based on Hounsfi eld units. Lower 
Hounsfi eld units are indicative of higher fat infi l-
tration [ 16 ]. Four muscle groups that are within 
the FOV of QCT acquisitions of the proximal 
femur are illustrated in Fig.  19.4 .

     Image Analysis 
 Conventional vBMD analyses in both the spine 
and the proximal femur are based on summary 
statistics. In the spine, the lumbar level is the 
most studied in osteoporosis research. For most 
of the QCT analyses, the periosteal contours of 
the vertebral bodies and the proximal femora 

  Fig. 19.2    Estimation of cortical bone thickness from 
QCTs of the proximal femur is performed in four steps: 
(1) bone segmentation ( green contour ), (2) sampling of 

CT values along lines perpendicular to the cortical bone 
(cyan), (3) model fi tting, and (4) mapping of estimated 
thickness values to the femoral surfaces [ 25 ]       
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a

b

  Fig. 19.4    Muscle groups commonly studied with QCTs of the proximal femur are highlighted in  red. Left : hip exten-
sors;  middle : hip adductors;  right-a : hip adductors; and  right-b : hip fl exors [ 1 ]       

  Fig. 19.3    Full 3D and coronal cross section of a FEM model of the proximal femur simulating a sideways fall. Each 
cube represents a single fi nite element with isotropic size 1.5 mm 3  [ 32 ]       
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must be delineated. This process has been 
 commonly accomplished automatically for the 
lumbar spine [ 34 ] and semi-automatically for the 
proximal femur [ 35 ]. However, recent advances 
in medical image segmentation algorithms have 
now enabled the automatic segmentation and 
multiparametric assessments of proximal femora 
with QCT [ 21 ]. In density analyses, once the 
outer bone surfaces have been identifi ed, the cor-
tical and trabecular bone compartments are sepa-
rated and subdivided into subregions from which 
mean and standard deviation values of cortical 
and trabecular vBMD are computed. Because the 
femoral neck is a common fracture site, this ana-
tomic region has been further subdivided into 
smaller regions with the aim of providing a better 
understanding of the association of the spatial 
distribution of vBMD and hip fracture [ 36 ,  37 ]. 

 In conventional vBMD analyses, regions of 
interest are prescribed based on prior assump-
tions or hypotheses, and summary statistics dis-
card relevant spatial information. For this reason, 
new population-based image analyses techniques 
previously developed for neuroimaging studies 
have been adapted to musculoskeletal applica-
tions. In particular, voxel-based morphometry 
(VBM) is a technique that enables the identifi ca-
tion of bone regions where vBMD is signifi cantly 
associated with a variable of interest [ 38 ,  39 ]. 
VBM is a data-driven technique that does not 
require specifi cation of regions of interest and 
performs an automatic unbiased assessment of 
the whole structure. Another technique that 
makes no assumptions about the spatial associa-
tion of vBMD with a variable of interest is statis-
tical shape and intensity modeling. This technique 
is based on principal component analysis to 
describe each anatomical structure in terms of its 
associations with principal modes of shape and 
intensity [ 40 ]. 

 Most of the studies have estimated cortical 
bone thickness in femoral neck cross sections or 
in the entire femoral neck region using threshold-
ing or the 50 % relative threshold method and 
repored summary statistics, i.e., mean and stan-
dard deviation values. Since fractures usually ini-
tiate in the cortical bone, which has been observed 
to become thinner with aging, the assessment of 

cortical bone thickness has become quite relevant 
in recent years. Therefore, new methods have 
been developed toward not only the accurate [ 41 , 
 42 ] and reproducible [ 21 ] quantifi cation of corti-
cal bone thickness but also toward the quantifi ca-
tion of its spatial distribution across the entire 
proximal femur [ 21 ,  41 ,  42 ]. In addition, statisti-
cal parametric mapping (SPM) techniques simi-
lar to VBM now enable the spatial comparisons 
of cortical bone thickness and other cortical bone 
properties at corresponding anatomical locations 
between populations [ 21 ,  25 ,  41 ]. SPM thus 
allows the automatic identifi cation of regions in 
the bone surface where cortical bone parameters, 
e.g., thickness or cortical vBMD, are signifi -
cantly associated with a variable of interest. 

 Brain image analysis techniques investigating 
local differences in shape between two popula-
tions such as tensor-based morphometry (TBM) 
have also been adapted to musculoskeletal appli-
cations in order to study internal and external 
structural differences [ 43 ]. 

 QCT-based subject-specifi c FEM is a complex 
engineering technique, which limits its wide-
spread use even across research institutions. Most 
of the current FEM approaches are nonparamet-
ric and require signifi cant amount of time. For 
this reason, a parametric FEM approach based on 
statistical shape and intensity modeling derived 
from clinical QCT data of proximal femora was 
recently proposed. From this model a 3D FEM of 
a new QCT scan can then be derived with high 
levels of accuracy [ 44 ]. 

 Currently, image analyses of muscle size and 
composition in QCT studies of the proximal femur 
have not gone beyond summary statistics [ 16 ].    

19.3.2     HR-pQCT 

 HR-pQCT is a relatively novel medical imaging 
modality aimed for the in vivo imaging of bone 
microstructure in the extremities, particularly the 
distal radius and distal tibia. Although the manu-
facturing company producing these devices 
(XtremeCT; Scanco Medical, Brüttisellen, 
Switzerland) has recently released the second 
generation of these scanners, which allow faster 

19 Use Case V: Imaging Biomarkers in Musculoskeletal Disorders



266

acquisition times, smaller voxel sizes [ 45 ] and 
enable imaging of the knee joint in certain popu-
lations, most of the studies in the literature have 
used fi rst generation scanners and were based on 
the standard acquisition protocol provided by the 
manufacturer. 

 In the standard acquisition protocol, the 
extremity of a subject is immobilized using a car-
bon fi ber cast that is fi xed within the gantry of the 
scanner. Then an anterior–posterior projection is 
acquired which is used to plan the 3D acquisition. 
In the scout view, the operator manually places a 
reference line at the radial or tibial endplate, and 
the scanner acquires a slab of 9.02 mm consisting 
of 110 slices with isotropic voxel sizes of 82 μm. 
The slab is acquired at 9.5 and 22.5 mm proximal 
from the reference line and extends proximally 
for the radius and tibia, respectively. Scans take in 
the order of 3 min with an effective patient dose 
per scan in the order of 3 μSv. The standard proto-
col provided by the manufacturer also incorpo-
rates techniques to identify the periosteal and 
endosteal boundaries, thus enabling compartmen-
tal analyses [ 4 ]. 

19.3.2.1     vBMD 
 Similar to QCT acquisitions, a calibration phantom 
is scanned simultaneously with the patient in order 
to convert gray-scale attenuation values to equiva-
lent concentrations of hydroxyapatite (HA). The 
phantom consists of fi ve cylinders of HA-resin 
mixtures with the following concentrations: 0, 100, 

200, 400, and 800 mgHA/cm 3  [ 46 ]. Representative 
axial cross sections of acquisitions of the distal 
tibia and distal radius are shown in Fig.  19.5 .

19.3.2.2        Trabecular Bone 
Microstructure 

 Trabecular bone structure is assessed based on 
binary images representing the trabecular bone 
network and with parameters equivalent to those 
of histomorphometry studies. The binary images 
are usually obtained with the software provided 
by the manufacturer using a Laplace–Hamming 
fi lter and a fi xed threshold, although alternative 
approaches have also been developed. Common 
trabecular bone parameters include trabecular 
bone volume fraction (BV/TV), trabecular bone 
number (Tb.N; 1/mm), trabecular bone spacing 
(Tb.Sp; mm), and trabecular bone thickness (Tb.
Th; mm). Trabecular bone number (Tb.N) is 
computed in three steps. In the fi rst step, a mid- 
axis transformation is applied to extract trabecu-
lar bone ridges. In the second step, a distance 
transform method is used to create a map of dis-
tances between ridges. In the fi nal step, the aver-
age of the distances over all interridge voxels is 
calculated and its inverse defi ned as Tb.N. Bone 
volume fraction is also computed directly; how-
ever, it is based on vBMD and the assumption 
that fully mineralized bone has a density of 
1200 mgHA/cm 3 . Tb.Sp and Tb.Th are then 
derived from BV/TV and Tb.N using plate model 
assumptions [ 48 ].  

a b

  Fig. 19.5    Representative cross sections of HR-pQCT scans of the distal tibia ( a ) and distal radius ( b ) of postmeno-
pausal women [ 47 ]       
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19.3.2.3     Cortical Bone Structure 
 The most common cortical bone parameter 
assessed in HR-pQCT acquisitions is cortical 
bone thickness, which can be derived or mea-
sured directly. The derived measure of cortical 
bone thickness is based on the ratio of cortical 
bone volume and the outer bone surface, while 
the direct assessment is based on the distance 
transform of the cortical bone region. 

 A relatively new assessment of cortical bone 
structure is cortical porosity (Fig.  19.6 ). The 
algorithm provided by the manufacturer is based 
on the segmentation of cortical bone and the 
identifi cation of cortical voids. Cortical porosity 
is then defi ned as the ratio of the volume of the 
cortical voids, i.e., intracortical pore volume (Ct.
Po.V) and the sum of the mineralized and intra-
cortical pore volume. Additional pore parameters 
include a cortical pore diameter and the distribu-
tion of cortical pore diameters [ 49 ].

19.3.2.4        Micro-fi nite Element 
Modeling (μFEM) 

 HR-pQCT also enables the estimation of bone 
strength through micro-fi nite element analysis. In 
these simulations, binary images representing the 
bone structure are converted into meshes of iso-

tropic bone elements using voxel conversion 
techniques. Although material properties can be 
applied according to X-ray attenuation values in 
a similar way as in QCT, bone elements are com-
monly assigned homogeneous elastic moduli. An 
advantage of the small voxel sizes is that the cor-
tical and trabecular bone compartments can be 
labeled as two different materials with identical 
material properties, thus facilitating compart-
mental analyses. The most common μFEM con-
fi guration for both anatomical sites is a uniaxial 
compression to 1 % strain. The most common 
imaging biomarkers of bone strength that are 
reported are bone stiffness (N/mm) and failure 
load (N) [ 50 ]. Figure  19.7  illustrates the loading 
conditions as well as representative boundary 
conditions and distributions of von Mises stresses 
for the tibia.

     Image Analysis 
 Most of the HR-pQCT studies have been based 
on summary statistics of cortical and trabecular 
bone parameters. However, some studies have 
subdivided the distal radius and distal tibia into 
subregions with the aim of incorporating some 
spatial information into the statistics to increase 
sensitivity in the analyses [ 52 ,  53 ]. Recent 

a

b

  Fig. 19.6    Cross sections of a radius ( a ) and tibia ( b ) 
where the cortical bone was color-coded in  white , trabecu-
lar bone in  gray , and intracortical porosity in  red . On the 

right side, 3D visualizations of the intracortical porosity 
( red ) are shown with a semitransparent cortical bone [ 49 ]       
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 algorithms have also been developed to investi-
gate the different cortical porosity phenotypes 
using 2D laminar analyses of cortical bone [ 54 ]. 

 Initial indications of the adaptation of 3D 
data-driven techniques such as VBM, TBM 
and SPM to HR-pQCT have been observed in 
the literature [ 55 ]. These techniques will 
enable population- based comparisons to auto-
matically identify regions where bone parame-
ters are signifi cantly associated with variables 
of interest.     

19.4     Knee Osteoarthritis 

 Knee osteoarthritis is a condition characterized 
by pain, functional impairment, and biochemical 
and structural changes in articular tissue. The 
increasing elderly population and sports-related 
injuries have made knee osteoarthritis a leading 
cause of chronic disability. Despite this, knee 

osteoarthritis is still poorly understood and few 
therapeutic options are available. The current 
surrogate marker for demonstrating structural 
changes by regulatory agencies is joint space nar-
rowing on weight-bearing radiographs. However, 
knee osteoarthritis is a disease of the whole joint, 
and in order to investigate the etiology of knee 
osteoarthritis, and consequently improve the 
development of disease modifying osteoarthritis 
drugs, investigation of all the relevant tissues 
involved in this disease should be performed. 

19.4.1     MRI 

 MRI is the medical imaging modality of choice to 
perform studies of knee osteoarthritis [ 6 ]. MRI 
offers in vivo imaging characteristics that cannot 
be matched with current medical imaging technol-
ogy such as non-ionizing radiation, tomographic 
capabilities along practically any orientation, high 

a

b

c

d

e

  Fig. 19.7    Micro-fi nite element modeling of the distal 
tibia. ( a ) Axial compression with a 1000 N load applied to 
the fi rst distal slice while the proximal surface was fully 
constrained. The boundary conditions and distributions of 

von Mises stresses for a control ( b – c ), and a fracture case 
( d – e ) are shown where the level of stress has been color- 
coded, with red representing high stresses and blue low 
stresses [ 51 ]       
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spatial resolution, high soft- tissue contrast, and 
unique capabilities to perform quantitative compo-
sitional and functional imaging. Furthermore, 
MRI is perhaps the  medical imaging modality that 
moves faster technologically speaking, thus con-
stantly offering new imaging and quantifi cation 
approaches. MRI has therefore been extensively 
used in studies of knee osteoarthritis. While most 
of the studies have been focused on the morphol-
ogy and composition of the knee cartilage, current 
studies are also looking into other joint tissues 
such as the bone, meniscus, and muscle, as well as 
into the hip joint. 

19.4.1.1     Cartilage 
 Cartilage thinning and loss are common mani-
festations of knee osteoarthritis; therefore there 
has been substantial interest into the 3D mor-
phological quantifi cation of knee cartilage. 
Cartilage morphology has been primarily 
assessed in the form of volume and thickness 
using high-spatial- resolution images where 
 cartilage signal is bright and bone signal is low 
[ 56 ]. This type of contrast can now be achieved 
with a variety of pulse sequences. While the 
majority of previous studies were done in the 
sagittal plane, current advances in MRI hard-
ware and pulse sequence development allow the 
acquisition of high-spatial-resolution images 
with (quasi)-isotropic voxels thus enabling ref-
ormations into other planes without compromis-
ing image characteristics [ 57 ]. 

 Unfortunately, morphological changes of 
cartilage are small and slow. In addition, recent 
studies have suggested that cartilage undergoes 
compositional changes prior to morphological 
events [ 5 ]. MRI has then been used to study car-
tilage composition based on the quantifi cation 
of T 2  (Fig.  19.8 ), T 1ρ , and T 1Gd  relaxation times 
[ 7 ], which have been associated with different 
cartilage properties, therefore emerging as 
potential in vivo noninvasive imaging biomark-
ers for early detection of knee osteoarthritis. T 2  
relaxation times have been associated with tis-
sue hydration and biochemical composition, 
specifi cally the integrity of the collagen matrix. 
T 1ρ  relaxation times describe the spin–lattice 
relaxation in the rotating frame and have been 
associated with changes in proteoglycan loss—a 
manifestation of early knee osteoarthritis. The 
rationale is that pulse sequences for T 1ρ  quantifi -
cation were designed with the idea of providing 
biochemical information in the low-frequency 
regime (few hundred Hz to few kHz), thus inter-
rogating the slow interactions in the extracellu-
lar matrix between motion-restricted water 
molecules, proteoglycan, and collagen. T 1Gd  
refers to the T 1  relaxation time of the tissue after 
intravenous injection of Gd-DTPA 2− , which is a 
charged contrast agent that is absorbed in articu-
lar cartilage. This technique is known as delayed 
gadolinium- enhanced MRI of cartilage (dGEM-
RIC) and has been used to investigate the distri-
bution and changes in glycosaminoglycan 

a b

  Fig. 19.8    Representative T 2  relaxation time maps of the medial femur and medial tibia of a subject without knee pain 
( a ) and a subject with knee pain ( b ) [ 60 ]       
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concentrations that occur early in knee osteoar-
thritis [ 58 ]. In order to calculate relaxation 
times, multiple MRI acquisitions are performed 
at different echo times (T 2 ), spin-lock times 
(T 1ρ ), and inversion delay times (T 1Gd ). Then 
voxel-wise exponential fi ttings are performed 
according to the relaxation time in question, 
thus yielding maps depicting the spatial distri-
bution of T 2 , T 1ρ , or T 1Gd . Other approaches to 
quantify cartilage composition and structure 
include gagCEST, sodium MRI, and diffusion 
tensor imaging [ 9 ,  59 ].

19.4.1.2        Meniscus 
 The relevance of the menisci in the biomechan-
ics of the knee joint is clearly acknowledged. 
Therefore, it has been suggested that meniscal 
damage may be associated with onset and pro-
gression of knee osteoarthritis [ 61 – 63 ]. Because 
cartilage has been the dominant tissue investi-
gated in knee osteoarthritis using MRI, studies 
focused on meniscal integrity took longer to 
materialize. Initial MRI assessments of menis-

cal integrity were morphometric in nature char-
acterizing meniscal volume, regional thickness, 
and position [ 64 ]. However, the meniscal fi bro-
cartilage is primarily composed of type I colla-
gen and a small percentage of proteoglycans 
embedded in a dense collagen matrix. These 
characteristics have consequently stimulated 
studies of meniscal compositional integrity with 
MR relaxation times including T 2  (Fig.  19.9 ), 
T 1ρ  [ 65 ], and T 1Gd  [ 66 ].

19.4.1.3        Trabecular Bone 
 In terms of bone quantifi cation, MRI has been 
primarily used for trabecular bone assessment 
[ 68 ]. This is, however, a challenging task due to a 
trade-off between signal-to-noise ratio (SNR) 
and spatial resolution. The small dimensions of 
trabecular bone push the limits of clinical MRI 
scanners in order to obtain high-spatial- resolution 
images with high SNR at clinically feasible scan 
times. 

 Trabecular bone assessment with MRI has 
been primarily done in the distal radius, distal 

  Fig. 19.9    Representative meniscal T 2  relaxation time maps: ( a ) anterior horn (AH) and posterior horn (PH); ( b ) body 
of medial meniscus [ 67 ]       
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tibia, and calcaneus. The main reasons were not 
only due to their anatomical relevance in osteo-
porosis but also due to the trade-off mentioned 
above. These anatomical sites do not impose the 
same level of SNR limitations as deep body 
 locations like the proximal femur, where radio 
frequency signals are attenuated by surrounding 
tissues such as fat and muscle. However, recent 
advances in MRI hardware, coil design, pulse 
sequences, and image analysis techniques have 
enabled the acquisition and analyses of high- 
spatial- resolution images depicting the trabecular 
bone microstructure of the proximal femur 
(Fig.  19.10 ) [ 69 ,  70 ], which is a site of utmost 
importance in studies of osteoporosis.

   Since clinical MRI is based on mobile protons 
and the bone is solid, then the bone exhibits very 
short T 1  and T 2  relaxation times thus yielding no 
signal. On the other hand, mobile protons in the 
fatty and water content of bone marrow yield a 
relatively strong signal. The result is therefore an 
“inverse” image depicting the trabecular bone 
micro-architecture. Several parameters have been 
developed with the aim of quantifying the 

 trabecular bone micro-architecture using 
MRI. These parameters have been primarily 
divided into three classes according to the main 
aspect that they quantify: (1) scale, (2) topology, 
and (3) orientation also known as anisotropy.  

19.4.1.4     Muscle 
 Similar to research involving menisci, muscle 
was largely ignored giving preference to studies 
of cartilage. However, it has been recently 
acknowledged that knee osteoarthritis is a pathol-
ogy that goes beyond cartilage; it is a pathology 
that involves all the different tissues of the joint. 
For this reason, investigators have started to 
investigate the associations of muscle character-
istics with knee osteoarthritis. In particular, 
investigators have looked into muscle cross-sec-
tional area as well as into surrogate measures of 
fat infi ltration [ 72 ], since fat infi ltration has been 
observed in multiple chronic conditions such as 
diabetes and sarcopenia due to aging. For this 
purpose, investigators have primarily used T 1 - 
weighted images. However, T 1 -weighted images 
can only provide qualitative measures of fat con-
tent based on pure signal contrast. On the other 
hand, more advanced imaging techniques such as 
proton magnetic resonance spectroscopic 
 imaging (1H MRSI) and chemical shift-based 
water-fat separation approaches can provide 
accurate measures of fat fraction content. 1H 
MRSI provides detailed spectral information at 
low spatial resolutions, while chemical shift-
based water-fat separation approaches provide 
high-spatial- resolution fat fraction maps enabling 
voxel-wise analyses [ 73 – 75 ]. Figure  19.11  illus-
trates a representative fat infi ltration muscle anal-
ysis in the thigh using chemical shift-based 
water-fat separation.

     Image Analysis 
 Initial studies of knee osteoarthritis were primar-
ily based on summary statistics of femoral, tib-
ial, and patellar morphological and compositional 
cartilage parameters. The femur was then subdi-
vided into medial and lateral compartments as 
well as into a trochlear region and the tibia into 
medial and lateral compartments. Increased 
 interest into the spatial assessment of imaging 

  Fig. 19.10    Coronal cross section of an in vivo high- 
spatial- resolution MR image of the proximal femur with a 
spatial resolution of 234 × 234 × 500 μm 3  [ 71 ]       
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biomarkers motivated further subdivisions based 
on weight-bearing regions. Similarly, meniscus 
analyses went from global to regional assess-
ments of morphology and composition. However, 
the feasibility of performing local assessments 
of cartilage properties was recently demon-
strated as well as the adaptation of VBM-like 
approaches to relaxation time values of the knee 
cartilage [ 76 ,  77 ]. 

 The majority of the clinical MRI scanners 
acquire images of subjects lying in a supine posi-
tion. This position therefore provides images 
under non-weight-bearing conditions. However, 
assessment of joint structures in weight-bearing 
conditions could provide further insight into tis-
sue health. For this reason, research groups have 

also investigated the morphology and composi-
tion of the knee cartilage [ 78 ,  79 ] and menisci 
[ 13 ,  80 ] under weight-bearing conditions where 
specialized MRI-compatible devices were built 
in order to simulate weight-bearing with different 
amounts of loading. 

 Trabecular bone microstructural scale param-
eters are based on the principles of stereology, 
and they are commonly computed using the mean 
intercept length (MIL) approach. There are four 
scale parameters that have been used in multiple 
studies: (1) apparent trabecular bone volume 
fraction (app.BV/TV), (2) apparent trabecular 
bone number (app.Tb.N; 1/mm), (3) apparent tra-
becular bone spacing (app.Tb.Sp; mm), and (4) 
apparent trabecular bone thickness (app.Tb.Th; 

  Fig. 19.11    Fat distribution and fat content of a control 
subject and a subject with radiographic knee osteoarthritis 
using chemical shift-based water-fat separation. Subjects 
are of the same age, gender, and similar total muscle lean 
anatomical cross-sectional area. First column: fat fraction 
maps (color bar units are %). Second column: color- 
coded, fat fraction maps highlighting the intramuscular fat 

fraction (IntraMF;  red ), intermuscular fat fraction 
(InterMF;  green ), and subcutaneous adipose tissue (SAT; 
 blue ) regions. Third column: color-coded fat fraction 
maps highlighting the quadriceps (Quads;  red ), ham-
strings (Hams;  green ), and other muscle (Others;  blue ) 
regions. The color-coded maps were weighted by the fat 
fraction map values [ 75 ]       
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mm) [ 81 ]. They are called apparent due to the 
fact that the spatial resolution is not enough to 
completely discern the individual trabeculae. 
Early work on trabecular bone topological analy-
ses decomposed the trabecular bone into a net-
work of connected curves and surfaces thus 
enabling the quantifi cation of different properties 
of this skeleton, e.g., (1) surface-to-curve ratio; 
(2) number of curve–curve junctions; (3) number 
of surface–surface junctions; and (4) number of 
surface–curve junctions [ 82 ,  83 ]. The rationale 
behind these analyses is that the trabecular bone 
network can be assumed to be primarily com-
posed of trabecular bone plates and rods and that 
fenestration of trabecular plates and eventual loss 
of connectivity is a common pathophysiological 
mechanism in osteoporosis. A new topological 
analysis that quantifi es the full 3D trabecular 
bone network and not a skeletonized version of it 
was recently developed [ 84 ]. Regarding trabecu-
lar bone anisotropy, MIL [ 85 ], topological-based 
orientation analyses of trabecular bone networks 
[ 83 ] and the 3D spatial autocorrelation function 
[ 86 ] have been used to quantify bone orientation. 
Techniques encompassing measures of scale, 
topology and anisotropy have also been devel-
oped such as the geodesic topological analysis 
(GTA) approach [ 87 ]. Since junctions play a cen-
tral role in trabecular bone connectivity, GTA 
quantifi es the trabecular bone network in terms of 
its junctions and geodesic distances, which is the 
shortest path between two points. 

 The analysis of trabecular bone using MRI is 
however not straightforward. Before scale, topol-
ogy, and anisotropy can be quantifi ed, there are a 
series of image processing steps that have to be 
performed. In order to obtain high SNR, espe-
cially in the deep-seated locations like the proxi-
mal femur, surface coils are commonly used. As 
a consequence, images show nonuniform inten-
sity across the fi eld of view with tissue structures 
located closer to the coil being brighter than 
those that are far away. Therefore, specialized 
image processing techniques like the nonpara-
metric nonuniform intensity normalization (N3) 
[ 88 ] have to be applied to remove the bias fi eld 
prior to image analysis [ 89 ]. In addition, regions 
of interest have to be prescribed within the tra-

becular bone compartments. While this step 
might look straightforward, previous studies have 
shown variations in trabecular bone parameters 
within the same anatomic structures [ 90 ]. 
Therefore, atlas-based approaches have been 
developed to ensure the consistent placement of 
corresponding anatomic regions of interest in 
either longitudinal or cross-sectional studies. In 
this approaches, standard regions of interest are 
prescribed in a template (also known as atlas) and 
mapped to the rest of the scans in a study using 
image registration incorporating affi ne and non-
linear transformations [ 70 ]. Once the intensity 
has been normalized and regions of interest have 
been defi ned, the trabecular bone network has to 
be segmented, i.e., distinguished from the mar-
row spaces, so it can be quantifi ed. Different seg-
mentation algorithms have been proposed in the 
literature with initial approaches using basic 
histogram- based thresholding techniques [ 81 ]. 
However, current methods aim to provide soft 
segmentations incorporating partial volume 
effects [ 91 ]. Once the trabecular bone has been 
segmented then it can be analyzed using the dif-
ferent techniques mentioned above. 

 Similar to QCT studies of muscle composi-
tion, analyses of muscle composition in MRI 
have not gone beyond summary statistics such as 
mean and standard deviation values.     

19.5     Summary 

 In this chapter, we have presented some of the 
imaging biomarkers most investigated in osteo-
porosis and knee osteoarthritis using QCT, 
HR-pQCT, and MRI. In order to understand the 
rationale behind each parameter, a brief overview 
of the most relevant tissues involved in these 
pathologies was also provided. It is important to 
emphasize that medical imaging is currently used 
to investigate several MSK disorders beyond 
osteoporosis and knee osteoarthritis and that the 
imaging biomarkers presented here only repre-
sent a small subset of a number of parameters 
that are constantly increasing. We have also pre-
sented a brief overview of different image analy-
sis approaches which aim is to go beyond 
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summary statistics to extract relevant clinical 
information. The current and future trend in the 
study of MSK disorders with medical imaging is 
to perform multiparametric and multimodality 
analyses with the inclusion of other disciplines 
such as machine learning and genetics with the 
long-term goal of personalized medicine.     
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20.1  Introduction

Diffuse liver diseases result from a wide  spectrum 
of etiologies, and, since they can lead to cirrhosis, 
end-stage liver disease, and hepatocellular carci-
noma, they represent an important cause of mor-
bidity, mortality, and healthcare costs worldwide. 
Regardless of the etiology, liver fat, iron, and com-
bined overload are common pathological features 
of different diffuse liver diseases. Fat and iron fre-
quently coexist and they act as cofactors in disease 
progression. Because liver biopsy has several limi-
tations, quantitative imaging biomarkers have been 
developed for liver fat and iron quantification.

In this chapter, we will focus on MR imaging 
techniques that provide quantitative imaging bio-
markers of fat and iron overload.

20.1.1  The Proof of Concept

Liver fat accumulation is the histological 
 hallmark of nonalcoholic fatty liver disease 
(NAFLD), which is the most prevalent chronic 
hepatic disease in the Western countries [1]. 
About one third of patients with NAFLD may 
progress to nonalcoholic steatohepatitis (NASH) 
[2], with increased risk of cirrhosis and hepato-
cellular carcinoma. Nevertheless, steatosis itself 
is not a diagnosis but, instead, a common feature 
to different diffuse liver disorders, such as 
NAFLD, alcoholic liver disease, viral hepatitis, 
drug toxicity, and even hemochromatosis [3]. 
Systemically, liver steatosis is considered a deter-
minant of insulin resistance and is associated 
with metabolic syndrome, being an independent 
risk factor for cardiovascular mortality [3] [1].

Hepatic iron overload is found in genetic 
hemochromatosis and transfusional hemosidero-
sis though it may also occur in chronic hepatopa-
thies. In chronic liver diseases, hepatic iron can 
act as a comorbid factor in the progression of 
liver fibrosis and cirrhosis and in the develop-
ment of hepatocarcinoma [4].

Both fat and iron liver deposits impose an 
oxidative stress on hepatocytes, interfering with 
each other in a cross-dependent fashion [5, 6] 
and acting as cofactors in disease progression. 
For example, in patients with hemochromatosis, 
coexisting steatosis acts as a cofactor in the 
development of liver fibrosis and cirrhosis [7]. 
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On the other hand, in patients with NAFLD and 
NASH, iron overload appears to be related with 
disease severity and development of liver fibro-
sis [4, 6]. Furthermore, both steatosis and iron 
overload seem to reduce the response to antivi-
ral interferon therapy in patients with HCV 
infection [8].

Liver core biopsy has been routinely consid-
ered the gold standard for detection and quantifi-
cation of fat and iron deposits in the liver 
parenchyma. At histopathologic analysis, the 
presence of steatosis is usually graded on a stan-
dard visual scale, from 0 (none) to 3 (severe) 
grades, based on the proportion of hepatocytes 
containing intracellular vacuoles of fat (≤5 %, 
6–33 %, 34–66 %, ≥67 %) [9]. Histologic assess-
ment of liver iron overload is based on a visual 
scoring system graded from 0 to 4, after Perls’ 
Prussian blue staining of iron granules [10]. 
Furthermore, biochemical quantification of liver 
iron concentration (LIC) can be determined from 
biopsy samples (fresh or paraffin embedded) by 
atomic absorption spectrophotometry. In primary 
and secondary hemochromatosis, iron overload is 
defined as a LIC superior to 36 μmol Fe/g dry 
weight. However, patients with chronic liver dis-
eases usually have an iron burden below this 
threshold [4].

Liver iron quantification is important not only 
for diagnosis of iron overload. Biochemically 
determined LIC has been used as the surrogate of 
total body iron burden, and, therefore, LIC mea-
surements are important to select iron-overloaded 
patients who will benefit from iron-reducing 
treatments and to accurately monitor these 
therapies.

Although comprehensive, liver core biopsy 
has several limitations. It is expensive and inva-
sive, having a potential for adverse complica-
tions. Histologic evaluation is based on 
estimations of percentages of hepatocytes with 
fat or iron deposits (visual scores), and thus it is 
operator dependent and subject to high interob-
server and intraobserver variability. Nevertheless, 
the greatest limitation of liver biopsy is its high 
sampling variability that results from the spatial 
heterogeneous distribution of disease throughout 
the liver parenchyma and the small sample size 

[11]. Therefore, there is a need for noninvasive 
biomarkers able to detect, quantify, and monitor 
steatosis and iron deposits in the whole liver, 
obviating the need for a liver biopsy.

20.1.2  The Proof of Mechanism

The ideal biomarkers for liver fat and iron should 
demonstrate a strong correlation with the accepted 
reference standard (liver biopsy), having a high 
intra- and inter-examination repeatability, and 
should be robust. Besides providing clinically 
important thresholds to diagnose liver steatosis or 
iron overload, fat and iron imaging biomarkers 
should be able to measure slight changes in those 
hepatic deposits during patients’ follow-up, allow-
ing for precise treatment monitoring [12].

Ideally, noninvasive imaging biomarkers 
would be considered as hepatic virtual biopsies, 
and liver core biopsy would be reserved for cases 
in which the histologic diagnosis of underlying 
liver disease would be needed.

Among imaging techniques, MR imaging has 
a unique ability to detect fat and iron. Intracellular 
fat and iron can be depicted due to the character-
istic changes in the tissue magnetic properties, 
which are related to the amount of intracellular 
deposits. MR quantification of liver fat and iron, 
using dedicated MR sequences and post- 
processing algorithms, provides numerical and 
continuous measurements, rather than categorical 
or semiquantitative grades as does liver biopsy.

In the last decade, fat and iron MR imaging 
biomarkers have been developed and are being 
increasingly translated into clinical practice.

20.2  Imaging Biomarkers of Liver 
Fat: MR Sequences, 
Measurements, and Biases

20.2.1  MR Spectroscopy

Single-voxel 1H-MR spectroscopy (MRS) 
depicts proton signals as a function of their 
 resonance frequency. Fat and water concentra-
tions are quantified directly from spectral signal, 
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based on the prior knowledge of their resonance 
frequencies [13] (Fig. 20.1). Proton density fat 
fraction (PDFF) can be calculated as a ratio:

 
PDFF PD PD PDfat fat water= +( )/

 

where PDfat is the proton density of all the triglyc-
eride peaks and the PDwater is the proton density 
of water protons. Tissue spectra are usually 
recorded from volumes ranging from 1 to 27 cm3 
of the liver parenchyma. Although MRS presents 
an excellent correlation with hepatic lipid con-
tent, being accurate, reproducible, and sensitive 
to small variations in liver fat deposits [13], 
unfortunately, MRS has a high cost, is time- 

consuming, and needs dedicated analysis tools, 
being only available in specialized hospital cen-
ters. Moreover, it suffers from similar limitations 
as liver biopsy regarding the limited sample size 
of analysis [12].

20.2.2  Chemical-Shift-Based MR 
Sequences

For several years, dual-echo chemical-shift 
(ChSh) gradient-echo (GRE) sequences have 
been widely used in clinical practice for the 
visual assessment of liver steatosis. For a given 
magnetic field strength, fat protons precess 
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Fig. 20.1 Illustrative example of a synthetic spectrum 
signal showing the water (highest peak, on the left) and 
the multiple fat peaks. On a 3 Tesla MR, the main fat peak 
is located at a frequency shift of 420 Hz (1.46 ppm) rela-

tive to water peak. Fat proton density results from the sum 
of multiple fat peaks of the diverse chemical moieties of 
triglycerides. These multiple fat peaks should be included 
in the signal fitting algorithm
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slower than water protons. Images are acquired 
with a first echo, when water and fat peaks are 
“out of phase” (OP), and then with a second echo, 
when the two peaks are “in phase” (IP). The echo 
time (TE) corresponding to the IP and OP images 
is dependent on the field strength: fat and water 
peaks are “in phase” every 4.6 ms (1.5 T MR) or 
2.3 ms (3 T MR) and are “out of phase” at 2.3 ms 
(1.5 T MR) or 1.15 ms (3 T MR) and subsequent 
multiples [13]. On IP images, the liver signal 
intensity results from the water plus fat signals, 
while on OP images, the liver signal results from 
the difference between the water and fat signals. 
Therefore, steatosis can be recognized as a liver 
signal dropout on the OP image in comparison to 
the IP image (Fig. 20.2). Theoretically, the liver 
fat content could be estimated as:

 
Fatfraction S S S ,IP OP IP= ( )− / 2

 

where SIP corresponds to liver/spleen signal 
intensity measured on the IP image and SOP rep-
resents the relative signal measured on the OP 
image [14]. Unfortunately, this easy approach 
cannot be used for precise fat quantification, 
because this estimated fat fraction is based on 
signal intensities of water and fat, which are sub-
ject to several biases, rather than on proton densi-
ties. For example, in patients with iron overload, 
due to the iron T2*-shortening effects, there is a 
decrease in liver signal intensity on second-echo 
IP images relative to the first-echo OP images 
(Fig. 20.2). Therefore, when fat and iron coexist, 
the decrease of liver signal in the second-echo 
(IP) image due to increased iron-related T2* 
decay results in less or no apparent liver signal 
change between the first- (OP) and second-echo 
(IP) images [15]. Consequently, liver fat content 
will be underestimated by the coexistence of 
iron, if the T2* decay is not taken into account. 
Since these chemical-shift sequences are acquired 
with at least two different echoes, some signal 
T2* decay occurs between different echoes, even 
in normal livers (Fig. 20.2).

Besides the T2* decay effect, the “signal” fat 
fraction is also influenced by other factors, such 
as the T1 relaxation, noise, eddy currents, and the 
spectral complexity of the fat spectrum [13]. 

Nevertheless, if all these confounding factors are 
corrected or minimized, the “signal” fat fraction 
becomes equivalent to the “proton density” fat 
fraction (PDFF). In the last decade, the develop-
ment of multi-echo chemical-shift-encoded MR 
(MECSE-MR) sequences has provided an accu-
rate tool for PDFF quantification. Nowadays, 
MR-estimated PDFF is being regarded as the best 
imaging biomarker for liver steatosis.

20.2.3  Multi-echo Chemical-Shift- 
Encoded MR (MECSE-MR) 
Sequences

20.2.3.1 Acquisition: MR Sequence, 
Biases of T2* effect and T1 
(Flip angle)

MECSE-MR sequences are fast, spoiled 
gradient- recalled echo (SPGR) sequences per-
formed with more than three echoes (usually 
between 6 and 12), acquiring images of the 
whole liver within one or few breath holds. The 
acquisition of multiple echoes allows to separate 
water and fat signals while simultaneously esti-
mating the T2* decay.
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Fig. 20.2 Scheme illustrating the T2* decay in liver 
parenchyma without fat or iron overload (dot line), in liv-
ers with fat (solid line) and in livers with iron overload 
(dashed line)
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For accurate liver fat quantification, the 
influence of T2* relaxation and T1 relaxation 
in the measurements of fat and water signals 
must be corrected or minimized [13]. If not 
taken into account, the effect of T2* decay 
confounds PDFF quantification, either in iron-
overloaded or normal livers. Different 
approaches can be used to correct for the effect 
of T2* decay by incorporating the T2* in the 
post-processing fitting model, thereby correct-
ing the T2* decay as part of the fitting, or by 
measuring the T2* of water and fat separately 
and then correcting for the effects of T2* [13]. 
Quite relevant, this T2* estimation also allows 
for the simultaneous quantification of iron 
deposits [14, 16–19], which is particularly 
important as iron overload and steatosis fre-
quently coexist. These methods can assume a 
single T2* decay for water and fat, or they can 
perform independent T2* estimations of water 
and fat. Published reports are controversial 
about which of these strategies gives improved 
PDFF quantification [20, 21].

The different T1 relaxation times between 
water and fat (fat has a shorter T1 than water) 
may introduce a significant bias in fat fraction 
estimation. If the acquisition is T1 weighted, fat 
will have its signal relatively amplified as com-
pared to water. The T1 bias can be reduced either 
by image acquisition with minimum T1 weight-
ing or postacquisition processing to estimate and 
correct T1 effect. The T1 weighting can be mini-
mized if a low flip angle is chosen in the gradient- 
echo sequence [22]. If using a 2D sequence with 
TR greater than 100 ms, the flip angle should be 
less than 10°, whereas using a 3D sequence, a 
flip angle of 2–5° should be preferred. The com-
bination of low flip angle and TR must be chosen 
to optimize signal-to-noise ratio (close to Ernst 
angle) and contrast, because the signal-to-noise 
ratio (SNR) of an SPGR acquisition decreases 
rapidly at small flip angles [22]. For postacquisi-
tion correction, two or more acquisitions should 
be performed with different T1-weighting 
parameters, and the estimated T1 bias is then 
computationally corrected in the final PDFF 
quantification [23].

20.2.3.2  Imaging Processing 
and Analysis: Noise, Eddy 
Currents, and Fat Spectral 
Complexity

Two major approaches can be used in the imag-
ing processing analysis, both being robust and 
accurate: the magnitude-based and the complex- 
based techniques [13]. The firsts discard phase 
information and only use the magnitude images. 
Thus, they cannot differentiate which is the dom-
inant tissue component (fat or water) and are 
unable to quantify fat fraction beyond the 0–50 % 
spectrum. The complex-based methods use both 
magnitude and phase information from the dif-
ferent TEs and, in contrast to magnitude-based 
methods, allow for fat quantification between the 
range of 0 and 100 %.

Noise is particularly relevant for magnitude- 
based post-processing methods: after performing 
the magnitude operation, when the phase infor-
mation is discarded, the signal intensities of areas 
with lower fat content will be increased by noise, 
introducing a bias in PDFF calculation. This 
effect is more significant at low fat fractions, and 
it can be avoided using phase constrained or mag-
nitude discrimination methods [22].

Eddy currents may result into phase errors on 
images acquired at different echo times, such as 
complex images acquired with these MECSE-MR 
sequences, leading to bias in PDFF quantification. 
Eddy currents affect post-processing methods that 
use phase information (complex methods), whereas 
magnitude-based methods (which discard phase 
information) are relatively insensitive to its effects. 
Hybrid and mixed magnitude/complex fitting meth-
ods have been proposed to correct for eddy cur-
rents, particularly at 1.5 T acquisitions [22, 24, 25].

Whether magnitude or complex data are used, 
the acquired liver MR signal is modeled for fat- 
water separation. The fat signal has at least six dis-
tinct frequency components, with different 
amplitudes (Fig. 20.1). In contrast to dual-echo 
chemical-shift GRE sequences, which only take 
into account the frequency of the main fat spectral 
peak, multipeak reconstruction models consider 
the complexity of fat spectrum by modeling the fat 
signal as a weighted sum of all fat  frequency com-
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ponents. Multipeak methods provide higher accu-
racy and should be performed for precise measuring 
of liver fat [18, 26–29]. Because it is impractical to 
determine every fat peak for each individual liver, 
pre-calibrated multipeak fat spectral methods have 
been proposed, in which the resonance frequencies 
and relative amplitudes of each fat peak are known 
a priori and based on MR spectroscopy-derived 
measurements [30–32]. Although no specific mul-
tipeak spectral model was shown to be superior to 
the rest [32], further research is needed to define 

the influence of the number, location, and fitting of 
the fat peaks in PDFF quantification with different 
multipeak reconstruction models.

Parametric maps can be obtained if the post- 
processing models are applied in a voxel-wise 
approach, demonstrating the quantity and dis-
tribution of PDFF data throughout the liver 
parenchyma. These parametric maps are partic-
ularly useful because of the nonhomogeneous 
distribution of fat deposits throughout the liver 
parenchyma (Fig. 20.3, Fig. 20.4). There are 

Fig. 20.3 PDFF and R2* quantification with a 
MECSE-MR sequence. (a) and (b) represent magnitude 
images used for fat and iron quantification, and the respec-
tive signal decay curve calculated with QLiver® software. 
Images show a heterogeneous and patchy distribution of 
fat and iron deposits throughout the liver parenchyma. (a) 
A ROI area in IVa liver segment determined a PDFF=5.4% 
and R2*=74 s-1. (b) Another ROI placed over the VIII 

liver segment measured a PDFF=13.2% and R2*=99 s-1. 
Parametric maps of PDFF (c) and iron related-R2* (d) 
measurements are particularly useful to demonstrate the 
heterogeneous distribution of fat and iron deposits 
throughout the liver parenchyma. (e) Liver biopsy (after 
hematoxylin-eosin and Perls’ Prussian staining, 400x 
magnification) demonstrating coexistence of steatosis and 
iron deposits in liver parenchyma
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some commercial products available to measure 
PDFF with T1-independent and T2*-corrected 
MECSE-MR, like IDEAL IQ (General 
Electric®) and mDIXON QUANT (Philips®).

At their own institutions, the authors are using 
a 2D MECSE-MR sequence in a 3-T MR scan-
ner, with 12 echoes (TEs = 0.99, 1.69, 2.39, 3.09, 
3.79, 4.49, 5.19, 5.89, 6.59, 7.29, 7.99, 8.69; 
TR = 10 ms, echo spacing = 0.7 ms) and a flip 
angle of 10° [14]. The whole liver is covered 
under end-expiratory phase single breath-hold 
acquisition with 34 axial slices (voxel dimen-
sions, 3 × 3 mm; slice thickness, 7 mm; 0.3 mm 
gap; reconstruction voxel size, 2 × 2 mm; field of 
view, 375 × 302 mm; parallel imaging effective 
acceleration factor, 1.8; bandwidth, 2433 Hz per 
pixel). Acquired images are exported as raw data 

to PDFF and R2*(=1/T2*) quantification, using 
QLiver software (QUIBIM®, Valencia, Spain) 
(Fig. 20.3, Fig. 20.4).

The complex phase information estimates the 
resonance peak of the larger component (water or 
fat), to generate frequency distribution maps. 
Then, a joint fit between water signal, fat signal, 
R2* of water, and R2* of fat is performed. A mul-
tipeak reconstruction model for fat quantification 
is used as proposed by Yu et al. (75 %, 420 Hz; 
17 %, 318 Hz; 8 %, −94 Hz) [30]. Finally, the 
pixel PDFF is calculated as the ratio between the 
normalized fat proton density and the total (fat 
and water) proton density (PDFF = PDfat/
[PDfat + PDwater]). In addition to T2* correction, 
the R2* (=1/T2*) of water is used to estimate the 
iron content.
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20.2.4  Proof of Principle

These MECSE-MR imaging sequences were 
shown to be robust and accurate for PDFF quan-
tification in several studies, either using MRS 
measurements [17, 29, 33, 34] or liver biopsy 
[18, 19, 26, 27, 35, 36] as reference standards. 
Also, PDFF measurements were shown to be 
repeatable [37–39, 41] and reproducible across 
different MR scanner platforms at 1.5- and 3-T 
scanners [42]. Longitudinal hepatic PDFF 
changes greater than 1.6–1.8 % are likely to rep-
resent real changes rather than noise or measure-
ment imprecision [39, 40].

When interpreting PDFF measurements as 
a biomarker of steatosis, it should be remem-
bered that although PDFF and histological 
estimated steatosis percentages are highly cor-
related, they are not equivalent: histologic 
evaluation measures the percentage of hepato-
cytes with macrovesicules of fat, whereas 
PDFF measures the amount of fat protons 
within the hepatocytes. Recently, PDFF 
threshold values have been  proposed either to 
diagnose liver steatosis or to distinguish 
between different histologic grades. PDFF 
threshold values to diagnose hepatic steatosis 
range from 2.9 to 7.53 % [18, 26–28, 43, 44].

20.2.5  Proof of Efficacy 
and Effectiveness

PDFF quantification corrected for the main 
confounding factors (T1 bias, effect of T2* 
relaxation, fat spectral complexity, noise bias, 
and eddy currents) is currently being accepted 
as the best available imaging biomarker of 
liver steatosis [45]. MECSE-MR sequences 
were considered to be more precise than liver 
biopsy for therapy monitoring in patients with 
NASH [13, 46]. Other potential applications 
for these sequences are the living liver donors’ 
evaluation and the pre- and postoperative 
assessment of patients undergoing bariatric 
surgery.

Nevertheless, most of the validation studies 
were conducted in patients with NAFLD and, 
consequently, could be biased to higher liver fat 
content. Distinct PDFF thresholds to diagnose 
hepatic steatosis and to discriminate different 
histologic grades have been reported in different 
studies. Therefore, proposed PDFF thresholds 
still require validation in large cohorts of patients 
with different clinical scenarios of diffuse liver 
diseases, before they become standardized and 
widely accepted. Moreover, the best strategy 
regarding the number of echoes, the curve fitting, 
or the multipeak fat modeling has yet to be 
defined.

20.3  Imaging Biomarkers of Liver 
Iron: MR Sequences, 
Measurements, and Biases

In contrast with fat quantification, MR imaging 
does not quantify iron directly but, instead, 
depicts the paramagnetic effect of iron on the 
neighborhood protons. Iron accelerates the T2 
relaxation and mainly the T2* signal decay, 
resulting in a recognizable signal loss on T2- and 
T2*-weighted images, which is proportional to 
the iron content.

The MR imaging methods developed for liver 
iron quantification can be divided into signal 
intensity ratio (SIR) methods and relaxometry 
methods. All of these methods need calibration as 
they perform measurements (signal intensity ratios 
or relaxation times or rates) from MR images, 
which are compared to chemically determined 
LIC values from liver biopsies (the gold standard), 
to generate empirical calibration curves [8].

20.3.1  Signal Intensity Ratio (SIR) 
Methods

In SIR methods, the signal intensity (SI) of the 
liver is compared to the SI of a reference tissue 
that does not accumulate iron, usually the skel-
etal muscle. The most widely used SIR method 
[47] is performed with a body coil, acquiring 
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five IP GRE sequences, with constant TR but 
with different flip angles and increasing TE. On 
each sequence, three ROIs are placed within the 
right hepatic lobe and two ROIs within the para-
spinal muscles to quantify liver and muscle 
SI. In a free online worksheet provided by the 
University of Rennes (http://www.radio.univ-
rennes1.fr/Sources/FR/HemoCalc15.html), the 
LIC (μmol Fe/g) is estimated from the mean SI 
of each ROI. This computer-based algorithm 
was validated in 149 patients and provides accu-
rate LIC measurements, over a range from 3 to 
375 μmol Fe/g dry weight. However, in a subse-
quent multicenter study with 171 patients, 
which has compared LIC estimated by MR and 
LIC chemically quantified, the diagnostic accu-
racy was 61.4 %, with a tendency to overesti-
mate overload [48]. The differences between the 
MR-estimated LIC and the biopsy LIC may be 
important in clinical practice. Nevertheless, this 
model is very useful to rule out disease, due to 
its low tendency to underestimate LIC: hemo-
chromatosis is excluded at a cutoff point of less 
than 60 μmol Fe/g, with a negative predictive 
value of 100 % [48].

Alústiza et al. [49] proposed a mathematic 
model for estimating LIC using only two 
sequences (T2-* and PD-weighted sequences) 
and, therefore, reducing the acquisition time 
required for liver iron MR quantification as 
compared to the original Gandon’s method. A 
free online worksheet for LIC quantification has 
been provided by the Sociedad Española de 
Diagnóstico por Imagen del Abdómen (SEDIA) 
(http://www.sedia.es/sedia_investiga/proyec-
tos2007/calculo_hierro/calculoFE.php). In 
patients suspected of having hemochromatosis, 
an MR-estimated LIC >79 μmol/g has a positive 
predictive value of 100 %, whereas an estimated 
LIC <20 μmol/g has a negative predicted value 
of 100 %.

In spite of being widely available, these SIR 
methods have some important limitations. Firstly, 
they saturate with very high iron overload, with an 
upper limit value of LIC in the range of 350 μmol 
Fe/g. Many patients with transfusional hemochro-
matosis have LIC values higher than this range. 
Secondly, SI ratios may be confounded by coex-

isting hepatic steatosis and/or muscle fatty infil-
tration. Also, these protocols are not compatible 
with phased-array coils, and, quite relevant, they 
are not calibrated for 3-T machines. Finally, SIR 
methods are influenced by the sequence TR, TE, 
flip angle, and body habitus [8].

20.3.2  Relaxometry Methods

Relaxometry techniques measure relaxation time 
constants after acquiring series of images with 
increasing TEs, usually more than six echoes, and 
can be performed with surface coils. The liver SI is 
modeled as a function of TE, and signal decay 
constants are then calculated [8]. The T2 or T2* 
values (measured in ms) are calculated, depending 
on whether a spin-echo-based or a gradient-echo-
based sequence is performed, respectively. The 
rates of signal decay R2 (=1/T2) or R2*(=1/T2*) 
may be used instead and are usually presented in 
s−1. The underlying proof of concept is that liver 
T2 and T2* are related to liver iron concentrations: 
the greater the liver iron concentration, the higher 
the relaxation rates (R2 or R2*) and the lower the 
relaxation times (T2 or T2*) [50].

20.3.2.1  R2 Relaxometry
The most known R2 relaxometry method [51] 
was validated in over 100 patients, with LIC val-
ues ranging from 0.3 to 42.7 mg Fe/g dry weight 
(5–747 μmol Fe/g). Liver R2 had a curvilinear 
relationship with LIC, with a correlation coeffi-
cient of 0.98. This technique is currently avail-
able as a commercial service (“FerriScan®”), 
which has been approved by the Food and Drug 
Administration (FDA) in the USA. After calibra-
tion, MR images are acquired with five 
T2-weighted sequences, during free breathing, 
and are then forwarded for centralized image data 
analysis and R2 measurements. This method has 
shown a low inter-exam variability and good 
inter-machine reproducibility [52, 53]. Wood 
et al. [54] have reproduced the same calibration 
curve obtained by St. Pierre et al., using different 
imaging parameters, and a different fitting model 
(a monoexponential decay model rather than a 
biexponential decay model). In a recent 
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Fig. 20.4 PDFF and R2* quantification with a 
MECSE-MR sequence. (a) magnitude images used for fat 
and iron quantification, and the respective signal decay 
curve calculated with QLiver® software. A ROI area in the 
VII liver segment determined a PDFF=25% and R2*=208 
s-1. (b) Parametric maps of PDFF (c) and iron related-R2* 
(d) measurements are particularly useful to demonstrate 

the distribution of fat and iron deposits throughout the 
liver parenchyma. (e) Liver biopsy (after Perls’ Prussian 
staining, 100x magnification) demonstrating severe ste-
atosis (grade 3/3) and iron overload (grade 3/4). The 
MECSE-MR measurements were well related with liver 
biopsy
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 multicenter validation study, the calibration curve 
appeared independent of the patient age, stage of 
liver fibrosis, grade of necroinflammation, and 
use of chelation therapy. However, the limits of 
agreement between R2 LIC and biopsy LIC were 
very broad (between 74 and −71 %) [53].

Using R2 relaxometry, new MR methods 
have been proposed for separately quantifying 
the two principal forms of tissue storage iron 
[55–57]: the dispersed, soluble ferritin iron, 
which is rapidly mobilized, and the aggregated, 
insoluble hemosiderin iron, which acts as a 
long-term reserve. If the MR signal is obtained 
with varying echo spacing, the signal analysis 
can be decomposed into the two different forms 
of iron storage because ferritin iron has a mono-
exponential decay and the hemosiderin iron has 
a non- monoexponential. This method could 
improve the monitoring of iron-reducing thera-
pies, since ferritin is in equilibrium with the 
cytosolic iron pool that changes rapidly with 
iron chelation.

20.3.2.2  R2* Relaxometry
R2* relaxometry methods usually are performed 
with SPGR multi-echo sequences, with increas-
ing TEs. The liver R2* is calculated from the 
fitting of the rate of exponential signal decay, on 

either a voxel-by-voxel basis or averaging the 
measured signal within a ROI [58]. Ideally, the 
first echo should be as short as possible (1 ms or 
less), and the echo spacing should be short 
enough (approximately 1 ms or less), to guaran-
tee that the signal decay is captured. This is par-
ticularly relevant in severe iron-overloaded 
livers: if the first TE is too long, most of the MR 
signal will have irreversibly  disappeared by the 
first image acquisition [52]. A high number of 
echoes may result in improved R2* estimation 
(reduced standard deviation) in cases of low 
R2* values (low iron content), but not for severe 
iron- overloaded livers (R2* higher than 
1000 s−1), where most of the signal has fully 
decayed by a TE of 3–4 ms [59]. Finally, the last 
echo time of 10–15 ms is usually sufficient [60].

The most used R2* relaxometry method [54] 
was calibrated in 21 patients (23 liver biopsies), 
in a 1.5-T equipment, using a single breath-hold 
multi-echo GRE sequence with 17 TE, stepped at 
0.25-ms intervals from 0.8 to 4.8 ms. Data were 
fitted to a monoexponential decay curve with 
constant offset on a pixel-by-pixel basis, obtain-
ing liver R2* parametric maps. A linear relation-
ship between R2-* and biopsy-based LIC (mg 
Fe/g) was derived, with a correlation coefficient 
of 0.97. Other authors have derived different 

60

50

40

30

20LI
C

 (
m

g/
g 

dw
)

10

0

0 200 400 600 800

R2(s-1)

1000 1200 1400 1600

Fig. 20.5 Slope comparison of different R2* (s-1; ) versus 
LIC (mg/g dry weight) calibration models, adapted from 
Garbowski et al [62] . Calibrations model by Garbowski 

et al (dashed line): LIC = 0.032(R2*)-0.14; by J. Wood et 
al (solid line): LIC = 0.0254(R2*) + 0.202; by J. Hankins 
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 calibration curves to transform R2* values into 
LIC values (mg Fe/g or μmol Fe/g), most proba-
bly due to differences in methodologies 
(Fig. 20.5) [61, 62]. R2* relaxometry methods 
have shown a good reproducibility across differ-
ent scanners and centers, as also a good interob-
server reproducibility [58, 63]. For image 
analysis, a CE-marked and FDA-approved soft-
ware is  commercially available (Thalassaemia 
Tools – https://www.cmrtools.com).

The R2* exponential model fitting can be 
done using either the complex signal or the sig-
nal magnitude, the latter being prone to a 
“noise- floor” effect that can introduce system-
atic errors in the R2* measurements, which are 
particularly relevant in cases with severe 
iron overload (R2* of 1000 s−1 or higher) [58]. 
To overcome noise- floor effects, several 
approaches have been proposed, with advan-
tage for using complex fitting models because it 
simultaneously obviates noise- floor effects and 
corrects for the confounding effect of fat in iron 
quantification.

Relaxation rates are dependent on magnetic 
field strength, and, thus, calibration curves 
obtained at one field cannot be directly trans-
posed to another field strength. Some studies per-
formed indirect calibration of 3 T T2*/R2* values 
against 1.5 T values and have found a linear rela-
tionship between R2* measurements at 1.5 and 
3 T with a factor of 2 [64, 65].

Both R2 and R2* methods have theoretical 
advantages and disadvantages. R2 techniques 
are less sensitive to external magnetic inhomo-
geneities, while R2* measurements are less sen-
sitive to variations in size of iron particles [54]. 
R2 techniques require a longer acquisition time 
(5–20 min) and are more prone to motion arti-
facts, while R2* methods can be performed 
within a single breath hold. Quite relevant, R2 
and R2* methods have shown a strong agree-
ment between the MR measurements and the 
biopsy- quantified LIC [51, 54], however with 
very broad limits of agreement [54]. This may 
be partially attributed to the spatial variability 
of iron deposits within the liver. In addition, 
relaxation rates depend not only on iron 

 concentration but also on other features such as 
iron particle size, shape, and distribution and 
the coexistence of steatosis, inflammation, or 
fibrosis [58]. Specifically, if relaxometry tech-
niques model the T2* decay as a monoexponen-
tial decay, they will not account for the signal 
oscillations as water and fat signals become in 
and out of phase, and, therefore, they will be 
confounded by the coexistence of liver fat.

20.3.2.3  MECSE-MR Sequences: 
Simultaneous Quantification 
of Iron and Fat

MECSE-MR sequences, the same used for PDFF 
quantification, can be used for R2* estimation and 
liver iron quantification [8, 14, 18, 58, 59] while 
simultaneously correcting and assessing for liver 
fat content (Fig. 20.3, Fig. 20.4, Fig. 20.6). The 
use of complex fitting and fat correction improves 
the robustness, noise performance, and accuracy 
of R2* measurements as an imaging biomarker of 
liver iron [59].

20.3.3  Proof of Effectiveness

Both R2 or R2* values can be used for LIC esti-
mates in clinical practice, either for diagnosis of 
iron overload or treatment monitoring [50, 53, 
66, 67], as long as these methods are performed 
with validated acquisition and analysis proto-
cols. The choice of relaxometry technique may 
depend on software availability and local exper-
tise at any given institution. R2* methods might 
be preferable because they have faster acquisi-
tion times [58]. Assessment of T2* relaxation 
rates at 3 T seemed to be feasible [64, 68, 69], 
reproducible, and reliable to quantify iron bur-
den. However, the accuracy was lower for 
detecting heavy- moderate liver iron burden 
[65]. The increase in R2* (shortening of T2*) 
and the significantly higher T2* susceptibility 
artifacts at higher magnetic field strength make 
accurate quantification even more challenging 
due to the rapid signal decay, which may limit 
the dynamic range for accurate iron quantifica-
tion at 3 T [65].
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Although both R2 and R2* methods are con-
sidered accurate for iron quantification, differ-
ences exist between measurements obtained 
with different techniques and post-processing 
models [51, 54, 61, 62] (Fig. 20.5). Therefore, 
R2 and R2* measurements obtained with dif-
ferent methods should not be used interchange-
ably. It is important to highlight that these 
methods do not detect iron directly, but rely on 
empirical approaches and calibration with LIC 
obtained from liver biopsies. Comprehensibly, 

they are influenced by technical factors and 
 fitting models and are subject to individual 
variability. Furthermore, the gold standard 
itself (LIC determined from liver biopsy) is 
subject to sampling bias and has a coefficient of 
variation up to 40 % in cirrhotic livers [67]. 
Moreover, differences in R2*-LIC calibrations 
may also result from different post-biopsy sam-
ple processing (e.g., LIC measurements 
obtained from paraffin-embedded liver samples 
are lower than those from fresh liver samples) 
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Fig. 20.6 Iron (R2*) quantification by a MECSE-MR 
sequence. (a) Magnitude images from 12 different TEs 
demonstrate severe liver signal dropout with increasing 
TEs, which is related to iron overload. (b) A plot of mean 

signal intensity within a circular ROI is modeled as a func-
tion of TE, as a bi-exponential decay curve. Estimated R2* 
is 710s-1. Patient had had a liver biopsy scored as grade 4 
for iron overload and a LIC of 115 mol/g dry liver
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[50, 62]. Therefore, to facilitate comparisons 
across different studies and methodologies, the 
R2 or R2* values should be converted into LIC 
values using the appropriate calibration curve 
[68]. Quite relevant, the same relaxometry 
technique should be used when following 
patients over time [67].

In a recent study [66], MR relaxometry was 
superior to liver biopsy for serial LIC observa-
tions, and it was proposed that R2*-derived 
LIC measurements could replace liver biopsy 
as a surrogate for chelator effectiveness in 
clinical trials.

Nevertheless, R2* relaxometry still lacks 
technical standardization. A consensus is needed 
regarding optimized imaging acquisition and 
post-processing strategies in order to standardize 
protocols. Also, there is a need to establish 
 universally accepted MR-positivity thresholds 
and to investigate the effects of MR surveillance 
on patient outcomes [70].

 Conclusion

Noninvasive imaging biomarkers for quantifi-
cation of hepatic fat and iron deposits are now 
available using dedicated MR sequences and 
post-processing algorithms. When these bio-
markers become widely standardized, these 
new quantitative imaging techniques might 
be performed as “virtual” biopsies. In the set-
ting of diffuse liver diseases, these imaging 
biomarkers’ measurements should be part of 
a structured radiological report, in order to be 
used for diagnosis and longitudinal monitor-
ing of hepatic fat and/or iron overload.
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21.1          What Is a Clinical Trial? 

 A clinical trial is a study of human subjects to test 
a medical hypothesis in order to understand the 
causes, development, and effects of diseases and 
improve preventive, diagnostic, and therapeutic 
interventions. Drugs are a very important class of 
preventive and therapeutic intervention. 
Moreover, the principles established in trials of 
investigational drug therapies are readily applied 
in the evaluation of other types of therapy, such 
as radiotherapy, surgery, ablation therapy, envi-
ronmental modifi cation, or talking therapies. 

 With very limited exceptions, a new drug must 
be approved by a regulatory authority before it 
can legally be manufactured, distributed, and pre-
scribed. The United States (US) Food and Drug 
Administration (FDA) [ 1 ] is the longest estab-
lished and perhaps the most infl uential regulator: 
important regulators in other jurisdictions include 
European Medicines Agency (EMA, Europe) [ 2 ], 
China Food and Drug Administration (CFDA, 

China) [ 3 ], and Ministry of Health, Labour and 
Welfare (MHLW, Japan) [ 4 ]. Regulatory proce-
dures are to some extent standardized through 
International Conference on Harmonization 
(ICH) [ 5 ]. Regulators determine whether the 
likely benefi t ( effi cacy ) of an investigational new 
drug outweighs the risk of harm ( safety ), and they 
ensure that the drug can be supplied to consistent 
 quality . Some jurisdictions impose a fourth hur-
dle,  cost-effectiveness . 

 Defi nitive evidence for effi cacy and safety is 
provided by “pivotal” or Phase III trials (typically 
3–5 years), which typically compare the best cur-
rently available treatment with the investigational 
drug at intended dose in the intended patient pop-
ulation. Depending on the indication, they may 
involve as few as 100 patients up to many tens of 
thousands, lasting a few weeks for acute condi-
tions up to several years. In pivotal trials, regula-
tors are mainly interested in how a patient feels 
and functions or how long they survive, but imag-
ing biomarkers can also have an important sup-
porting role as will be discussed below. 

 Phase II trials (typically 2 years) in patients 
provide information needed in order to design 
Phase III. They typically seek evidence of safety 
issues and may explore different doses, formula-
tions, and schedules, together with preliminary 
evidence of effi cacy (so-called proof of principle 
or proof of concept) and pharmacodynamics 
(PD) (“what the drug does to the body”). Phase II 
trials may involve a few tens or hundreds of 
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patients, often in a small number of academic 
centers. Imaging biomarkers are often critically 
important in Phase II trials as will be discussed 
below. 

 Phase I trials (typically up to 1.5 years) are 
mainly designed to determine pharmacokinetics 
(PK) (“what the body does to the drug”). Usually 
they are performed in healthy volunteers, 
although in some serious diseases such as cancer, 
phase I trials may be performed in patients. Phase 
I trials may additionally seek preliminary evi-
dence that the drug indeed modulates its target 
(so-called proof of mechanism) and PD. Imaging 
biomarkers are often used to assess PK and PD as 
will be discussed below. 

 A drug will only be taken into man following 
compelling evidence from animal and in vitro 
studies which is made available to trialists in the 
“Investigators’ Brochure” (i.e., a comprehensive 
document summarizing investigational product 
information) in accordance with Article 21 of the 
Declaration of Helsinki [ 6 ]. It would be ethically 
questionable to expose human subjects for the 
fi rst time to an investigational new drug in the 
absence of compelling preclinical evidence of 
safety and effi cacy. Where it is proposed to 
expose patients to a costly and burdensome imag-
ing test, the investigator may require evidence 
from preclinical studies that the imaging bio-
marker will likely provide useful data. 

 The term Phase 0 is sometimes used for trials 
where no drug is used, or the drug is tested in 
humans, at subtherapeutic doses with PK analy-
sis using positron emission tomography (PET) or 
accelerator mass spectrometry (AMS). 

 Phase IV trials are studies performed after 
marketing authorization, to further the under-
standing of the drug in “real world” settings. 
Large post-marketing surveillance studies are 
often conducted on new drugs to identify rare 
adverse events. The entire drug development 
takes typically 15 years from invention to FDA 
approval. 

 Drug developers are facing enormous chal-
lenges [ 7 ], including the long development pro-
cess and a productivity crisis of their own. 
Between 2002 and 2011, the pharmaceutical and 
biotech sector spent nearly 1.1 trillion dollars on 

research and development (R&D). The US FDA 
approved 308 new molecular entities and biolog-
ics in the 10 years to 2011. It suggests that the 
average cost per approved molecule ranged from 
2.3 to 4.9 billion dollars [ 8 ]. Only about two of 
every ten marketed drugs generate suffi cient rev-
enues to cover their associated R&D cost [ 9 ]. 
Compared to other diseases, oncology has the 
highest attrition rate for late-stage clinical trials, 
and overall success rate from fi rst-in-man to 
approval is about 5 % [ 10 ]. Novel technologies 
and optimized trial designs are needed to reduce 
those gaps and disease and the production attri-
tion rate, and this is where imaging biomarkers 
can play a critical role.  

21.2     Trial EndPoints 

 From the perspective of the regulatory authority, 
the measurements of interest in trials can be 
divided into “clinical endpoints” and “surrogate 
endpoints.” Clinical trials use clinical endpoints 
(outcomes) to establish whether the therapy is 
safe and effective. A clinical endpoint is defi ned 
as a characteristic or variable that measures how 
a patient feels, functions, or survives. The classic 
endpoint of mortality determines whether the 
new therapy decreases the rate of death (i.e., 
overall survival) in comparison with that of a 
control group. Another endpoint is morbidity, in 
which investigators examine whether patients 
undergoing the therapy suffer less from the ill-
ness (e.g., function better, or enjoy a higher qual-
ity of life) than those who do not receive the 
therapy. Except in diseases with very poor prog-
nosis, trials with these clinical outcomes often 
have a long duration and require a large number 
of subjects and are therefore extremely costly. 

 A surrogate endpoint is a special category of 
biomarker (and therefore derived, e.g., from a 
laboratory test, radiographic image, or physical 
sign) that in the opinion of the regulatory author-
ity can substitute for a clinical endpoint in mea-
suring treatment effects and in specifi c 
circumstances [ 11 ]. Regulatory approval may be 
granted when a drug has an effect on a surrogate 
endpoint that is likely to predict clinical benefi ts. 
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From January 1, 2010, to December 31, 2014, 
FDA approved 197 novel drugs and biologics, 
and 84 relied upon surrogate endpoints [ 12 ]. 
Many of these drugs have orphan designation 
(i.e., rare disease), so an accelerated approval 
helps a faster time to market, and patients with 
those life-threatening disease benefi t from earlier 
access to new treatments. 

 FDA has often been urged to accept novel sur-
rogate endpoints in order to reduce the time and 
cost of trials and bring new drugs more quickly to 
patients. However, if a poorly validated surrogate 
endpoint is used, there is a risk that the regulator 
causes an ineffective or harmful drug to enter the 
healthcare system, as occurred disastrously when 
class 1 antiarrhythmics were approved on the 
basis of an invalid electrophysiologic biomarker 
endpoint in the 1970s. Such mistakes are 
extremely diffi cult to rectify [ 13 ]. A true surro-
gate endpoint requires an exhaustive validation, 
i.e., strong evidence of positively predicting clin-
ical outcome with negligible risk of error. A qual-
ifi ed biomarker accepted by the FDA as a 
surrogate endpoint must match several important 
criteria: (I) the endpoint must have an accepted, 
standardized defi nition; (II) data from multiple 
clinical studies must demonstrate a strong corre-
lation of the surrogate endpoint with clinical out-
come; (III) well-powered prospective studies 
must have been performed to validate the surro-
gate endpoint (i.e., truly predictive of clinical 
benefi t with meaningful improvement in patient 
outcome); and (IV) prospective studies to deter-
mine if the surrogate endpoint can be generalized 
to other patient populations, other target organs, 
or drugs with other mechanisms [ 14 ]. The 
strength of evidence will vary, depending on 
whether the surrogate is intended for use in accel-
erated approval or defi nite regulatory approval. 

 Nearly half (84/197) of the new drugs 
approved by FDA in the last 5 years were 
approved with surrogate endpoints, and of these, 
28 used imaging biomarker endpoints [ 12 ]. Even 
in oncology [ 15 ], where overall survival remains 
the gold standard, imaging biomarkers based on 
tumor morphology have been increasingly used 
as surrogate endpoints, specifi cally progression- 
free survival (PFS), i.e., tumor does not grow or 

upstage and objective response rate (ORR), i.e., 
the proportion of patients with tumor size reduc-
tion of a predefi ned amount and for a minimum 
time period. Both PFS and ORR are imaging bio-
markers. Those surrogate endpoints are more 
objective and faster to measure than clinical out-
comes, allow smaller group sizes and may pro-
vide insight into tumor biology  in vivo . 

 Regulatory authorities are also interested in so-
called safety biomarkers as surrogate endpoints of 
harm (or, rather, lack of harm); imaging biomark-
ers such as bone mineral density (BMD) and left 
ventricular ejection fraction (LVEF) play a major 
role. Many anticancer therapies carry signifi cant 
risk of cardiotoxicity. This is true not only for 
well-established treatments such as cytotoxic che-
motherapy (e.g., doxorubicin) or radiotherapy but 
also for many recently introduced tyrosine kinase 
inhibitors, such as lapatinib and sunitinib. Indeed 
the FDA approvals  inter alia  for lapatinib, suni-
tinib, and doxorubicin each require the use of the 
LVEF imaging biomarker. Current guidelines 
[ 16 ] defi ne cancer therapeutics-related cardiac 
dysfunction as a decrease in the LVEF of >10 per-
centage points to a value <53 % (normal reference 
value for two-dimensional echocardiography).  

21.3     What Is the Value of Imaging 
in Therapeutic Drug Trials? 

 Imaging biomarkers are involved throughout the 
drug development process (Table  21.1 ) and serve 
many purposes other than providing surrogate 
endpoints. Imaging biomarkers can determinate 
patient eligibility, can stratify the patient popula-
tion, can identify and validate therapeutic targets, 
and can provide evidence of drug effi cacy. In 
addition, after the drug enters use, imaging bio-
markers play important roles in monitoring for 
drug safety and for relapse.

   The roles of imaging therefore change through 
the lifecycle of drug development and use and 
adapt to the objectives of the study, disease types, 
clinical situation, and feasibility. Some examples 
of using imaging biomarkers in the different 
stages of clinical trials are demonstrated in 
Table  21.2 .
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21.3.1       Determinate Eligibility 

 Eligibility criteria in clinical trials are designed to 
ensure the safety of research participants and tai-
lored based on scientifi c objective of a trial. The 
eligibility criteria differ from trial to trial, but a 
clear diagnosis of disease characteristics and dis-
ease staging are often essential before patient 
enrollment. In oncology, the TNM staging system 
is widely used in trials in all solid tumors and 
remains a vital component of eligibility criteria. 
The TNM may be classifi ed as an imaging bio-
marker, as it usually relies on imaging to defi ne the 
size and extent of the primary tumor (T), any lym-
phatic involvement (N), and the presence of metas-
tases (M). Whole-body PET imaging improves 
TNM assessment from morphologic imaging, as it 
reveals metastases not evident on conventional CT 
or MR imaging. Molecular imaging techniques are 
increasingly used to augment conventional imag-
ing to confi rm patient eligibility. For example, 
imaging with [ 18 F]-FDG has been used in the 
EORTC LungTech trial, to ensure that enrolled 
patients are with inoperable early stage non-small 
cell lung cancer (NSCLC) [ 17 ].  

21.3.2     Optimize Patient Population 
(Patient Stratifi cation) 

 Clinical trials can be enriched by selecting 
subpopulations that may be more responsive 
to treatments, so as to improve the chance of 
trial success. Molecular and functional imag-
ing provides additional information on tumor 
microenvironment, which could help to “pre-
select” sub-patient populations. For example, 
identification of tumor hypoxia could facili-
tate the use of hypoxia-stimulated pro-drugs, 
which selectively kill hypoxic cells. 
Tirapazamine, a cytotoxic agent with high 
selective toxicity toward hypoxic cells, is a 
good example. The relatively limited benefit 
obtained in a trial of NSCLC reported by the 
CATAPULT I study group was likely due to 
poor patient stratification with inclusion of 
patients with better-oxygenated tumors [ 18 ]. 
Rischin and his colleagues compared the 
cisplatin/5-FU versus cisplatin/tirapazamine 
regimen in patients with head and neck 
squamous- cell cancer (HNSCC), where 
[ 18 F]-fluoromisonidazole (FMISO)-PET 

   Table 21.1    The role of imaging in clinical trials   

 The role in a clinical trial  Imaging biomarker type  How widely used  Comments 

 Determinate eligibility  Morphologic imaging (e.g., 
X-ray, mammography, CT, 
MRI) 
 Whole-body FDG-PET 

 Almost universal  Established biomarkers 

 Optimize patient population 
(patient stratifi cation) 

 Molecular imaging (e.g., 
hypoxia imaging, metabolic 
imaging) 

 Emerging  Biomarkers have impact on 
patient management 

 Verify that the therapeutic 
target is present and 
accessible 

 Molecular imaging (e.g., 
drug-labeled radiotracer) 

 Commonly for certain 
targets 

 Biomarker used for proof 
of concept 

 Verify that the drug has the 
desired effect on the pathway 
and local physiology (e.g., 
defi ne dose and schedule) 

 Molecular and functional 
imaging 

 Less often  Biomarker used for proof 
of concept 

 Evaluate effi cacy  Conventional morphologic 
imaging 

 Almost universal  Established biomarkers 

 Molecular and functional 
imaging 

 Commonly for certain 
targets 

 Biomarker used for proof 
of concept 

 Evaluate safety  Morphologic and functional 
imaging 

 Very often  Established biomarkers 

 Drug approval (safety and 
effi cacy) 

 Conventional morphologic 
imaging 

 Especially for 
accelerated approvals 

 Surrogate endpoint 
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hypoxia imaging was used to stratify the 
tumors into hypoxic and non-hypoxic ones. 
The study showed that tirapazamine improved 
local tumor control in hypoxic but not in non-
hypoxic tumors [ 19 ]. Similar examples are 
imaging with  99m Tc- etarfolatide used to iden-
tify folate receptor- positive patients with 
advanced ovarian cancer, who are most likely 
to benefit from treatment with vintafolide, a 

folate receptor-targeted therapy [ 20 ], and 
[ 18 F]-FDG used in patients with gefitinib-
treated NSCLC, which showed a low baseline 
SUV of [ 18 F]-FDG associated with a higher 
response rate (53 % versus 18 %) and a pro-
longed PFS (median, 33.1 weeks versus 
8.6 weeks) [ 21 ]. The prognostic value of those 
imaging biomarkers needs to be further vali-
dated with multicentric prospective studies, to 

   Table 21.2    Imaging biomarker at different stages of clinical trials   

 Phase  Objective  Scope 
 The role of imaging 
biomarkers 

 Examples of imaging 
biomarker used 

 Phase 0  First in human to test 
PK and PD 

 Single subtherapeutic 
doses of the study 
drug or treatment are 
given to a small 
number of subjects 
(10–15) to gather 
preliminary data on 
the agent’s PK and PD 

 Visualize whole-body 
drug bio-distribution 
and potentially 
provide insight into 
tumor characteristic 
 in vivo  

 Radio-labeled tracers such 
as  89 Zr-trastuzumab 
visualize their targets in 
the case of HER2 in breast 
cancer (NCT02065609) or 
 89 Zr-bevacizumab in 
antiangiogenic treatment 
(NCT01894451) 

 Phase 1  Gathering evidence 
for the safety and 
appropriate dose of 
the drug in healthy 
volunteers or in 
patients 

 Testing within a small 
group of people 
(20–80) to evaluate 
safety, determine safe 
dosage ranges, and 
begin to identify side 
effects 

 Evaluate safety and 
optimize drug dose 
escalation 

 DCE-MRI used for 
antiangiogenic drug dose 
selection [ 26 ] (effi cacy) 
 LVEF used as a cardiac 
functional biomarker in 
tyrosine kinase inhibitor 
trials [ 49 ] (safety) 

 Phase 2  Gathering evidence 
for the safety and 
effi cacy of the drug 
in patients 

 Testing with a larger 
group of people 
(100–200) to see if it 
is effective and to 
further evaluate its 
safety 

 Assess objective 
response and 
continue evaluate 
safety 

 RECIST [ 50 ] or modifi ed 
RECIST [ 51 ,  52 ] to 
evaluate tumor objective 
response (effi cacy) 
 MRI is commonly 
employed for safety 
monitoring in Alzheimer’s 
disease, especial in trials 
with investigational 
immunotherapy where 
vasogenic edema is a 
recognized risk [ 53 ] 

 Phase 3  Final confi rmation of 
safety and effi cacy to 
satisfy regulators 

 Testing with large 
groups of people 
(500–3000) to confi rm 
its effectiveness, 
monitor side effects, 
and compare it to 
commonly used 
treatments 

 Confi rm objective 
response or 
progression 

 Various criteria [ 54 ] based 
on imaging biomarkers 
obtained from tumor 
phenotype changes (e.g., 
size, density) or new 
lesion presence 
 Cartilage thickness to 
evaluate response in knee 
osteoarthritis trials [ 55 ] 

 Phase 4  Sentry studies after 
marketing 
authorization 

 Post-marketing studies 
delineate additional 
information, including 
the treatment’s risks, 
benefi ts, and optimal 
use 

 Routine imaging to 
evaluate response, 
progression, or safety 

 Imaging modalities used 
for routine disease 
evaluation 
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confirm that baseline imaging without any 
treatment effect can predict the degree of risk 
for disease occurrence, or progression and 
ultimately to implement this patient stratifica-
tion strategy in therapeutic drug trails.  

21.3.3     Verify That the Therapeutic 
Target Is Present 
and Accessible 

 A very direct approach in using imaging to ver-
ify therapeutic targets is to image the distribu-
tion of the drug itself. Typically, the drug 
molecule would be synthesized with a positron-
emitting isotope (e.g.,  11 C or  18 F) replacing the 
natural isotope, allowing detection by PET. This 
approach is common in neuroscience although 
rare in other diseases. Alternatively, for detec-
tion with single- photon emission computed 
tomography (SPECT), a gamma-emitting moi-
ety may be attached to the drug molecule (albeit 
with the risk that the drug’s properties are 
thereby altered). An example is radiolabeled 
derivative of trastuzumab, an antihuman epi-
dermal growth factor receptor 2 (HER2) mono-
clonal antibody used to treat breast cancer 
patients with HER2-expressing tumors [ 22 , 
 23 ]. Radiolabeled trastuzumab helps to visual-
ize the affi nity of the drug in vivo and provides 
useful information about the PK properties of 
the drug, such as injected dose versus accumu-
lated drug concentration in the organs and its 
regional bio-distribution. The noninvasive 
whole-body imaging overcomes problems asso-
ciated with biopsies, including sampling errors 
and discordance of expression between primary 
tumors and metastases. More importantly, the 
drug uptake by the target tissue can be quanti-
fi ed at sequential imaging scans, and might pro-
vide insight into drug’s action at the target 
tissue and its association with tumor response. 
Indeed, for the radiotherapeutic drug 
[ 131 I]-tositumomab, FDA requires that PK be 
verifi ed by imaging before a therapeutic dose 
be given [ 24 ].  

21.3.4     Verify That the Drug Has 
the Desired Effect 
on the Pathway and Local 
Physiology (e.g., Defi ne Dose 
and Schedule) 

 Dose escalation and schedule, the main purpose 
of phase I trials, is usually undertaken to defi ne 
the maximum tolerated dose (MTD), with the 
assumption that the most pronounced changes 
are likely to be detected at the highest dose. But, 
target saturation may already be reached at lower 
dose levels, and imaging changes are likely to be 
apparent and help to defi ne an optimal biological 
dose. The effects of antiangiogenic therapies on 
dynamic contrast enhanced (DCE)-MRI have 
been documented in 39 phase I and II trials with 
a signifi cant reduction in the transfer constant 
( K   trans  ) and/or initial area under the gadolinium 
curve (IAUGC) with multiple agents [ 25 ]. In a 
study of brivanib, a dual tyrosine kinase inhibitor 
of both vascular endothelial growth factor recep-
tor and fi broblast growth factor receptor, DCE- 
MRI has been used in several dose schedules and 
then selected the optimal schedule for a phase II 
trial [ 26 ]. A similar approach has been used with 
vatalanib [ 27 ] and cediranib [ 28 ] in advanced 
cancer, and with sorafenib in renal cancer [ 29 ].  

21.3.5     Evaluate Effi cacy (Response 
Assessment) 

 Using imaging biomarkers as surrogate endpoint 
to assess new drug effi cacy has been addressed 
in the above content. Clinical outcome such as 
mortality often takes years of follow-up to estab-
lish, and the determination of morbidity could be 
subjective. The use of imaging biomarkers to 
assess response or progression can reduce sam-
ple size, trial duration, and cost and accelerate 
the introduction of new drugs. A notable exam-
ple is the approval of etanercept, a tumor necro-
sis factor inhibitor for the treatment of 
rheumatoid arthritis. A phase III trial [ 30 ] was 
designed to evaluate the effi cacy and safety of 
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etanercept and methotrexate (the standard of 
care) in patients with early rheumatoid arthritis, 
based on two sets of criteria: (1) the American 
College of Rheumatology scores, which used 
patient outcome report such as pain and func-
tion, in addition to serum C-reactive protein 
level and (2) imaging evidence of progression, 
such as joint-space narrowing and erosion. The 
clinical scoring only showed etanercept a more 
rapid treatment effect within the fi rst 6 months 
but was approximately the same thereafter 
between two groups. Imaging-based erosion 
score showed signifi cant differences of both 
immediate and long- term effect. The FDA 
granted etanercept a conditional marketing 
authorization. Subsequent studies demonstrated 
that etanercept achieved sustained improvement 
compared to methotrexate on both clinical and 
imaging scores [ 31 ]. A conditional approval is a 
continuum approach that drug developers should 
continue conducting studies to collect data on 
the effectiveness of drugs in use after initial 
approval and eventually provide evidence to 
keep the drug on the market and obtain a full 
approval within a predefi ned timeline.  

21.3.6     Predict Response 
and Resistance (Early 
Assessment) 

 Many tyrosine kinase inhibitors and monoclonal 
antibodies targeting signal transduction inhibitor 
of tumor growth without tumor regression. 
Imatinib mesylate is such an example, a tyrosine 
kinase inhibitor for the treatment of chronic 
myelogenous leukemia and gastrointestinal stro-
mal tumors (GIST). As opposed to the classical 
cytotoxic treatment, response rates are low, 
despite a high percentage of patients having pro-
longed stable disease and sometimes improve-
ments in survival compared to standard therapies. 
Acute changes in tumor size are seldom signifi -
cant in GIST patients treated by imatinib. 
However, when using [ 18 F]-FDG-PET as a bio-
marker of tumor metabolism, response could be 

detected as early as 8 days following the start of 
treatment and was also associated with a longer 
PFS [ 32 ]. Other examples of early imaging 
assessment by MRI biomarkers have been 
reported [ 33 ,  34 ]. 

 The use of functional and molecular imaging 
to predict the likelihood of response to a partic-
ular treatment at early stage is very attractive for 
drug development. This strategy has been used 
in early phase trials for proof of concept, 
although they still await validation to prove 
their relationships with clinical benefi t. In these 
proof-of- concept trials, drug safety and effi cacy 
will require the confi rmation in subsequent 
trials.  

21.3.7     Monitor Safety 

 Noninvasive imaging biomarkers have a huge 
potential in monitoring drug safety during clini-
cal trials. In addition to LVEF and BMD, which 
have achieved surrogate endpoint status, emerg-
ing imaging biomarkers can detect drug-induced 
changes of vital organs and provide region- 
specifi c information about tissue abnormality, 
while serum and urine biomarkers can still be 
normal due to the functional reserve of the 
affected organs. The reserve of kidney function 
can compensate for up to 75 % of the loss, so 
serum and urine biomarkers are insensitive for 
early renal damage. A wide range of drugs can 
cause renal papillary necrosis, and the diagnosis 
tends to be made when irreversible destructive 
changes have occurred. Contrast-enhanced mul-
tiphasic CT can identify early signal changes of 
renal papillary necrosis and medullary necrosis 
and at the same time monitor lesion progression 
and regression. The liver is also a metabolic 
organ, often suffers from drug toxicity. In some 
cases, drug-induced hepatic steatosis can lead to 
a rapid evaluation of severe hepatic failure and 
ultimately death [ 35 ]. Both morphologic and 
functional liver imaging can display manifesta-
tions of hepatotoxicity, easier and earlier than 
histology techniques.   
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21.4     Pitfalls of Imaging 
Biomarker Implementation 
in Clinical Trials 

 Although many molecular and functional imag-
ing biomarkers have been explored in clinical tri-
als, few have yet proved adequate to support 
decision-making in drug development, in regula-
tory approval, or in clinical practice. Table  21.3  
summarizes some common pitfalls of imaging 
biomarker implementation in trials, and each pit-
fall is accompanied by proposed solutions.

21.4.1       Poor Study Methodology 

 Drug development requires methodologically 
robust and practical clinical trials. A successful 
imaging-driven trial relies on sound study design, 
appropriate criteria, optimal timing of observa-
tion, and suffi cient statistical power. Inappropriate 
utilization of imaging biomarkers will discredit 
them in drug development and clinical therapy. 
To address this issue with imaging evaluations 
intended to demonstrate new drug effi cacy, it is 
essential to communicate with each regulatory 

   Table 21.3    Pitfalls of imaging biomarker implementation in clinical trials and proposed solutions   

 Pitfalls  Possible consequence  Proposed solutions 

  Poor study methodology  

 Insuffi cient or low-quality preclinical 
and early phase clinical data 

 Drug development is wrongly 
stopped, wrongly continued, or 
wrong dose/schedule selected 

 Follow guidelines before study 
initiation 
 Critical development and review 
of guidelines by experts from 
different disciplines (clinicians 
and imagers) 

 Inappropriate design selected (e.g., 
using an investigational imaging 
biomarker to assess an investigational 
therapeutic drug) 

 Unreliable data  Using well-established imaging 
biomarkers for patient eligibility 
or response assessment in new 
therapeutic drug trials 
 Using well-known standard of 
care treatment as backbone 
studies to evaluate imaging 
biomarkers 

 Inappropriate statistical consideration: 
low or inaccurate sample size 
calculation 

 Underpowered (false negative) or 
overpowered (unnecessary patient 
exposure, unnecessary cost) 

 Sample size calculation based on 
the objective of the trial and 
statistical plan should be written 
before data analysis 

 Incorrect imaging acquisition or 
interpretation methods (e.g., miss the 
right detecting time window, 
inappropriate criteria used, data 
misinterpretation) 

 Data not accepted by regulatory 
authority 

 Follow guidelines before study 
initiation 
 Critical development and review 
of guidelines by experts from 
different disciplines (clinicians 
and imagers) 

  Lack of standardization  

 Missing standardized imaging 
acquisition protocol 

 Trial failure due to variation  Imaging acquisition protocol 
should be developed based on 
consensus guidelines and previous 
data 
 It should be delivered to 
participating centers with 
adequate training before any 
patient enrollment 

 Incompliance with imaging acquisition 
guidelines 

 Trial failure due to unreliable data  Good training, quality control, 
and properly documented and 
enforced operation procedures 

 Poor selection of appropriate imaging 
analysis software 

 Trial failure due to bias and errors  Software should be tested and 
validated against test objects 

Y. Liu and J.C. Waterton



303

authority about the trial design and methods 
before its initiation. FDA have issued specifi c 
guidance on “standards for clinical trial imaging 
endpoint” [ 36 ] and “developing medical imaging 
drug and biological products” [ 37 – 39 ], to encour-
age imaging biomarker-driven trials to be 
effective.  

21.4.2     Lack of Standardization 

 Changes in the imaging biomarker due to treat-
ment can only be detected if they are greater than 
the intrinsic and extrinsic variability of the bio-
marker in the absence of treatment [ 40 ]. Many 
factors increase the variability of biomarker mea-
surements, as a result of the complexity of data 
acquisition methods, a number of imaging post- 
processing procedures with advanced multi- 
vendor software and the differences of inter- and 
intra-reader performance. All of these are magni-
fi ed when imaging biomarkers progress from 
single-center to multicenter trials. 

 The standardization of imaging acquisition 
and analysis is essential to allow comparison and 
pooling of data among patients in multicenter 
studies, and more generally in meta-analyses. In 
this regard, efforts to reduce the difference and 
increase the repeatability and reproducibility 

have led to an accreditation program on 
[ 18 F]-FDG-PET conducted by EANM Research 
Ltd (EARL) [ 41 ]. The National Cancer Institute 
(NCI) has also developed the Centers for 
Quantitative Imaging Excellence (CQIE) pro-
gram [ 42 ], in which accredited PET and MR 
scanners in the NCI-designated Cancer Centers 
are used to provide reliable quantitative imaging 
for clinical trials. Consensus papers on how to 
conduct DCE-MRI and analyze the biomarker 
have been developed by European and US groups 
[ 43 ,  44 ]. In Europe, the Innovative Medicines 
Initiative (IMI) project QuIC-ConCePT [ 45 ] is 
addressing similar issues of harmonization of 
diffusion-weighted MRI biomarkers, with the 
aim to provide early readout, robust, and reliable 
imaging biomarkers for new drug selection in 
early phase I trials.  

21.4.3     Failure in Quality Control 

 Last but not least, adequate operational support 
should be in place through the entire conduct of 
the trial. Resource for performing imaging qual-
ity assurance and quality control procedures in a 
timely manner must be built into the budget. 
Security is required to protect patient privacy and 
maintain the integrity of coded data. An imaging 

Table 21.3 (continued)

 Pitfalls  Possible consequence  Proposed solutions 

 Variability cross different vendors (low 
reproducibility) 

 Impossible to pool data from 
multicenter trials 

 Accreditation using scanner 
calibration by test objects across 
centers 

 Variability within the same vendor and 
same patient (low repeatability) 

 Trial failure due to unreliable data  Consider those confounders in 
protocol design 
 The imaging equipment should be 
accredited throughout the whole 
trial period 

  Failure in quality control  

 Failure to deliver within required 
turnaround time 

 Delay  Ensure adequate manpower and 
back up team to deliver in time 

 Inadequate budget for quality control  Trial failure due to unreliable data  Fully forecast the trial cost at the 
start and regular review the 
spending 

 Inappropriately handling imaging data 
(e.g., alter or delete imaging data by 
mistake, transfer imaging data with 
patient private information) 

 Loss of data or patient privacy  Secured imaging platform for data 
transmission and analysis, with 
computer-generated record times 
and types of action 
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platform with electronic security must employ 
audit trials for data transmission, storage, analy-
sis, and reporting.   

21.5     Perspectives 

21.5.1     More Imaging-Driven Trials 
in Early Drug Development 

 Pharmaceutical companies spend only 7 % on 
average of their budget on target/mechanism 
selection and validation [ 8 ]. Given the high- 
failure rate in late-stage drug development, there 
is an opportunity to improve the selection of tar-
gets and the selection of patients most likely to 
benefi t, using inter alia molecular and functional 
imaging biomarkers. Preclinical imaging studies 
in rodent tumor models should be designed to 
assist the design and interpretation of imaging 
studies in humans. Imaging biomarker-driven 
phase I/II studies based on a strong biological 
rationale will help to understand drug mechanism 
and provide reliable data.  

21.5.2     Imaging-Driven Precision 
Medicine for Early Patient 
Management 

 The concept of precision medicine or personal-
ized healthcare is increasingly infl uencing drug 
development, aiming to tailor medical treatment 
to the specifi c molecular drivers of each patient’s 
disease. In oncology, imaging biomarkers can 
assess mutation status, while imaging biomarkers 
of tumor microenvironment which change early 
(within several days) can identify responders. A 
reliable early identifi cation through noninvasive 
imaging techniques will be extremely valuable in 
guiding patient management and treatment, so as 
to avoid unnecessary toxicity related to therapy 
in nonresponsive patients. Nevertheless, very few 
imaging biomarkers can be used to change treat-
ment strategy at early stage, and imaging-guided 
patient stratifi cation only occurs in clinical trials. 
Although many promising fi ndings have been 
reported, most are retrospective and single-center 

studies. Large prospective multicenter clinical 
trials are needed to assess the degree of correla-
tion by comparing a predefi ned threshold of 
imaging biomarker change to clinical outcome, 
so that those qualifi ed early readout biomarkers 
could be eventually used in clinical practice.  

21.5.3     Multi-stakeholder 
Collaboration and Data 
Sharing Platform 

 To improve success, clinical trials require strong 
collaboration between drug developers and imag-
ers in industry and academia, as well as insight 
from regulators and payers, utilizing the different 
strengths of each stakeholder. For example, as a 
result of the RECIST [ 46 ] warehouse, which con-
tains datasets (>10,000 patients) from industry 
and academic trials on targeted agents, new 
evidence- based RECIST criteria are being devel-
oped, aiming to provide more accurate and objec-
tive assessment tools for drug effi cacy assessment. 
The Cancer Imaging Archive [ 47 ] provides a 
large achieve of medical images, clinical, and 
genomic data of cancer accessible to public. 
Similar platform is also available with neuroim-
aging in Alzheimer’s disease [ 48 ]. Warehouses 
with good quality data can not only help power 
analysis, increase data accuracy, and transpar-
ency but also, in some cases, allow future imag-
ing biomarker discovery in an effi cient and timely 
manner. However it must be recognized that most 
new imaging biomarkers require novel tracers or 
novel acquisition, and in such cases, archived 
data cannot substitute for new imaging biomarker 
validation trials.      
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