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Abstract The aim of this chapter is to discuss how best to go about evaluating the
use of Information and Communication Technologies (ICTs) in language education
and to propose guidelines for future research in this area. It begins by decon-
structing “evaluation” as a concept and reviewing the status of evaluation studies in
English language teaching (ELT) drawing first on meta-analyses and reviews of
research on Computer-Assisted Language Learning (CALL) and distance educa-
tion, and then focusing on the shift in evaluation practice in light of emerging areas
of ICT application facilitated by mobile devices and Web 2.0. Evaluation of ICT
use will be examined in terms of its foci and emerging methodologies to highlight
the need for taking into account the complexity of learning and teaching with ICTs
to measure and confirm the “alleged” benefits of ICT use and also to develop
knowledge and understanding of the use of ICTs in language education in various
contexts. The paper ends by pointing to directions for evaluation studies of rele-
vance to researchers in countries of the Middle East and North Africa (MENA) that
this Handbook is targeting.

Keywords Evaluation � Frameworks � Research methodologies � Incorporation of
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1 Introduction

This chapter delves into the issue of evaluation of the use of Information and
Communication Technologies (ICTs) in education with specific reference to
English language education. It discusses what methodology to adopt to carry out
evaluation studies involving the use of ICTs. That is, how to frame the questions,
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how to determine their purpose, and what research designs to adopt in light of
current technological advances. For a start, what is meant by ICTs today (2015) and
how is evaluation defined? According to the World Bank Group (2000), ICTs
include any form of “hardware, software, storage, processing, transmission, and
presentation of information (voice, data, text, images) (n.p.).” Recognized ICTs
include, and the list is not exhaustive, multimedia authoring tools, various forms of
distance learning platforms, video conferencing systems, mobile technology, social
network platforms (Facebook, My Space, Skype, etc.), and various interactive and
engaging devices. Educators are understandably attracted to engaging in what is
now known as “ICT-enhanced,” “ICT-supported” or “ICT-based” instruction.
Judging from the meta-analyses and research reviews of technology use available
(Bax, 2003; Burston, 2015; Chapelle, 1998, 2003; Cox & Marshall, 2007; Debski,
2003; Liu, Moore, Graham, & Lee, 2003), teachers have been experimenting for
more than half a century with hardware, software, learning systems, networks,
mobile devices, downloadable applications and the abundant resources available on
the web and in the cloud (Dudeney & Hockly, 2012). Educators are pressed to
evaluate the new tools and learning spaces their students are using but are not
certain whether the current methodologies are adequate for the task
(Goodwin-Jones, 2005a, b, 2011; Greenhow, Robelia, & Hughes, 2009).

Technology-using teachers are generally attracted to using ICTs with their stu-
dents and to accessing the wealth of digital resources and authoring tools available
to them to introduce new input or to design innovative learning activities
(Greenhow et al., 2009). Indeed, some teachers found that individualized Skype
sessions with team members in the process of completing project work can be
integrated within their courses to facilitate communication with their students
(Goodwin-Jones, 2005b). Tasks such as reserving an air ticket, checking a bank
account, reading news online, and applying for a job can become more authentic
thanks to ICT use (Smyth & Mainka, 2006).

However, while teachers may embrace technology, they also assume the
responsibility for any decisions they make in their own classrooms in terms of what
can be revealed as the impact/outcome effect of ICT use on their learners’ school
results. What if the taken-for-granted “beneficial” aspects of ICTs do not reflect on
their performance? What if the virtues of the application cannot be appreciated by
the learners? Is there a way to measure the educational potential of ICT and gauge
the degree of its success/failure? One way of resolving the uncertainties is to
evaluate the use of ICT in context. That is, investigate whether the ICT-supported
instructional mode is leading to improvement based on “proof” from the learners
themselves and/or following an appraisal of the situation by applying a given set of
measurable criteria. Ideally, evaluators (whoever they may be) will try to establish a
relationship between ICT use and learning effects (conceptualized as gains in
achievement, improved motivation or changed attitude). Evaluation can be tied up
to assessing compatibility with “desired” learning objectives, curriculum specs, and
performance targets. This chapter delves into the issue of evaluating ICT use in
language education which is, on hindsight, a straight forward task but has become
complex in light of the advances in technology and the widening of the scope of
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teaching/learning with ICTs. It will be argued in this paper that data-driven
context-specific evaluation studies carried out by teachers-as-researchers is the most
promising approach.

2 Defining Evaluation

It has become difficult to define the term evaluation or delimit its scope. As Harland
(1996) rightly points out, “the term itself has been stretched and stretched to
encompass an ever-widening range of activities, undertaken for an ever-increasing
range of purposes (p. 91).” Simonson, Smaldino, Albright, and Zvacek (2009)
suggest “evaluation (…) is the systematic investigation of the worth of an on-going
or continuing distance education activity (p. 349)” which highlights the merit of an
online program in terms of strengths, weaknesses, benefits and drawbacks.
Therefore, setting criteria and benchmarks are important for the practice of evalu-
ation as well as deciding who is well-placed to carry out the evaluation. As the title of
this paper suggests, there is first a need to consider the reason for the evaluation,
define the nature of the task and decide what (methodology) can be used as proof of
“good use” or value-added to instruction and learning. Evaluators need to look for
evidence (sources of data) and select the strategies to collect the needed evidence and
reach results by using the necessary (and viable) analytical tools. By way of illus-
tration, suppose that the teaching of a particular course is to be done through the use
of a software “extolled” by its developers and marketers for its ability to make
learning and teaching effortless, enjoyable and manageable within record time. In
this case, a clear method of evaluation and fixed criteria for acceptance (features and
properties) can help the decision maker (teacher or administrator) decide whether
such software is relevant to the curricular goals in her specific context (Reiser &
Kegelmann, 1994). Evaluation in that sense consists of determining the quality of the
software beforehand but leaves open the question of who will do the evaluating,
what information is needed and what procedures can be used to collect it.

There is certainly an expert side to evaluating instructional software as the
process will entail knowledge of the technical and teaching skills required to exploit
the useful aspects of this software. One way of carrying out the evaluation is to
experiment with the software with a small number of students and determine its
worth. In a scenario described by Reiser and Kegelmann (1994), the learners can be
invited to use the software, the teachers observe them as they use it, and then ask
them to express their opinions about the software. Indeed, many teachers I know
engage in this off-the-cuff evaluation working with a trial version. As reflective
practitioners (Nunan & Lamb, 1996), teachers are constantly confronted with sit-
uations that require evaluation of new tools (e.g., interactive whiteboard) or new
content (e.g., a reading from an online magazine or a conversation thread on a blog)
in order to reach decisions about the applicability of the ideas. Therefore, evaluation
of ICTs is part of the day-to-day activities of technology-using teachers while
planning, delivering and assessing the degree of success of their attempts.
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Besides engaging in informal evaluation as potential users of ICTs in their work,
teachers can find themselves subjected to evaluation as part of an institutional plan
to introduce ICTs. In this case, the evaluation consists in appraising the progress of
an intervention by an outsider looking for data evidence (e.g., coming from
observation of a teacher in action) by an “evaluation expert” to determine whether
and to what extent the teaching strategies the teachers are using match the “de-
sirable” practice promoted by the intervention (Hedberg, 2011, pp. 9–12).
Evaluation of interest to policy makers and funding bodies generally revolves
around macro-level concerns related to cost effectiveness, programme fidelity,
availability of infrastructures, specific applications, access, enrolment and drop out
levels, etc. The evaluation methods in these circles are somewhat canonized con-
sidering the long history of what is now established practice within funding
organizations (e.g., The World Bank, UNESCO, and OECD). Funding bodies tend
to generalize their own methods of information gathering, discursive practices,
measurement techniques and interpretative frames of reference (see Wagner et al.
2005). This type of evaluation work serves the purpose of monitoring and evalu-
ation whereby the constructs are broken down into intended outcomes (teachers’
technical and pedagogical skills and learners’ desired outcomes, information skill,
attitudes, and so on) and Moderating factors (level of community support, access to
ICTs, and availability in the home or community) (Wagner et al., 2005, p. 8).
Survey data can be collected and submitted to statistical analysis to obtain results
about student outcomes by way of indications of increased knowledge of school
subjects and/or improved attitudes about learning. Monitoring and evaluation is a
frequent occurrence in the evaluation discourse of international funders because the
function of the evaluation, for ill or for good, is to warrant the good management of
the projects they are funding. Evaluation in this case serves a control function
(Harland, 1996) and is not necessarily conceived to explain practice or entangle
intervening factors.

This chapter is written with the teacher-as-researcher and research student in
mind and not the “expert” evaluator working for an international body. As aca-
demic and researcher functioning in a technology-challenged educational context,
am often challenged by teachers in the audience questioning whether technology
makes a difference and cynically ask: What kind of language are the learners likely
to “pick up” from peers during online collaborative work? A more encouraging
question came from a learning system provider who asked: “What can be the best
way to evaluate what we are doing in Tunisia?” Of interest to me and my students is
the evaluation of ICT use to investigate “the potential of technology for language
learning” (Chapelle, 2003, p. 36). Evaluation can focus on learners working with
ICT to pinpoint, for instance, what strategies they use to complete a task to provide
evidence for the quality of the occurring exchanges which can, in turn, serve as
evidence for the learning taking place as a process or as product. Evaluation of
teaching with ICTs means, in this paper, any activity involving the exploration of
specific situations to see whether the use of ICTs is anchored in criteria of “good
practice,” “good results” and assumptions about quality teaching/learning
(Simonson, Smaldino, Albright, & Zvacek, 2009). The sense making to result
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from the exploration and thorough the examination of a software, courseware or
teacher-developed materials and the learning arising during implementation are
taken to be context-specific and personalized by the teachers in-action (Schӧn,
1983). In this type of evaluation, there is as much to gain for the teachers who will
see for themselves how they fared as users of ICT. In the title of this paper I ask:
Why evaluate, where to look and with what means? That is, the evaluator is
required to determine the purpose of the evaluation as practice, fix targets for the
evaluation (where to look) and determine and deploy the research instruments and
analytical tools needed. By doing so, it is hoped that this chapter gives the inspi-
ration, conceptual understanding, and practical guidance for prospective evaluation
researchers to proceed on scientific grounds and explore with confidence situations
of interest in their own context.

3 Conceptualizing Evaluation

Most teaching resource books used in teacher education and training include a
section at least on evaluation. Authors (e.g., Reece & Walker, 1992; Simonson
et al., 2009; Smyth & Mainka, 2006) encourage teachers to engage in evaluation of
their learners and their own teaching by providing them with easy-to-use checklists,
ready-made questionnaires, and sample interview protocols for them to apply step
by step. These teacher educators/trainers are keen on evaluation because they see in
the practice an opportunity for teachers to see for themselves how they are faring as
teachers and how their learners are progressing. These resource books are recom-
mendable as starting points for novice researchers interested in evaluation studies in
school contexts. More specialized evaluation books (e.g., Hopkins, 1989) are also
helpful in explaining the distinctions between different approaches to evaluation.

As far as evaluating ICT use, researchers would need to distinguish between
formative and summative evaluation. Summative evaluation means that the soft-
ware is evaluated while used by teachers and learners in order to determine what the
outcomes are as revealed in test scores while formative evaluation means trying out
software before designing and delivering instruction so that a decision is reached
about its potential for learning (Lan, Sung, & Chang, 2013; Levy, 1999;
Shaughnessy, 2003). Alternatively, Chapelle (2003, p. 81) argues that the evalua-
tion can be equally focused on the product by measuring what has been learned as
specified in the objectives of the instruction or process of learning by collecting
information about how the software was used by learners and to do what learning
activities. She adds that these distinct evaluation types can, when combined, con-
tribute to a more exhaustive description of the situation of ICT use and help sharpen
views of the issues surrounding the practice of teaching with technology.
Furthermore, Ruhe and Zumbo (2009) propose with reference to distance educa-
tion, focusing on the course’s underlying values and unintended consequences as
additional features of the implementation to uncover the “hidden” aspects of a
distance course to complete the picture. The underlying values of a course, they
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suggest, can be inferred from the language used to describe it (found in course
outlines, descriptions of the goals, standards, and assessment principles). Labels
like “innovative” and “cutting-edge” can be used to infer the intent and contrast it
with the outcomes to see if there is a match. Unintended instructional consequences
can be technical flaws, high dropout rates, or witnessed discrepancy among the
course components. As for the unintended social consequences, these include, for
instance, isolation of the distance learner and the need for the tutor to play the role
of coach and facilitator (Derbel, 2013).

Judging from developments in the field of CALL (Chapelle, 2001, 2003; Levy,
1997), evaluation practice focusing on the measurement of effects, impact, out-
comes, efficiency, was considered the legitimate way of reaching answers about ICT
use which was at that time needed to make the case for technology or to convince
administrators, parents and teachers to generalize the experiences of high profile
projects (Chapelle, 2003, pp. 70–73). Indeed, in the early days of CALL (1960s)
high profile projects in the US and UK were evaluated with comparisons with
traditional teaching situations. The main purpose of the evaluation was to establish
whether the PLATO learning system, for instance, had a positive or negative effect
on learners’ achievements and attrition rates compared with traditional classes. The
field moved on to develop more contextualized and sophisticated methodologies.
The approach changed in the 1980s and 1990s as teachers began to play a bigger
role in programming and developing their own materials, taking advantage of the
availability of user-friendly authoring tools (Levy, 1997, p. 43). The objective of
evaluation is no longer the justification of spending but rather exploring and
understanding the learning processes as they unfolded during implementation
(Garcia-Villada, 2009). As a result, evaluation criteria and methodological solutions
were needed to help teachers make sense of the situations they were documenting
and analysing from learning/teaching frames of reference. Chapelle (1994), for
instance, illustrated how CALL activities can be researched to determine the quality
of the communication resulting from their use, drawing in this case on an inter-
action analysis framework to produce a description of the learner-computer inter-
actions, the language produced and the learner’s level of engagement with the
materials.

In her 2003 book, English Language Learning and Technology, Chapelle suc-
cinctly summarizes evaluation research in CALL and demonstrates how researchers
have successfully used frameworks from allied disciplines (Second Language
Acquisition, Discourse Analysis, Testing and so on) and analytical tools fit to the
focus and purpose of the evaluation (learner, teacher, task, the interactions, or
output). By way of illustration, Chapelle (2003, pp. 82–108) explains that
researchers can investigate how learners use the options in the software, observe
and document whether learners use the help functions (e.g., subtitling or annota-
tions) and the feedback built into the software. Results of this evaluation can be
used by software developers to improve the design and increase its learning
potential. Similarly, she points out that content analysis has been “successfully”
used to analyse the language of learners as they were performing
computer-mediated communication (CMC) tasks and describe the characteristics of
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the register used, the written interactive discourse and other moves. Inferences can
then be made about the value of the task and the language abilities of the learners.

The evaluation work helped with its cumulative effect to establish the field of
CALL and the value of teaching/learning with technology. The studies overviewed
in Chapelle’s (2003) book can inspire novice evaluators when looking for an area of
focus (learner, teacher, communication tasks, CALL materials, and multimedia
activities), types of evaluation (formative/summative or product/process), research
designs (experimental, case study or action research), framework for analysis and
interpretation (content analysis, interaction analysis, discourse analysis) and posi-
tioning of the evaluator(s) (insider or outsider).

Most importantly, the shift starts by asking the question differently (Cox &
Marshall, 2007). Instead of asking whether teaching with technology is “better than”
teaching face-to-face or “more effective” in improving learners’ test scores, it is more
informative to ask questions about how the experience of learning L2 with CALL
went and find evidence for its contribution to learning language. The evaluator can
examine the situation from multiple perspectives and collect quantitative as well as
qualitative data about the on-going implementation of technology-supported lessons.
Jamieson et al.’s (2005) study illustrates a possible design they used to evaluate the
Longman English Online (LEO 3) during implementation. Chapelle’s (2001) six
criteria of CALL evaluation (language learning potential, learning focus, learner fit,
authenticity, positive impact, and practicality) were used to examine the materials
from the perspectives of the developer, teacher and the learners. Their scheme of data
elicitation included questionnaires, reflections, and interviews based on specific
evaluation questions for each criterion. The “numeric summaries (p. 32)” obtained
from test scores and questionnaire analysis were supplemented with interview and
guided reflection data. Conclusions were then reached about how LEO 3matched the
six criteria and how it was appreciated by this group of learners and the teacher. To
evaluate teacher developed reading materials while used by learners, Derbel (2001)
resorted to a screen capturing software (Camtasia) to observe the learners’ “navi-
gation paths” and “look-up behaviour” which were later corroborated with the
self-reporting data obtained from learners by means of a stimulated recall protocol.
Strengths and weaknesses of the materials and design options were revealed and
juxtaposed with the teacher’s pedagogical intent.

Another evaluation study reflecting the shift is Lan et al.’s (2013) action research
study focusing on a proposed mobile-supported cooperative reading system. Their
design reflected an attempt to bridge evaluation and pedagogical concerns by
incorporating formative and summative evaluation within a two-loop action
research cycle. They collected data before and while teaching, followed by repair
cycles of the system’s functions and interface. The teachers taught two units and
administered pre- and post-tests to measure their students’ attitudes examined along
five dimensions of the interface and functions of the system.

Evaluation work of teacher practices is also a possible focus. To trace and
construct the learning processes of teachers making the transition from traditional
teaching to teaching with interactive whiteboards, learning objects and network
links, Hedberg (2011), for example, developed the “concerns-based adoption
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model” (p. 4) by drawing on the literature on teacher acceptance of innovation and
was able to trace the teachers’ learning curves and changes in their pedagogy with
the whiteboard from the narratives he collected over the semester. He was also able
to determine the factors shaping the quality and pace of their learning to teach with
the interactive whiteboard and learning objects. This study design reflects a shift in
focus from the technology itself to the teacher implementing it. Similarly, Starkey
(2011) developed “the digital age learning matrix” (p. 24) as a research tool to
evaluate how digitally-able beginning teachers taught lessons using digital tech-
nologies. He used the matrix as a reference to evaluate whether the teachers’
practice is aligned with the principles of constructivism (taken to be the learning
theory compatible with the requirements of 21st century digital learning).

The studies reviewed so far indicate that there are generally two perspectives:
The psychometric type and the more interpretative type. A note of caution is due,
however. It has been pointed out earlier that experimental designs fell out of favour
in the 1980s and 1990s among teachers interested in process research but
meta-analyses and reviews of research focusing on impact/effect of ICT on learning
indicate that this research tradition has not been abandoned (Cox & Marshall, 2007;
Liu et al., 2003; Ting, 2005). Despite the detected methodological “flaws” and
shortcomings in a big number of studies which did not qualify for inclusion, these
authors merely call for the sharpening of the research practices by collecting more
in-depth data and increasing the length of time spent in the field (i.e., carry lon-
gitudinal studies). Felix (2008) praises Allum (2004) and Nutta et al. (2002) for
incorporating delayed post-tests and self-reporting data to measure learners’ atti-
tudes towards computers and school subjects. Liu et al. (2003) mention Brett (1997)
who compared multimedia technology and simple audio and video equivalents to
prove the superiority of multimedia CALL. There must be new concerns for
researchers who find themselves working with the Web 2.0 generation and facing
new challenges. I outline the following observed trends.

Greenhow et al. (2009) note that the most prominent change consists in the
broadening of the conceptualization of “classroom” and that “[t]oday learners have
more choices about how and where to spend their learning time (e.g., in online
settings or in private, public, or home school options) than they did 10 years ago”
(p. 247). Therefore, to recall part of the question I am asking in this paper (“where
to look?”), it seems that any attempt to evaluate the use of Web 2.0 tools (e.g.,
social networks, media sharing, blogs, etc.) will imply data collection from different
electronic and physical spaces. More innovative data collection methodologies (also
outlined by Goodwin-Jones, 2011) are emerging to evaluate learning in Web 2.0.
like web surveys, digital photography and movies, voice recognition tools, and
more powerful data aggregation tools.

Evaluating learning in Web 2.0 can be guided by questions about the learning
opportunities (e.g., creation of content), the role(s) teachers play in the process
considering the open-endedness of virtual spaces, the education value of learners’
participation in Web 2.0 and how they bridge the learning opportunities in different
spaces (in and out-of-school and on social networks). Currently, researchers started
to dispute the impact of mobile technologies and constant internet connectivity on
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academic performance. Researchers are asking whether new working styles are
developing and whether these are conflicting with the learning objectives proposed
by teachers. For example, Rosen, Carrier, and Cheever (2013) attempted to assess
the level of distraction during task performance and Lepp, Barkley, and Karpinski
(2015) whether learners are able to self-regulate to resist the distraction. Thus, they
are seeking through their work to reach answers and clarifications about the
opportunities and the risks for academic performance. Other researchers are more
positive in their outlook to the use of mobile phones in L2 learning. Burston (2015),
for instance, singles out Chen, Chang, Lin, and Yu (2009), Liu (2009) and Tai
(2012) as exemplifying the use of mobile phones in communicatively-oriented
activities. Therefore, it appears that more up-to-date methodologies are not nec-
essarily being used with recent technological innovations.

Evaluation work can help make the case for technology use in language edu-
cation; i.e., establish benefits, gains in achievement, learning potential associated
with a particular situation of ICT-supported teaching. Evaluation can lead to better
understanding of the processes facilitated by the introduction of an ICT tool and
how it contributes to language learning. More informative evaluations are the ones
which yield thorough descriptions of the tools used, level of learners involved, the
relevance for the curriculum or lesson, the support mechanisms, and the learning
theory embedded in the materials and implemented by the teacher. Based on the
discussion in the previous sections, what is known today has been made possible by
revising the methodologies used and especially by theorizing from the ground
naturally occurring teaching (Guba, 1981) with the involvement of the main actors
in the research process. The ultimate goal of evaluation is to provide answers and
give clarifications about the use of ICTs where “mixed feelings” about their worth
are shared among funders, administrators and/or teachers and parents. Evaluation
studies can also reach unintended, unexpected or conflicting results (Felix, 2008).

4 Recommendations for Future Research

In the beginning of this paper, I had hoped that the analysis would lead to providing
guidelines for novice teachers they can use as points of departure for the design of
evaluation studies that tap into the implementation of ICT-supported
teaching/learning in the MENA region. I will start from my understanding of my
own context in Tunisia and hope that readers in the region can establish parallels
relevant to their own contexts. What has been done on the issue of ICT use in
education in Tunisia is somewhat patchy. Much of it has not been documented even
though a good number of teachers I know have been trying ideas for a number of
years and some are quite advanced technology users. Moreover, little information is
available on the official policy related to ICT use in education. A report by Hamdy
(2007) included a listing of the state-led projects and policy decisions from 2001
upwards focusing on the introduction of ICT as a compulsory subject in schools.
Another book by Chabchoub and Bouraoui (2004) included elements of the story of
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state policy such as the Family Computer project in 2000 or background to the
creation of the Virtual University of Tunis (UVT) in 2002 and subsequent plan(s) to
“digitize” 20 % of the courses at university by 2006–2007. UVT has now made
strides into course development according to the information on their websites
(number of courses online) and has put in place a teacher training program for
tutors. Moreover, Master’s level research studies are relatively few (Ben Gayed,
2007; Ben Hammed, 2012; Charfi, 2010; Klibi, 2014; Lachheb, 2013) and gener-
ally focused on “effects,” “motivation” and “hurdles and obstacles”. Therefore,
there is a lot left to explore about actual implementation.

As this chapter is meant to guide researchers interested in evaluating ICT use in
educational contexts, it is important to remind them that research methodology is a
set of options and solutions to assist them in finding answers to their questions.
Therefore, if research students (or practitioners for that matter) are interested in
exploring the “worth” or “outcome” of applying a software, using an authoring tool,
or adopting a social network platform in their own school, they can find guidance in
these reviews. Other possible studies of the evaluation type can be, for instance,
conceived to answer a question like: “What happens when learners perform a
writing task on a class blog?” The researcher can resort to digital data recording
(using an outside camera focusing on learners and a “tracking” software focusing
on what happens inside the computer) collected during the performance of the
writing task. The operational data can be transcribed and coded according to a
system which is likely to serve the researcher’s purpose (see Chapelle, 2003;
Derbel, 2001; Jamieson & Chapelle, 1987). Such rich data can help uncover
on-task/off-task behaviour, strategies for task completion, the teacher’s
role/presence (if the teacher is involved), and online/offline dialogue with peers and
teacher (whether instances of negotiation of meaning and request for help do occur).
Taken together, these details can help researchers in the process of interpretation
(relying on an appropriate theoretical framework) in order to make inferences and
reach conclusions about the quality of the learning experiences (the aim of the
evaluation). In the end, the results should contribute to clarifying how blogging can
be considered a “good” or “beneficial” way of teaching writing supported by evi-
dence from the data. The following sections are suggestions for possible studies to
evaluate ICT use in language education.

I begin by suggesting that evaluation studies focus on ICT-supported teaching of
the traditional language skills (listening, speaking, reading and writing). The
research design should be powerful enough to capture the intricacies of the situa-
tion. A mixture of process and product data and examine them drawing on theo-
retical models, (e.g., Goodman’s (1968) interactive reading model), to design and
determine the quality of the instruction and learning experiences. Focus can be on
task variation, diversification of the reading resources, individual learning strate-
gies, or group dynamics. Second, the object of the evaluation can be a specific ICT
tool and its application to teach learners of different ages or of different special-
izations (e.g., medical doctors). A third area can be based on Greenhow et al.’s
(2009, p. 250) suggestion to study modes of self-expression (e.g., when learners
produce digital content by means of a specific authoring tool) and using it to
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communicate in various learning spaces in both formal and informal settings. I have
learnt when invited to a Tech Age Teachers’ meeting in 2014 (see https://www.irex.
org/projects/tech-age-teachers-tunisia) that teachers across sectors and levels are
being trained to integrate technology in their teaching and are out there creating
teaching/testing materials, class websites, blogs and wikis. A multiple case study of
these teachers will be of interest and a good starting point for the appraisal of the
philosophy of empowering teachers with technological know-how and their expe-
rience with incorporating technology in their teaching in natural settings (Guba,
1981). Finally, but not exclusively, researchers/teachers can evaluate attempts to
blend face-to-face teaching with online collaboration projects on social networks
with a special emphasis on the process and product. Chapelle’s (2003, p. 110)
advice about generating CALL text from CMC exchanges can be extended to the
new electronic tools and spaces teachers are using today.

5 Conclusion

I have, in this chapter, discussed evaluation as a concept and illustrated how it was
used to appraise attempts to implement ICT-supported teaching. I have argued that
evaluation can be conceptualized differently and that methodologies have to be
compatible with the questions asked and explained that to this day researchers
continue to look for answers about the value of technology use for learning but
methodologies evolved over the decades as researchers grappled with the questions
(Bax, 2003; Chapelle, 2003; Dudeney & Hockly, 2012; Levy, 1997). Theories,
conceptual frameworks and analytical tools from already established fields have
proven useful (Chapelle, 2003; Liu et al., 2003). However, completely innovative
practices may be needed to match the nature of evolving uses and practices and
concerns (Greenhow et al., 2009; Goodwin-Jones 2011; Starkey, 2011). I will end
with Levy’s remark about CALL research in 1990s: “(…), evaluation is crucial if
CALL is not to be entirely technology-led, and if we are to identify and build upon
prior successes” (p. 41). In Tunisia, for instance, teacher educators and practitioners
are cast in the role of recipients of training in technological skills with no research
activity to follow up implementation and teacher mediation. The research I am
suggesting can help bring into focus the role of teachers in ICT use in language
education.
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