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Preface

This book provides a unique and comprehensive overview of state-of-the-art
understanding of the molecular and nanoscale processes that play important roles in
ion-beam cancer therapy. It covers experimental design and methodology, and
reviews the theoretical understanding of the processes involved. It offers the reader
an opportunity to learn from a coherent approach about the physics, chemistry and
biology relevant to ion-beam cancer therapy, a growing field of important medical
application worldwide. The book describes phenomena occurring on different time,
spatial and energy scales relevant to the radiation damage of biological targets and
ion-beam cancer therapy from the molecular (nano) scale up to the macroscopic
level. It illustrates how ion-beam therapy offers the possibility of excellent dose
localization for treatment of malignant tumours, minimizing radiation damage in
normal tissue whilst maximizing cell-killing within the tumour, offering a significant
development in cancer therapy. The full potential of such therapy can only be
realized through the understanding of the physical, chemical and biological mech-
anisms, on a range of time and space scales that lead to cell death under ion irra-
diation. This book describes how the recently developed multiscale approach,
unifying all the experimental and theoretical expertise available in the field, leads to
greater insight at the nanoscopic and molecular level into radiation damage of bio-
logical targets induced by ion impact. The book is intended for the master and Ph.D.
students and specialists in the areas of physics, chemistry, biology and medicine
related to ion-beam therapy, radiation protection, biophysics, radiation nanophysics
and chemistry, atomic and molecular physics, condensed matter physics, and the
physics of interaction of charged particles with matter. The most important features
and benefits of the book are in the systematic description of the inclusive multiscale
approach for the description of complex and highly interdisciplinary processes
behind the ion-beam cancer therapy and its key components. This theoretical
approach, being stretched from the atomistic level up to the biological scale, is
demonstrated to be in the excellent agreement with experimental observations.

Ion-beam cancer therapy (IBCT, or hadron therapy) represents an effective
method for providing high-dose delivery into tumours, thereby maximizing
the probability of killing the cancer cells whilst simultaneously minimizing the
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radiation damage to surrounding healthy tissue [1–3]. Despite its high cost,
proton-beam therapy is widely spread around the world with over 65 operational
centres1. In ten European and Asian centres, patients are irradiated with carbon
ions. Nonetheless, the full potential of these therapies can only be realized by
achieving a better understanding of physical, chemical and biological mechanisms,
over a range of time and space scales, that lead to cell inactivation under ion
radiation.

The damaging effect of ionizing radiation has been known for many years. It has
been commonly accepted that high-energy tracks formed by α, β, and γ radiation
and atomic ions ionize cell components along the track, thereby leading to various
dissociation channels and to the formation of damaging radicals. This has led to
intensive research on the study of the mechanisms for the formation of such radicals
and the fragmentation pattern of biomolecules by photons, electrons and ions. Such
fundamental data underpins the study of radiation protection and the development
of biomedical uses of different radiation, generally called radiotherapy, for treat-
ment, of tumoural diseases in particular. The next generation of radiotherapy may
be based on hadron therapy [4] and in particular ion-beam therapy. To date the
development of ion-beam therapy has been based on empirical rather than phe-
nomenological or ab initio scientific methods [5]. The emergence of the “RADAM”
[5] and then “NanoIBCT” [6] communities has played an important role in
attracting physicists, chemists and biologists into the field to tackle a plethora of
scientific questions raised by the technological advances in this field.

The majority of biological effects of ion beams are associated with the process of
ionization of the medium by traversing ions. It is commonly accepted that sec-
ondary electrons, ejected by ionization, are mainly responsible for DNA damage,
either breaking the DNA strands directly, or reacting with molecules of tissue,
producing free radicals and other reactive species. Macroscopically, the advantages
of using ion beams compared to photons are related to the presence of a Bragg peak
in the depth–dose distribution, where the production of secondary electrons is
maximized. This localizes irradiation effects deep in tissue thus increasing the
treatment efficiency and reducing side effects by sparing neighbouring healthy
tissue. However, the mechanisms involved in radiation damage at the nanoscale and
molecular level are still a subject of fundamental multidisciplinary research.

In 2010–2014, the European Concerted Research Action, COST Action
MP1002: “Nano-scale insights in ion beam cancer therapy (Nano-IBCT)” was
devoted to acquiring a deeper understanding of radiation-induced damage with ions
on the nanoscopic and molecular level [6]. This endeavour clustered around the
multiscale approach to the physics of radiation damage with ions [1, 7], designed to
achieve a quantitative understanding of the physical, chemical and biological effects
that take place on a wide range of spatial, temporal and energy scales. The COST
Action combined European experimental and theoretical expertise in several topics
including nuclear reactions and electromagnetic processes during the propagation of

1As of May 2016 [4].
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ion beams in tissue, primary ionization in the medium (water and biological
molecules), direct damage and production of secondary species (secondary elec-
trons, radicals, holes), propagation of secondary species and their interaction with
DNA, and radiobiological scale effects.

Action was formally launched in December 2010 and since then has brought
together more than 300 experts from different disciplines (physics, chemistry,
biology, etc.) drawn from more than fifty different institutions including hadron
therapy centres and medical institutions. The Action also engaged with colleagues
working in countries outside the EU, including Canada, Australia, Japan, India,
China and the USA. Two-thirds of those participating were early-career researches
and a quarter were postgraduate students half of which were young female
researchers. The Action also supported more than 100 short-term scientific missions
between different institutions and countries, which resulted in more than 200
publications in high-impact journals. Within the framework of the COST Action
Nano-IBCT three major conferences (held in Caen, France October 2011,
Sopot, Poland May 2013 and Boppard, Germany 2013, see conference photos in
Figs. 1–3) and 12 workshops were organized. These conferences provided the
opportunity to review the progress in the field of radiation damage to biomolecular
systems and how such knowledge can be applied to the development of new cancer
therapies. For further details, see the Action’s website [6], the special issue of the
Journal of Physics: Conference Series [8], and the topical issues of the European
Physical Journal D: Atomic, Molecular, Optical and Plasma Physics [9, 10].

The main objective of the Action was to address the basic scientific questions
which underpin the nanoscopic and molecular mechanisms associated with
ion-beam cancer therapy. In particular, the following goals were pursued:

• Understanding the unique features of ion irradiation on the molecular level,
e.g. site and bond selectivity, clustered damage, local temperature and chemical
effects. Some of the open questions are related to the ratio of direct/indirect
damage, the mechanisms leading to double strand break (single- or multiple
electron-induced fragmentation) and the elucidation of possible lethal effects
that are not present during photon irradiation.

• To establish comprehensive databases of recommended values for all the major
processes involved in IBCT: ion and electron interaction cross sections, energy
loss in biologically relevant systems, etc. This objective implies an important
experimental and theoretical effort to determine differential and integral cross
sections, both elastic and inelastic, for low incident energies.

• To yield a quantitative prediction of dose distribution and molecular damage
generated by the passage of ions through cells, for example determining the rate
and type of DNA single and double strand breaks, as well as complex damage
sites.

• To develop a multiscale approach for the quantitative analysis of radiobiological
effects and therapy planning, tested at different levels with experiments; also
including reliable estimates of the relative biological effectiveness (RBE) for
different ions.
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Fig. 1 Conference photo, 1st
Nano-IBCT Conference, 2–6
October, 2011, Caen, France
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Fig. 2 Conference photo,
2nd Nano-IBCT Conference,
20–24 May, 2013, Sopot,
Poland

Preface ix



Fig. 3 Conference photo, 3rd Nano-IBCT Conference, 27–31 October, 2014, Boppard, Germany
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• To develop a new low-energy particle track simulation method based on the
distribution functions derived from evaluated experimental and theoretical cross
sectional data and energy loss providing information on energy distribution and
induced damage at the molecular level.

The COST Action was organized through five Working Groups (WGs) each
dedicated to a specific topic. WG1: Ion propagation, WG2: Primary ionization in
the medium, direct damage and production of secondary species, WG3:
Propagation of secondary species, WG4: Electron attack on DNA, WG5:
Radiobiological scale effects. These working groups form the pillars upon which
the research plan for a multiscale approach to the physics of ion-beam cancer
therapy was based [1].

This book summarizes the main research achievements of the COST Action
Nano-IBCT. It provides a comprehensive overview of state-of-the-art understand-
ing of the molecular and nanoscale processes that play significant role in ion-beam
cancer therapy. It covers experimental design and methodology, and reviews the
theoretical understanding of the processes involved. It is based on the reviews
written by the teams of experts devoted to the essential aspects of the multiscale
scenario of the complex cascade of physical, chemical and biological processes
involved into the ion-beam cancer therapy [1]. The topics of the reviews and their
interrelationship arise naturally from the action aims, its research and organizational
structure, as well as from the follow-up research developments.

Chapter “Multiscale Physics of Ion-Beam Cancer Therapy” by E. Surdutovich
and A.V. Solov’yov is the most comprehensive review of the multiscale approach
to the physics of radiation damage with ions. The approach allows one to predict
survival probabilities for cells irradiated with ions based on the series of phenomena
that take place on a variety of scales in time, space, and energy. The scenario of
biodamage starting from ion entering tissue is the basis for an analytic synthesis of
microscopic effects that comprise the macroscopic coefficients of the
linear-quadratic model describing survival probabilities. The latter are calculated for
both aerobic and hypoxic conditions at a variety of linear energy transfers. The
oxygen enhancement ratio is obtained as a byproduct of these calculations. The
calculated survival curves are compared with experiments on different cell lines and
ready for medical applications.

Chapter “Propagation of Swift Protons in Liquid Water and Generation of
Secondary Electrons in Biomaterials” by P. de Vera, R. Garcia-Molina, and I. Abril
introduces a proper description of the propagation of a swift proton beam through
biomaterials, accounting for the energy deposited as well as the geometrical evo-
lution of the beam as a function of the target depth and nature, that is a crucial issue
in proton therapy. For this purpose, simulation is a very adequate tool, since the
most relevant interactions that take place between the projectile and the target
constituents (electrons and nuclei) can be conveniently accounted for in a controlled
manner. For this purpose, in this chapter an overview and relevant results for
hadron therapy are presented which were obtained using the code SEICS
(Simulation of Energetic Ions and Clusters through Solids). This approach
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combines Monte Carlo and molecular dynamics, to follow in detail the motion and
energy deposition of swift protons through targets of hadron therapeutic interest,
mainly liquid water. The main interactions considered in our study are of elastic
nature (affecting mainly the projectiles direction) and inelastic processes (leading to
either nuclear reactions or electronic energy loss). The performance of the code, as
well as the quality of its main input, namely the stopping force for proton beams in
liquid water (which is the main tissue constituent), are benchmarked by comparing
the results of the simulations with available experimental proton energy spectra as a
function of the detection angle after traversing a micrometric water jet. The
excellent agreement with experiments validates the SEICS code, which can be used
then to study several problems of interest for proton therapy, including the calcu-
lation of depth−dose curves and lateral dose profiles, the energy evolution of the
proton beam along the target, as well as the production of secondary electrons at the
Bragg peak in relevant biomaterials.

Chapter “Monte Carlo-Based Modeling of Secondary Particle Tracks Generated
by Intermediate- and Low-energy Protons in Water” by A. Verkhovtsev, P. Arce,
A. Munoz, F. Blanco, and G. Garcia gives an overview of recent developments in
the Monte Carlo-based modelling of the interaction of ionizing radiation with
biologically relevant systems. Several track structure codes, such as Geant
(GEometry ANd Tracking), Geant4-DNA and LEPTS (Low-Energy Particle Track
Simulation), are described. Main features, areas of application and current limita-
tions of each tool are discussed. A special attention is focused on the energy range
covered by primary and secondary charged particles and on the type of interactions
included in the simulation. A recent development of LEPTS is presented, aimed at
the simulation of full slowing down of protons in water together with all molecular
processes involving particles. The utilized approach allows one to study radiation
effects on the nanoscale in terms of the number and the type of induced molecular
processes. Development of new tools for the simulation of biologically relevant
materials opens the way for a more realistic, physically meaningful description of
radiation damage in living tissue.

Chapter “Ion Collisions with Biomolecules and Biomolecular Clusters” by
P. Rousseau and B.A. Huber describes the recent progress which has been made in
experimental studies of ion collisions with biomolecular systems, either in form of
isolated biomolecules in the gas phase or as clusters containing up to several tens of
biomolecules. Most of the work has been performed with projectiles which play an
important role in ion beam cancer therapy applications as protons or multiply
charged ions of carbon and oxygen. The biomolecular targets are characterized by
an increasing complexity and include water molecules, nucleobases, nucleosides
and nucleotides, as well as amino acids and protein segments. Other complex
targets are heterogeneous clusters containing biomolecular systems which are
embedded in a water environment. After an introduction to ion–molecule collisions
using C60 fullerene as a model system, ionization and charge transfer processes as
well as ion-induced fragmentation studies are reviewed. Finally the effect of the
environment considering clusters of biomolecules including hydrated systems is
discussed.
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Chapter “Dissociative Electron Attachment to Biomolecules” by I. Bald,
R. Curik, J. Kopyra, and M. Tarana discusses the biomolecular damage caused by
reactions induced by low-energy electrons (<20 eV). In this energy regime electrons
can efficiently decompose molecules such as DNA or DNA building blocks by
Dissociative Electron Attachment (DEA). Experiments on single DNA building
blocks have been performed in the gas phase revealing that DEA can proceed with
remarkable site selectivity. Low-energy electron-induced DNA strand breakage is
typically investigated using plasmid DNA in the condensed phase. Very recently, a
pronounced dependence of electron-induced DNA strand breakage on the nucleo-
tide sequence was found using different experimental approaches suggesting that at
least part of the observed strand breaks are due to initial electron attachment to the
nucleobases. Currently, a strong research focus is on the fundamental understanding
of DEA to therapeutically administered radiosensitizers. In the near future DEA to
novel potential radiosensitizers will be explored, and the electron-induced damage
of biomolecules within complex environments has to be investigated. Considerable
attention has been paid to the theoretical research of the DEA in the context of the
DNA damage. With respect to this, the theoretical part of the chapter reviews all the
computational approaches that have been used to study DEA to biomolecules over
the last decade. These approaches are divided into two classes. The first class
consists of electronic structure methods studying the transient negative ions formed
by electrons captured by the neutral building blocks of the DNA. Approaches
dealing with the complicated nuclear dynamics of the DEA to biomolecules form
the second class explored in this chapter.

Chapter “Photoprocesses with Biomolecules in the Gas Phase” by P. Bolognesi
and L. Avaldi reviews the basic processes in molecules of biological interest
induced by the absorption of VUV and soft X-rays. The study of excitation, ion-
ization and dissociation in the gas phase on the one hand provides detailed infor-
mation on the electronic structure and geometry that determine the functioning
of these molecules in macroscopic systems and, on the other hand, sheds light on
the microscopic effects of radiation damage in living cells.

Chapter “Irradiation-Induced Processes with Atomic Clusters and Nanoparticles”
by A. Verkhovtsev, A.V. Korol, and A.V. Solov’yov gives an overview of theoret-
ical and computational studies of physical phenomena manifesting themselves in
photon, electron and ion collisions with atomic clusters and nanoparticles (NPs). The
emphasis is made on ion and electron scattering as well as photoabsorption of metal
NPs which are of current interest in application in cancer treatments with ionizing
radiation. Although the number of reports on dose enhancement and radio sensiti-
zation due to metal NPs has been rapidly increasing during the past years, physical
mechanisms of enhanced production of secondary electrons and reactive species due
to sensitizing NPs are still a debated issue and require thorough investigation. In this
chapter the essential role of collective electron excitations in the formation of
electron emission spectra of metal clusters and NPs is elucidated. These effects
appear also in other types of nanoscale systems, such as carbon-based NPs.
A number of recent Monte Carlo-based studies devoted to the investigation of
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radiosensitization and dose enhancement effects for proton irradiation combined
with metal NPs are also briefly discussed.

Chapter “On the Quantum Description of Irradiation Dynamics in Systems of
Biological Relevance” by P.M. Dinh, L. Bouessel du Bourg, C.-Z. Gao, Bin Gu,
L. Lacombe, M. McAllister, M. Smyth, G. Tribello, M. Vincendon, J. Kohanoff,
P.-G. Reinhard, L. Sanche, and E. Suraud discusses the two main products of
ionizing radiation in biological tissues, namely electrons and radicals. Numerous
secondary electrons are generated by ionization in the molecules in the vicinity of
DNA and are produced with a mean energy about 10 eV. These low-energy
electrons can lead to DNA strand breaks via dissociative electron attachment and
other mechanisms. The modelling of these phenomena requires, on the one hand, an
explicit quantum description of the electrons of the target molecule (typically, a
subunit of a DNA strand), and on the other hand, a realistic account of the DNA
environment. This chapter reviews theoretical and computational approaches that
have allowed studies of electron dynamics (excitation, ionization, transport and
localization) in systems of biological interest.

Chapter “Multiscale Modelling of Molecular Processes for Biomedical and
Nanotechnology Applications with MBN Explorer” by A.V. Solov’yov introduces
MesoBioNano Explorer (MBN Explorer), a software package for the advanced
multiscale simulations of complex molecular structure and dynamics and highlights
some of its biomedical and nanotechnology applications. MBN Explorer has many
unique features, a wide range of applications in Physics, Chemistry, Biology,
Material Science, and in related Industries. It is suitable for classical molecular
dynamics, Monte Carlo and relativistic dynamics simulations of a large range of
molecular systems of different kind, such as nano- and biological systems,
nanostructured materials, composite/hybrid materials, gases, liquids, solids and
various interfaces, with the sizes ranging from atomic to mesoscopic. MBN
Explorer can be exploited together with MBN Studio, a specially developed
graphical user interface, visualizer, and analytic toolkit.

Chapter “Thermo-Mechanical Damage of Biomolecules Under Ion-Beam
Radiation” by P. de Vera, N.J. Mason, E. Surdutovich, and A.V. Solov’yov
reviews the recent studies of new pathways of the ion-induced radiation damage.
The prediction of the relative biological effectiveness of ion beams requires the
quantification of all the biomolecular damage processes involved in the interaction
of energetic ions with biological media. Traditionally, the damage pathways have
been classified as direct or indirect, the former being related to the direct action
of the secondary electrons produced along the ion path with DNA molecules, while
the latter are referred to the damage produced by the other chemical species gen-
erated, mainly free radicals. However, the development over the last years of the
multiscale approach to ion-beam cancer therapy has revealed the contribution of a
new damage mechanism, not present in conventional therapy with photons or
electrons: the thermo-mechanical DNA damage arising from the development of
shock waves on the nanometer scale around the swift ion path. The present chapter
explains the theoretical framework in which this effect is predicted and reviews the
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work performed over the last years to try to understand the role of this damage
pathway in the mechanisms of ion-beam cancer therapy.

Chapter “Predictive Assessment of Biological Damage Due to Ion Beams” by
A. Verkhovtsev, E. Surdutovich, and A.V. Solov’yov presents recent achievements
in validation of the Multiscale Approach (MSA) to the physics of radiation damage
with ions. An analytical recipe for the assessment of biological damage, developed
using the phenomenon-based MSA, has been applied to numerous experiments,
where survival curves were obtained for different cells and irradiation conditions.
Contrary to other, in essence empirical methods for evaluation of macroscopic
effects of ionizing radiation, the MSA predicts the biodamage based on the physical
effects related to ionization of the medium, transport of secondary particles,
chemical interactions, thermo-mechanical pathways of biodamage, and heuristic
biological criteria for cell survival. An extensive comparison with experimental data
for cell survival probability demonstrates the validity of the MSA to predict the
macroscopic effects of ionizing radiation through an understanding of biological
damage at the nanoscale. The analysis performed allows us to conclude that the
biodamage can be accurately predicted in both aerobic and hypoxic conditions.
Therefore, we anticipate this method to give great impetus to the practical
improvement of ion-beam cancer therapy and the development of more efficient
treatment protocols.

Chapter “New Research in Ionizing Radiation and Nanoparticles: The ARGENT
Project” by M. Bolsa Ferruz, V. Ivošev, K. Haume, L. Ellis-Gibbings, A. Traore,
V. Thakare, S. Rosa, P. de Vera, V.-L. Tran, A. Mika, D. Boscolo, S. Grellet,
A. Verkhovtsev, B.A. Huber, K.T. Butterworth, K.M. Prise, F.J. Currell,
N.J. Mason, J. Golding, E. Scifoni, G. Garcia, F. Boschetti, F. Lux, O. Tillement,
C. Louis, K. Stokbro, A.V. Solov’yov, and S. Lacombe gives an overview of
ARGENT (Advanced Radiotherapy, Generated by Exploiting Nanoprocesses and
Technologies), an ongoing international Initial Training Network project, supported
by the European Commission. The project, bringing together world-leading
researchers in physics, medical physics, chemistry, and biology, aims to train 13
early-stage researchers whose research activities are linked to understanding and
exploiting the nanoscale processes that drive physical, chemical and biological
effects induced by ionizing radiation in the presence of radiosensitizing nanopar-
ticles. This research is at the forefront of current practices and involves many
experts from the respective scientific disciplines. In this chapter, the research topics
covered by the ARGENT project are briefly reviewed.

Chapter “Biophysics Modeling to Optimize Ion Beam Cancer Therapy” by
M. Beuve discusses the ion-beam cancer therapy (IBCT) and its optimization. The
optimization of treatments by IBCT relies on modelling to simulate the transport
of the incident ions (and the secondary particles) into patients, and, to predict the
biological effects induced by all these particles. Considering the complexity of
biological systems, multiscale approaches seem necessary to build the bridge
between the primary physical and chemicals events and the consequences for
patients both in healthy tissues and tumours. After a brief history of IBCT in
France, this chapter presents models used to estimate the probability of tumour
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control by IBCT, showing the importance of predicting the survival of biological
cells to complex irradiation. Then, follows a presentation and analysis of models
predicting cell survival to irradiation with ions, including: the procedure developed
in Japan for cancer treatments with passive beams; the microdosimetry models
TDRA and MKM, and, the MMKM, a modified version of MKM used for active
beam in Japan; the Katz models and the LEM, which is presently used by the
European centres of therapy with carbon ions. Then, as perspectives, modelling
based on nanodosimetry are addressed with a focus on the NanOxTM model.

Chapter “Treatment Planning Systems and Hadron Therapy Practice in France”
by L. De Marzi, A. Patriarca, A. Mazal, J.-L. Habrand describes briefly the history
of particle therapy development in France and discusses the technical and clinical
aspects of proton-beam treatment planning, as many similarities exist between
proton and ion therapy. This chapter includes a summary of the physics and
approximations used in proton dose algorithms, including the impact of accelerator
and nozzle modelling, a description of conventional delivery approaches such as
passive scattering or pencil beam scanning, immobilization specificities and the
need for accurate imaging of patient geometry. The issues of neutron generation,
risk of second cancers, and radiobiological effectiveness (RBE) of protons will also
be discussed. As several of these aspects are common to proton and ion therapy,
one section of this chapter will be devoted to the differences between these tech-
niques, especially the biological effects of radiation. Finally, recent developments
and perspectives in the planning process will be presented.

Concluding, the COST Action Nano-IBCT played a very important role in the
foundation of a strong European Nano-IBCT community, which inherited and
broadened the traditions of the initial RADAM network. Ideas that emerged during
the Nano-IBCT COST Action led to many research collaborations including the
establishment of the current ARGENT programme exploring nanoparticles as
radiosenistizers (www.itn-argent.eu).
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Multiscale Physics of Ion-Beam Cancer
Therapy

Eugene Surdutovich and Andrey V. Solov’yov

Abstract This is the most comprehensive review of the multiscale approach to the
physics of radiation damage with ions. The approach allows one to predict survival
probabilities for cells irradiated with ions based on the series of phenomena that take
place on a variety of scales in time, space, and energy. The scenario of biodamage
starting from ion entering tissue is the basis for an analytic synthesis of micro-
scopic effects that comprise the macroscopic coefficients of the linear-quadratic
model describing survival probabilities. The latter are calculated for both aerobic
and hypoxic conditions at a variety of linear energy transfers. The oxygen enhance-
ment ratio is obtained as a byproduct of these calculations. The calculated survival
curves are compared with experiments on different cell lines and ready for medical
applications.

1 Introduction

The physics and chemistry of radiation damage caused by irradiation with protons
and heavier ions has recently become a subject of intense interest because of the
use of ion beams in cancer therapy [1–5]. Ion-beam cancer therapy (IBCT) was first
realised in the 1950s as proton-beam therapy after being suggested by Robert R.Wil-
son in 1946 because of the favourable shape of the depth-dose distribution due to the
fundamental difference in the energy deposition profile between charged projectiles
and photons. For ions, this shape is characterised by the Bragg peak, which is a sharp
maximum in the dose deposition close to the end of their trajectories. This peak cor-
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responds to the peak in the linear energy transfer (LET) and we will refer to the latter
as the Bragg peak. Due to this key feature, IBCT allows a delivery of high doses
into tumours, maximising cancer cell destruction, and simultaneously minimising
the radiation damage to surrounding healthy tissue. The effectiveness of radiation
with ions depends on the choice of ions; it can be described by three factors: the
peak value of LET, the proximal plateau value of LET, and the size of a tail distal
to the peak. Since the LET is proportional to the square of charge of the projectile,
ions heavier than protons are expected to be more effective; however, the increase
of LET in the plateau region and the increasing size of the tail hinder the usage of
heavier ions and, as a result, carbon ions, besides protons, are the most clinically
used modality [3, 4]. Despite its high cost, proton-beam therapy is widely spread
around the world with over 60 operational centres.1 More proton centres are under
construction. Although heavy ion therapy was adopted in the 1990s, there are only 10
clinical centres (in China, Germany, Italy, and Japan) where carbon ions are used [6].

The Bragg peak occurs because the inelastic cross sections of interactions of
projectiles with the molecules of the medium increase up to the maximum values as
the speed of the projectile decreases. As a result, the deposition of destructive energy
to the tissue per unit length of the ion’s path is maximised within 1mm of the ion’s
trajectory. The location of the Bragg peak depends on the initial energy of the ions.
Typical depths for carbon ions (in liquid water representing tissue) range from about
2.5 to 28cm as the initial energy ranges from 100 to 430 MeV/u [4, 7–11]. Hence, a
deeply-seated tumour can be scanned with a well-focused pencil beam of ions with
minimal lateral scattering.

Over the past 20years, technological and clinical advances of IBCT have devel-
oped more rapidly than the understanding of radiation damage with ions. Although
an empirical approach has produced exciting results for thousands of patients thus far,
many questions concerning the mechanisms involved in radiation damage with ions
remain open and the fundamental quantitative scientific knowledge of the involved
physical, chemical, and biological effects is, to a significant extent, missing. Indeed,
the series of works that elucidated the importance of low-energy (below ionisation
threshold) electrons appeared in ca. 2000, while the treatment of patients at GSI2

started in 1997. The dominant molecular mechanism of a double strand break (DSB),
the most important DNA lesion [12, 13], still remains unknown. Even the signifi-
cance of the relation of DNA damage (including DSBs) compared to the damage
of other cellular components to the cell inactivation or sterilisation is not entirely
clear. This list can be continued. Besides IBCT, the mechanisms of biodamage due
to irradiation with heavy ions have attracted attention in regards to radioprotection
from galactic cosmic rays, especially during potential long-term space missions [4].

Over many decades of using radiation with photons, vast data relating the radi-
ation damage to deposited dose were accumulated. These data are currently used
to describe the biological damage due to ions [4]. Nonetheless, there are substan-
tial qualitative and quantitative differences between the effects of ions and photons

1As of March 2016 [6].
2Gesellschaft für Schwerionenforschung, Darmstadt, Germany.
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on tissue. The first difference is in the localisation of the dose distribution for ions
distinguished from the mostly uniform dose distribution for photons. This feature
reveals itself longitudinally (along the ion’s path) as the Bragg peak. Radially (with
respect to the ion’s path) it shows up as the sharply decreasing (within several tens
of nm) radial dose distribution, while the average distance between adjacent ions in
clinically used beams are several hundreds of nm.

The second difference is a consequence of the first. Secondary particles such as
electrons, free radicals, etc., produced as a result of the interaction (ionisation and
excitation) of ionswith themedium, emerge at the location of the Bragg peak inmuch
larger number densities than those produced by photons, and their distribution is also
non-uniform. These secondary particles largely cause the biological damage, and in
order to assess the damage, it is important to distinguish the biological effects of the
locally deposited dose and the local number density of secondary particles. In other
words, the (radial) dose is not the only characteristic that determines the biological
damage. For instance, clustered damage, deemed to be more lethal than isolated
damage, can be caused by several low-energy electrons, which are not associated
with a large dose deposition. This qualitatively and quantitatively changes the effect
of the radiation [1, 4, 14].

There are also differences in the chemical interactions related to a different balance
between free electrons, free radicals, and other agents for ions versus photons. These
differences, for example, affect the resistivity of cells to radiation and thus are quite
important for the assessment of radiation damage. Finally, the Bragg peak leads to
thermomechanical effects, which stem from the non-uniformity of the radial dose
deposition.

One of the most important questions in the foundation of science devoted to
radiation damage with ions is the question about molecular mechanisms leading to
DNA damage, or more generally, biodamage. While “whether the biodamage leads
to cell sterilisation?” is a biological question, the question about the mechanisms
of biomolecular damage belongs to the realms of physics and chemistry. The role
of low energy (sub-15 eV) electrons has been especially emphasised in Refs. [15–
18]. A number of quantum effects, such as dissociative electron attachment (DEA),
formation of electronic and phononic polarons, are discussed in the context of the
interaction of these electrons with biomolecules. DEA is deemed to be the leading
mechanism for DNA single strand breaks (SSBs) at low energies, while a number
of ideas, including the action of Auger electrons, in relation to the mechanism of
double strand breaks (DSBs) has been suggested [17, 19]. The Auger effect along
with intermolecular Coulombic decay (ICD) are discussed not only in relation to
the mechanism of DSBs, but also as important channels for production of secondary
electrons, especially in the presence of nanoparticles as sensitizers [20]. Still more
understanding is needed for the interaction of electrons of higher energies.

This chapter is devoted to the overviewof themain ideas of themultiscale approach
to the physics of radiation damage that has been designed with the goal of developing
knowledge about biodamage at the nanoscale and molecular level and finding the
relation between the characteristics of incident particles and the resultant biological
damage [1, 21]. This approach is unique in distinguishing essential phenomena
relevant to radiation damage at a given time, space, or energy scale and assessing
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the resultant damage based on these effects. The significance of understanding the
fundamental mechanisms of radiation damage in order to exploit this knowledge for
practical applications has inspired the European COSTAction [22], which supported
collaborations of physicists, chemists, and biologists, studying these phenomena
both theoretically and experimentally. Even though a number of questions remain
unanswered, at this point the goal of the multiscale approach has been achieved,
since the “big” picture of relation of physical effects to the biological consequences
has been painted.

The multiscale approach (MSA) was formulated and then elaborated upon, as dif-
ferent aspects of the scenario were added in a series of works [10, 11, 14, 21, 23–32].
Its name emphasizes the fact that important interactions involved in the scenario hap-
pen on a variety of temporal, spatial, and energy scales. Temporal and spatial scales
are schematically shown in Fig. 1 (adopted from Ref. [30]). Even though the name
of the approach emphasises these variety of scales, most of the methods devoted to
assessment of biological damage are multiscale as well [33–38]. What singles this
approach is its inclusiveness with respect to effects that happen on all scales relevant
to the radiation damage. From the very beginning, the approach was formulated as,
phenomenon-based and was aimed at elucidating the physical, chemical, or biologi-
cal effects that are important or dominating on each scale in time, space, and energy.
The practical goal of the MSA is the calculation of survival probabilities for cells
irradiated with ions. These survival probabilities are directly related to the relative
biological effectiveness (RBE) [3, 4, 39, 40], one of the key integral characteristics
of the effect of ions compared to that of photons. The RBE is defined as a ratio of
doses of photons and different projectiles leading to the same biological effect, such
as killing a given percentage of cells in an irradiated region. This is why the calcula-
tion of survival probabilities is so important. The path to the calculation of survival

Fig. 1 Features, processes,
and disciplines, associated
with radiation therapy shown
in a space-time diagram,
which shows approximate
temporal and spatial scales of
the phenomena. The history
from ionization/excitation to
biological effects on the
cellular level are shown in
the main figure and features
of ion propagation are shown
in the inset
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probabilities has beenmarked out in Ref. [30], but this is a recent Ref. [32], where the
calculations were successfully compared with a series of experiments and the linear-
quadratic model coefficients were calculated on the basis of the MSA. The oxygen
enhancement ratio (OER), which compares the biological action of given projectiles
to that at different aerobic or hypoxic conditions of irradiated targets, is calculated
as a byproduct since the survival probabilities are calculated at different conditions.3

This chapter is organised in the following way. Section 2 briefly discusses the
existing approaches to the calculation of RBE and explains the lack of satisfaction
with a style and tools used in these calculations that inspired the authors to think of a
different approach. In Sect. 3, the scenario of radiation damagewith ions is described.
Section4 is devoted to the ion’s transport in the medium. The secondary electron
production, discussed therein as well brings the reader to Sect. 5, where the transport
of secondary electrons and other reactive species is analysed and applied to targeting
biomolecules. Section6 explores thermomechanical effects, which play an important
role in the MSA. Section 7 is devoted to the evaluation of the probability for an
irradiated cell to survive based on the calculation of clusteredDNAdamage. First, the
probability of clustered lesions is calculated. Then a criterion forDNA lesion lethality
is introduced. Then the survival curves are calculated. This iswhere thewholeMSA is
synthesised into predictive quantitative scheme, which is later formulated as a recipe
for the assessment of radiation damage with ions. This is followed with conclusions.
The paper by and large discusses carbon ions as projectiles.However, there are several
exceptions. In Sect. 4.2.2 protons are discussed as projectiles, since the calculations
for carbon ions have not yet been accomplished. In Sect. 6, a wide variety of ions is
discussed since LET at the Bragg peak is used as a parameter. Finally, in Sects. 7.1
and 7.2, the examples of calculations are discussed for protons and α-particles in
order to compare these calculations with experiments.

2 Other Models for the Assessment of Radiation
Damage with Ions

The expertise for the assessment of radiation damage historically comes from the
times when x-rays (photons) were used as the only projectiles. For x-rays, the dose
distribution is practically uniform. Therefore, it is not accidental that the dose has
been chosen as the main parameter for prediction of radiation damage. Treatment
plans have to deliver certain doses to certain locations in order to achieve the desired
results.4

A survival curve is the dependence of the probability of cell survival on the
absorbed dose of radiation. On one side, it relates the goal with the means, i.e., it

3More detail on the OER calculations can be found in the Chapter by A.V. Verkhovtsev,
E. Surdutovich and A.V. Solov’yov
4The optimisation related to reducing dose deposition in healthy regions and treatment partitioning
is left aside.
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predicts the dose that is necessary in order to achieve cell deactivation with a desired
probability. On the other side, it allows comparing different modalities (photons,
protons, heavier ions, etc.) and thus allows one to optimize the choice of therapy.
This comparison is achieved via the calculation of the ratio of doses of different
projectiles necessary to achieve the same probability of cell survival. The ratio of
the dose due to photons to that for other projectiles is called the relative biological
effectiveness (RBE).

A vast majority, if not all, of other existing models that “calculate” the survival
curves are based on an empiric formula,

− lnΠs = αd + βd2, (1)

where d is the dose and α and β are coefficients. Several features of these curves have
been discussed, one of which is the ratio of α/β. If this ratio is large, the survival
curve is “steep” and more like a straight line; if it is small then it is a “shouldered”
curve. A series of models suggested since 1955 [33, 36, 39, 41–44] provided a
phenomenological explanation to this dependence and developed approaches to the
calculation of RBE. The coefficients α and β depend on the kind of cells, on the cell
cycle, on the access of oxygen to the irradiated cells and other factors.

For many practical purposes, an experimentally obtained curve, given by Eq. (1)
is sufficient information for the evaluation of radiation damage, and it has been
used for many years for treatment planning and optimization. Atomic or molecular
interactions are not mentioned in those models; these and more information are
hidden in the purely empirical coefficients α and β. Since the dose distribution
is uniform, it is possible to solve all practical problems without atomic/molecular
physics, since it brings up too many difficult questions involving interactions with
biomolecules that seem irrelevant as compared to the biological unknowns related
to repair mechanisms.

Particle projectiles change this picture. As was shown above, the dose distribu-
tion around each particle’s path is highly nonuniform. The track structure and the
consequent damage are much more complicated. A solution to this problem was
suggested by the Katz approach in which the radial dose distribution is calculated
and related to the inactivation of sub-cell-nucleus targets [45–48]. The quality fac-
tor of radiation was introduced in order to relate the survival curve parameters to a
given type of radiation, differentiating between track types, inactivation modes, the
structural complexity of targets, etc. The eventual goal of the Katz model was to cal-
culate the RBE. Nevertheless, the biological relation of the radial dose distribution
with the cell survival probability was done based on the survival curves for x-rays,
without analyzing particular physical processes. The empiric survival curves provide
the information such as characteristic γ -ray dose or coefficients α and β.

The Local Effect Model (LEM), developed at GSI, calculates the RBE assuming
that the biological effect of radiation is entirely determined by the spatial distribution
of the radial dose inside the cell nucleus. It relates the response of biological systems,
following ion irradiation, to the corresponding response after x-ray irradiation [4, 49].
Corrections for the quality of damage was included in a later version of the LEM [4].
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Thismodel operates on the schematic level using Eq. (1)with empirical coefficientsα

and β. The LEM solves technical problems related to the optimization of treatments,
leaving no place for ab initio approaches and physical, chemical, or biological effects
in general; even a consideration of DNA lesions such as DSBs were only included
in the LEM recently [50].

Most known approaches to the calculation ofRBE in a sense start from the survival
curve described using coefficients α, β, or other parameters such as characteristic
dose. Then they point at possible biological effects that can explain the described
features of the survival curves. Many of these approaches, such as microdosimetric-
kinetic model (MKM) [41, 42] or molecular models [39] are more mathematical (the
physics is defined by the words “dose” or “LET”).

The MSA takes the opposite direction. It starts from physics and chemistry and
moves in the direction of biological effects. The scenario of biodamage starting
from ion entering tissue is the basis for an analytic synthesis of microscopic effects
that comprise the macroscopic coefficients of the linear-quadratic model describing
survival probabilities. These calculations, discussed in Sect. 7.2, are now verified
experimentally [32] and demonstrate the fulfillment of the goal of relating the phys-
ical parameters to biological outcomes and completion of a microscopic theory.

3 Multiscale Scenario of Radiation Damage

Radiation damage due to ionizing radiation is initiated by the ions incident on tissue.
Initially, they have energy ranging from a few to hundreds of MeV. In the process
of propagation through tissue they lose their energy in the processes of ionization,
excitation, nuclear fragmentation, etc.Most of the energy loss of the ion is transferred
to tissue.5 Naturally, radiation damage is associated with this transferred energy, and
the dose (i.e., deposited energy density) is a common indicator for the assessment of
the damage [1, 4, 39]. The profile of the LET along the ion’s path is characterised
with a plateau followed by a sharp Bragg peak. The position of this peak depends
on the initial energy of the ion and marks the location of the maximum radiation
damage. In the process of radiation therapy, a tumour is being “scanned” with the
Bragg peak both laterally and longitudinally. The active longitudinal scanning is
achieved by changing of initial energy of projectiles, while passive is achieved by
using scatterers of variable thickness in front of the target6 in order to deposit a large
dose to the target and spare healthy tissues surrounding it.

However, the deposition of large doses in the vicinity of the Bragg peak does not
explain how the radiation damage occurs, since projectiles themselves only interact
with a few biomolecules along their trajectory and this direct damage is only a
small fraction of the overall damage. It is commonly understood that the secondary

5The only part that is not transferred is emitted as radiation. This part, in the case of ions interacting
with tissue, is deemed to be insignificant.
6The longitudinal scanning produces the so-called spread-out Bragg peak (SOBP).
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electrons and free radicals produced in the processes of ionization and excitation of
the medium with ions are largely responsible for the vast portion of the biodamage.

Secondary electrons are produced during a rather short time of 10−18–10−17 s
following the ion’s passage. The energy spectrum of these electrons has been exten-
sively discussed in the literature [10, 11, 51–53] and the main result (relevant for
this discussion) is that most secondary electrons have energy below 50 eV (more
than 80% for 0.3 MeV/u ions7) and only a few (less than 10% for 0.3 MeV/u-ions)
have energy higher than 100 eV. Moreover, this is true for a very large range of ion
energy. This has several important consequences. First, the ranges of propagation of
these electrons in tissue are rather small, around 10 nm [54]. Second, the angular
distribution of their velocities as they are ejected from their original host, and as they
scatter further, is largely uniform [35]; this allows one to consider their transport
using a random walk approach [14, 19, 21, 55, 56].

The next time scale 10−16–10−15 s corresponds to the propagation of secondary
electrons in tissue. These electrons (which start with about 45–50 eV energy) are
called ballistic. In liquid water, the mean free paths of elastically scattered and ion-
izing 50-eV electrons are about 0.43 and 3.5 nm, respectively [35]. This means that
they ionize a molecule after about seven elastic collisions, while the probability
of second ionization is small [10]. Thus, the secondary electrons are losing most
of their energy within first 20 collisions and this happens within 1–1.5 nm of the
ion’s path [28]. After that they continue propagating, elastically scattering with the
molecules of the medium until they get bound or solvated electrons are formed. It
is important to notice that these low energy electrons remain important agents for
biodamage since they can attach to biomolecules like DNA causing dissociation [18,
57]. The solvated electrons may play an important role in the damage scenario as
well [13, 58, 59].

Additionally, the energy lost by electrons during the previous stage in the processes
of ionization, excitation and electron-phonon interaction is transferred to themedium.
As a result of this relaxation, the medium within about a 1–1.5-nm cylinder (for ions
not heavier than iron) around the ion’s path becomes very hot [25, 28]. This cylinder
is referred to as the hot cylinder. The pressure inside this cylinder increases by a
factor of about 103 compared to the pressure in the medium outside the cylinder.
This pressure builds up by about 10−14–10−13 s and it is a source of a cylindrical
shock wave [27]. This shock wave propagates through the medium for about 10−13–
10−11 s. Its relevance to the biodamage is as follows. If the shock wave is strong
enough (the strength depends on the distance from the ion’s path and the LET), it
may inflict damage directly by breaking covalent bonds in a DNA molecule [28].
Besides, the radial collective motion that takes place during this time is instrumental
in propagating the highly reactive species such as hydroxyl radicals, just formed
solvated electrons, etc. to a larger radial distance (up to tens of nm) thus increasing
the area of an ion’s impact.

The assessment of the primary damage to DNA molecules and other parts of
cells due to the above effects is done within the MSA. This damage happens within

7This value corresponds to the kinetic energy of ions near the Bragg peak.
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10−5 s from the ion’s passage and consists of various lesions on DNA and other
biomolecules. Some of these lesions may be repaired by the living system, but some
may not and the latter may lead to cell sterilisation. The scenario described above is
illustrated in Fig. 2 (adopted from Refs. [30, 60]).

Fig. 2 The scenario of biological damagewith ions. Ion propagation endswith a Bragg peak, shown
in the top right corner. A segment of the track at the Bragg peak is shown in more detail. Secondary
electrons and radicals propagate away from the ion’s path damaging biomolecules (central circle).
They transfer the energy to the mediumwithin the hot cylinder. This results in the rapid temperature
and pressure increase inside this cylinder. The shock wave (shown in the expanding cylinder) due
to this pressure increase may damage biomolecules by stress (left circle), but it also effectively
propagates reactive species, such as radicals and solvated electrons to larger distances (right circle).
A living cell responds to all shown DNA damage by creating foci (visible in the stained cells), in
which enzymes attempt to repair the induced lesions. If these efforts are unsuccessful, the cell dies;
an apoptotic cell is shown in the lower right corner
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4 Propagation of Ions in Tissue and Primary Ionization
of the Medium

4.1 The Main Characteristics of Ion’s Propagation
in the Medium

The scenario starts with the traverse of an ion through tissue. Ions enter the medium
with a sub-relativistic energy (for therapy, the carbon ion energy ranges through
100–420 MeV/u and the proton energy can be up to 250 MeV, while the ions of
galactic cosmic rays are much more energetic). Then, the ions lose energy propagat-
ing in the tissue. This process is described by the stopping power, S, of the medium,
equal to −dE/dx, where E is the kinetic energy of the ion and x is the longitudinal
coordinate. For projectiles such as protons or heavier ions, there is not much dif-
ference between the location of the energy loss by projectiles and that absorbed by
the medium longitudinally, i.e., along the ion’s path.8 Therefore, the linear energy
transfer (LET), i.e., the energy absorbed by the medium per unit length of the pro-
jectiles’s trajectory becomes similar to the stopping power. Hence, the terms “LET”
and “stopping power” are used synonymously. The energy loss occurs due to ion-
ization of the medium, nuclear fragmentation in collisions with nuclei, excitations
of the medium, etc. The LET profile for ions is characterized by a plateau followed
by the sharp Bragg peak, where the LET reaches its maximum. The tail is caused
by the energy loss of the lighter products of nuclear fragmentation, such as protons,
neutrons, α-particles, etc.

The behaviour of the LET is explained by features of inelastic cross sections of the
projectile in the medium. The Bragg peak in the stopping power of massive charged
particles is described by the Bethe–Bloch formula [61–63].

− dE

dx
= 4πnez2e4

mV 2

[
ln

2mV 2

〈I〉(1 − β2)
− β2

]
, (2)

wherem and e are the mass and charge of electron, V is the velocity of the projectile,
β = V/c (c is the speed of light in vacuum), z|e| is the charge of projectile, ne is the
number density of electrons in the target, and 〈I〉 is the mean excitation energy of its
molecules.

This formula provides the dependence of the stopping power on the energy of the
ion and practically depends on a single parameter, the mean excitation energy. This
parameter for liquidwater is chosen empirically somewhere between 70 and 80 eV [9,
64]. The use of such a non-physical parameter is sufficient for the calculations of
the position of the Bragg peak and its shape, and Eq. (2) is used in many Monte
Carlo (MC) simulations [9] for that purpose. This parameter, however, hides all
physical processes such as ionization and excitation of the medium, even though

8This is so because the energy is mostly transferred to electrons and other secondary particles,
whose longitudinal ranges are many times smaller than the characteristic scale of x.
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these same processes are important for the understanding of the scenario of radiation
damage. Therefore, a different approach has been used. In Refs. [10, 11, 21], the
singly-differentiated (with respect to the secondary electron energy) ionization cross
sections of water molecules in the medium have been employed as a physical input.
This uncovers the physics integrated in the empirical parameter and allows not only
describing the features of the Bragg peak, but also obtaining the energy spectrum of
secondary electrons, which are very much involved in subsequent radiation damage.

4.2 Singly-Differentiated Cross Sections of Ionization

The total ionization cross section,σt , differentiatedwith respect to secondary electron
kinetic energy,W , i.e., singly-differentiated cross section (SDCS) is themain quantity
in our analysis. Besides the kinetic energy of secondary electrons and the properties
of water molecules, the SDCS depends on the velocity V of the projectile and its
charge, z|e|.

4.2.1 Calculation of the SDCS Using a Parametric Semiempirical
Approach

In Refs. [10, 11, 65], the semi-empirical Rudd’s expression [66] for the calculation of
SDCS has been used. This analytic expression, containing a number of parameters, is
a combination of the experimental data and calculations within the plane-wave Born
approximation and other theoretical models [66]. Since this model was developed for
non-relativistic protons, it had to be modified to include heavier ions at relativistic
velocities. The original SDCS is given in the following form [66]:

dσt

dW
= z2

∑
i

4πa0Ni

Ii

(
I0
Ii

)2

× (3)

F1(vi) + F2(vi)ωi

(1 + ωi)
3
(
1 + exp(α(ωi − ωmax

i )/vi)
) ,

where the sum is taken over the electron shells of thewatermolecule, a0 = 0.0529 nm
is theBohr radius, I0 = 13.6 eV,Ni is the shell occupancy, Ii is the ionization potential
of the shell, ωi = W/Ii is the dimensionless normalised kinetic energy of the ejected
electron, vi is the dimensionless normalised projectile velocity given by

vi =
√
mV 2

2Ii
. (4)
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When V � c, V =
√

2E
M (where M is the mass of a projectile), and, hence vi =√

m
M

E
Ii
. When V approaches c, the definition of vi, given by (4), holds, however, the

projectile’s velocity V is given by βc, where β2 = 1 − 1/γ 2 = 1 − (Mc2/(Mc2 +
E))2, and γ is the Lorentz factor of the projectile.

Functions F1 and F2 in (3) are given by

F1(v) = A1
ln(1 + v2)

B1/v2 + v2
+ C1vD1

1 + E1vD1+4
, (5)

and

F2(v) = C2v
D2

A2v2 + B2

C2vD2+4 + A2v2 + B2
. (6)

The fitting parametersA1 . . .E1,A2 . . .D2, andα depend on themedium. In Ref. [66],
they are given for water vapour. The comparison of positions of Bragg peaks for
different initial carbon ion energies with those measured in experiments provided
sufficient material for refitting of these parameters for liquid water medium [11].
These parameters are listed in Table1 [11]. The cut-off energy ωmax is given by

ωmax
i = 4v2i − 2vi − I0

4Ii
, (7)

where the first term on the right-hand side represents the free-electron limit, the sec-
ond term represents a correction due to electron binding, and the third term gives the
correct dependence of the SDCS for vi � 1 [66]. For vi � 1, Eq. (3) should asymp-
totically approach the relativistic Bethe–Bloch formula (2). This is accomplished
when F1, given by (5), is replaced by the following expression,

F1(v) = A1

ln( 1+v2

1−β2 ) − β2

B1/v2 + v2
+ C1vD1

1 + E1vD1+4
. (8)

Indeed, the asymptotic behaviour of (8) at v � 1 is given by

Table 1 Fitting parameters and ionization energies for three outer and two inner shells (symbols
1a1, 2a1, 1b1, 3a1, and 1b2 represent corresponding molecular orbitals), of water molecules in a
liquid water environment [11]

Shells Ionization
energies (eV)

A1 B1 C1 D1 E1 A2 B2 C2 D2 α

Outer: 1b1, 3a1,
1b2

10.79, 13.39,
16.05

1.02 82 0.5 −0.78 0.38 1.07 14.5 0.61 0.04 0.64

Inner: 2a1, 1a1 32.3, 539.0 1.25 0.5 1.0 1.0 3.0 1.1 1.3 1.0 0.0 0.66
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A1

v2

[
ln

(
v2

1 − β2

)
− β2

]
, (9)

which, after being substituted to Eq. (3) and the understanding that dE
dx ∼ ∑

i

∫
(W +

Ii)
dσt
dW dW , leads to Eq. (2). The correction of Eq. (8) reveals itself as an increase of

the cross section at high energies.

4.2.2 Calculations of SDCS Based on the Energy-Loss Function

An alternative method has been used in Ref. [29], where the dielectric formalism
based on the experimental measurements of the energy-loss function (ELF) of the
target medium, Im (−1/ε(E , q)), where ε(E , q) is the complex dielectric function,
and �q and E are the momentum and energy transferred in the electronic excitation,
respectively [67, 68]. This formalism allows obtaining the SDCS not only for liquid
water but for a real biological medium containing sugars amino acids, etc. If the ELF
is experimentally known, many-body interactions and target physical state effects
are naturally included in these calculations.

According to that formalism, the macroscopic (nonrelativistic) SDCS for ioniza-
tion of the electronic shell i is given by,

dσi(W,E )

dW
= e2

nπ�2

Mz2

E

∫ q+

q−

dq

q
Im

[ −1

ε(q, Ii + W )

]
i

, (10)

where q± = √
2M(

√
E ± √

E − E ). Equation (10) can be used for different charged
projectiles by properly taking into account their charge state, or for electrons by
introducing an exchange term in the integrand and imposing the correct integration
limits.

Since Eq. (10) requires the contribution of each electronic shell of the target to its
ELF, and the latter is usually measured for all the excitations and ionizations of the
electronic system in the optical limit (q = 0), the algorithm for obtaining the data at
q > 0 and splitting this ELF into different electronic shells is needed in addition to
the experimentally measured ELF.

The optical ELF for bioorganic condensed compounds and liquid water are rather
similar and can be parameterized with a single-Drude function [69]

Im

[ −1

ε(q = 0,E )

]
= a(Z)E(

E 2 − b(Z)2
)2 + c(Z)2E 2

, (11)

where a(Z), b(Z), and c(Z) are the functions of the mean atomic number of the target
Z , corresponding to the height, position, and width [69]. While b(Z) and c(Z) are
parametric functions, a(Z) is obtained by imposing the f-sum rule [70], linked to the
number of electrons in the target, Z , also accounting for the contribution from the
inner shells, as explained in Ref. [69]. Using this approach the ELF of an arbitrary
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bioorganic compound can be estimated, even in the case where no experimental data
exist. A wide variety of extension algorithms for extrapolation of optical-ELF to
q > 0 are available due to extensive research [71]. In Ref. [29] a simple quadratic
dispersion relation introduced by Ritchie and Howie [72], with its parameters for
liquid water [71], has been used.

The issue of splitting of the ELF into contributions from different shells has been
studied for liquid water [73, 74], providing parameterizations of the ELF split in
ionization and excitation arising from each different shell. In Ref. [29] a specially
designed approximation has been applied to split the ELF for biomolecules. In order
to describe the outer-shell ionization of biomolecules, themean value of their binding
energies, Ī , is calculated.9 It is then assumed that the outer-shell electrons will be
ionized if the transferred energy satisfies E > Ī . Then, the ejected electron energy is
W = E − Ī . InRef. [29], SDCSs are calculated and comparedwith other calculations
and experiments for protons interacting with water, adenine, and benzene.

The total ionization cross sections (TICS) can also be estimated for different
biomolecules relevant for IBCT [29]. For example, in Fig. 3a [29] the macroscopic
TICSs are calculated for proton impact in five representative biological materials
relevant for cancer therapy: liquid water, dry DNA (C20H27N7O13P2), protein, lipid,

Fig. 3 a Calculated
macroscopic TICS for proton
impact in liquid water, DNA,
protein, lipid, and cell
nucleus. b Calculated
microscopic TICS for proton
impact in the DNA
components adenine,
cytosine, guanine, thymine,
and sugar-phosphate
backbone. Symbols represent
experimental data [29]. N is
the molecular density of the
target

(a)

(b)

9The relevant data are available for some biological molecules, such as the DNA bases and the
sugar-phosphate backbone [75] and some amino acids [76] and others [77].
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and the cell nucleus. Their atomic compositions and densities can be found in the
ICRUReport 46 [78] and other sources, and a reasonable value of their mean binding
energies can be estimated from the values of their molecular components, such as
the water molecule, DNA bases and backbone, and amino acids [73, 75, 76]. The
experimental data for water vapour [79–81] are also shown. They agree well with
the calculations of Ref. [29] above 100keV, where the first Born approximation
is applicable without further corrections. From these results, it is plausible that all
the biological targets different from water have a larger ionization probability than
water. One can also see that the TICS of a cell nucleus is only slightly larger than
that of liquid water, and that protein has a slightly larger TICS than the rest of the
biomaterials.

In Fig. 3b [29, 30] the microscopic TICS per molecule for proton impact in the
DNAmolecular components, such as adenine, cytosine, guanine, thymine, and sugar-
phosphate backbone are shown. Their atomic composition can be easily found in the
literature, and their mean binding energies were estimated from quantum chemistry
calculations [75, 76]. Also shown are experimental data at high energies for ade-
nine [82], which are in excellent agreement with the predictions of Ref. [29]. This
method allows one to estimate the ionization probability of each constituent of the
DNA molecule, which gives important information on the sensitivity of each one
to radiation damage. According to these results, the DNA backbone is the most
probable part of the DNA to be ionized by proton impact (a similar behaviour was
previously observed for electron impact in Ref. [75]; also, recent theoretical esti-
mates [83] point towards sugar-phosphate C–O bond cleavage due to interaction
with low energy electrons) and, between bases, adenine and guanine are the most
sensitive to proton impact ionization. This fact could have important implications in
the DNA damage, since it seems that single or double strand breaks could be more
probable than base damage, or that regions of the DNA with a bigger concentration
of adenine or guanine would be more likely damaged by radiation than other parts
of the genome, attending to direct ionization effects.

Much more information can be obtained with this method, such as the number
of emitted electrons, the average energy of electrons, SDCS and TICS for other
biological targets and projectiles. This model, using little input information and
physically motivated approximations, can provide useful information about the ion
impact ionization of a huge number of relevant biological targets, for which data are
lacking, both experimentally and theoretically. This model can be easily extended
to ions heavier than protons, in different charge states, as well as to electron impact
ionization, by introducing appropriate corrections, such as the description of the
electronic structure of the ion, or exchange and relativistic corrections for electrons.
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4.3 The Position of the Bragg Peak

The stopping cross section, defined as

σst =
∑
i

∫ ∞

0
(W + Ii)

dσt,i

dW
dW, (12)

where the sum is taken over all electrons of the target, gives the average energy lost
by a projectile in a single collision, which can be further translated into energy loss
within an ion’s trajectory segment, dx:

S(E) = −dE

dx
= nσst(E), (13)

where n is the number density of molecules of the medium. This quantity is known
as the stopping power [39, 64]. As was discussed above in Sect. 4.1, for ions this
quantity is similar to the linear energy transfer (LET).

The LET found from Eq. (13) is a function of the kinetic energy of the ion
rather than the ion’s position along the path in the medium. The dependence of LET
(and other quantities) on this position, however, is more suitable for cancer therapy
applications. Integrating inverse LET, given by (13), yields10

x(E) =
∫ E0

E

dE′

|dE′/dx| , (14)

whereE0 is the initial energy of the projectile.We obtain the correspondence between
the position of the ion along the path and its energy. This allows one to obtain all
quantities of interest in terms of x rather thanE. The depth dependence of the average
LET (stopping power S) as a function of x is shown in Fig. 4 [30]. The calculations
of the LET include the effects that were discussed above, such as SDCS calculated
using semi-empirical parametrisation (3), modified for relativistic energies (8) with
the use of the effective charge described below in Sect. 4.4. The effect of energy
straggling due to multiple ion scattering, described in the Sect. 4.5 is also taken into
account. This effect explains why the height of the Bragg peak decreases with the
increasing initial energy of ions and thus increasing depths of the corresponding
Bragg peaks. The contribution of non-ionization processes, such as excitation of
neutral molecules, are also included in these calculations. In order to accomplish
this, the excitation cross sections for proton projectiles [85] were scaled using the
ratio of the effective charges for carbon and proton at a given energy E.

In Fig. 4, our calculated LET is comparedwith the experimental results [7]. As can
be seen from the figure, the experimental dots at the Bragg peak are systematically
lower than the calculated curve, the difference being due to in the nuclear fragmen-
tation component, which has not been included in the analytical calculations. It is

10This is known as the continuous slowing down approximation (CSDA) range [84].
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Fig. 4 The dependence of the LET on depth with the Bragg peak, plateau, and tail for carbon ions
in liquid water. The calculations (solid line) are done for ions with the initial energy of 330 MeV/u
and with use of Eqs. (12) and (13). Experimental results [7] for the same energy are shown with
dots. The dashed line depicts the LET dependence without the effect of energy straggling. In the
inset, two almost coinciding curves show the agreement between the analytical calculations and
MC simulations [9] for 420 MeV/u carbon ion projectiles with straggling being included

feasible to include it, as has been done in Ref. [86] for protons, if the appropriate
fragmentation cross sections are known.

As confirmed by MCHIT MC simulations [9], nuclear fragmentation reactions
become important for heavy-nuclei beams and deeply-located tumours. For example,
both experimental data [7] and MCHIT calculations [9] indicate that more than 40%
of primary 200 MeV/u 12C6+ nuclei undergo fragmentation before they reach the
Bragg peak position, and this fraction exceeds 70% for a 400 MeV/u 12C6+ beam.
As a result of nuclear reactions the beam is attenuated. New projectiles such as
protons, neutrons, and α-particles are formed. Since these particles are lighter than
the incident ions, after fragmentation they carry a larger portion of the energy and
their penetration depths are larger than that of the original ions [7]. This results in a
tail after the Bragg peak also seen in Fig. 4.

4.4 Charge Transfer Effect

The incident ions are usually stripped of all electrons, but as they slow down they
pick electrons off and their charge reduces. The dependence of the charge of ions
on their velocity has been suggested by Barkas [87], where the following empirical
formula for the effective charge, zeff , is introduced,

zeff = z(1 − exp(−125βz−2/3)), (15)

where z is the charge of the stripped ion. This formula is a result of studies of
energy loss of ions in emulsions.More detailed descriptions of charge transfer effects
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have become available recently [88]. These studies allow one to not only estimate
the effective charge of the ion, but also find its fluctuations. These fluctuations are
important since LET increases proportionally as z2 and if LETbecomes large enough,
qualitative differences related to thermomechanical effects may become substantial
(see Sect. 6 below).

Regardless of the method of the calculation of the effective charge, in order to find
the stopping power and estimate the secondary electron spectra (in the first approx-
imation) z in Eq. (3) should be replaced by an effective charge zeff which decreases
with decreasing energy making the ionization cross section effectively smaller. In
Refs. [10, 11] the parameterization (15) was used. The effective charge given by
this expression slowly changes at high projectile velocity, but rapidly decreases in
the vicinity of the Bragg peak. As a result, charge transfer significantly affects the
height of the Bragg peak, and only slightly shifts its position towards the projectile’s
entrance. This happens because the stopping cross section as a function of velocity
has a sharp peak as velocity decreases. At the same time σst is proportional to z2eff .
If the latter decreases with decreasing V , the Bragg peak shifts towards the direc-
tion of the beam’s entrance to the tissue. For instance, with the account for charge
transfer, for carbon ions the Bragg peak occurs at E = 0.3 MeV/u rather than at
E = 0.1 MeV/u.

4.5 The Effect of Ion Scattering

It will become clear below, in Sects. 5.6.3 and 7.2, that tracks of ions emerging from
clinically used accelerators do not interfere, i.e., the effects of a single ion do not
spread far enough to reach the area affected by adjacent ions. Therefore, it is usually
sufficient to study a single ion interacting with tissue and then combine these effects
relating the action of the beam with the dose. Even though the Bragg peak is a
feature of every ion’s LET, each peak cannot be observed separately. Since each of
the projectiles in the beam experiences its own multiple scattering sequence, peaks
for different ions occur at a slightly different spatial location and only the Bragg
peak, averaged over the whole beam, is observed experimentally. Therefore, in order
to compare the shape of the Bragg peak with experiments, the whole ion beam should
be considered.

In Ref. [10], the Bragg peak for an ion beam was obtained via introduction of the
energy-loss straggling due to ion scattering. The energy straggling, described by a
semi-analytical model [89], is given by

〈
dE

dx
(x)

〉
=

1

λstr

√
2π

∫ x0

0

dE

dx
(x′) exp

[
− (x′ − x)2

2λ2
str

]
dx′, (16)
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where x0 is a maximum penetration depth of the projectile and λstr = 0.8 mm is the
longitudinal-straggling standard deviation computed by Hollmark et al. [90] for a
carbon ion of that range of energy. The Bragg peak shown in Fig. 4 was calculated
using Eq. (16).

4.6 Energy Spectra of Secondary Electrons

Themost important effect that takes place during the propagation of the ion in tissue is
the ionization of the medium. This is how, when, and where the secondary electrons,
the key player in the scenario of radiation damage, are produced. The information,
required for the understanding of phenomena related to secondary electrons, is the
number of electrons produced per unit length of the ion’s trajectory and their energy
distribution. This section is devoted to the analysis of the electron energy distributions
obtained from ionization cross sections discussed above.

The emission of electrons in collisions of protons with atoms and molecules has
been under theoretical and experimental investigation for decades [53, 66, 91, 92].
The quantity of interest is the probability to produce Ne secondary electrons with
kinetic energy W , in the interval dW , emitted from a segment Δx of the trajectory
of a single ion at the depth x corresponding to the kinetic energy of the ion, E.
This quantity is proportional to the singly-differentiated cross ionization section
(SDCS),11 discussed in Sect. 4.2.

dNe(W,E)

dW
= nΔx

dσt

dW
. (17)

where n is the number density of molecules of the medium (for water at standard
conditions n ≈ 3.3 × 1022 cm−3). Equation (17) relates the energy spectrum of sec-
ondary electrons to the SDCS regardless of the method, by which the latter are
obtained.

One important characteristics that can be obtained from the SDCS is the average
energy of the secondary electrons, 〈W 〉, which is given by

〈W 〉(E) = 1

σt

∫ ∞

0
W

dσt

dW
dW. (18)

The dependence of the average energy of electrons on the energy of the projectile,
given by the result of integration (18) for liquid water medium is shown in Fig. 5 [30].
Notice, that this figure is different from similar figures of Refs. [10, 21], where the
calculations were done with parameters for water vapour. This dependence indicates
that the energy of secondary electrons is somewhere below 50 eV for the whole range
of the ion’s energy and it levels out as the energy of projectiles increases. There are

11The SDCS are integrated over full solid angle of electron emission.
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Fig. 5 Average energy of
secondary electrons
produced as the result of
impact ionization as a
function of kinetic energy
(per nucleon) of 12C6+ ions

several consequences from this. First, since the dependence of 〈W 〉 on the ion’s
energy E on a relevant range of projectile energies (0.3–400 MeV/u) is weak for the
large range of the ion’s energy, the number of produced secondary electrons is largely
proportional to the value of LET, more precisely to the electronic component of the
LET, Se, that excludes nuclear stopping. Indeed, if the ion is destroyed in a nuclear
collision, ionization due to its debris should be discussed instead; if it survives then its
ionizing capabilities donot change toomuch, unless it slowsdownconsiderably; then,
its stopping power may change correspondingly. Second, the expression for 〈W 〉 is
independent of the charge of the projectile, e.g., the difference between, say, protons
and iron ions is in their values of Se, i.e., in the number of secondary electrons, but not
in their relative energy spectra. Therefore, the difference between the effects of these
different ions will be in the number of secondary electrons produced by these ions
per unit length of path. Third, most of the secondary electrons are capable of ionizing
just one or two water molecules; thus, there is no significant avalanche ionization
effect [10]. This can be explained by a simple estimate. Since the average energy
of secondary electrons in the vicinity of the Bragg peak is about 40 eV (somewhat
below this value), the maximum average energy that can be transferred to the next
generation secondary electron is just (40 eV − Ii)/2, which is about 15 eV for the
outermost electrons, an energy barely enough to cause further ionization. Finally,
what is of crucial importance for the consideration of the next scale of electron
propagation is that at sub-50 eV energies, the electrons’ cross sections are nearly
isotropic [35, 93] and it is possible to use the random walk approximation in order
to describe their transport [14, 21, 55, 56]. This transport is described in the next
section.



Multiscale Physics of Ion-Beam Cancer Therapy 21

5 Transport of Secondary Electrons and Reactive Species
in Ion Tracks

The next stage of the scenario is related to secondary electrons ejected from the
molecules of the medium as a result of ionization. As has been discussed above, most
of these electrons have energies below 50 eV. They are called ballistic electrons until
their energy becomes sufficiently small and coupling with phonons, recombination,
and other quantum processes start dominating their transport. While the electrons are
ballistic, their interactions with molecules can be described as a sequence of elastic
and inelastic collisions.Manyworks, by and large usingMCsimulations, describe the
transport of ballistic electrons. They are known as track structure codes [35]. Some of
them describe chemical reactions in themedium including production of radicals and
their propagation. However, regardless of how sophisticated these codes are, they do
not contain the whole physical picture as will be shown below. In this section, a rather
simple analytical approach is applied to the description of the propagation of ballistic
electrons and its results are compared toMC simulations. It is also demonstrated how
to make sense of radiation damage based on these calculations.

The main mechanism of radiation damage by ballistic electrons is inelastic col-
lisions with targets. A target in this discussion is a biomolecule, such as DNA.
Therefore, the probability of biodamage is a combination of the number of electrons
(or other secondary particles) colliding with a given segment of a biomolecule and
the probability of a certain inelastic process on impact. The first part is described by
the fluence of electrons or other particles on the target. Fluence is the integral of the
flux of particles (the number of particles hitting a part of the target’s surface per unit
time) over the entire time after the ion’s passage and over the surface of the target. In
general, the fluence depends on the distance of the target from the ion’s path and its
geometrical orientation. It will be shown that this part can be calculated analytically
with accuracy, sufficient for understanding the scenario of radiation damage. The
second part, i.e., the probability of a certain inelastic process on impact, is more dif-
ficult to assess mainly because of the diverse variety of possible processes. However,
there are plenty of data that allows one to make reasonable quantitative estimates for
this probability.

We start with the analysis of transport of secondary electrons. We also consider
the production and transport of reactive species such as solvated electrons and rad-
icals. Then the fluence for relevant configurations is calculated. It will be shown
that important characteristics of the track structure such as radial dose can also be
calculated as a byproduct of transport analysis. The random walk approach [31, 94]
used for these problems allows one to make simple analytical calculations. The main
requirement for the use of this approach is that the elastic and inelastic scattering
of secondary electrons is isotropic. The anisotropy in the angular dependence of the
cross sections for sub-50-eV electrons appears to be insignificant [35]. As was noted
above, more than 80% of secondary electrons satisfy this condition and only for less
than 10% of δ-electrons with energies higher than 100 eV is this condition violated
significantly. The effects of δ-electrons will be discussed in Sect. 5.7. In Sect. 5.4,



22 E. Surdutovich and A.V. Solov’yov

the production and transport of radicals, whose role in radiation damage is quite
substantial, will be discussed. Later on, in Sect. 7.1 their effect will be incorporated
into the calculation of the probability of complex damage.

This section is largely devoted to the transport of sub-50-eV electrons. Moreover,
unless specifically stated to the contrary, these secondary electrons are produced
by carbon ions in the vicinity of the Bragg peak in liquid water. At this part of
the ion’s trajectory, while a 0.3-MeV/u carbon ion passes 1 µm along the path, a
typical radius within which the secondary electrons propagate is about 2–3 nm [31].
This allows one to assume that the electron diffusion is cylindrically symmetric with
respect to the ion’s path. The electronic component of the LET, Se, remains nearly
constant along this 1 µm of ion’s path described by the coordinate ζ . Therefore,
the number of ejected secondary electrons per unit length dNe

dζ
is independent of ζ . A

typical elasticmean free path of sub-50-eV electrons ranges between 0.1 and 0.45 nm
[35, 93]. Since the scale along the Bragg peak is measured in tens of µm, while the
radial scale is only tens of nm, therefore one can assume ζ to be ranging from −∞
to +∞.

5.1 Random Walk of Secondary Electrons Originating
on the Ion’s Path

A large number of secondary electrons is produced in the immediate vicinity of
the ion’s path. The secondary electrons are ejected as a result of ionizations of the
molecules of themedium by projectiles. The production of electrons on the ion’s path
is described by the number of ionization events per length of the ion’s path, dNe/dζ .
The three-dimensional diffusion of these electrons is described by the following
equation,

∂nep(r, t)
∂t

= De∇2nep(r, t) − nep(r, t)
τe

, (19)

where nep(r, t) is the average number density of electrons at a location r (this vector
connects points of origin of electrons on the path and their observation), De is the
diffusion coefficient for ballistic electrons in the medium, given by vl/6, where v is
the electron’s velocity and l is their elastic mean free path in the medium; τe is the
average lifetime. An additional subscript “p” indicates that these electrons originate
from the ion’s path.

Equation (19)with boundary conditions at the origin and infinity has awell-known
solution [30, 94]

dnep(t, r)

dζ
= dNe

dζ

(
1

4πDet

)3/2

exp

(
− r2

4Det
− t

τe

)
, (20)
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where r is the length of r. The transport of secondary electrons is cylindrically
symmetricwith respect to the ion’s path [21, 30]. Therefore, Eq. (20) canbe integrated
over ζ to obtain the number density for electrons originating at the ion’s path,

nep(t, ρ) = dNe

dζ

1

4πDet
exp

(
− ρ2

4Det
− t

τe

)
. (21)

The flux of these electrons, dΦep, through an element of a surface dA is given by

dΦep =
∫ ∞

−∞

(
dA · ∇De

dnep(t, r)

dζ

)
dζ, (22)

where the integration is done only over ζ , but not dA.

5.2 Transport of Particles Produced as a Result of Ionization
of the Medium by Secondary Electrons

Many of secondary electrons produced on the ion’s path have a sufficient energy
for ionization of molecules of the medium. These ionizations take place at different
distances from the path. After these ionizations, both the newly ejected electrons and
those that ionize the molecules have lower energies and, therefore, shorter elastic
mean free paths. Then, the ionized molecules are likely to become sources of free
radicals, which also originate away from the path. Both of these processes can be
described by the coupled transport equations,

∂nep(r, t)
∂t

= De∇2nep(r, t) −
∑
i

nep(r, t)
τei

,

∂ni(r, t)
∂t

= Di∇2ni(r, t) + nep(r, t)
τei

− ni(r, t)
τi

, (23)

where index “i” marks the a specific kind of newly formed reactive species. The first
of Eqs. (23) describes the random walk of secondary electrons ejected by the ion.
This equation can be solved the same way as (19) to give

nep(t, ρ) = dNe

dζ

1

4πDet
exp

(
− ρ2

4Det
− t

τ

)
, (24)

where 1/τ = ∑
1/τei.

Then, the rest of Eqs. (23) become diffusion equations with sources, and they can
be solved analytically as well with a use of the Green’s functions, which are given by,
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Gi(t − t′, r − r′) =
(

1

4πDi(t − t′)

)3/2

× exp

(
− (r − r′)2

4Di(t − t′)
− t − t′

τi

)
. (25)

The solutions are:

ni(t, r) =
∫

Gi(t − t′, r − r′)
nep(t′, r′)

τei
dt′dr′. (26)

Each of these solutions requires four integrations, which are rather bulky, but doable.
In order to simplify these integrations, it is advisable to use cylindrical coordinates
with ζ -axis along the ion’s path. The expression looks as,

ni(t, r) = 1

τei

dNe

dζ

∫ (
1

4πDi(t − t′)

)3/2

× exp

(
− (r − r′)2

4Di(t − t′)
− t − t′

τi

)

× 1

4πDet′
exp

(
− ρ ′2

4Det′
− t′

τei

)
dt′dr′, (27)

where

(r − r′)2 = ρ2 − 2ρρ ′ cos(φ − φ′) + ρ ′2 + (ζ − ζ ′)2. (28)

and dr′ = ρ ′dρ ′dφ′dζ ′. Since ζ ′ dependence only appears in the exponential of (27)
after substituting (28), this integration in infinite limits can be done first; and it is
equal to

√
4πDi(t − t′). Similarly, the dependence on the azimuthal angle also only

appears in the exponential of (27) after substituting (28), and

∫
exp

(
2ρρ ′ cos(φ − φ′)

4Di(t − t′)

)
dφ′ = 2π I0

(
ρρ ′

2Di(t − t′)

)
,

(29)

where I0 is a Bessel function. After this, two more integrals are remaining,

ni(t, r) = 1

τei

dNe

dζ

∫
1

8πDiDe(t − t′)t′

× exp

(
− ρ2 + ρ ′2

4Di(t − t′)
− t − t′

τi
− ρ ′2

4Det′
− t′

τei

)

I0

(
ρρ ′

2Di(t − t′)

)
dt′ρ ′dρ ′. (30)
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First, the integral over ρ ′ is of the kind

∫ ∞

0
exp

(
−ρ ′2

a2

)
I0

(
ρ ′

b

)
ρ ′dρ ′ = a2

2
exp

(
a2

4b2

)
. (31)

After substituting the expressions for a and b into (31) and (30) becomes

ni(t, ρ) = 1

4πτei

dNe

dζ

∫ t

0

1

Det′ + Di(t − t′)

× exp

(
− ρ2

4(Det′ + Di(t − t′))
− t − t′

τi
− t′

τei

)
dt′. (32)

The last integration is not analytic, but it can be readily done numerically. Thus, ni
is obtained as a function of time and the distance from the axis.

The contribution to the flux due to ∇ni can also be calculated as a function of ρ

and t. All these calculations include parameters dNep/dζ , τi, and τei.

5.3 Transport of Electrons Ejected by Secondary Electrons

Many of the ejected secondary electrons have enough energy to ionize water mole-
cules in the medium. Indeed, more than 65% of these electrons have energies higher
than the ionization potential of water molecules. The second “wave” of ionization
(i.e., ionization by secondary electrons that were ejected by ions) has been dis-
cussed [10], but only from the point of viewof remaining energy, and itwas concluded
that the third wave is insignificant. For some applications, it is sufficient to consider
the diffusion of secondary electrons leaving the second wave aside [55]. However,
Sect. 5.2 suggests an analytic method for accounting of the second generation of
electrons.

The formation and transport of the second wave ionization can be described by
Eq. (23),

∂n1(r, t)
∂t

= D1∇2n1(r, t) − n1(r, t)
τ1

,

∂n2(r, t)
∂t

= D2∇2n2(r, t)

+ 2
n1(r, t)

τ1
− n2(r, t)

τ2
. (33)

Here, index “1” marks secondary electrons of the first generation. Their energy is
taken to be equal to be the average energy of secondary electrons formed in the
vicinity of the Bragg peak, i.e., ∼45 eV [65]. Hence, D1 = vl/6 = 0.265 nm2 fs−1

and τ1 = lion/v = 0.64 fs (all mean free path data are taken fromRefs. [93, 95]. In the
process of ionization, these electrons lose ionization energy to the medium and share
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the rest with electrons of the second generation. We assume the remaining energy of
first-generation electrons and the energy acquired by the second-generation electrons
to be equal, and we refer to both of these kind of electrons as second-generation
electrons. The factor of two that appears in front of the second term on the r.h.s. of
the second equation of (33) formalises this assumption. Index “2” in this equation
corresponds to the second-generation electrons; their energy is about 15 eV (as will
be shown below) and, correspondingly, D2 = 0.057 nm2 fs−1 and τ2 = 15.3 fs. The
solutions of the above equations are obtained similarly to those of (23),

n1(t, ρ) = dNe

dζ

1

4πD1t
exp

(
− ρ2

4D1t
− t

τ1

)
,

n2(t, ρ) = 2
1

4πτ1

dNe

dζ

∫ t

0

1

D1t′ + D2(t − t′)

× exp

(
− ρ2

4(D1t′ + D2(t − t′))
− t − t′

τ2
− t′

τ1

)
dt′. (34)

From the solutions (34) it follows [31] that a few fs after the ion’s passage, all
secondary electrons lose energy and the number density of secondary electrons is by
and large given by n2(ρ, t). With time the distribution becomes a little broader, but
the main effect is the exponential decrease with time. As a result of these decrease,
the so-called pre-solvated electrons are formed. A pre-solvated stage of electrons
is a transition stage between low-energy ballistic electrons and a relatively stable
compound of electrons with water molecules known as solvated electrons. This
transition takes about 1 ps.

The formation of pre-solvated electrons can be found from the conservation of
electrons corresponding to (33),

∂naq(r, t)
∂t

= n2(r, t)
τ2

, (35)

where the subscript “aq” corresponds to pre-solvated electrons. In (35), the diffusion
and all chemical terms are dropped since the diffusion, Daq = 4.5 × 10−6 nm2 fs−1

[96] and chemical reactions are happening on a much longer scale. Equation (35)
can be integrated over time to get the initial distribution of pre-solvated electrons.
During the time of formation of solvated electrons, pre-solvated electrons may inter-
act with nearby biomolecules, but, since their diffusion coefficient is much smaller
compared to those of ballistic electrons, their location does not change considerably
compared to the position of last inelastic event. Therefore, the distribution obtained
by the integration of (35) is the initial radial distribution of solvated electrons. This
distribution is shown in Fig. 6 [31]. Later on they slowly diffuse and react with other
solvated electrons and hydroxyl radicals to form stable OH− [96]. Chemical reac-
tions dominate the diffusion and, as will be discussed below, given that diffusion is
the only mechanism for the transport of solvated electrons, they are unlikely to leave
the track.
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Fig. 6 Number density of
pre-solvated electrons (solid
line) and initial distribution
of hydroxyl radicals (dashed
line) as a function of distance
from the ion’s path at 50 fs
when the transport of
ballistic electrons is over.
The ratio of chemical
annihilation of hydroxyl
radicals to their diffusion
(discussed at the end of
Sect. 5.4) as a function of the
distance from the ion’s path
is shown in the inset

It is also possible to assess the energy deposition density (dose), ε(ρ, t), in the
medium by ions and secondary electrons. In order to do this, we assume that the
average energy, w̄, is deposited to the medium with each ionization. Moreover, since
the first-generation electrons start with about 45 eV and w̄ ≈ 15 eV, the second-
generation electrons energy is also approximately (45 − 15)/2 = 15 eV. Then, the
rate of energy deposition is proportional to the rate of inelastic events,

∂ε(ρ, t)

∂t
= w̄

(
dNe

dζ
δ(2)(ρ)δ(t) + n1(ρ, t)

τ1
+ n2(ρ, t)

τ2

)
. (36)

The first energy deposition occurs right at the ion’s path where the molecules are
ionized by the ion; this corresponds to the first term on the right hand side of (36),
where δ’s are the corresponding δ-functions. The second deposition (second term
on the r.h.s.) is the ionization by secondary electrons at the end of their ionization
mean free paths. Finally, the third deposition is due to remaining energy loss due to
excitation ofmolecules by the electrons of second generation.After that, the electrons
enter the pre-solvated stage.

The time integration of (36) gives the dependence of the radial dose on time.
The radial dose distributions at times 5, 10, 20, and 50 fs are shown in Fig. 7. At
small radii, the distribution is due to primary ionization and it does not change with
time. At larger radii, the dose slowly increases because of energy loss by the second
generation of electrons. The shown results are obtained with w̄ = 16.5 eV, which
corresponds to the normalization

∫ ∞

0

∫ tr

0

∂ε(ρ, t)

∂t
dt2πρdρ = Se, (37)

where Se = 890 eV/nm is the linear energy transfer (LET) of a single ion at the Bragg
peak for carbon ions [10] and tr is the time by which most of electrons stop being
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Fig. 7 The radial dose (in MGy) distributions as functions of the distance from the ion’s path at
times 50, 20, 10, and 5 fs are shown with solid and dashed lines with a diminishing dash size,
correspondingly. The solid line also represents the initial radial distribution of hydroxyl radicals.
The corresponding labels are shown on the right side of the frame. Solid squares mark the radial
dose data for 2-MeV/u [97] multiplied by the factor of four. Empty circles represent the radial dose
by a single generation of secondary electrons calculated in Ref. [55]

ballistic (this time is taken to be 50 fs). In Fig. 7 [31], the results of integration of (36)
are comparedwith the radial dose of Ref. [97].While the shapes of these distributions
are alike, the absolute values are different by the factor of about four. Part of this
disagreement (factor of about 2 [10]) can be explained by the fact that in [97], the
radial dose presented for 2-MeV/u, i.e., proximal of the Bragg peak for carbon ions.
The remaining factor can be due to the energy straggling present in Ref. [97], but
absent for a single ion data of (36). Also, while the solid line represents the radial
dose at 50 fs, in Ref. [97] there is no information about the time. This is typical for
Monte Carlo simulations, but since they are compared with experimental data the
time corresponding to dots is likely to be on a ps scale.

The results shown in Fig. 7 may be used as a starting point for shock wave devel-
opment [28, 30], since the radial dose distribution evolved by the time ≤50 fs deter-
mines the temperature distribution around the ion’s path following from the process
of energy relaxation, in which the energy stored in electronic excitations is trans-
ferred into vibrational excitations and then to translational degrees of freedom. The
characteristic time for the decay of an electronic excitation in Na clusters is estimated
to be about 0.4 ps [98] and it is likely to be several times longer for the liquid water,
which is consistent with the analysis performed in Ref. [25].

Curiously, that the solid curve in Fig. 7 gives the upper estimate of pressure near
the ion’s path. Indeed, the energy U(ρ) inside a cylinder of radius ρ and length L,
coaxial with the ion’s path, is given by
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U(ρ) =
∫ ρ

0
ε(ρ ′)2πρ ′dρ ′L, (38)

where ε(ρ) is the radial dose given by

ε(ρ) =
∫ tr

0

∂ε(ρ, t)

∂t
dt. (39)

Then, the force, normal to the surface of this cylinder is given by

F(ρ) = −∂U(ρ)

∂ρ
= ε(ρ)2πρL, (40)

and the pressure P(ρ) is

P(ρ) = F(ρ)

2πρL
= ε(ρ). (41)

The units MGy used in Fig. 7 correspond to GPa. At one point, ρ = 2 nm, this
pressure can be compared to that assessed in Ref. [25]. Figure7 gives the value of
1.8 GPa, which is by a factor of 1.8 larger than the estimate of Ref. [25].

Finally, the radial dose has been studied in Ref. [55] using a randomwalk approx-
imation. In that work, we obtained a reasonably good comparison of shapes with
Ref. [97] for intermediate distances. Only one generation of secondary electrons
was used, but the parameters, such as mean free path and the relaxation time were
chosen close to those for the second generation of this work. Therefore, the results
obtained in Ref. [55] remain meaningful; they are shown in Fig. 7 with circles. They
do not include term w̄ dNe

dζ
δ(2)(ρ) that comes from primary ionization events, and,

hence, the dose in the region adjacent to the ion’s path is considerably lower than
that obtained by the integration of (36) over time. Besides, the value of w̄ used to
obtain the absolute value of radial dose according to Ref. [55] is 33 eV, since only
one generation is involved in radial energy transport.

5.4 Transport and Production of Hydroxyl Radicals

Hydroxyl among other radicals plays themost important role in theDNAdamage [13,
99]. Therefore, we are considering the production and transport of these radicals in
more detail. In the liquid water environment irradiated with ions such as carbon, the
hydroxyl radicals are primarily produced as a consequence of ionization of water
molecules [13],

H2O
+ + H2O → H3O

+ + OH·, (42)
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and by excited water molecules,

H2O
∗ → H· + OH·. (43)

Both of these processes can be initiated by either ions or secondary electrons that
ionize and excite water molecules. The time scales play an important role in fur-
ther analysis. The ionization is happening in 10−17 s and secondary electrons diffuse
by several nm within several fs. However, OH· is produced through (42) and (43)
only on a ps scale, i.e., after the electron transport is over and pre-solvated electrons
are formed. Neither H2O+, nor H2O∗ are remaining at rest during this time; they
are diffusing away from the path. Since their diffusion coefficients are of the order
of 10−6 nm2 fs−1, they diffuse by only about

√
Dτform ≈ √

10−6103 = 3 × 10−2 nm
away from places where the inelastic event (ionization or excitation of water mole-
cule) has taken place. This distance is too small, therefore, we can consider the loci
of inelastic events to be the initial loci of hydroxyl radicals.

The distribution of inelastic events was analysed in Sect. 5.3 in Eq. (36), where the
rate of energy depositionwas obtained. In the first approximation, we can assume that
each inelastic event produces a hydroxyl radical, then the equation, similar to (36)
for production of radicals is as follows,

∂nOH(ρ, t)

∂t
= dNe

dζ
δ(2)(ρ)δ(t) + n1(ρ, t)

τ1
+ n2(ρ, t)

τ2
. (44)

Similarly to (36), it can be integrated over time to obtain the initial number density
of hydroxyl radicals, nOH(ρ). It is shown with a solid line in Fig. 7 with labels on
the right side of the graph. The results of the integration of second and third terms
are shown with a dashed line in Fig. 6 to compare the distributions of hydroxyl with
solvated electrons at larger distances.

Thus, with the above assumptions, each ionization on the ion’s path produces
one ∼45-eV electron, which after another ionization loses energy and produces two
∼15-eV electrons, which then become two solvated electrons. These two ionization
events together with final energy loss by two 15-eV electrons produce four hydroxyl
radicals. However, the initial radial distributions of solvated electrons and hydroxyl
are different; the number density of hydroxyl radicals strongly dominates that of
solvated electrons near the path and these number densities are nearly the same at
ρ > 1.5 nm. Now, let us analyse the further evolution of hydroxyl.

The ballistic electrons are gone by 50 fs after the ion’s passage; this time much
shorter than that of formation of hydroxyl. Therefore, by the time hydroxyl radicals
are formed, there are no more active sources since both ionization and excitation
processes are over. All reactions that eradicate hydroxyl are second order reactions
with respect to perturbations in water; these are

OH· + H· → H2O,

OH· + e−
aq → OH−,

OH· + OH· → H2O2, (45)
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and others [96]. This means that all equations such as (19) and (23) acquire additional
terms on the right hand side that account for chemical reactions, but lose terms like
nOH(r, t)/τOH, since hydroxyl does not react with water molecules and is stable by
itself. For example, Eq. (19) becomes

∂nOH(r, t)
∂t

= DOH∇2nOH(r, t) −
∑

kOHinOHni, (46)

where kOHi is the rate constant corresponding to the reaction of species “i” with
hydroxyl. This is a nonlinear equation, and we start with comparing all terms on the
right hand side of (46).

First, let us consider the hydroxyl radicals that are formed due to ionizations or
excitations by ions. Since the diffusion coefficient for hydroxyl is so small (2.8 ×
10−6 nm2 fs−1) compared to electrons discussed above, the first term in Eq. (46) (for
carbon ions in the vicinity of Bragg peak) is of the order of 10 if we consider the
estimated diffusion radius to be 0.03-nm. The second term is equal to kOH,OHn2OH,
since hydroxyl by itself is the dominant reagent in this region. With kOH,OH = 1.0 ×
10−5 nm3 fs−1 [13, 96, 99], this term exceeds 200 nm−3 fs−1, since the concentration
near the path is so high. This concentration decreases by the factor of 100 within 2 ps
as most of the hydroxyl becomes involved in the formation of peroxide. Therefore,
the hydroxyl, formed by direct ion’s action by and large does not exit the a sub-nm
region around the ion’s path.

The situation with hydroxyl formed by secondary electrons is somewhat different,
since it is formed with a much smaller concentration and the diffusion term may
be comparable with that of peroxide formation. The equation of interest can be
written as,

∂nOH(ρ, t)

∂t
= DOH

1

ρ

∂

∂ρ

(
ρ

∂nOH(ρ, t)

∂ρ

)

−kOH,eaqnOH(ρ, t)naq(ρ, t) − kOH,OHn
2
OH(ρ, t). (47)

This equation includes two relevant chemical reactions from (45). In the beginning,
at t ≈ 1ps, the number density of hydroxyl, nOH(ρ, t), exceeds that of solvated elec-
trons, naq(ρ, t), as can be seen in Fig. 6. The reaction constant kOH,eaq is larger than
kOH,OH by the factor of 4.2 [13, 96, 99]. Therefore, the reaction terms in (47) dom-
inate the diffusion term in the whole domain of ρ. The most conservative estimate
of the ratio of reaction to diffusion terms in (47) is shown in the inset of Fig. 6. It is
apparent that terms become comparable only at ρ ≥ 2.5 nm. Only a small (less than
10%) fraction of hydroxyl diffuses to these distances.

Therefore, we can summarise that in the first approximation, which can be
improved by introduction of probabilities of formation of hydroxyl radicals, the
initial distribution of OH· is shown in Fig. 7. These radicals would react with bio-
molecules such asDNA if the latter appear to be in the track.However, if the collective
transport with a shockwave does not take place, the radicals react with each other and
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with solvated electrons and by and large do not leave the track. Other species, such
as H2O2 and OH− may propagate on larger distances and may be detected outside
tracks.

Concluding, the random walk approximation, applied to two generations of sec-
ondary electrons showed that most of these electrons do not spread beyond the 2-nm
cylinder around the ion’s path. Pre-solvated electrons, important agents of strand
breaks in DNA molecules, are also formed within this small region. Their small
diffusion coefficients do not allow them to be transferred far enough since they read-
ily react with hydroxyl radicals abundant in the same region. The latter also react
with themselves and their high number density makes this (nonlinear) reaction much
more important than their (linear) diffusion. Thus, we can conclude that the diffusion
mechanism does not allow most of the reactive species to leave the few-nm track
radius. Carbon ions near the Bragg peak were used in the above example. The effect
of containment of reactive species in the track will be stronger for heavier ions and
weaker for lighter ones, since the concentration of reactive species is much smaller.

Alternatively, another transport mechanism, i.e., collective transport in a shock
wave, see Sect. 6 should be studied both theoretically and experimentally in order to
understand whether the reactive species actually propagate to larger distances. This
question is very important for the assessment of radiation damage with ions [30].
The radial dose distribution obtained in Fig. 7 gives the initial conditions for the
development of cylindrical shock waves.

5.5 Calculation of the Fluence of Secondary Electrons

Now we return to Eq. (22)

dΦep =
∫ ∞

−∞

(
dA · ∇De

dnep(t, r)

dζ

)
dζ. (48)

It gives the number of secondary electrons passing through an area dA located at a
distance ρ from the ion’s path, as is shown in Fig. 8 [30] per unit time. These electrons
originate from a segment dζ of the ion’s path and the integration is done over ζ , but
not over dA. Vector r connects the element dζ with dA.

The next step is the integration of (48) over time in order to calculate the total
number of particles incident on dA, equal to the fluence multiplied by dA. In order
to do this, we change variables from t to the number of steps by secondary electrons
k using v̄t = kl. We rewrite Eq. (48), substituting (20), and switching from variable
t to k as

dNA(r) =
∫
t
dΦepdt =

∫ ∞

−∞
dζdA · nr dNe

dζ

∫ ∞

r/l
dk

× r

2k

(
3

2πkl2

)3/2

exp

(
− 3r2

2kl2
− k

l

li

)
, (49)

where li = vτe is the inelastic mean free path.
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Fig. 8 Geometry for the
general calculation of
fluence through a segment of
surface dA. The ion path is
along the axis

A lower limit, r/l, introduced in Eq. (49), corresponds to the earliest time a particle
emitted at zero time can reach the segment dA located a distance r away from the
point of emission. It is translated to minimal number of mean free paths required to
pass this distance. This issue is discussed in more detail in Ref. [55].

After integrating over k, the number of particles incident on the whole target,
F (ρ), can be calculated as the integral over the surface of the target:

F (ρ) =
∫
A
dNA(r) =

∫
A
dA · nr dNe

dζ
dζ

∫ ∞

r/l
dk

× r

2k

(
3

2πkl2

)3/2

exp

(
− 3r2

2kl2
− k

l

li

)
. (50)

That is, the number of secondary particles incident per unit area (fluence) integrated
over the area of the target yields the number of incident particles per target. This
quantity is an integrated fluence and below it is referred to as fluence. Then, the
average fluence is found by dividing this number by the lateral area of the target.
Strictly speaking, the fluence given by Eq. (50) depends on more variables than
just the distance between the target and the ion’s path. These variables include the
elastic and inelastic mean free paths of secondary electrons and more geometrical
parameters. Themean free paths corresponds to some energy between zero and 50 eV
and thus energy averaging is achieved. After this averaging, the energy of electrons
is assumed to be constant. In different works [14, 19, 21, 55, 56] this averaging was
done according to the particular physical problem. However, it is the dependence on
the distance ρ, kept in Eq. (50), that remains important for calculations of radiation
damage. The application of this method to specific geometries that were considered
in some of these works are demonstrated below.
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5.6 Targeting a Twist of DNA with Secondary Electrons

The first analytical calculation of biodamage using a random walk approach was
done in Ref. [21], where the dependence of the fluence through a twist of DNA,
which was represented as a cylinder of size corresponding to one twist of a DNA
molecule (radius of 1.15nm and length of 3.4 nm), was calculated. A choice of a
twist of a DNA molecule as a target is related to the types of DNA damage, such as
single and double strand breaks (SSB and DSB) which are widely discussed in the
literature [12, 13, 100]. The DSB is a severe lesion, which can still be repaired, but
its contribution to the probability of cell sterilisation is significant, especially if other
lesions are produced in the vicinity of it as well [101]. The DSB is defined as two
SSBs of the opposite strands within 10 base pairs of each other, i.e., within a single
twist of a DNA molecule.

The probability of an SSB or a DSB in a given twist is related to the fluence of
secondary electrons produced by the passing ion. Therefore, a natural problem of
calculating the fluence of these electrons through a cylinder enwraping the twist was
among the first to be considered [21, 30]. Here, we only show the results of these
calculations. They are presented in Fig. 9 [30] for two different orientations of the
cylinder containing a DNA twist; a perpendicular orientation is shown in the inset.

Fig. 9 Fluences of secondary electrons produced by a single 12C6+ ion in the vicinity of a Bragg
peak through a cylinder enwraping a DNA twist are shown with respect to the distance of the
cylinder from the ion’s path. Two different orientations (parallel and perpendicular) are shown as
well as MC simulations for the perpendicular case. In the inset, the geometry for the calculation of
fluence through a (perpendicular) cylinder enwraping a DNA twist is shown
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5.6.1 Calculation of the Number of SSBs per Single Ion

An estimate of the number of SSBs per unit length of the ion’s trajectory can be
obtained assuming that this number is proportional to the number of secondary
electrons incident on a given twist of a DNA molecule. For example, for a straight
segment of length dζ of the ion’s path, the number of SSBs is given by the integral,

dNSSB

dζ
= Γe

∫ ∞

0
Fe(ρ)nt2πρdρ, (51)

whereΓe is the probability that an electron incident on aDNA twist induces a SSBand
nt is the number density of DNA twists (i.e., cylinders). Since the spatial dependence
of nt is unknown, it is reasonable (in the first approximation) to assume that it is
constant. The fluenceFe(ρ) for carbon ions at the Bragg peak, obtained in Sect. 5.6,
can be substituted in the integral (51). This gives us an estimate of

dNSSB

dζ
= ntσSSB, (52)

where σSSB = Γe
∫ ∞
0 F (ρ)2πρdρ = Γe × 1.1 × 103 nm2. The value of σSSB is

obtained using a simple diffusion model that contains two parameters, the elastic
and inelastic mean free paths, l and li (assumed to be the same for all electrons). The
third input in this value is dNe

dζ
. This number can be calculated using ionization cross

sections discussed in Sect. 4.2. However, the number calculated from Eq. (52) only
includes the electrons of the first generation. The calculation can be improved if two
generations are taken into account. Since the low-energy electrons produced in the
latter are important for biodamage, the number dNe

dζ
and, therefore, both the fluence

and σSSB are underestimated by a factor of about two [10].
The probability of the production of a SSB by an electron incident on a twist

of a DNA molecule, Γe, is included in σSSB and appears in Eq. (51) as well as in
(52). This probability can be estimated as the cross section for breaking an important
covalent bond that leads to a SSB multiplied by the number of such bonds in a single
DNA twist and divided by the lateral area of this DNA segment, represented above
by a cylinder. However, the cross section for breaking a covalent bond is energy-
dependent and the energy of secondary electrons varies from zero to about 50 eV. At
low energies (below the ionization threshold) the cross section is deemed to be that of
DEA, i.e., resonant attachment of the secondary electron to the molecule (formation
of temporary negative ion) followed by dissociation (SSB). At higher energies of
impact electrons, the cross sections contributing to Γe are defined by the ionization
cross sections provided that the formation of a cation leads to a strand break. These
processes are being studied theoretically and experimentally [18, 59, 83, 102–104].
Their typical cross sections vary, but the cross section for a SSB as a consequence of
DEA for 1–3 eV electrons is about 2 nm2 [105, 106] per plasmid DNA. According
to assumptions of Ref. [106], the probability of an SSB can be obtained by dividing
this cross section by the area of a flat plasmid (∼2.2× 103 nm2). This probability can
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be seen as a product of a probability that incident electron hits a given DNA twist,
the number of twists in a plasmid, and Γe. Substituting the numbers from Ref. [106]
yields

2 nm2

2.2 × 103 nm2
= 6 nm2

2.2 × 103 nm2
× 320 × Γe, (53)

where 320 is the approximate number of twists in a plasmid used in Ref. [106]
and 6 nm2 is the average cross sectional area of a DNA twist. Equation (53) gives an
estimateΓe ≈ 10−3. For higher energy electrons, ionization of a DNAmolecule does
not necessarily lead to a SSB and many pathways are being discussed. Nevertheless,
reported SSB yields at higher electron energies are of the same order (if not higher)
as those for low-energy electrons [18].

Another estimate forΓe can be obtained bymultiplying a cross section of a rupture
of a covalent bond with an incident electron by the number of bonds per DNA twist
whose break leads to aSSB, anddividing this product by the lateral area of the twist. In
this estimate, σb × 36/30nm2, the cross section is the most questionable component.
According to different studies, it can vary from 10−5 nm2 to 10−1 nm2 depending
on the electron’s energy and conditions such as the chemical environment of the
molecule [18, 102]. For instance, the above experiments [18, 105, 106] were done
in vacuum with dry plasmid molecules retaining only few adjacent water molecules.
For DNA molecules in a natural environment, these cross sections may be much
larger [58]. The above cross section variation gives a range for Γe from 10−4 to 10−1.

5.6.2 Calculation of the Number of DSBs

The estimate of the number of DSBs is more ambiguous than that of SSBs. This is
mainly due to the lack of understanding of the mechanism of producing this lesion.
Many works [15, 17] suggest that a DSB is the result of the action of a single
electron that dissociatively attaches to a DNAmolecule. The dissociative attachment
is considered to be an important pathway of SSBs at very low energies and in about
one out of five such incidences, a DSB takes place due to the interactions with
the debris of a SSB [17]. Alternatively, DSBs can be due to two separate SSBs on
opposite strands. This may be possible if the number density of secondary electrons
is high enough. It is also possible that double ionization events play a significant
role [19]. Such events create a high local number density of low energy electrons at a
considerable distance from the ion’s path and if this occurs in the vicinity of a DNA
twist, at least two of the three electrons involved in a double ionization event may
be incident on the same twist. This depends on the values of the cross sections for
double ionization. The probability of ICD-effects12 on DNA and water molecules
adjacent to it may also be an important factor [19, 108].

12ICD is a type of non-radiative relaxation process, similar to the Auger effect, except in the case
of the ICD the extra electron is emitted by the neighbouring molecule [107].
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Regardless of the pathway for DSBs, for a given ion in a given medium, the
ratio of yields of DSBs and SSBs (per unit length of ion trajectory) is fixed and
dose independent unless tracks of different ions interact. Indeed, each ion’s track is
determined by the type of ion and an increased dose just means an increase in the
density of ion tracks. Only after some critical value of dose is reached, do the tracks
start overlapping. Only then can the dependencies of yields of SSBs and DSBs on
dose become not proportional to each other. These conditions are not being observed
in the analysed experiments or in therapy,13 however, if laser-driven ion beams are
used [109], track interaction effects may become important.

Therefore, theDSByield can be calculated as a sumof two terms, the first ofwhich
represents the events where SSBs are converted to DSBs and the second accounts
for DSBs due to separate electrons. In order to calculate the second term, the average
number of SSBs per twist,Ne, can be introduced as14

Ne = ΓeFe(ρ). (54)

Then, with the probability of a DSB due to two separate electrons in this twist is
given by 1

4N
2

e exp [−Ne], the DSB yield is

dNDSB

dζ
= λntσSSB + nt

4

∫ ∞

0
N 2 exp [−N ]2πρdρ, (55)

where λ is a fraction of SSBs converted to DSBs, i.e., the number of DSBs due to
the action of a single electron. The second term in the DSB yield is given by the
integration over the volume similar to Eq. (51).

At this point the phenomenon-based approach can be related to experiments. If real
tissue is irradiated, one can only find the percentage of cells surviving. If this value
is measured as a function of dose, the survival curve is obtained as a result. Many
interactions on sub-cellular, cellular, or even at the organismic level may affect the
survival curve. In in vitro experiments on cell cultures, elimination of some of these
interactions allows, e.g., synchronizing cell cycles, control over the environment, etc.
Still, there are no direct ways of relating cell sterilisation to, e.g., DSBs produced by
secondary electrons. Therefore, the comparisonwith experiments onDNAmolecules
irradiated with ions is the most appropriate.

5.6.3 Comparison with Experiments on Plasmid DNA

Of all the experiments investigating DNA molecules irradiated with ions, the study
of plasmid DNA is the most valuable, since there are reasonably reliable ways to
distinguish the intact molecules from those with a SSB and from those with a DSB.

13In this section only effects of secondary electrons are discussed. The situation may be different
when radicals are included.
14This number is a part of the integrand of Eq. (51).



38 E. Surdutovich and A.V. Solov’yov

Another important feature is that the effects of DNA damage observed in these
experiments are not affected by the biological effects of repair that take place in
living cells. This allows for a more pure comparison.

An undisturbed plasmid is a closed loop of a supercoiled DNA molecule [110].
This loop contains a given number of base pairs, e.g., in experiments described in
Ref. [111] plasmid DNA pBR322 irradiated with carbon ions contains 4361 bp. The
characteristic size of this molecule is about 100 nm [110]. A disk shape (with a
radius of 50nm and thickness of 1 nm) for a supercoiled plasmid is assumed for
all calculations along with a uniform chromatin distribution. Therefore, the cross
sectional area is Ap = 7.8 × 103 nm2, the volume is Vp = 7.8 × 103 nm3, and the
average twist number density is nt = 436.1/Vp = 5.6 × 10−2 nm−3.

If such a molecule experiences a SSB, it becomes “circular” or just a loop without
the supercoil structure. ADSBmakes the plasmid “linear” since both of its strand are
broken. These structural conformations can be distinguished using electrophoresis
or high-performance liquid chromatography [18, 111]. This allows the measuring
of SSB and DSB yields experimentally. In one of the experiments described in
Ref. [111], plasmid DNA was dissolved in a 600 mmol/l solution of mannitol in
water. Mannitol serves as a radical scavenger so their contribution to DNA damage
may be neglected. This is adequate for the theoretical treatment (Sects. 5.6.1 and
5.6.2), which only includes secondary electrons.

The results of experiments of Ref. [111] are shown in Fig. 10 [30] with dots. They
represent the probabilities for two outcomes after an irradiation with carbon ions at
the spread-out Bragg peak. The first outcome (open squares) is for the plasmid to
become open circular (not supercoiled), associated with a SSB. There is a reported
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Fig. 10 Probabilities for SSBs and DSBs induced in plasmid DNA by secondary electrons as a
function of dose. Dots correspond to experiments [111]: open squares to the original SSBs, filled
squares to the “cleaned” SSBs, and filled circles to DSBs. Calculated probabilities are shown with
lines. The solid line corresponds to the probability of SSBs calculated using Eq. (58). The dashed
line depicts the probability for DSBs calculated using Eq. (60)
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problem with the quality of the data resulting in the probability corresponding to
SSBs not starting from zero at a zero dose [111]. This means that some plasmids are
either not supercoiled to begin with or appear as such in the electrophoresis. This
probability remains elevated by about the same value throughout the dose range.
In order to compare these data with our calculations, the zero-level probability of
the SSB yield was subtracted in order to “clean” the data. These data points are
shown with filled squares. The second outcome is for the plasmid to become linear,
associated with a DSB and is shown with filled circles. These probabilities (filled
squares and circles) are monotonically increase with dose with the SSB dependance
being slightly non-linear. In order to explain these data using the MSA, let us start
with the dose dependance. When a beam of carbon ions is incident on the plasmid
solution, there is a dose-dependent probability that ν ions will traverse through a
plasmid. This probability is given by the Poisson distribution:

Pν = Nν
ion

ν! exp [−Nion], (56)

where Nion is the average number of ions passing through the cross sectional area
of a plasmid, Ap. The average number of ions passing through this area is equal to
the ratio of this area to the average area per ion. The average area per ion, A , can
be calculated if a uniform distribution of ions in the beam is assumed. Then the
dose is equal to the LET (which is associated with the average for the Bragg peak
stopping power due to ionization processes, S̄e) divided by the average area per ion,
i.e., d = S̄e

A . Then, Nion is given by:

Nion = Ap

A
= Ap

S̄e
d. (57)

InRef. [111], the averageLETover the spread-out Bragg peak, S̄e is 189 ± 15 eV/nm.
This includes energy straggling effect along the ion’s trajectory. Then, the number of
SSBs that are likely to be induced in a plasmid, i.e., SSB yield per plasmid is given
by the sum,

YSSB,e = dNSSB

dζ
x̄p

∞∑
ν=1

νPν, (58)

where x̄p is the average length of an ion’s path through the plasmid. The subscript “e”
indicates that this yield is only due to secondary electrons. Each term of this sum is a
product of the number of SSBs per unit length of trajectory of a single ion, the length
of this trajectory through the plasmid and the number of ions traversing the plasmid.
The average length of a trajectory, x̄p, for larger objects, such as cell nucleus, can be
evaluated geometrically. For plasmid, it is assumed that an ion traverses a chromatin
fibre twice and on this ground, x̄p ≈ 4 nm. If exactly ν ions pass through the plasmid,
this length is multiplied by ν. This is the first term in the sum of Eq. (58). Then the
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factor Pν gives the probability that ν ions are passing through the target. Hence,
the whole sum multiplied by x̄p determines the average length of tracks through the
plasmid.

The sum in Eq. (58) does not include interactions of different ions that could occur
if trajectories of two or more ions are so close that the same twist of a DNAmolecule
could be hit with electrons originating from the different ions. The probability of such
an interference can be estimated. Since the range of 50-eV electrons in liquid water
is about 10 nm, the two ion’s trajectories must be within 20 nm, for the interference
to occur. Then the estimate is obtained from Eqs. (56) and (57) with ν = 2 and
Ap = π × 102 nm2. For the maximal dose of 300Gy used in Ref. [111] the resulting
probability is 5 × 10−6. This number is very small compared to the probability that
one ion will pass through the plasmid at this dose (equal to 0.3) or even that two ions
will pass through it (equal to 0.02). Therefore, the interference term in Eq. (58) can
be neglected.

Theonly termofEq. (58) that depends ondose isPν , therefore the dosedependence
of the yield is contained in the sum

∑∞
ν=1 νPν . This dependence is not unique for the

yield of SSBs. The same sum appears in all calculations, provided that the damage
due to each ion is localised in its track and the tracks do not interfere. The dependence
of this sum on dose is asymptotically exponential at large values of Nion. This means
that on a semi-logarithmic plot the dose dependence will be asymptotically a straight
line. This will be seen below in the analysis of survival curves in Sect. 7.2.

The numbers relevant to the experiments of Ref. [111], such as Ap = 7.8 ×
103 nm2 and S̄e = 189 eV/nm, substituted to Eq. (57) give Nion = 2.6 × 10−4d with
the dose in Gy. This means that even at the highest dose of 300Gy used in Ref. [111]
Nion � 1. However, Ref. [111] gives the dose dependence of the probability of a
SSB per plasmid rather than yield. This probability is obtained from the Poisson
statistics,

PSSB,e = YSSB,e exp
[−YSSB,e

]
+1

4
Y 2
SSB,e exp

[−YSSB,e
]
, (59)

where the first term corresponds to a single SSB in the plasmid DNA and the second
term corresponds to two SSBs on the same strand. The first term is just a probability
of one SSB produced based on the average number of SSBs per plasmid (yield). The
second term is one half of the probability that two SSBs are produced. The fit of
Eq. (59) to the probability of the SSB dependence on dose, shown in Fig. 10, gives
dNSSB
dζ

≈ 2.0 nm−1. Comparing this with Eq. (52) and taking nt = 5.6 × 10−2 nm−3,
we obtain an estimate for ΓSSB = 0.03, which is within the range discussed in
Sect. 5.6.1.
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Now the comparison for DSBs can be made. Similar to Eq. (58), the number of
DSBs induced in a plasmid (a DSB yield per plasmid) is given by the sum,

YDSB,e = dNDSB

dζ
x̄p

∞∑
ν=1

νPν, (60)

and the probability of a DSB per plasmid is given by,

PDSB = YDSB,e exp
[−YDSB,e

]
. (61)

A fit of Eq. (61) to the probability of the DSB dependence on dose (for Ref. [111])
gives dNDSB

dζ
= 0.3 nm−1. Then, comparing this with Eq. (55) and taking nt = 5.6 ×

10−2 nm−3, we obtain an estimate for λ = 0.15, which is in reasonable agreement
with the values between 0.1 and 0.2 for different electron energies [15, 17, 18]. Thus,
the comparison of our model for the effect of secondary electrons with the results
of Ref. [111] for a plasmid DNA solution in the presence of radical scavengers is
reasonable.

Some comments regarding these calculations should be made. First, as has been
noted in Sect. 5.6.1, the number of secondary electrons is underestimated. This hap-
pens because in our calculations only the electrons ejected by ions were included,
missing those ejected in the process of secondary ionization by electrons. The cor-
rection for this number will increase fluence, but will not affect the dose dependence.
Since the actual fluence will then be larger (by the factor of about two [10]), ΓSSB

will be smaller. The second issue is that the treatment of a supercoiled plasmid as
an object with uniformly distributed chromatin may be a little far-fetched. Also, if
a plasmid suffers a single strand break, its size increases by a factor larger than two
and then it may be a target for another ion. Nevertheless, the comparison that was
just made is quite reasonable and encouraging for further steps in the assessment of
radiation damage.

5.7 Accounting for δ-Electrons

The effects due to secondary electrons with energies of 100 eV and above or the so-
called δ-electrons should be discussed separately. These particles cannot be included
in the diffusion model because their cross sections are strongly peaked in the forward
direction, their mean free paths exceed 1nm and they lose their energy ionizing the
medium and are capable of producing a number of extra electrons and creating
a cluster-damage site. In order to estimate corrections due to δ-electrons, several
quantities pertinent to these particles need to be analysed.

The first is themean free path. According toRef. [35], both the elastic and inelastic
mean free paths of 100-eV electrons are about 1 nm. If such an electron is ejected
in the most likely direction according to the binary interaction model [66], about
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70◦, this electron will start losing energy within 1nm of the ion’s trajectory. Even
if it produces more electrons than a sub-50-eV electron, they will not spread much
further than them. Because of the kinematic limit, for an ion in the Bragg peak
region, energies of ejected secondary electrons are below 0.7 keV. These electrons
with elastic mean free path of about 4.5nm are emitted in the forward direction, and
it can be shown that the maximal distance between the first collision and the ion’s
path is 1.6nm and it is reached by the electrons of energies 400–500 eV. There is no
way that further transport can carry further generations of electrons far beyond the
10nm distance off the ion’s path. In addition, the probability of producing a 400-eV
secondary electron is only about 0.02 of that producing a 50-eV electron. Therefore,
even though δ-electrons are not included in the random walk approach, the location
of their effect is by and large overlapped with that of sub-50 eV secondary electrons.
The number of electrons ejected as the consequence of ionization by δ-electrons
can be estimated from energy conservation and these electrons have already been
effectively included in the random walk, since dNe/dζ was obtained from the value
of the stopping power, Se.

Still another possibility exists for δ-electrons to affect the discussed scenario. If
a much more energetic electron, i.e., with energy larger than 20 keV, then with the
mean free path of the order of 100 nm, it can cause damage elsewhere. Moreover,
these electrons cannot be ejected in the Bragg peak region, since the required ion
energy must be over 9 MeV. The probability of such events is very small; it is less
than that of emitting a 50-eV electron by a factor over 106. Therefore, this possibility
is realised so rarely that it can be neglected.

6 Thermomechanical Effects

Thus far, the energy loss by incident ions, the transport of produced secondary parti-
cles, and the radiation damage induced by these particles have been discussed. The
transport, described by diffusion or MC simulations, is that of the ballistic electrons,
radicals, etc. in a static medium. This transport does not include the whole physical
picture because propagating secondary particles transfer the energy further, making
the medium hot and dynamic.

Energy relaxation in the medium has been studied in Ref. [25], where the inelastic
thermal spike model was applied to liquid water irradiated with carbon ions. This
model has been developed to explain track formation in solids irradiated with heavy
ions and it studies the energy deposition to the medium by swift heavy ions through
secondary electrons [112–122]. In thismodel, the electron-phonon coupling (strength
of the energy transfer from electrons to lattice atoms) is an intrinsic property of the
irradiated material.

The application of the inelastic thermal spike model to liquid water predicted that
the temperature increases by 700–1200 K inside the hot cylinder by 10−13 s after the
ion’s traverse [25]. However, within this model, only coupled (between electrons and
atoms of the medium) thermal conductivity equations are solved, while the further
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dynamics of the medium is missing. This dynamics is the consequence of a rapid
pressure increase inside the hot cylinder around the ion’s path up to 104 atm, while
the pressure outside of it is about atmospheric. Since the medium is liquid, this
pressure difference prompts rapid expansion, resulting in a shock wave, which has
been analysed in Refs. [27, 28, 123, 124].

The shock waves discussed below have not yet been discovered experimentally.
Therefore, their influence on the biodamage, also discussed in this section is some-
what precursory. Nevertheless, some of these effects were included in the calculation
of clustered damage and survival curves in Sects. 7.1 and 7.2 in order to emphasise the
potential importance of these effects and, therefore, for experimental efforts devoted
to their discoveries.

6.1 Hydrodynamic Expansion on the Nanometre Scale

The problem of the expansion of the medium driven by the high pressure inside the
hot cylinder is in the realm of hydrodynamics and it has been thoroughly analyzed
in Ref. [27]. It has been shown that the expansion is cylindrically symmetric. If the
ratio of pressures inside and outside of the hot cylinder is high enough, as happens
for large values of LET, the cylindrical expansion of the medium is described as a
cylindrical shock wave, driven by a “strong explosion” [125]. For an ideal gas, this
condition holds until about t = 1 ns, but in liquid water the shock wave relaxes much
sooner. In Ref. [123] the molecular dynamics simulations of liquid water expansion
showed that the shock wave weakens by about 0.5 ps after the ion’s passage.

The solution of the hydrodynamic problemdescribing the strong explosion regime
of the shock wave, as well as its mechanical features and limitations, are very well
described in Refs. [125–127]. In Ref. [27], the solution for the cylindrical case has
been reproduced and analyzed in order to apply it for the nanometre-scale dynamics
of the DNA surroundings. In this section, only the results pertinent to the further
discussion of biodamage are presented.

The self similar flow of water and heat transfer depend on a single variable, ξ . This
variable is a dimensionless combination of the radial distance, ρ, from the axis, i.e.,
the ion’s path, the time t after the ion’s passage, the energy dissipated per unit length
along the axis, which is equal to the LET per ion, Se, and the density of undisturbed
water, ρ = 1 g/cm3. This combination is given by

ξ = ρ

β
√
t

[
ρ

Se

]1/4

, (62)

where β is a dimensionless parameter equal to 0.86 for γ = CP/CV = 1.222 [27]
(where CP and CV are molar heat capacity coefficients at constant pressure and
volume, respectively). The radius and the speed of the wave front are given by

R = ρ/ξ = β
√
t

[
Se
ρ

]1/4

(63)
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and

u = dR

dt
= R

2t
= β

2
√
t

[
Se
ρ

]1/4

, (64)

respectively. It is also worthwhile to combine Eqs. (63) and (64) and obtain the
expression of the speed of the front in terms of its radius R,

u = β2

2R

[
Se
ρ

]1/2

. (65)

Using Eq. (65), pressure P at the wave front can be obtained as

P = 2

γ + 1
ρu2 = 1

γ + 1

β4

2

Se
R2

. (66)

Then, one can solve the hydrodynamic equations in order to obtain the expressions
for speed, pressure, and density in the wake of the shock wave, i.e., behind the wave
front [27].

The following intriguing questions have been raised in Refs. [25, 27]. What can
such a shock wave do to biomolecules such as DNA located in the region of its
propagation through the medium; can it cause biodamage by mechanical force? The
forces acting on DNA segments were predicted to be as large as 2 nN, which is more
than enough to break a covalent bond, causing a strand break; however, these forces
are only acting for a short time and it remained unclear whether this is sufficient to
cause severe damage to DNA molecules. The other question is: how significant can
the transport due to the collective flow of this expansion be compared to the diffusion
of secondary particles?

6.2 Transport of Reactive Species by the Radial
Collective Flow

The studydone inRef. [27] suggests that a considerable collective radial flowemerges
from the hot cylinder region of medium. The maximal mass flux density carried by
the cylindrical shock wave is given by ρf u, where ρf = γ+1

γ−1ρ is the matter density on
the wave front. This expression is proportional to u and its substitution from Eq. (65)
yields that the mass flux is proportional to the

√
Se. This flux density is inversely

proportional to radius ρ and is linear with respect to the
√
Se. It sharply drops to zero

in the wake of the wave along with the density. A sharp rarefaction of the volume
in the wake of the wave follows from the results of Ref. [27]. This is the effect of
cavitation on a nanometer scale and due to this effect the water molecules of the hot
cylinder along with all reactive species formed in this cylinder are pushed out by the
radial flow. Such a mechanism of propagation of reactive species, formed within the
hot cylinder, is competitive with the diffusionmechanism, studied inMC simulations
done using track structure codes [35].
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Intriguingly, the cylindrical shock wave accomplishes the transfer of reactive
species such as hydroxyl and solvated electrons, which play important roles in chem-
ical DNA damage [13, 18, 58] much more effectively than the diffusion mechanism.
Indeed, the time at which the wave front reaches a radius ρ can be derived from
Eq. (63) as it is equal to (ρ2/β2)

√
ρ/Se. This time has to be compared to diffusion

times, which can be estimated for different reactive species as ρ2/D, where ρ is the
distance from the ion’s path and D is the corresponding diffusion coefficient. The
ratio of these times is equal to (

√
ρ/Se)D/β2. For all relevant species, the diffu-

sion coefficient is less than 10−4 cm2/s [96]. Therefore, the above ratio is less than
10−3/

√
Se(keV/nm), which is much less than unity even for protons. For instance,

for carbon ion projectiles, the wave front reaches 5nm from the path in 2.8 ps after
the ion’s traverse, while hydroxyl radicals reach the same distance via the diffusion
mechanism in about 9 ns, a more than 3000 times longer time. In fact, the lifetime
of hydroxyl free radicals is shorter than 5 ns [13, 39, 96], therefore the shock wave
transport may be the only means to deliver hydroxyl radicals to distances farther than
3.5nm of the ion’s path.

The collective flow is expected to play a significant role in the transport of reactive
species at values of LET that are large enough to produce a shock wave, even if this
wave is not sufficiently strong to cause covalent bond ruptures. The analysis shows
that even at small values of LET, typical for the plateau region in the LET dependence
on depth (well before the Bragg peak), a shockwave is formed; however it damps and
becomes acoustic at radii under 10 nm. At Se = 0.9 keV/nm shock waves propagate
further than 10 nm.

Thus, the effects following the local heating of the medium in the vicinity of an
ion’s path are quite striking. The MD simulations of a shock wave on a nanometer
scale, initiated by an ion propagating in tissue-like medium, demonstrate that such a
wave generates stresses, capable of breaking covalent bonds in a backbone of a DNA
molecule located within 1.5nm from the ion’s path when the LET exceeds 4 keV/nm
and this becomes the dominating effect of strand breaking at15 Se > 5 keV/nm. The
LET of ∼4–5 keV/nm corresponds to the Bragg peak values for ions close to Ar and
heavier in liquidwater. Besides the dramatic effects at such high values of LET, it was
found that weaker shock waves produced by carbon ions or even protons transport
the highly reactive species, hostile to DNA molecules, much more effectively than
diffusion.

Presently, shockwaves on nmscale have not been discovered experimentally. Such
a discovery would shift a paradigm in the understanding of radiation damage due
to ions and would require re-evaluation of the relative biological effectiveness. The
collective transport effects for all ions and direct covalent bond breaking by shock
waves for ions heavier than argon are important factors in the scenario. These effects
will also have to be considered for high-density ion beams, irradiation with intensive
laser fields, and other conditions prone to causing high gradients of temperature and
pressure on a nanometer scale.

15These values correspond to conservative estimates (ε0 = 3 eV) [28]. They may be much lower if
the actual thresholds appear to be smaller [58].
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7 Estimation of Radio-Biological Effects

The essence of results obtained in Sects. 5.6.1 and 5.6.2 is that for a given ion, the
numbers of SSBs and DSBs per unit length of the ion’s path can be calculated. Or,
alternatively, for a given DNA twist, the probability of the above lesions can be cal-
culated. However, those calculations are still far from predicting whether the cell
containing a given segment of DNA molecule will be inactivated or survive. This
question is largely in the realm of biology, because of a variety of biological mech-
anisms, which are activated following the creation of a lesion. Nearby proteins are
engaged in DNA repair and may or may not be successful. Such an activity is marked
by the appearance of the so called foci that can be observed experimentally [128–
130]. These protein foci remain visible (the cells must be stained beforehand) until
the repair is finished. If a lesion cannot be repaired the cell containing this DNA
molecule is likely to be inactivated. There is a plethora of biological studies directed
at determining the probabilities of a successful DNA repair depending on the extent
of the damage [101].

It is established that a simple SSB is most likely to be fixed within minutes after
this lesion is produced. DSBs can also be fixed, however, with smaller probability
and there is also a chance that its repair (e.g., the non-homologous end joining
(NHEJ) type of DSB repair [101, 131]) may not be successful. The probability of
repair is even smaller for multiply-damaged sites per target containing clustered
DNA lesion or complex DNA damage. A clustered DNA lesion is defined as the
number of DNA lesions, such as DSBs, SSBs, abasic sites, damaged bases, etc.,
that occur within about two helical turns of a DNA molecule so that, when repair
mechanisms are engaged, they treat a cluster of several of these lesions as a single
damage site [100, 101, 132–136]. In this section, we will explain the criterion for
lethality of damage that was suggested in Ref. [30] and then implement it for the
calculation of survival curves. This criterion is based on the idea that among different
DNA lesions caused by interaction with reactive species the multiply damaged sites
with a sufficient complexity may not be repaired. Namely, it was postulated [30] that
a lesion combined of a DSB and at least two other simple lesions such as SSB within
two DNA twists is lethal. Then in Ref. [32] this criterion was applied and justified
for a number of cell types.

In regard to irradiation with heavy charged particles, the key assumption adopted
in the MSA following Refs. [134, 135, 137] is that the leading cause of cell inactiva-
tion is the complexity of nuclearDNAdamage.However, thismay change in different
conditions, e.g., when biodamage takes place in presence of sensitising nanoparti-
cles [20, 138]. Indeed, it is currently established that radiosensitising nanoparticles
delivered to cells are preferentially localised outside cell nuclei [139]. Therefore, the
damage of other organelles may become more important.
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7.1 Assessment of the Complex DNA Damage

When a DSB is induced due to secondary electrons, as discussed in Sects. 5.6.2 and
5.6.3, there is a substantial probability (between 0.1 and 0.2 for plasmid DNA) for
a DSB to occur as a result of the interaction of the molecule with a single electron.
However, it is difficult to expect a clustered DNA damage site to be caused by a
single electron or another secondary particle, since the distance between lesions in
such a site can be too large (more than 5 nm). Therefore, in Refs. [14, 26], the
complexity of DNA damage has been quantified by defining a cluster of damage
as a damaged portion of a DNA molecule by several independent agents, such as
secondary electrons or radicals. Then, it is reasonable to expect that the probability
that the electrons or radicals induce clustered damage is related to the fluence of
these agents on a given DNA segment in the same sense as the probabilities of other
types of lesions, such as SSBs or DSBs, as discussed in Sects. 5.6.2 and 5.6.3.

Therefore, it is natural to start with the calculation of the number of clustered
damage sites, produced by an ion, per unit length of its trajectory, dNC

dζ
, similar to

what was done for SSBs and DSBs in Eqs. (51) and (55). DNA molecules are on the
surface of nucleosomes and the latter is modelled as a cylinder of radius 5.75 nm.
Then, an element of its lateral surface that enwraps two twists of a DNA molecule
serves as a target for secondary electrons and radicals. This segment of the surface
is 2.3nm wide (along the axis of the cylinder) and 6.8nm long (along the cylinder’s
circumference). For definiteness, this cylinder is taken to be perpendicular to the ion’s
path, its axis to be at a distance ρ from the path, and the cylinder to be symmetric
with respect to the plane containing the path and vector ρ.

First, the fluence of secondary electrons on such a target, Fc, using Eq. (50) has
to be calculated. The geometry for this problem is similar to that for the calculation
of the fluence on a cylinder perpendicular to the ion’s path, considered in Sect. 5.6.
The details for the calculation of fluence Fc(ρ) on a double-twist target are given
in Ref. [30]. This number multiplied by Γe gives the average number of SSBs for a
given DNA segment due to secondary electrons.

Then, the fluence for free radicals and other reactive species,Fr(ρ), is calculated.
This fluence includes the physics pertinent to the transport of reactive species, such
as the relaxation of ionisation energy in the medium and the (predicted) cylindrical
shock wave around the ion’s path [30, 32]. In order to calculate the average number
of SSBs and similar lesions for a given DNA segment due to reactive species,Nr(ρ),
fluence Fr(ρ) has to be multiplied by the probability of inducing a lesion per hit,
Γr . Since neither the exact Fr(ρ), nor Γr are known, we assume the former to be
uniform within a certain distance from the ion’s path, and we introduce a convoluted
function Nr(ρ):

Nr(ρ) =
{
Nr, ρ ≤ Rr

0, ρ > Rr,
(67)

where Rr is the effective distance for free radicals propagation which depends on the
projectile’s velocity and charge. We considered this value in the range between 5 and



48 E. Surdutovich and A.V. Solov’yov

10 nm [32]. A uniform distribution of radicals within a certain distance from the ion’s
path implies that the reactive species, formed in the nearest proximity to the path, are
transported by a shock wave and their number density is nearly uniform inside the
cylinder that enwraps the decayed shock wave [30]. The average probabilityNr for
SSBs caused by free radicals to take placewas estimated as 0.08 from the comparison
of the experimental results [111] for plasmid DNA dissolved in pure water or in a
scavenger-rich solution [30, 32].

The value of Nr is also affected by environmental conditions of an irradiated
target. In the case of hypoxic conditions, the valueNr is reduced because the radical-
induced damage may be repaired if oxygen is not present. The quantitatively correct
descriptionof the experimental survival probabilities of cells irradiatedunder hypoxic
conditions was achieved by utilising the valueNr = 0.04 which is two times smaller
than that in the aerobic environment; this corresponds to experimental data on the
inductionofDSBs andnon-DSBclusteredDNAlesions inmammalian cells at normal
concentration of oxygen and at deep hypoxia [140]. Further work, however, is needed
to explore, in more detail, how the probability of lethal lesion production by free
radicals depends on the environmental conditions, e.g., at intermediate concentrations
of oxygen [141].

Thus, the average number formultiple damage sites per target containing clustered
damage at a distance ρ from the ion’s path is given by

Nc(ρ) = Ne(ρ) + Nr(ρ) = ΓeFe(ρ) + ΓrFr(ρ), (68)

where the functions Ne(ρ) and Nr(ρ) define the average number of lesions like
SSBs, base damages, abasic states, etc., induced by secondary electrons and other
reactive species (free radicals, pre-solvated and solvated electrons, etc.), respectively.

Then, the criterion of lethality is introduced. From the analysis of survival curves,
it has been assumed that a complex lesion that contains a DSB and at least two
more simple lesions such as SSB, base damage, etc. is lethal16 [30]. A cell that
contains at least one lethal lesion becomes inactivated, i.e., it either dies, or becomes
sterile. The assumption has been successfully tested on a number of cell lines in
different conditions of irradiation [32]. Survival curves turned to be very sensitive to
modifications to this criterion (e.g., no DSB, or DSB plus at least one simple lesion,
or DSB plus at least three simple lesions). Therefore, in cases of disagreement,
some corrections to other parameters were introduced, but this criterion has not been
modified. So, according to this criterion, the probability of lethal damage, Pl(ρ), is
given by

Pl(ρ) = λ

∞∑
ν=3

N ν
c

ν! exp [−Nc]. (69)

The sum starts from ν = 3, which makes the minimum order of lesion complexity
at a given site to be larger or equal to three. The factor λ, first introduced in Eq. (55),

16This corresponds to T3-DSB [101].
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Fig. 11 The dependence of
probabilities for complex
damage to be induced by
secondary electrons on the
distance from the
nucleosome to the ion’s path.
The solid line represents the
order of complexity larger
than three. The dotted line
shows the inclusion of the
effect of radicals uniformly
distributed inside a 10-nm
cylinder. This curve is
plotted with parameters
discussed in Sect. 7.2
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indicates that one of the simple lesions is converted to a DSB. This implies that in the
current model the DSBs occur via SSB conversion; in principle, other mechanisms
can also be taken into account. The dependence of probabilityPl on distance is shown
in Fig. 11 [30]. The observed decrease at small ρ is again a geometric effect caused
by the rapid decrease in the area.

The next step is the integration of inactivation probability over the volume of the
cell nucleus with the number density of such sites in order to calculate the yield of
lethal damages per segment of ion’s trajectory (similarly to dNSSB

dζ
and dNDSB

dζ
). This

integral,

dNl

dζ
= ns

∫ ∞

0
Pl(ρ)2πρdρ = nsσl, (70)

where ns is the number density of sites, gives the number of clustered damage sites
per unit length of the ion’s trajectory. Equation (70) can be numerically integrated
similar to Eqs. (51) and (55). ForΓe = 0.03 corresponding to that found in Sect. 5.6.3,
σl = ∫ ∞

0 Pl(ρ)2πρdρ = 0.03 nm2 (these calculations are done for alpha particles
near the Bragg peak).

The number density of targets, ns, is proportional to the ratio of base pairs accom-
modated in the cell nucleus to the nuclear volume, ns ∼ Nbp/Vn. The coefficient
of proportionality takes into account that a target represents a double DNA twist
comprising 20 bp [30]:

ns = Nbp

20 Vn
= 3π

8
× Nbp

20An z̄
, (71)

where the cross sectional area, An, of the cell nucleus and its diameter,Dn are defined
for given cells; an average length of ions’ traverse through a nucleus is z̄ = πDn/4.
Taking into account the chromatin dynamics during the cell cycle and that diploid
cells contain a double set of chromosomes, one gets the final expression for ns:
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ns = 1.67 × 2

20
× 3π

8
× Ng

An z̄
= π

16
× Ng

An z̄
, (72)

whereNg is genome size (e.g., equal to 3.2 Gbp for human cells [142] and to 2.7 Gbp
for Chinese hamster cells [143]). The factor 1.67 arises because of dependence ofNbp

on the phase of the cell cycle [32]. During interphase, the number density ns remains
constant duringG1 phase, which takes about 1/3 of the total cell cycle duration (Tc) in
human cells [144], but becomes doubled in the S andG2 phase after DNA replication
has taken place. Averaging the number density of DNA over the different phases,
one gets

Nbp = 2Ng

Tc

Tc∫
0

f (t) dt = 2Ng

Tc

(
1

3
Tc + 2 × 2

3
Tc

)
= 2Ng

Tc
× 1.67Tc = 3.33Ng .

(73)

7.2 Obtaining the Survival Curves

The assessment of RBE for ions, from the point of view of the MSA, starts from the
calculation of survival curves for a given type of cell irradiated with a given type of
ions at given conditions. This means that for a given type of cell and a given dose
the probability of cell survival (or inactivation) has to be calculated. In the previous
section, the probability of cell inactivation was related to the probability of inducing
a nuclear DNA lesion of a certain complexity, so that it is unlikely to be repaired
with proteins. In this section, the accomplishments of previous section are applied
to the calculation of survival curves.

The effect of each ion can be treated independently from others as long as the
average distance between the paths is considerably larger than the radii of tracks.
Typical doses used in ion beam therapy are small [137] and the above condition is
satisfied [30]. For a given type of cell, given dose, and LET, the average number of
ions that traverse a cell nucleus can be calculated as Nion = An d/Se, where An is the
cross sectional area of the cell nucleus and Se = |dE/dx| is a part of LET spent on
ionization of tissue. This, similar to our experience with plasmid DNA in Sect. 5.6.3,
gives us the dose dependence. The average number of lethal DNA lesions in the cell
nucleus is given by the following expression, similar to Eqs. (58) and (60),

Yl = dNl

dζ

∞∑
j=1

zj jPj(d), (74)

where the dNl
dζ

zj is the average number of lethal lesions per single ion’s traverse and
the sum

∑∞
j=1 zj jPj(d) = z̄

∑∞
j=1 jPi(d) yields an average length of traverse of

all ions passing through a cell nucleus for a given dose [30]. Probability Pj(d) for
exactly j ions traversing the cell nucleus is found similarly to (56),
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Pj(d) = Nj
ion

j! e−Nion (75)

At large values of Nion, z̄ becomes dose-dependent. For Nion ≤ 102 (in the current
study this condition is satisfied), z̄ is nearly constant and substitution of Eq. (75) into
(74) yields a linear dependence of the number of lethal lesions per cell nucleus on
dose:

Yl = dNl

dx
z̄ Nion(d) = π

16
σl Ng

1

Se
d . (76)

Equation (76) gives the number of lethal lesions per cell nucleus. Therefore, the
probability of cell inactivation, Πl is obtained by subtracting the probability of zero
lethal lesions occurrence from unity,

Πs = 1 − exp [−Yl] . (77)

Then, the probability of cell survival is given by unity less the probability of cell
inactivation, i.e., by that second term of Eq. (77):

Πsurv = 1 − Πl = exp [−Yl] . (78)

In virtue of (77) and (76), the logarithm of Πsurv,

lnΠsurv = −Yl = − π

16
σl Ng

1

Se
d, (79)

is linear with dose.
Figure12 [32] shows the survival curves for human adenocarcinomic A549 cells

irradiated with protons and alpha-particles at different values of LET. The calculated
curves (lines) are compared to the experimental data (symbols) on survival of the
same cells in the same conditions. These survival curves are calculated using Eq. (79)
and exhibit a good agreement with experiments. More examples are demonstrated

Fig. 12 Survival curves for
A549 cells irradiated with
protons for values of LET of
10 and 25 eV/nm and α

particles with the LET at
100 eV/nm. Solid line is
calculated using Eq. (79).
The dots represent the
experimental data [145, 146]
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in aerobic and hypoxic conditions for a variety of LET values in Ref. [32]. Linear
survival curves are observed in a large variety of cells and projectiles [32, 147–149].
From the model point of view this corresponds to the so-called single-hit model
described in Ref. [39]. The enzymatic repair is included in the above model in the
definition of the criterion of lethality. A change in the definition would change the
slope of survival curves, but will not affect its linearity.

However, in some cases, there is an evidence that survival curves as a result of
irradiation with ions can be “shouldered” consequent to successful damage repair;
i.e., in the language of LQ model, Eq. (1), the coefficient β may be noticeably
large [150]. In the framework of the MSA, this means that in these cases, some
complex lesions can still be repaired. A possibility of repair leads to the deviation
from a purely exponential behaviour of survival probability and the appearance of
shoulders in survival curves, which have been observed in experiments for specific
cells [149, 151]. An example for such curves for the repair-efficient Chinese hamster
CHO cell line is considered in Ref. [32].

In these cases, the deviation from a purely exponential behaviour of survival
probability can be explained by a possibility of repair of complex lesions, whichwere
assumed to be lethal above. For this purpose, a biological parameter, the probability
of a successful repair of a complex lesion, χ , is introduced and Eq. (78) transforms
into

Πsurv = e−Yl +
∞∑

μ=1

χμ Y
μ

l

μ! e
−Yl = e−(1−χ)Yl , (80)

where each term in the sum represents the probability of exactly μ complex lesions
to be induced multiplied by χμ, since all of these lesions must be repaired.

The probability of repair of a complex damage may depend on the cell’s response
to radiation, which involves specific biological mechanisms of damage repair [152].
Although the exact form of this dependence is unknown, the simplest function of
probability, χ , can be introduced as a linear function of Yl,17

χ = (χ0 − χ1 Yl) Θ(χ0 − χ1 Yl), (81)

where the positive parameters χ0 and χ1 of the function of probability are likely
to depend on a cell line, cell phase, and irradiation conditions, and Θ(x) is the
Heaviside step function. The probabilityχ gradually approaches zerowith increasing
the number of lesions until it becomes equal to zero at a critical value, Ỹl = χ0/χ1,
which depends, in particular, on dose and LET. A study of these dependencies as
well as biological reasons for such a functional dependence may be a goal of the
future development.

With χ introduced by (81), the survival probability (80) below the critical value
Ỹl transforms into

Πsurv = exp [−(1 − χ0)Yl − χ1Y
2
l ]. (82)

17As can be seen from Eq.80, constant χ does not make the survival curve shouldered.
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Above the critical value, Eq. (78) remains valid. Thus, these equations explain the
meaning of the critical value Ỹl as the transition point in the survival curve from the
linear-quadratic to the linear regime. Examples of calculations and comparisons with
experiments are given in Ref. [32].

The logarithm of Πsurv given by (82) can be written as

− lnΠsurv = (1 − χ)Yl = Yl − Θ(χ0 − χ1Yl) (χ0 − χ1Yl)Yl . (83)

For Yl < χ0/χ1, the survival probability in virtue of Eq. (76) is as follows,

− lnΠsurv = (1 − χ0)
π

16
σl Ng

d

Se
+ χ1

( π

16
σl Ng

)2 d2

S2e
. (84)

This result provides the molecular-level justification of the empirical LQ parameters
α and β for doses d ≤ 16

π

Se
σNg

χ0

χ1
:

α = (1 − χ0)
π

16
σl Ng

1

Se
, β = χ1

( π

16
σl Ng

)2 1

S2e
. (85)

At Yl > χ0/χ1, i.e., for d > 16
π

Se
σNg

χ0

χ1
, survival curves are linear,

− lnΠsurv = π

16
σl Ng

d

Se
, (86)

and the parameter α transforms into

α = π

16
σl Ng

1

Se
. (87)

The calculated survival probabilities depend on the following numbers, which
were either used as parameters or were determined from the comparison with exper-
iments: the number of secondary electrons produced by the ion per unit length,
dNe/dζ , that can be calculated using Eq. (17) and dependent on LET, the probability
for an electron incident on DNA to induce a SSB per one DNA twist, Γe, the fluence
of radicals on a DNA twist,Fr , or the number of produced radicals and the average
radius of their propagation from the ion’s trajectory that allow one to estimate it,
the probability for radicals to induce SSBs, Γr , the number density of targets, ns,
(assumed to be uniform) in a given cell. The enzymatic repair has been taken into
account by the introduction of the criterion of lesion lethality and (for some cases)
the probability χ of complex lesion repair. Some of the parameters in this list can be
found from the literature, estimated or calculated (rather accurately) for given media,
cells, and projectiles. Some of them remain unknown for now, but further research
may clarify their values. It is noteworthy that a complicated problem of the calcu-
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lation of survival probabilities can be reduced to the search of several microscopic
parameters that can be determined theoretically or experimentally.

We just demonstrated the capability of MSA to produce the parameters of the
linear quadratic model in a rather universal way. A variety of survival curves are
calculated using the same criterion of lethality and lesion probability values success-
fully compare to experiments. (See the chapter by A.V. Verkhovtsev, E. Surdutovich
and A. V. Solov’yov of this book for more detail.) These calculations are done for
different values of LET that correspond to protons, α-particles, or carbon ions in the
vicinity of the Bragg peak, or away from it, in aerobic or hypoxic conditions. This
is an important verification of the predictive power of the MSA and this opens the
way to clinical implementations of this approach.

7.3 The Recipe for Obtaining the Survival Probabilities

In this section, the MSA is summarised in a recipe for a phenomenon-based assess-
ment of radiation damage that results in the calculation of survival curves. This
section connects all ideas discussed above together into an integrated approach to
the prediction of survival probabilities. These survival curves can be compared to
those for photons and the RBE can be calculated. Below, we show all necessary
steps in order to calculate the survival probability for cells in an irradiated region.
Let us imagine that a certain type of cell is irradiated with certain ions. First, it
is desirable to know the composition of the medium. Cross sections of ionization,
excitation, and nuclear fragmentation affect the shape of the LET-depth dependence.
Section4.2 gives recipes for determining some of these cross sections for water and
more complex media. Second, using Eqs. (12–16), the LET dependence on energy
and longitudinal coordinate can be obtained. This gives the location of the Bragg
peak, its height, and other features of the LET curve. The conditions related to sec-
ondary particles should be assessed: the energy spectrum of secondary electrons,
their average energy, and other features provide the grounds for inference on what
methods can be used for the calculation of their transport and energy transfer. If the
value of the LET (at least at some section of the ion’s propagation) is higher than
4 keV/nm, shock wave effects may dominate the scenario of biodamage.

Third, the cells should be thoroughly investigated. Thus far in the MSA, the cell
nucleus was by and large considered to be the main target, however there could be
conditions in which other parts of a cell, such as the cell membrane, cytoplasm,
mitochondria, and other organella are targets, whose damage may be lethal to the
cell. If the nuclear DNA is the target, it is important to know how it is distributed. Any
information on the structure of chromatin, its volume, shape, and other characteristics
(which depend on the position in the cell cycle) is important for the description of
the target.

Fourth, as soon as the target is described the fluence of secondary particles, such
as secondary electrons and radicals, on this target is calculated. The random walk
has been used in this and other works related to the MSA to describe transport
of electrons, but it can be calculated using more sophisticated methods. Radicals
diffuse through the medium as well, but they may also be carried by the collective
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flowof the shockwave. TheDNAdamage due to radicals depends on their production
and transport, both of which depend on the LET. High temperatures inside the hot
cylinder and consequent shock waves contribute to these processes. More research
is needed first to verify the existence of shock waves on the nanometre scale and
then to describe the transport of reactive species including chemical reactions. The
ultimate effect of radicals depends on the hypoxic/aerobic conditions in the medium.
If the effectiveness is known, the OER can be determined for the given conditions.

Fifth, the average number of DNA lesions of interest (that could be lethal) per
unit length of the ion’s trajectory should be calculated. This implies the integration
and averaging of damaging effects in the radial direction with respect to the ion’s
trajectory. Then, knowing the size of the cell nucleus (or other target), the dose
dependence of number traversing ions and lethal lesions yield using Eqs. (57) and
(58) can be determined. The survival curve can then be calculated using Eq. (79)
or Eq. (84), if the special repair properties are involved. The comparison of the
survival curve with that for x-rays gives the RBE for a given location. This location
is described with the value of the LET and the depth coordinate that corresponds to
it. This means that these calculations predict the RBE (and OER) at the Bragg peak,
plateau, and the tail of the LET-depth dependence. Then, if the tissue can be scanned
to produce a spread-out Bragg peak, the calculations can be superimposed.

Enzymatic repair mechanisms play an important role for the overall damage
assessment. They are included in several places. Mainly, their effectiveness deter-
mines the criterion for lesion lethality. The resultant survival curves will be based
only on α coefficient, given by Eq.87. Function χ for additional repair effects should
only be introduced if there is an evidence that the survival curves for given cells are
shouldered. In general, more biological input is necessary both for given calcula-
tions and for the further development of the MSA. However, there is a hope that in
the application to radiation damage with ions and high LET, the uncertainty related
to biological effects is less than at lower LET values. This hope has been strongly
supported by a recent successful verification of the recipe with the above criterion of
lethality on a number of cell lines across a wide range of LET and different oxygen
conditions [32]. Also, advanced track structure codes allow to do modelling on the
biological scale [153]. For the analytical MSA, it would be interesting to develop the
biological input in relation to these models.

8 Conclusions and Outlook

Thus, the multiscale approach to the assessment of radiation damage with ions has
been reviewed. It has been initiated less than ten years ago and now it is in the stage
when a number of aspects can still be improved, but by and large it is completed. It has
evolved from a curious desire to understand peculiarities of radiation damage with
ions to a unique scientific theoretical predictive method for calculation of survival
probabilities of cells irradiated with ions. The main difference of MSA from other
approaches is the in-depth focusing on physical effects, and, therefore, it is referred
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to as a phenomenon-based approach. Even though a huge effort should be undertaken
to implement it for therapy planning, its experimental verification [32] makes such
implementation feasible.

Section7.3 gives an example of how the logic of theMSA is applied to the assess-
ment of survival probabilities. This is presented as a recipe, which may be employed
in a clinical code. This recipe allows one to look into the mechanisms that deter-
mine these probabilities. Every element in the scenario (representing a certain scale)
can be investigated independently and in most cases this can be done rather simply.
The use of analytical or semi-analytical tools allows to understand the key effects
on each scale. The main advantages of the MSA follow from its architecture, its
fundamentality, and its versatility. The approach evaluates the relative contributions
and significance of a variety of phenomena; it elucidates a complex multiscale sce-
nario in sufficient detail and has a solid predictive power. It is structurally simple and
inclusive, and allows for modifications and extensions by including new effects on
different scales and improvements on the way.

The latest achievements of the MSA include the calculations of survival probabil-
ities for different conditions with respect to oxygen concentration [32]. The OER has
been obtained as a natural byproduct of calculation of survival probabilities. More
detail on this can be found in the chapter by A.V. Verkhovtsev, E. Surdutovich and
A.V. Solov’yov of this book. Further understanding of how to treat biological effects
such as enzymatic repair has been obtained as well [32]. This success hints that the
further development of theMSA can be in done in the biological direction. Therefore,
further validation of the method on different biological targets can be suggested as
the first area of its development. It will further clarify the parameters used currently,
the use of repair coefficients, and may relate the latter to biological repair models.

The second area is related to the further understanding of the role of shock waves
predicted in the process of the analysis of scenario of radiation damage. Thus far,
these waves have not been observed, therefore we welcome experimental efforts
in order to detect them. In addition to this, theoretical ideas of effects that can be
observed experimentally and that can confirm the existence of shock waves. The
shock waves may play a crucial role in the direct biodamage and production and
transport of radicals.

The third area of development is related to themodification of themedium.The use
of nanoparticles such as gold nanoparticles (GNP) as sensitizers has been discussed
both theoretically and experimentally [20, 154], in order to boost the production of
secondary electrons near the target and thus increase the RBE. The use of nanoparti-
cles is considered for different modalities. Such a modification of the medium should
be feasible within the MSA. The relevant cross sections of secondary electron pro-
duction and their energy spectrum will define their effect on nearby biomolecules.

The fourth area is the modification of modality. Ions heavier than carbon require
a better understanding of thermomechanical effects discussed above, since the shock
waves initiated in the Bragg peak area would be more pronounced. The use of these
ionsmay not necessarily be therapeutic. Rather, the understanding of themechanisms
of radiation damage at very high values of LETwill help the assessment of the hazards
of exposure to such ions during space missions or elsewhere. Also, the targets may
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not necessarily be biological, e.g., the assessment of radiation damage of electronics
or other equipment can be done in a similar fashion. Another aspect, which can also
be regarded as a modality modification, is the series of effects related to irradiation
with ion beams produced by high-power lasers [109, 155]. In these conditions, the
beam is much more dense and the tracks substantially interfere. The application of
the MSA for the calculation of survival curves may be especially beneficial in this
case.

The future development of the MSA will make a worthwhile tool for the assess-
ment of radiation damage on the molecular level. While there is more work to be
done tomake it practical, its fundamental basis and depth related to atomic/molecular
physics has become evident.
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Propagation of Swift Protons in Liquid
Water and Generation of Secondary
Electrons in Biomaterials

Pablo de Vera, Rafael Garcia-Molina and Isabel Abril

Abstract A proper description of the propagation of a swift proton beam through
biomaterials, accounting for the energy deposited as well as the geometrical evolu-
tion of the beam as a function of the target depth and nature, is a crucial issue in
proton therapy. For this purpose, simulation is a very adequate tool, since the most
relevant interactions that take place between the projectile and the target constituents
(electrons and nuclei) can be conveniently accounted for in a controlled manner. In
this chapter an overview and relevant results for hadron therapy are presented of the
simulations we have developed using the code SEICS (Simulation of Energetic Ions
and Clusters through Solids), which combines Monte Carlo and Molecular Dynam-
ics, to follow in detail the motion and energy deposition of swift protons through
targets of hadron therapeutic interest, mainly liquidwater. Themain interactions con-
sidered in our study are of elastic nature (affecting mainly the projectile’s direction)
and inelastic processes (leading to either nuclear reactions or electronic energy loss).
The performance of the code, as well as the quality of its main input, namely the
stopping force for proton beams in liquidwater (which is themain tissue constituent),
are benchmarked by comparing the results of the simulations with available experi-
mental proton energy spectra as a function of the detection angle after traversing a

P. de Vera
Department of Physical Sciences, The Open University,
Milton Keynes, England MK7 6AA, UK
e-mail: p.devera@qub.ac.uk

P. de Vera
MBN Research Center, 60438 Frankfurt am Main, Germany

P. de Vera
School of Mathematics and Physics, Queen’s University Belfast,
BT7 1NN Belfast, Northern Ireland, UK

R. Garcia-Molina (B)
Departamento de Física – Centro de Investigación en Óptica y Nanofísica,
Regional Campus of International Excellence “Campus Mare Nostrum”,
Universidad de Murcia, 30100 Murcia, Spain
e-mail: rgm@um.es

I. Abril
Departament de Física Aplicada, Universitat d’Alacant, 03080 Alacant, Spain

© Springer International Publishing Switzerland 2017
A.V. Solov’yov (ed.), Nanoscale Insights into Ion-Beam Cancer Therapy,
DOI 10.1007/978-3-319-43030-0_2

61



62 P. de Vera et al.

micrometric liquid water jet. The excellent agreement with experiments validates the
SEICS code, which we can use then to study several problems of interest for proton
therapy, including the calculation of depth-dose curves and lateral dose profiles, the
energy evolution of the proton beam along the target, as well as the production of
secondary electrons at the Bragg peak in relevant biomaterials.

1 Introduction

The interaction of fast charged particles with biological materials is a topic of great
current interest, due to its possible (beneficial or harmful) consequences on human
tissues. The passage of energetic ions through the body initiates a cascade of physical,
chemical and biological processes, which can produce the damage and, eventually,
the death, of human cells. Such results can be considered either as negative (when the
damage should be prevented) or positive (when it is desired), so a proper description
and understanding of the involved phenomena is desirable, in each case, for radiation
protection or for radiotherapeutic purposes.

While radiation protection against energetic ions is relevant to prevent human
exposure in the context of nuclear reactors and space exploration, radiotherapeutic
purposes find an emergent application in the technique known as ion beam can-
cer therapy (or hadron therapy) [1]. Contrary to conventional radiotherapy, where
energetic photon or electron beams are used, having a rather homogeneous energy
deposition profile in human tissues, ion beam cancer therapy exploits the unique
characteristics of energetic ion beams, which present an inverse depth-dose profile,
losing more energy as their kinetic energy decreases. This behaviour gives place to
the appearance of the Bragg peak, i.e., a sharp maximum in the energy deposition
profile near the end of the trajectories of the energetic ions. The depth (in the tar-
get) of the Bragg peak has to be carefully tuned. For that purpose, it is necessary to
improve the knowledge of the interaction processes that take place when swift ion
beams move through biological materials. This will allow a precise energy delivery
in deep-seated tumours, whileminimising the damage to surrounding healthy tissues,
which is especially desirable for treating tumours close to sensitive areas, such as the
brain. For ion beam cancer therapy, usually proton and carbon ion beams are used,
although the majority of centres all around the world employ protons [2].

Energetic ions moving through condensed matter (solids and liquids) lose energy
mainly by electronic excitations and ionisations. The main quantity describing this
energy loss is the stopping power (or stopping force) [3]. Its accurate determination
for biological materials and, especially, for liquid water (the main constituent of
living tissues) is an important issue, since it will determine the precision with which
the Bragg peak can be positioned and, hence, the accuracy of treatment plannings
[4, 5]. However, electronic excitation and ionisation are just two of the multiple
phenomena which occur since the ion begins its propagation in the body until the
final biological damage.

Ion beam cancer therapy should be studied, indeed, within a multiscale approach
[6], since processes in very different energy, spatial, and time scales take place.
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Apart from electronic interactions, ion propagation is influenced by nuclear frag-
mentation reactions, which convert the initial projectiles in a new whole family of
propagating secondary particles. The electronic interactions lead to the ejection of a
vast quantity of secondary species, including secondary electrons and free radicals,
which propagate in nano- andmicrometric scales, inducing the physical and chemical
mechanisms that account for themajor part of the initial damage of the biomolecules,
especially the nuclear DNA. Then, biological processes come into play, dealing with
the damage and reparation of the biomolecules, which will lead to cell death if the
latter mechanism is not effective.

Therefore, it is clear that an optimal use of ion beam cancer therapy requires
knowledge on multiple phenomena, among which, from the physics point of view,
electronic excitation and ionisation, and nuclear fragmentation reactions, play a rel-
evant role. A convenient way of modelling ion beam interaction with biological
materials, taking into account all these physical interactions, is numerical simula-
tion, such as Monte Carlo and Molecular Dynamics. In the Monte Carlo codes, the
detailed history of each projectile of the beam is followed by randomly drawing the
coordinate at which each possible interaction (elastic or inelastic scattering, electron
exchange between the projectile and the target, nuclear fragmentation reaction...)
takes place, as well as the final result of the interaction, by using appropriate inter-
action probabilities, known as cross sections.

Depending on the kind of code, more or less detailed information will be obtained
from the simulation. Track-structure (or event by event) codes are the most complete
ones, inwhich the result of each interaction is described and followed in detail. This is
particularly important for the emission of secondary electrons: in the track-structure
codes, the energy and angle of each secondary electron is determined after each
ionising collision, and then the electrons are also followed until stopped. Examples
of such codes are KURBUC [7], PARTRAC [8], NOTRE DAME [9], MC4 [10], and
EPOTRAN [11], among others [10].

As a consequence of being very detailed, these simulations are also very time
consuming, and not very convenient when only macroscopic dose distributions are
needed. In those cases, radiation transport (or condensed history) codes can be used,
by grouping bunches of interactions that, by themselves, have a small effect on
the projectile history, which greatly reduce computational time. This is done, for
example, with the electronic interactions when the trajectories of the secondary elec-
trons are not important, i.e., for the calculation of macroscopic dose profiles. Some
examples of condensed history codes are FLUKA [12], MCNPX [13], SRIM [14],
PENELOPE [15] or GEANT4 [16], among others [17]. Also, codes exist that can
use the condensed history algorithm for the whole target, while calculating the track-
structure just for the regions of interest, such as GEANT4-DNA [18] or LEPTS [19,
20], which enable more efficient multiscale simulations.

However, in order to obtain proper results from Monte Carlo codes, they have to
be fed with appropriate input, i.e., with accurate values of the cross sections for each
interaction process, notably for the electronic excitation in condensed phase targets,
such as liquidwater. In this context, the codeSEICS (Simulation ofEnergetic Ions and
Clusters through Solids) has been developed over the last years, for the description
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of swift ion propagation through a target by taking special care on its condensed
matter nature [21]. The SEICS code employs accurate electronic stopping quantities,
obtained from the dielectric formalism [22], by properly taking into account the
stochastic energy loss of swift ions in condensed organic targets, such as liquid
water [23], bone [24] or other biotargets [25–28]. Therefore, this code represents a
good tool for the simulation of ion beam interactions with biomaterials.

The SEICS code will be briefly described in Sect. 2. After some initial consid-
erations on the way the code works, in Sect. 2.1 we will explain in detail how the
electronic energy loss of proton beams in liquid water is calculated, taking into
account the stochasticity of the process through the use of the stopping power and
the energy-loss straggling, as well as the charge state of the projectile. Then, the rest
of relevant interactions in the problem will be described, namely elastic scattering
(Sect. 2.2), electron capture and loss processes (Sect. 2.3), and nuclear fragmentation
reactions (Sect. 2.4). In particular, we will show how, even recognizing the complex-
ity of nuclear fragmentation reactions, they can be implemented in a quite simple
way for proton beams.

After describing the code, and before studying several problems related to proton
therapy, in Sect. 3 we will benchmark both the code and its main input, i.e., the elec-
tronic stopping quantities for protons in liquid water. This will be done by comparing
the outputs from SEICS with the results of the experiments performed in micromet-
ric liquid water jets by the Kyoto group [29, 30], which were done to determine
the stopping power of liquid water for proton beams of intermediate energy. The
excellent agreement of our simulated energy distributions with the corresponding
measurements validate the performance of our code, as well as the accuracy of the
stopping quantities we use.

Finally, several applications of the SEICS code to calculate useful quantities in
proton therapy are presented in Sect. 4.Wewill start by calculating depth-dose curves
of proton beams in liquid water, Sect. 4.1. Apart from the satisfactory comparison
with available experimental data, we will see how the SEICS code can be used to
evaluate the contribution of each individual interaction process (electronic energy-
loss and straggling, elastic scattering, nuclear fragmentation reactions) to the total
dose deposited in the target. Then, in Sect. 4.2 the depth-dose curves will be comple-
mented with the calculation of lateral dose profiles. Here, the simulation results for
the lateral aperture of the beam will be parameterised, which yields useful results for
the analytical calculations of dose profiles. The energy distribution of protons along
the Bragg curve will be discussed in Sect. 4.3, where important characteristics of
the energy spectra of primary projectiles along the beam trajectory will be featured.
This discussion is very relevant, since the energy distribution of primary projec-
tiles governs the production of secondary electrons, which in turn will determine
the microscopic track-structure of the incident radiation. In Sect. 4.4 we will discuss
the generalisation of the dielectric formalism to obtain energy spectra of secondary
electrons produced by proton beams, and we will use them, in conjunction with the
energy distribution of the primary protons as a function of the depth, to determine
the realistic energy distributions of secondary electrons produced at the Bragg peak
region. Such results are useful to establish the initial conditions for track-structure
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simulations in realistic circumstances, where ultimate cellular damage is expected
to depend on the number and energy of electrons produced around the Bragg peak
region in several relevant biomaterials [31, 32].

2 Propagation of Energetic Ions Through
Condensed Media

In order to properly describe the propagation of energetic ions through condensed
media, we use the simulation code SEICS (Simulation of Energetic Ions and Clus-
ters through Solids), which is based on a combination of Molecular Dynamics and
Monte Carlo techniques to follow the motion of swift projectiles through the target
[21, 33–35]. The code implements all the relevant interactions between ions and
the target constituents, which are described in what follows. The energy loss by the
projectile is mainly due to the electronic excitations and ionisations that it generates
along its trajectory, which is accounted for by solving the projectile’s equation of
motion by considering a stopping force (obtained from the stopping power, i.e., the
average energy loss per unit path length) whose fluctuations, due to the stochastic
nature of the interaction, are accounted for by the energy-loss straggling; due to
the high energies typically used in hadron therapy, relativistic corrections have been
included in the kinematics of the projectiles. The multiple Coulomb scattering of
the projectile with the target nuclei is the major responsible for the beam angular
spreading. The electron capture and loss processes by the projectile determine its
charge state, which, in turn, determines the stopping force. Finally, the nuclear frag-
mentation reactions modify the number of projectiles in the beam and generate new
ones, affecting the general shape of the Bragg curve.

Whereas the slowing down of the projectile is managed through a standard Mole-
cular Dynamics procedure, the rest of the processes are drawn by the Monte Carlo
technique, where the probability distributions are obtained from the corresponding
cross sections.

Besides, an effort has been made to have a more realistic description of the elec-
tronic excitation spectrum of the more relevant biological targets, putting especial
interest in liquid water, as it is the main constituent of the living tissues, as well as
the DNA molecular constituents.

Taking into account all the ingredients cited previously, the SEICS code dynam-
ically follows the trajectory of each projectile in the target, providing its position,
velocity and charge-state at any instant. The position r and velocity v of a projectile,
with mass M1 and atomic number Z1, are obtained by numerically solving its equa-
tion of motion at discrete time intervals Δt. For this purpose we rewrite the velocity
variant of Verlet’s algorithm [36], taking into account the relativistic velocities of the
projectiles:
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r(t + Δt) = r(t) + v(t)Δt + F(t)

2M1
(Δt)2

[
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c

)2
]3/2

, (1)

v(t + Δt) = v(t) + F(t) + F(t + Δt)

2M1
Δt

[
1 −

(
v(t)

c

)2
]3/2

, (2)

where F is the electronic stopping force, and c is the speed of light. The classical
trajectory of the projectile is followed until it reaches a threshold energy Eth. We
use Eth ∼ 250 eV, although reducing this value has not practical consequences in the
final depth-dose distributions.

The force that acts on the projectile is due to its inelastic collisions with the target
electrons. This produces the so-called electronic stopping force, which depends on
the projectile charge-state q and speed v. Due to the stochastic nature of the interaction
with the target electrons there are fluctuations in the force sensed by the projectile.
Then, in the simulation we use the modulus of the electronic stopping force felt by
the projectile (with charge state q) from a Gaussian distribution with mean value
Sq (the stopping power or mean value of the energy loss), and a standard deviation
given by:

σ =
√

Ω2
q/Δs , (3)

where Δs = vΔt is the distance travelled by the projectile (with velocity v) in a time
stepΔt, andΩ2

q is the energy-loss straggling (themean square deviation per unit path
length of the energy-loss distribution) for a projectile with charge state q. According
to the Box-Müller procedure to generate a Gaussian distribution [37], the electronic
stopping force acting on the projectile is written as:

F = −
[
Sq + (Ωq/

√
Δs)

√−2 ln ξ1 cos (2πξ2)
]
v̂ , (4)

with v̂ being the unit vector of the instantaneous projectile velocity v. The symbols ξi
refer to random numbers uniformly distributed between 0 and 1 [38], with the value
of the subscript i (= 1, 2, . . . ,) denoting each time a random number ξi is used in
the simulation.

The stopping power Sq and the energy-loss straggling Ω2
q of the projectile are the

main input quantities in the simulation code. They are calculated in the dielectric
framework, together with the MELF-GOS (Mermin Energy Loss Function – Gener-
alised Oscillator Strength) model [39, 40], which has been developed to realistically
represent the electronic excitation spectrum of any condensed media, being particu-
larly convenient for biological targets, which are liquids or solids [25, 41]. To speed
up the simulation, at higher projectile velocities (v ≥ 20 a.u.; kinetic energies T ≥ 10
MeV/u) we use the analytical relativistic Bethe formula for the stopping power [42],
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S = 4πe4Z2Z2
1N

v2
ln

[
2mv2

I(1 − (v/c)2)
− (v/c)2

]
, (5)

where Z2 is the atomic number of the target, N is its atomic or molecular density,
m and e are the electron mass and charge, respectively, and I is the mean excitation
energy of the target, which only depends on its electronic structure [43], and it is
found from the MELF-GOS model [25, 44]. Also at high energies, the energy-loss
straggling Ω2

q is evaluated from the Bohr straggling formula [3]:

Ω2
Bohr = 4πe4Z2Z

2
1N . (6)

The SEICS code becomes a convenient tool to address different problems related
to ion beam cancer therapy, since the propagation and energy deposition of the ions
through liquid water and other biologically relevant targets can be described with
high accuracy.

Althought a complete description of the SEICS code can be found in Refs.
[21, 35], in what follows we summarise how the different interactions between a
swift charged particle and the target constituents are implemented in it.

2.1 Inelastic Energy Loss Processes

The dielectric formalism is a convenient approach for describing the interaction of
fast charged particles with the electrons of a condensed target [22, 45, 46]. It assumes
a linear response of the electronic system to the perturbation induced by the electric
field of the projectile, providing a connection between the dielectric function of the
target (a macroscopic property) and the matrix elements of the electronic transitions
(a microscopic quantity). In this case, all the possible electronic excitations of the
system are properly accounted for, including many-body and physical-state effects
coming from intermolecular interactions, so important in condensed matter.

For an ion with atomic number Z1, mass M1 and charge state q, which travels
with kinetic energy T (velocity v) through a condensed medium characterised by a
dielectric function ε(k, ω), the dielectric formalismprovides the differentmoments of
the energy-loss distribution due to inelastic collisions of the projectile with the target
electrons. The stopping power Sq is given by the first moment of the distribution:

Sq(T) = M1e2

�πT

∫ ω+

ω−
dω (�ω)

∫ k+

k−

dk

k
[Z1 − ρq(k)]2Im

[ −1

ε(k, ω)

]
, (7)

where �k and �ω represent, respectively, themomentum and energy transferred to the
target in an inelastic collision. ρq(k) is the Fourier transform of the electronic density
of the projectile, which is described by the statistical model proposed by Brandt and

Kitagawa [47].The integration limits are�k± =
√
2M1

(
2T − �ω ± 2

√
T(T − �ω)

)
,
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whereas �ω− = 0 (for metals) or �ω− = Egap (for insulators) and �ω+ � 4Tm/M1,
where m is the electron mass.

The energy-loss straggling,Ω2
q , which accounts for fluctuations in the energy loss

due to the stochastic nature of the inelastic collisions, is related to the secondmoment
of the distribution. It can be obtained from the following expression:

Ω2
q (T) = M1e2

�πT

∫ ω+

ω−
dω (�ω)2

∫ k+

k−

dk

k
[Z1 − ρq(k)]2Im

[ −1

ε(k, ω)

]
. (8)

The Brandt-Kitagawa model presupposes that the cloud of bound electrons is
screening the projectile nucleus over a certain radius that depends on the projectile
velocity. Therefore, target electrons that approach the projectile with impact para-
meters larger than this radius (that is, distant collisions) perceive the projectile as
a point charge with charge q, irrespective of its internal structure. However, when
the impact parameter is smaller than the radius (i.e., close collisions) the target elec-
trons penetrate the screening cloud of the bound electrons of the projectile, sensing
a partially screened potential corresponding to a projectile charge larger than q. An
average over all the impact parameters will give the charge of the projectile. The
advantage of this model is that it is possible to derive analytical expressions for the
Fourier transform of the electronic charge density of the projectile, ρq(k). For more
details about the implementation of this model in the SEICS code see Ref. [28].

In Eq. (7) the target properties enter through the energy loss function (ELF),
Im[−1/ε(k, ω)], which characterises the electronic excitation spectrum of the mate-
rial, since it expresses the probability of producing a target excitation or ionisation
with energy and momentum transfers �ω and �k, respectively. A good description
of the target ELF at any energy and momentum transfer, the so-called Bethe surface,
is basic to obtain accurate values of the stopping power.

On the other hand, the electric field, Eind,q, induced by the projectile with charge
q in the target, which is the responsible of its stopping, can also distort the electronic
cloud of the projectile, polarising it. The contribution of this process to the stopping
power is given by [34, 48]:

Spol,q(T) = e2M1Z1
πT

∫ k+

k−

dk

k
ρq(k)

∫ ω+

ω−
dω ω Im

[ −1

ε(k, ω)

][
1 − cos

(
ωdq

√
M1

2T

)]
.

(9)

Here, dq = μqEind,q(T) is the displacement of the centre of the electron cloud from
its nucleus, where μq is the projectile polarisability; the self-induced electric field is
given by:

Eind,q(T) = M1e

πT

∫ k+

k−

dk

k
[Z1 − ρq(k)]

∫ ω+

ω−
dω ω Im

[ −1

ε(k, ω)

]
. (10)
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This extra contribution to the energy loss of the projectile due to its self-polarisation
is also included in the SEICS code.

At this point the only quantity that remains to be determined is the energy loss
function of the target at any energy and momentum transfer, that is over the whole
Bethe surface, which is not a trivial task. Most of the experiments can measure the
ELF at the optical limit (k = 0), therefore it is necessary to use methodologies for
a proper extension over the whole momentum plane (k �= 0). A discussion about
the different extended optical data models currently used to calculate the ELF at
any momentum transfers can be found in [41]. In what follows, we will present the
MELF-GOS methodology developed by our research group to describe the target
ELF over the Bethe surface.

2.1.1 Target Description: The MELF-GOS Model

The MELF-GOS (Mermin Energy Loss Function-Generalised Oscillator Strength)
methodology is based on the use of Mermin dielectric functions [49] for the descrip-
tion of the outer-shell electron excitations, together with generalised oscillator
strengths in the hydrogenic approach [50] for the description of the inner-shell elec-
tron excitations.

Due to the different response to the perturbation induced by the projectile of
either the tight-bound outer shell or the inner-shell electrons, the description of both
contributions to the ELF can be safely assumed to be independent. Therefore the
ELF can be divided in two components:

Im

[ −1

ε (k, ω)

]
= Im

[ −1

ε (k, ω)

]
outer

+ Im

[ −1

ε (k, ω)

]
inner

. (11)

The inner-shell electron excitations present large binding energies, preserving
their atomic character and they do not participate in the chemical bonds of the tar-
get. Therefore, they can be regarded practically as atomic electrons, being properly
described by the generalised oscillator strength (GOS) in the hydrogenic approach
[40, 43, 50]. This fact allows to use the Bragg rule [51] for determining the ELF of
the inner shells for a compound target as the sum of their atomic constituents [28]:

Im

[ −1

ε (k, ω)

]
inner

= N
∑
j

αj
ELFj(k, ω)

Nj

= 2π2N

ω

∑
j

αj

∑
n�

df jn�(k, ω)

dω
Θ(ω − ω

j
ionis,n�) , (12)

where N is the molecular density of the target, αj, ELFj(k, ω) and Nj are, respec-
tively, the stoichiometry coefficient, the ELF of the jth atom and the atomic density
of the jth element, df jn�(k, ω)/dω is the hydrogenic GOS corresponding to the (n, �)-
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subshell of the jth element, and�ω
j
ionis,n� is the ionisation energy of the (n, �)-subshell

of the jth-element in the compound target. Θ(...) represents the Heaviside step func-
tion.

Due to the complex structure of the ELF for real materials, it is suitable to describe
the outer-shells contribution to the ELF, Im [−1/ε (k, ω)]outer, by a linear combina-
tion of Mermin-type ELF (MELF), which must be fitted to the experimental optical
ELF (k = 0), namely,

Im

[ −1

ε (k = 0, ω)

]
outer

= Im

[ −1

ε (k = 0, ω)

]
exp

=
∑
i

AiIm

[ −1

εM (k = 0, ω;ωi, γi)

]
Θ(ω − ωth,i) , (13)

with εM being the Mermin dielectric function [49], given by:

εM(k, ω) = 1 + (1 + iγ /ω) [εL(k, ω + iγ ) − 1]
1 + (iγ /ω) [εL(k, ω + iγ ) − 1]/[εL(k, 0) − 1] , (14)

where εL is the Lindhard dielectric function [22, 52, 53], which provides an analytic
expression for the dielectric response function of a homogeneous free-electron gas,
where plasmons are undamped electronic excitations. However, experimental evi-
dence indicates that a strong damping mechanism exists at all k for most materials.
To solve this problem, the Mermin dielectric function phenomenologically modifies
the Lindhard dielectric function by including plasmon damping through phonon-
assisted electronic transitions. It should be noted that at the optical limit the Mermin
and the Drude ELF are equivalent.

In Eq. (13) the coefficients Ai account for the intensity of each resonance in the
experimental energy loss spectrum (i.e., the intensity of their oscillator strengths),�ωi

and �γi represent the position and width of each excitation and �ωth,i is a threshold
energy, usually the band gap energy, below which electronic excitations are not
possible.

In summary, the fitting parameters Ai, ωi and γi of the optical ELF in Eq. (13) are
chosen in such a way that it reproduces the main features of the experimental optical
ELF and fulfils physically motivated restrictions, such as the Kramers-Kronig (KK)
sum rule [25]:

2

π

∫ ∞

0
dω

1

ω
Im

[ −1

ε(k = 0, ω)

]
= 1 − 1

n2(0)
(15)

and the f -sum rule (or Thomas-Reiche-Kuhn sum rule):

Z2 = m

2π2N e2

∫ ∞

0
dω ωIm

[ −1

ε(k = 0, ω)

]
. (16)
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n(0) represents the refractive index at the static limit, whereas Z2 is the target atomic
number (per molecule). The KK sum rule, Eq. (15), guarantees a good behaviour
of the ELF at low energy transfers. The f -sum rule, Eq. (16), links the ELF to the
number of target electrons per molecule that can be excited by the projectile; it must
be fulfilled for a good behaviour of the ELF at intermediate and high energy transfers.

An important advantage of the MELF-GOS model is that the extension from the
optical data to k �= 0 is automatically achieved through the analytic properties of
the Mermin dielectric function, therefore no extra extension algorithms have to be
introduced.

In order to test the accuracy of the MELF-GOS model, we calculate the Bethe
surface of liquid water and compare with experimental measurements from inelastic
x-ray scattering spectroscopy (IXSS) [54, 55]. Figure1 shows the experimental data
for the ELF of liquid water from k = 0 to k = 3.59 a.u. (symbols), together with the
calculations obtained by the MELF-GOS model (lines). The very good agreement
does not happen for other extended optical-data models (see [41]), which means that
the inclusion of the damping in the electronic excitations is indispensable. Therefore,
by starting from the experimental ELF at the optical limit, the MELF-GOS method-
ology can realistically predict the excitation spectrum of liquid water (and any other
target) over the entire plane of energy and momentum transfers.

The dielectric formalism, together with a realistic description of the electronic
properties of the target by the MELF-GOS model, has been successfully applied to
calculate electronic energy-loss quantities for ions and electrons in a large number
of inorganic and biological materials (elemental and compounds) [23–26, 40, 48,
56–65], which compare satisfactorily well with available experimental data.

As we discussed in Sect. 2, the SEICS code needs as input data the stopping power
Sq and the energy-loss straggling Ω2

q for each charge state q of the projectiles in the
irradiated target. Now we apply this methodology to calculate these quantities for
proton beams in liquid water, as it is the main constituent of living tissues.

Fig. 1 Energy loss function
(ELF) of liquid water as a
function of energy �ω and
momentum transfer �k.
Symbols are experimental
data from Hayashi [55] and
lines represent the
calculations from the
MELF-GOS model
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Before comparing the calculated energy-loss quantities with experimental data it
is necessary to take into account that due to electron capture and loss processes by
the projectile, the ion can be in different charge states q. The probability that the
projectile reaches a given (equilibrium) charge state q at a given energy T is φq(T).
Therefore, the stopping quantities are evaluated as:

S(T) =
Z1∑
q=0

φq(T) Sq(T) , Ω2(T) =
Z1∑
q=0

φq(T)Ω2
q (T) . (17)

The equilibrium charge fractions φq(T) of the projectile, which depend on its energy
and the target nature, are taken from a parameterisation to experimental data [66].
In Fig. 2 we show by solid lines the calculated stopping power S and energy-loss
straggling Ω2 for proton beams in liquid water as a function of the incident energy.
S is compared with available experimental data (symbols) for liquid water [29, 30,
67] and ice [68–70]. The semiempirical results provided by the SRIM code [14]
are depict by a grey dashed line, whereas the grey dash-dotted line corresponds to
the stopping power collected in the ICRU Report 49 [71]. The predictions at high
energies of all the models agree (among them and) with the newest experimental data
in liquid water [67]. However, at energies aroud and lower than the stopping power
maximum, the predictions of the models clearly disagree among them and depart
from the available experimental data (although these are not for liquid water but for
ice). Both SRIM and ICRU curves show a good agreement with the experimental
data for ice, because they use a parameterisation to these available experimental data.
We note that at low proton energies the inclusion of the electron charge-exchange

Fig. 2 a Stopping power of liquid water for an incident proton beam as a function of its energy.
Symbols are experimental data for liquid water and ice. Solid line corresponds to calculations from
the MELF-GOS model. Results from semi-empirical models, such as SRIM [14] (grey dashed line)
and ICRU [71] (grey dash-dotted line), are also depicted. b Energy-loss straggling for protons in
liquid water
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process is essential to obtain suitable stopping power data. For a detailed discussion
of the influence of several theoretical models in the stopping power calculations,
the interested reader can consult Refs. [28, 41]. It is also interesting to note the
differences between the experimental data for protons in liquid water at intermediate
energies [29, 30] and the theoretical results. These experimental data rely on the
measurement of the energy distributions of proton beams after traversing a liquid
water jet, and on the interpretation of these energy distributions by Monte Carlo
simulation. In Sect. 3 we will show that the stopping power at intermediate energy
obtained in Refs. [29, 30] is questionable.

Moreover, at high projectile energies the SEICS code uses the Bethe stopping
power (see Eq. (5)), where the mean excitation energy I of the material must be
known, which only depends on the electronic structure of the target, and is defined
in terms of the target ELF by the relation:

ln I =
∫ ∞
0 dω ln (ω) ωIm[−1/ε(0, ω)]∫ ∞

0 dω ωIm[−1/ε(0, ω)] . (18)

Therefore, accurate values of I are desirable, in particular for biological materials,
where a few percent in the uncertainty of the I values might cause sizeable changes
in the range and stopping maximum (i.e., the Bragg peak) of therapeutic ion beams,
which have energies of the order of several hundreds ofMeV/u.With theMELF-GOS
model a value of the mean excitation energy 79.4 eV for liquid water is obtained. A
comparison between different I values calculated from several models and several
biological targets can be found in Ref. [28].

2.2 Elastic Collisions

The simulation code SEICS also considers multiple elastic scattering among the
target nuclei and the projectile. These very frequent events modify the trajectory of
the projectile providing its angular deflection (i.e., lateral spreading) and contribute
to the energy-loss at low energies at the end of its travel, especially at the distal part
of the Bragg peak, which affects the range of the projectile.

The elastic collisions are implemented in the code through a Monte Carlo algo-
rithm [72, 73] that provides the projectile scattering angle and the corresponding
elastic energy loss at each collision. The path length Lel of the projectile between
two successive collisions with the target atoms is given by:

Lel = − ln ξ3∑
i Λel,i

, (19)

where Λel,i is the projectile inverse mean free path for having an elastic interaction
with the i-atom of the target compound. Therefore

∑
i Λel,i is the total macroscopic
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cross section for having an elastic collision with the target nuclei. We assume that
each target atom is an effective scattering centre having a spherical volume with
radius r0 = 1/(2N 1/3), whereN is the target molecular density. To determine the
type of the target atom that undergoes the collision with the projectile, we suppose
that the collision probability with the i-atom type is proportional to the fractional
contributionmade by each atom to the total cross section [74]. The scattering between
the projectile and the target atom is described by a screened Coulomb potential; here
we use the universal interatomic potential [14] with the universal screening length.
Therefore, the polar and the azimuthal scattering angles can be determined as well
as the energy loss in the scattering process.

Summarising, the projectile direction of motion before the n-collision is defined
by the polar angle Θn−1 and the azimuthal angle Ψn−1 in the laboratory frame of
reference. The path length Lel until the next elastic collision is determined by using
Eq. (19); after an elapsed time Lel/v, the n-collision takes place and we determine
the i-type of target atom that is involved in the collision. Then, the scattering angles
(polar and azimuthal), with respect to the direction of motion, are calculated and
a new direction of motion, as well the modulus of the projectile velocity, in the
laboratory frame of reference is obtained after the n-collision [73]. Once the velocity
(modulus and direction) is known after the n-collision, the next collision takes place
following the same steps that have been explained in the preceding paragraphs. A
detailed description of the expressions used for the elastic scattering is presented in
Ref. [35].

2.3 Charge Exchange Processes: Electron Capture and Loss

The capture and loss of electrons by the projectile, when it moves through the target,
is included in the simulation code by a Monte Carlo procedure [34]. This affects the
stopping force since it depends on the charge-state of the projectile.

The path length LC&L of the projectile between two successive electronic capture
or loss events is given by:

LC&L = − ln ξ7

ΛC + ΛL
, (20)

where ΛC and ΛL are the inverse mean free paths for electron capture and electron
loss, respectively, both depending on the charge-state q of the projectile. We assume
that the electron-loss cross section is proportional to both the geometrical cross
section of the projectile and the number of its bound electrons. The inverse mean
free path for electron capture, if multiple-electron processes are neglected, can be
obtained from the equilibrium relation:

ΛC(q + 1 → q) = φq

φq+1
ΛL(q → q + 1) , (21)
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where φq and φq+1 are the equilibrium fractions of the q and q + 1 charge-states,
respectively. For hydrogen projectiles:

φ0 + φ+1 = 1 , (22)

φ+1 = 〈q〉 , (23)

where 〈q〉 is the average charge-state obtained through a fit to experimental data [66].
Since the probabilities of electron loss or electron capture by a projectile with charge-
state q are proportional to the corresponding inverse mean free paths, it is possible
to determine the new projectile charge-state from Eq. (23). In summary, according
to this model we obtain the path length LC&L using Eq. (20); after an elapsed time
LC&L/v, either an electronic capture or loss event takes place determined according
to their respective probabilities (see Ref. [35] for more details). We also take into
account that electron capture and loss processes contribute to the energy loss of the
projectile in an amount that is calculated according to the theoretical models outlined
in Refs. [48, 75].

2.4 Nuclear Fragmentation Reactions

An accurate simulation of the propagation and energy deposition of swift protons
in biological media at energies typically used in hadron therapy (several hundred
of MeV) requires the inclusion of nuclear fragmentation reactions between primary
protons and target nuclei. Complex processes occur in these collisions, which imply
the excitation of the target nucleus, its fragmentation, the emission of secondary ener-
getic particles (such as neutrons, photons, secondary protons or heavier particles),
and the relaxation of the residual nucleus.

Nuclear fragmentation processes are included in the SEICS code assuming some
pertinent simplifications. We consider that primary protons are removed from the
beam according to their total non-elastic nuclear cross section, with a fraction of
their residual energy being locally deposited.

According to the standard Monte Carlo procedure, the distance Lfrag between two
consecutive nuclear fragmentation collisions can be calculated as:

Lfrag(T) = −λfrag(T) ln ξ9 , (24)

where λfrag is the fragmentation mean free path given by:

λfrag(T) = A2

NA ρ σfrag(T)
, (25)

with A2 and ρ being, respectively, the total mass number (sum of the elemental con-
stituents mass numbers) and the density of the compound target. NA is the Avogadro
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number. σfrag is themicroscopic nuclear reaction cross section for the compound, i.e.,
the sum of the cross sections σfrag,i of its constituents weighted by the corresponding
stoichiometric content αi of each element:

σfrag =
∑
i

αiσfrag,i ; (26)

the values of σfrag,i are chosen from recommended inelastic cross-sections compila-
tions [76]. The fragmentation mean free path for protons in liquid water is shown in
Fig. 3a as a function of the proton energy.

However, Eq. (24) is only valid when the mean free path does not change too
much along the collision path. Since the change in the energy of the projectiles is
large, due to the large values of the mean free path, we use an alternative algorithm
to determine the distance at which the nuclear fragmentation reaction takes place.
The formula for the exponential loss of particles in the beam is:

N(s + ds) = N(s) e−ds/λfrag , (27)

where N(s) is the number of remaining particles at a distance s, with ds being a
differential path; 1 − N(s + ds)/N(s) is a quantity between 0 and 1, which can be
interpreted as the probability for a nuclear fragmentation to occur in this differential
path ds. A random number is sampled in each differential path and, if its value is less
or equal than 1 − N(s + ds)/N(s), then the primary proton disappears and deposits
locally part of its energy. We consider that the energy transferred to neutral ejectiles
(neutrons and gamma particles) escapes out of the treatment region and is lost [77],
whereas the energy imparted to charged secondaries (protons, deuterons, tritons,
alpha particles...) is deposited locally. Figure3b shows the energy fraction fejectile
transferred to different ejectiles, as recommended by the ICRU Report 63 [76].

3 Benchmarking the SEICS Code and the Experimental
Stopping Power of Protons in Liquid Water

In this section we will benchmark the SEICS code (and one of its main ingredients,
namely our calculated stopping power of liquid water) by comparing the simulated
energy distribution of protons directed to a liquid water jet with the corresponding
experimental data reported in Ref. [30].

One of the most relevant inputs for the simulation of the interaction of charged
particles with condensed matter is the stopping power. Therefore an accurate deter-
mination of the stopping power of energetic protons in liquid water, as a subrogate
of living tissues, is essential in hadron therapy [78, 79]. However only two sets of
experimental data exist, due to the Kyoto group [30] and the Jyväskylä group [67].
Both are depicted in Fig. 2, together with theoretical curves as well as experimental
stopping power of ice. Our calculated stopping power from the dielectric formalism
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(a) (b)

Fig. 3 a Nuclear fragmentation mean free path for protons in liquid water as a function of the
incident energy, Eq. (25). b Fraction fejectile of residual energy transferred from the incident proton
to different ejectiles (neutral, protons and deuterons, and heavier particles) in liquidwater, according
to ICRU Report 63 data [76], as a function of the incident proton energy T

and the MELF-GOS model agrees very well with the data obtained by Siiskonen
et al. [67]. However it is larger than the experimental data provided by Shimizu et al.
[30]. This discrepancy can be understood from the way in which the experimental
stopping powers were obtained by each group.Whereas the former [67] were derived
directly from transmissionmeasurements in a thin liquidwater foil, the latter [30]was
indirectly obtained though a fitting procedure from the energy spectrum at different
exit angles of a proton beam after crossing a super-thin water jet.

The experimental stopping power data reported by the Kyoto group [29] were
obtained by using the stopping power and the jet diameter as fitting parameters in
the simulations performed with the GEANT4 code [16], until reaching satisfactory
agreement with the experimental energy spectra. Figure4 shows by symbols the
experimental energy distributions for 2 MeV protons in liquid water at 10, 30 and 50
mrad; theGEANT4 simulations are depicted by dotted lines. In this figure, the energy
of the ions after leaving the target, and when they reach the detector, is denoted by E.

However, these proton energy distributions after interaction with the liquid water
jet can be satisfactorily reproduced using the SEICS code using the jet diameter as
the only fitting parameter. We only need to take a 48.25 µm jet diameter (i.e., 3.5%
reduction compared to its nominal value) to obtain a very good agreement with the
experimental distributions, being ever better than the comparison of GEANT4.

Proceeding in this manner we have validated the performance of the SEICS code
for a suitable simulation of the motion and energy deposition of protons through a
condensed target, and also, the reliability of our calculated stopping power values
(solid curve in Fig. 2), which was obtained from the dielectric formalism and the
MELF-GOS methodology. These results endorse what could be expected from the
good agreement of our model-ELF for liquid water at several momentum transfers,
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Fig. 4 Proton energy distributions at 10, 30 and 50 mrad after a 2 MeV proton beam interacts with
a liquid water jet. Symbols correspond to experimental measurements [30]. Dotted lines are the
distributions obtained with GEANT4, where the jet diameter and the liquid water stopping power
had to be used as fitting parameters. Solid lines represent the results obtained with the SEICS code,
where only the jet diameter was used as a fitting parameter, whereas the stopping power was the
one provided by the dielectric formalism and the MELF-GOS methodology

which did agree very well with experimental measurements (Fig. 1), as well as the
mean excitation energy I = 79.4 eV for liquid water predicted by the MELF-GOS
method (see Eq. (18)), which is within the recent recommendation of 79.2 ± 1.6 eV
given in Ref. [79].

4 Evaluation of Useful Quantities for Ion Beam Cancer
Therapy

We will apply the simulation code SEICS to evaluate several quantities that are
relevant in ion beam cancer therapy. We will focus our attention in the interaction of
proton beams with liquid water, which is the main constituent of biological systems,
and one of the most studied targets both theoretically and experimentally. The energy



Propagation of Swift Protons in Liquid Water and Generation … 79

of the proton beam will be of the order of several hundred of MeV, as it is currently
used in hadron therapy.

We will obtain the distribution of the dose deposited in the target as a function the
depth (the Bragg curve), evaluating the influence of the different processes included
in the code to describe the propagation of the projectiles through the target. The
depth-dose curves will be compared to available experimental data.

From the detailed simulation it is also possible to extract the lateral dose distri-
bution of the proton beams in the target, which is mainly due to elastic collisions.
This can be quantified through the root mean square radius of the beam, which is
parameterised as a function of the depth and energy of the incident projectiles.

Also, the energy distributions of the proton beam as a function of the depth in
the target will be simulated, due to its significance in the generation of secondary
electrons in the Bragg peak due to the proton impact.

4.1 Depth-Dose Distribution of Protons in Liquid Water

The precise knowledge of the energy deposited in the target by a proton beam as
a function of the depth in the target (the depth-dose curve) is essential in proton
therapy. This will allow a better control of the position of the Bragg peak, and of the
energy deposited in it, as well as the energy deposited in the entrance-plateau region
and distal part, where minimum damage is desired.

Due to its structure, the simulation code can be used to identify the role that
each interaction process (elastic scattering, stopping power, energy-loss straggling,
electron capture and loss, nuclear fragmentation reactions) has in its shape, since each
process can be switched on and off in the simulations. Figure5 represents the depth-
dose profile of a 150MeV proton beam in liquid water obtained with the SEICS code
by removing in a controlled manner the contribution of different phenomena to the
final result. The complete simulation, where all the processes (described in Sect. 2)
are included is depicted by a solid line. Different processes have been eliminated
from the simulation to analyse their contribution to the full simulation. Removing the
energy-loss straggling (dotted line) has a big effect in the depth-dose curve, producing
the appearance of an (unphysical) very sharp Bragg peak. Ignoring multiple elastic
scattering (not shown in the figure) has a negligible influence on the depth-dose curve.
Finally, a simulation without nuclear fragmentation reactions (dashed line) results
in a broader (and slightly higher) peak and also in a reduction of energy deposited
at the entrance region. Further information can be found for smaller proton incident
energies in Refs. [21, 35, 80]. The choice of the stopping power used as input in
the SEICS code (not shown in Fig. 5) mainly affects the range of the protons in the
medium [41], and therefore the position of the Bragg peak [5, 78, 79, 81]. In all our
calculations we use the electronic energy loss derived from the dielectric formalism
and the MELF-GOS methodology, as described in Sect. 2.1.

The inclusion of the nuclear fragmentation reactions is an essential ingredient
for projectiles having the typical energies used in hadron therapy, which is of the
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Fig. 5 Depth-dose distribution of a 150 MeV proton beam in liquid water simulated by the SEICS
code (solid line). The relative contribution of different processes to the final result is considered
by removing them from the simulation: without energy-loss straggling (dotted line), and without
nuclear fragmentation (dashed line)

order of a few hundreds of MeV/u. We check our approach to implement the nuclear
fragmentation reactions in the SEICS code comparing our results for depth-dose
curves with available experimental data.

Figure6 compares with experimental measurements [82] our simulated depth-
dose curve for a 221.8 MeV proton beam in liquid water. Both curves are normalised
to unit area.As it can be seen, the SEICS results, including the complete description of
nuclear fragmentation reactions, perfectly agrees with the experiments at practically
all the depths, except at the entrance of the target, where the simulation slightly
overestimates the dose, as expected. In this figure we can also see the influence
of the nuclear reaction model in the results. The dotted curve shows the simulated
results when the nuclear fragmentation reactions are switched off. Clearly, it can not
reproduce the experimental data. The dashed curve shows the results with nuclear
reactions, but only removing the primary protons, without accounting for secondary
particles, as it is done in some simpler approaches [83], which slightly improves the
results without nuclear reactions. But the effect of secondary particles has to be taken
into account, at least in an approximate manner as we have done, to obtain results in
accordance with experimental data.

The good performance of our code can be further checked by comparing in Fig. 7
the simulated depth-dose curves with available experimental data for protons in
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liquid water at several energies. In all cases, there is an excellent agreement with the
experimental data [82] for all the energies analysed.

It is noteworthy that the simple model we have used for nuclear fragmentation
reactions allows a very nice comparison with experiments, without the necessity of
implementing complex nuclear models.

4.2 Lateral Spreading of the Depth-Dose Distribution

Besides predicting with enough accuracy the depth-dose curves, in order to achieve
high precision in hadron therapy treatment planning, another fundamental requisite
is to know the lateral spreading of the beam with respect to the incident direction.

Multiple elastic scattering is the main responsible of the transversal deviations
of the projectile trajectory, which results in the lateral spreading of the proton dose
distribution, with the subsequent loss of precision in oncological treatment planning.

In what follows, we use the SEICS code to map the energy deposited in the target
by the projectiles, both in the longitudinal and transverse directions of the incident
beam.

Fig. 6 Depth dose distribution in liquid water of a 221.8 MeV proton beam; experimental data are
represented by symbols [82], whereas the solid line represents the results provided by the SEICS
code. Simulations without nuclear reactions are depicted by a dotted line and with nuclear reactions
but without including local energy deposition are shown by a dashed line. All the depth dose
distributions are normalised to have unit area
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Fig. 7 Depth-dose curves of proton beams incident with different energies on liquid water. Symbols
represent experimental data [82], whereas solid lines are the simulations obtained with the SEICS
code. The depth-dose distributions are normalised to have unit area

We consider an initially monoenergetic proton pencil beam directed along the
z-axis at therapeutic energies travelling in liquid water. A degradation of the proton
energy occurs due mainly as a consequence of inelastic collisions, and a broadening
of the beam takes place due to the multiple elastic scattering. The three-dimensional
distribution of deposited energy along the projectile track can be described through
the lateral dose distributionΦ(z, r), i.e., the dose delivered in the target at each depth
z and at a given radial distance r perpendicular to the projectile incident direction.
Due to the azimuthal symmetry of the problem, the x and y directions are equivalent,
therefore in order to visualize the lateral dispersion of the dose we use the function
Φ(z, x) = Φ(z)N(z, x)/N(z), where Φ(z) is the total dose at a given depth z, that is,
the depth-dose curve. N(z, x) represents the number of particles at a given depth z
and at a given lateral distance x, with N(z) being the total number of projectiles at a
depth z. Note that N(z) is not constant, since the number of projectiles in the beam
decreaseswith the depth due to the stopping of particles and the nuclear fragmentation
processes.

In Fig. 8 we represent the simulated lateral distribution of the deposited dose for
a 150 MeV proton beam in liquid water obtained with the SEICS code. It has to be
noted the difference in the longitudinal and lateral scales, being the latter less than
10% of the former, demonstrating the small lateral deflection of proton beams, which
is one of their interesting features for treatment purposes. The larger concentration of
deposited energy takes place along the beam entrance axis. However, due to multiple
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Fig. 8 Simulated lateral distribution of the dose deposited in liquid water by a 150 MeV proton
beam, as a function of the depth z and the lateral distance x from the initial beam direction

elastic scattering there is a lateral spreading of the energy deposited that grows as the
depth increases and reaches its maximum value around the Bragg peak. Because of
this spread, the lateral dose presents two maxima along the initial projectile direction
(i.e., the z axis), one at theBragg peak depth,where the depth-dose curve ismaximum,
and another one at the very beginning of the protons track, where all the particles are
concentrated in a small region because practically no elastic scattering has occurred
yet. Although the total dose is smaller at the entrance plateau as compared to the
Bragg peak region, the concentration of all the particles in small radial distances gives
place to this maximum. Nonetheless, the integration of the lateral dose distribution
recovers the expected shape of the integral depth-dose curve.

The lateral profile of the dose deposition pattern depends on the radial distribution
of particles along the beam path, which can be represented by its root mean square
radius rrms = 〈r2〉1/2 = √〈x2〉 + 〈y2〉, which is a function of the depth z. As the
SEICS code follows the trajectories of the protons through the target, it is possible to
evaluate rrms at each depth, which indicates how much the incident particles scatter
along their path. It has been shown [84] that our simulated results for rrms of a proton
pencil beam in liquid water agree with experimental data [85] as well as with an
analytical model [86]. Although rrms depends on the path traversed in the medium,
on the atomic weight of the target and on the charge and energy of the incident
projectiles, our simulations indicate that the quotient between the rrms for a proton
beam at the Bragg peak depth, (rrms)max, and the Bragg peak depth, zmax, is always
around 3%, that is (rrms)max ∼ 0.03zmax, independently of the initial proton energy in
the range from 5 to 250MeV for liquid water. For a 100MeV proton beam, typically
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used in hadron therapy, the spread of the beam in liquid water at the Bragg peak is
around 2mm, whereas at 200 MeV it increases up to around 7mm.

In the same proton energy range (5–250 MeV), our simulations predict that rrms

increases with the depth z following a parabolic dependence and suddenly falls down
at the distal part of theBragg peak, since only a fewprojectiles travel in almost straight
line to reach these deeper regions, whereas most of them, which undergo multiple
elastic collisions, deviate from their initial direction and stop at lower depths. As the
simulation of the lateral dose distribution for each proton energy is very time con-
suming, it is convenient to have an analytical expression that approximately provides
the lateral spreading of the beam as a function of the depth. This is accomplished
through the following parabolic dependence of rrms with the depth z:

rrms(μm) = C1 z(μm) + C2(μm
−1) z2(μm2) . (28)

The parameters C1 and C2 depend on the projectile initial energy, and can be found
by the best fit to the simulated rrms-curves for several initial proton beam energies T0.
These parameters are shown in Fig. 9 by symbols. It is found that both parameters
follow a logarithmic behaviour with the initial proton energy T0:

Ci = bi [T0(MeV)]ai , (29)

where the constants ai and bi (the subscript i being associated to each Ci) are deter-
mined by the best fit to theCi of the previous equation, shown by solid lines in Fig. 9.
For protons in liquid water, these constants have the following values: a1 = −0.058,
a2 = −1.87, b1 = 9.39 × 10−3 and b2 = 1.56 × 10−3.

Fig. 9 ParametersC1 andC2 used to fit the rrms of a proton pencil beam in liquid water to a parabola
as a function of the initial proton energy. Symbols represent the results obtained with the SEICS
code, solid lines are the least squares fits to these results and dashed lines represent their absolute
error. In the case of C2 the lines delimiting the error are indistinguishable from the solid line
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As the lateral spread of the proton dose distribution due to multiple elastic scat-
tering is one of the main causes of the spatial degradation of the Bragg peak, with the
subsequent loss of precision required for a successful oncological treatment, a careful
characterisation of the lateral spread of the dose deposited in a target of biological
interest is of importance for improving the accuracy of clinical treatment planning
in hadron therapy. The parameterisation we have obtained for rrms as a function of
the penetration depth z and the initial proton energy T0 allows a quick calculation of
rrms for any proton energy and depth in liquid water.

4.3 Energy Distribution of the Proton Beam Along
the Bragg Curve

Due to the stochastic nature of the interactions that take place between the projectile
and the irradiated target, a monoenergetic distribution of the incident beam turns
into an energy distribution as the particles of the beam move through the target. This
distribution depends on the target nature, on the initial energy of the beam, and on
the path travelled through the target. A detailed knowledge of the projectile energy
distributions is very important since the generation of secondary electrons in the
target due to proton impact strongly depends on the projectile energy. In this section
we will study, by the simulation code SEICS, the energy distribution of a proton
beam in liquid water and its evolution along the Bragg curve.

The SEICS code enables the calculation of the projectile energy distribution
dN(T0, z,T)/dT at any depth z in the target of an initially T0-monoenergetic proton
beam, taking into account the interaction processes described previously (Sects. 2.1,
2.2, 2.3, and 2.4). The energy evolution of a proton beam incident with T0 = 150
MeV in liquid water is shown in Fig. 10, where the mean energy of the beam (grey
line) is depicted as a function of the depth, as well as the energy distribution of the
proton beam (black lines) at several depths along the Bragg curve. To relate the Bragg
peak with the proton beam energy distribution the depth-dose profile is also shown
(dashed line). It can be seen how, while the mean energy of the beam decreases,
the energy distribution has a Gaussian shape centred at the average energy, which
broadens as the depth increases. At the Bragg peak depth, the distribution is centred
around 15 MeV, and its full width at half maximum is practically 15 MeV wide.

In general, the proton energy distribution is rather broad around the Bragg peak,
especially at its distal part, having amean value and a full width at half maximum that
always are∼10%T0, irrespectively of T0, as we have found from several simulations.
The physical origin of the broadening of the energy distribution is elucidated by
switching on and off in the simulation code the different interaction phenomena.
We find that the widening of the energy distribution is mainly due to the stochastic
nature of the electronic interactions, accounted for through the electronic energy-loss
straggling, while the multiple elastic scattering has an effect much less noticeable
[21].
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Fig. 10 (Left axis) Average energy 〈T〉 (grey line) of protons incident with 150 MeV in liquid
water, as a function of the depth. The beam energy distribution at each depth is depicted by black
lines. (Right axis) For comparison purposes, the depth-dose distribution is shown by a dashed line

Wepresent in Fig. 11 the simulated energy distribution for amonoenergetic proton
beam incident with T0 = 150 MeV in liquid water at three depths around the Bragg
peak: z80− is the depth corresponding to 80% of the maximum dose before the Bragg
peak, zmax is the depth where the maximum dose occurs (which corresponds to the
Bragg peak), and z80+ is the depth corresponding to 80% of the maximum dose after
the Bragg peak. The energy distributions are normalised to one incident projectile.
It should be noted that when the beam moves through the target there is a reduction
in the number of its projectiles due to nuclear reactions and to the energy loss. As it
can be clearly seen in the Fig. 11, the proton energy spectrum in the region around
the Bragg peak is very broad, especially at its distal part. We also found that the
distributions are peacked at lower energies as the depth in the target increases.

4.4 Generation of Secondary Electrons in Biomaterials

Secondary electrons produced by ion impact play a central role in the multiscale pic-
ture of ion beam cancer therapy [87], since these electrons transport the energy lost
by the projectile around its track at nanometre distances, giving place to a very sharp
and intense radial dose distribution. This fact explains the increased radiobiological
efficiency of ions compared to photons, for which the microscopic patterns of dose
deposition aremuchmore homogeneous [88, 89]. The secondary electrons generated
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Fig. 11 Energy distributions of protons dN(T0, z,T)/dT for a monoenergetic beam incident with
T0 = 150 MeV on liquid water, at depths z80− , zmax and z80+ , corresponding respectively to 80%
of the maximum dose before the Bragg peak, to the Bragg peak (maximum dose) and to 80% of the
maximum dose at the distal part of the Bragg peak. N0 is the initial number of incident projectiles.
The energy distributions are normalised to one incident projectile

along the proton track can also produce further ionisations, initiating an avalanche
effect, leading to the energy transfer to sensitive biomolecular targets, such as DNA,
lipids or proteins. Not only the number of emitted electrons is relevant, but also
their energy spectrum, since although high energy electrons are capable of produc-
ing further ionisations, it has been shown that low energy electrons (below ionisation
threshold) can also produce damage to biomolecules by dissociative electron attach-
ment [31, 90].

There are several methodologies to find the energy distributions of secondary
electrons generated by ion impact, going from very simple semiclassical models,
such as the Rudd formula [91] or the Binary Encounter Approximation (BEA) [92],
to complex and sophisticated time-consuming ab initio methods [93]. However, one
of the limitations of these models is that they can only be applied with accuracy
to some restricted ranges of energies, and specific projectile-target combinations.
Therefore, it will be desirable to count on with a universal model applicable to a wide
range of energies, any projectile-target system, and also to be simple, in order to be
easily implemented in radiobiological models consuming a reasonable computing
time.

This section is devoted to present a semiempirical model to calculate the energy
distribution of secondary electrons generated by the impact of energetic proton beams
in complex condensed biomaterials [94, 95].
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A first idea could be using the dielectric formalism, since it provides an adequate
framework to describe inelastic interactions of swift projectiles in condensed media.
However in this formalism the target electronic response to external perturbations
is embodied in the ELF, including electronic excitations and ionisations, which,
although being very useful to calculate energy loss quantities (such as the stopping
power or the energy-loss straggling, as it was presented in previous sections), com-
plicates the separation of the ionisation information from the excitation one. Only for
liquid water, the ELF has been separated in excitation and ionisation contributions,
making use of the energies of each shell [96, 97]. This procedure is satisfactory for
water, where there are only four outer molecular orbitals, but its generalisation for
large and complex macromolecules is not a trivial task.

In what follows, we introduce an extension of the dielectric formalism to describe
only the ionisation processes, by some simple but effective approximations, which
have been tested against experimental data and other theoretical approaches. It is
known that for liquid water excitation processes are practically confined at low trans-
ferred energies, while at high energies only ionisations remain [96, 97]. Therefore, it
seems appropriate to estimate a mean binding energy, B, from the ionisation thresh-
olds of all the outer electronic shells, and assume that ionisations or excitations will
only occur at energies above or below this threshold, respectively. This semiempiri-
cal method allows the calculation of ionisation cross sections for arbitrary biological
materials within the dielectric formalism [94, 98].

Let us consider an energetic ion of mass M1, atomic number Z1 and charge q,
moving with kinetic energy T in a medium characterised by its dielectric function
ε(k, ω). Assuming that the outer shell electrons of the target can be characterised by
a mean binding energy B, then a secondary electron will be ejected with a kinetic
energy W = �ω − B. For each (n, �)-subshell of each jth element, characterised by
the ionisation energy Bj

ionis,n�, the secondary electrons will be ejected with energy

W = �ω − Bj
ionis,n�. Then, the dielectric framework gives the following expression

for the ionisation single differential cross section (ionisation SDCS), dΛionis/dW , or
inverse mean free path, for the ejection of an electron with kinetic energy W :
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dW
= e2

π�2

M1

T

∫ κ+

κ−

dk

k
[Z1 − ρq(k)]2Im

[ −1

ε(k,W + B)

]
outer

(30)

+ e2

π�2

M1

T

∑
j

αj

∑
n�

∫ K+

K−

dk

k
[Z1 − ρq(k)]2Im

[
−1

ε(k,W + Bj
ionis,n�)

]

inner,j,n�

,

where κ± = (
√
2M1/�)(

√
T ±

√
T − W − B), K± = (

√
2M1/�)(

√
T ±

√
T − W − Bj

ionis,n�),
and αj is the stoichiometry coefficient of each element j. Note that the key quan-
tity to compute the ionisation cross section is the target ELF over the whole
energy and momentum transfer, which is calculated by the MELF-GOS method-
ology (Sect. 2.1.1). So once the optical ELF of the target is known experimentally,
the many-body interactions and the physical-state effects are naturally included in
the subsequent calculations.
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The mean binding energy of the target outer-shell electrons, B, can be estimated
from quantum chemistry calculations [99] for any biological media. Assuming a
simple average of the binding energies of the outer-shell orbitals, the value for liquid
water was set to 18.13 eV [94, 96], while for organic compounds it was assumed
to be ∼20 eV [98]. However, it is well known that the outer the shell is, the larger
contribution to the ionisation cross section has. For this reason, we have re-estimated
these energies, according to this fact, to be 13 eV for liquid water and ∼ 15 eV
for the rest of the biomaterials [100], and these are the values used for this work.
The significance of this model lies in the possibility to calculate several radiological
quantities such as single and total ionisation cross sections, as well as the number
or the average energy of the emitted electrons, for any swift projectiles travelling in
condensed biological targets, such as liquidwater,DNAand its components, proteins,
lipids, carbohydrates or cell constituents. It has been found that this approximation
yields good results in comparison with available experimental data [94, 98, 101].

With the information obtained in the preceding paragraph, we can estimate the
production of secondary electrons and its energy distribution along the whole Bragg
curve, paying especial attention to depths around theBraggpeak,where themaximum
energy deposition takes place. As we have presented in Sect. 4.3, an initial mono-
energetic proton beam travelling through a medium, due to the stochastic inelastic
interactions and the cumulative effect of the energy-loss straggling, develops a broad
energy distribution, which depends on the initial proton energy and the travelled
depth. In order to find realistic energy distributions of the secondary electrons gener-
ated by the projectile impact it is necessary to take into account the energy distribution
of the proton beam, which can be reliably simulated by the SEICS code.

Once the energy distribution dN(T0, z,T , q)/dT at a depth z of the projectiles
with charge q and initial kinetic energy T0 is known, the realistic production of
secondary electrons at any depth z generated by the proton beam must be calculated
as a convolution between the ionisation inverse mean free path for a given energy T
of the proton dΛionis(T ,W, q)/dW (see Eq. (30)), and the energy distribution of the
beam, namely:

dΛconv
ionis(T0, z,W )

dW
= 1

N0

∫ T0

0
dT

Z1∑
q=0

dN(T0, z,T , q)

dT

dΛionis(T ,W, q)

dW
, (31)

where N0 is the initial number of projectiles that bombard the target. A summation
over all the charge statesqmust be performed to account for all the possible projectiles
that can ionise the target.

In Fig. 12 we show the convoluted differential (in energy) ionisation cross section
dΛconv

ionis(T0, z,W )/dW for a proton beam incident on liquid water with an initial
energy T0 = 150 MeV, as a function of the energy W of the emitted electrons and
at depths z around the Bragg peak. The number of ejected electrons qualitatively
follows the shape of the depth-dose curve, that is, the ionisation yield reaches a
maximum at the Bragg peak (see Fig. 4). It is worth to notice that at each depth, the
maximum number of secondary electrons is emitted at low energies, around 10 eV,
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Fig. 12 Energy spectrum of
secondary electrons
generated by a 150 MeV
proton beam in liquid water,
as a function of the depth
and the electron kinetic
energy W . This result has
been obtained from the
convolution of the ionisation
cross section and the proton
energy distribution at each
depth

with a sizeable increase in the Bragg peak region. This is particularly noteworthy
due to the especial role played by low energy electrons in cellular damage [31, 32].

We analyse inmore detail these convoluted energy distributions at the Bragg peak,
zmax, in Fig. 13 for several relevant biomolecules. Curves in Fig. 13(a) show the SDCS
for ionisation of liquidwater by a proton beam incident withT0 = 150MeV, obtained
by convolution with the proton energy distribution at zmax (solid line), as explained

(a) (b)

Fig. 13 a Convoluted energy distributions of secondary electrons (see text for more details), as a
function of their ejection energy W , produced at the depth zmax corresponding to the Bragg peak
by a 150 MeV proton beam incident on liquid water (solid line), DNA (dashed line) and backbone
(dotted line); for comparison purposes, the energy distribution in liquid water obtained from the
mean energy of the proton beam at the Bragg peak is also depicted (grey solid line). b Convoluted
energy distributions of secondary electrons produced by at the Bragg peak by a 150 MeV proton
beam in liquid water, but now considering that they are generated by adenide (solid line), cytosine
(grey dashed line), guanine (grey solid line), thymine (dashed line) and uracil (dotted line)
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previously, or when only considering the mean energy 〈T〉 of the beam at that depth
(grey solid line). It can be seen that taking into account the energy spectrum of the
protons increases the number of ejected secondary electrons in ∼20% with respect
to the mean proton energy calculation. This behaviour comes from the increased
ionisation SDCS for the low energy protons [94] that appear in the distribution at
Bragg peak.

Thus, the low energy tail of the proton energy distribution at each depth contributes
largely to the ionisation SDCS. As low energy electrons are known to have an essen-
tial role in the damage of biological media due to dissociative electron attachment
processes [31], a precise knowledge of the number and energy of the emitted elec-
trons generated by the incidence of energetic ion beams in the biomaterials is ofmajor
relevance. Hence, it is indispensable to link the data obtained with the SEICS code
for the energy distribution of the projectile at each depth with the energy distribution
of the secondary electrons at each projectile energy in order to obtain accurate val-
ues for the initial conditions of the energy spectra, for the purpose of track-structure
simulations of secondary electron transport. For these purposes, an increase of 20%
in the number of produced electrons might have noticeable consequences.

Figure13a also depicts the ionisation SDCS for protons in DNA and its back-
bone calculated following the convolution method previously outlined, considering
that the proton beam has been slowed down in liquid water. Although the Bragg
curve is calculated in liquid water (the main medium where the incident projectiles
propagate), the ionisation SDCS are obtained replacing at the Bragg peak depth the
dielectric properties of liquid water by those of a different biological material, in
order to determine the effect of the target composition on the electron production,
which will determine the microscopic track-structure. The dashed and dotted lines
in Fig. 13b correspond to the replacement of liquid water by solid DNA [102] and
by the DNA sugar-phosphate backbone [99], respectively. The results for the rest
of DNA/RNA bases (adenine, cytosine, guanine, thymine, and uracil) are shown by
different lines in Fig. 13b. Their atomic compositions and densities can be found in
Ref. [94]; however, here we have used a density of 1.35 g/cm3 for the backbone,
instead of 1 g/cm3, to coincide with the DNA density. As it can be clearly seen, all
the DNA/RNA components present a convoluted ionisation SDCS that is between
35 and 80% larger than liquid water. This result indicates that the electron produc-
tion can be substantially higher in a realistic biological target (e.g., cell nucleus) as
compared to pure liquid water, which is currently used as a universal biological sur-
rogate. In addition, the different molecular components of DNA/RNA could present
somewhat different ionisation probabilities, although within a certain range, as it can
be observed from the figure.

5 Summary and Conclusions

In this chapter, we have presented an overview of the procedures and results that can
be obtained through a detailed simulation study of the propagation, energy deposition
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and electron production of energetic proton beams in materials of radiotherapeutic
interest, especially liquid water. The outcomes of these simulations are relevant for
ion beam cancer therapy purposes.

The study is conducted by using the SEICS code (Simulation of Energetic Ions and
Clusters through Solids), which combines theMonte Carlo andMolecular Dynamics
techniques to follow the motion of energetic ions through condensed matter. The
main characteristics of SEICS have been explained in Sect. 2, where the procedure
for treating themost relevant interactions between energetic protons and a condensed
biological target have been featured, namely, electronic excitations, multiple elastic
scattering, electron capture and loss, and nuclear fragmentation reactions.

The main interaction channel, affecting both the position and shape of the Bragg
peak, i.e., the electronic excitation process, has been reviewed in Sect. 2.1. We have
explained the main features of the dielectric formalism and the MELF-GOSmethod,
which is particularly well suited for calculating the relevant electronic energy loss
quantities in condensed matter (i.e., taking into account chemical and phase effects
of the target). It has been shown how this methodology is capable of perfectly repro-
ducing the experimental electronic excitation spectrum of liquid water reported in
Refs. [54, 55]. The calculated stopping power of liquid water for proton beams has
been compared to the available experimental data for liquid and solid water, finding
a general good agreement.

The shape of the Bragg peak is also affected by the nuclear fragmentation reac-
tions. We have implemented a simple method that incorporates this inelastic inter-
action into the simulation, based on the cross sections provided in Ref. [76], as
explained in Sect. 2.4. The method accounts for the loss of primary protons accord-
ing to the total nuclear cross sections, and then the residual energy of the charged
secondary particles (protons and heavier ions) that are produced in the reaction is
deposited locally.

Before applying the SEICS code, having as the main input the energy loss quan-
tities calculated for liquid water with the dielectric formalism, to problems related
to ion beam cancer therapy, we have benchmarked both of them (the code and the
electronic energy loss) against experimental data in Sect. 3. Our simulations have
reproduced the experimental energy distributions obtained at several angles when a
2 MeV proton beam irradiates a thin liquid water jet [29, 30]. We have found that
it is possible to perfectly reproduce the experimental proton energy spectra by only
reducing the jet diameter to 48.25 µm (3.5% reduction compared to the nominal
50 µm diameter). Such a reduction is plausible, assuming a possible evaporation of
the liquid water jet into vacuum. Therefore, we conclude that our calculated stop-
ping power for protons in liquid water is accurate, and that the SEICS code works
appropriately, so it can be used for studying problems related to ion beam cancer
therapy.

This study has been presented in Sect. 4, where different characteristics of pro-
ton beams in liquid water have been discussed. The shape of the depth-dose (i.e.,
Bragg) curve, and the influence on it of the different interaction processes, was stud-
ied in Sect. 4.1. We showed how the stopping power determined the position of the
Bragg peak, whereas the broadening of its shape was mainly due to the energy-loss



Propagation of Swift Protons in Liquid Water and Generation … 93

straggling, with additional contribution from nuclear fragmentation reactions. The
implementation of the nuclear fragmentation reactions, with the local energy depo-
sition approximation, was checked against experimental data, finding a satisfactory
agreement.

Regarding the multiple elastic scattering, it was shown to be responsible of the
projectiles deviation from their initial direction, leading to the transversal dispersion
of the beam, which results in a lateral spreading of the dose profile. We have studied
this aspect in Sect. 4.2, where the root mean square radius of the transversal section
of the proton beam has been studied in liquid water for different initial energies.
We have found that it can be parameterised as a function of the incident energy,
providing the corresponding parameters, which allows the calculation of the lateral
dose analytically.

In Sect. 4.3, we have studied how the energy of the proton beam evolves along the
Bragg curve. Due to the energy-loss straggling, the initially monoenergetic proton
beam develops an energy distribution, which becomes rather wide at the Bragg peak
depth. At this position, the mean energy of the distribution and the full width at
half maximum are 10% of the initial beam energy, as we have found from several
simulations.

This distribution of the proton energy can affect the number and energy of sec-
ondary electrons produced at each depth, which has been studied in Sect. 4.4. The
energy spectra of secondary electrons generated by a proton with a given energy,
as calculated with the dielectric formalism, have been convoluted with the energy
distributions of the primary protons, to produce realistic energy spectra of secondary
electrons produced at each depth in the target. They have been compared with the
spectra obtained when using instead the mean energy of the proton beam. The for-
mer (and more realistic) procedure leads to an increase of ∼20% in the number of
secondary electrons, compared to the latter. Finally, we have also calculated the ion-
isation single differential cross section for liquid water and other biological targets,
namely DNA and its molecular components, i.e., the five DNA/RNA bases (adenine,
cytosine, guanine, thymine, and uracil) and the sugar-phosphate backbone. By com-
paring these values, we have demonstrated that all these biomolecules present larger
ionisation probabilities than liquid water. This is an important result for further stud-
ies of biodamage mechanisms at the nano- and microscale, which are largely related
to the energy and number of electrons produced and propagating in realistic cellular
components.
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Abstract This chapter gives an overview of recent developments in the Monte
Carlo-based modeling of the interaction of ionizing radiation with biologically
relevant systems. Several track structure codes, such as Geant4 (GEometry ANd
Tracking 4), Geant4-DNA, and LEPTS (Low-Energy Particle Track Simulation), are
described. Main features, areas of application and current limitations of each tool
are discussed. A special attention is focused on the energy range covered by primary
and secondary charged particles and on the type of interactions included in the simu-
lation. A recent development of LEPTS is presented, aimed at the simulation of full
slowing-down of protons in water together with all molecular processes involving
secondary particles. The utilized approach allows one to study radiation effects on
the nanoscale in terms of the number and the type of induced molecular processes.
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Development of new tools for the simulation of biologically relevant materials opens
the way for a more realistic, physically meaningful description of radiation damage
in living tissue.

1 Introduction

Understanding radiation effects produced by charged projectiles traversing biological
media is of great interest in radiation biology, radiation therapy, and environmental
radiation protection.An important feature of the interaction of ionizing radiationwith
biological systems is the complexity of produced damage [1]. It is well-established
nowadays that the great portion of biodamage resulting from ionizing radiation is
related to secondary electrons, free radicals and other reactive species, which are
produced by ionizing and exciting molecules of the medium [1–3]. All these sec-
ondary species have been found to be more efficient in producing damage than the
primary radiation, because they can effectively trigger physicochemical processes
leading to molecular structure alterations, for instance, to covalent bond breaking,
ionization, or negative ion formation [4]. In this context, “event-by-event” Monte
Carlo simulation codes [5–11] as well as the phenomenological multiscale approach
to the assessment of radiation damage [3] have been developed in order to model
the effects of radiation on the nanoscale and to explore their correlation with the
observed damage.

The discovery of radiation damage in biomolecular systems by low-energy elec-
trons [2, 12, 13] has led to the development of the concept of nanodosimetry. It
aims at a detailed description of the interaction processes occurring in nanometer-
size volumes of the medium and of implications of these processes in terms of
radiation damage, such as the number of ionization or dissociative events, type of
generated secondary species, etc. A thorough understanding of the mechanisms of
biodamage done by ionizing radiation requires evaluation of molecular-level effects
related to dose deposition on the nanoscale [5, 14]. For that purpose, deep knowl-
edge of numerous interactions induced by charged particles traversing livingmatter is
strongly essential. A comprehensive description of the mechanisms underlying these
interactions may ultimately lead to the development of new strategies and protocols
in modern treatment techniques with ionizing radiation [15].

One of the widely used methods to study these effects in detail is based on Monte
Carlo simulations performed by the track structure codes [5–11]. By sampling a
sufficiently large number of tracks and averaging over the ensemble obtained, Monte
Carlo simulations can provide valuable information about the mechanisms of the
interaction of radiation with matter [1].

A Monte Carlo approach aims at the detailed simulation of trajectories of sin-
gle particles in a medium, i.e. the complete track structure of the projectile and all
secondary particles generated in the medium [16]. Thus, a good quantification of
interaction parameters in a broad energy range is required. A common way to pre-
cisely determine the physical and chemical events occurring on the nanoscale is to
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utilize models that can describe energy-loss processes in the medium in terms of
interaction cross sections. Improving the accuracy of these models requires a con-
siderable amount of interaction data that must be obtained from experiments and
theoretical approaches. For modeling radiation damage in biological media, estab-
lishing an accurate and complete set of cross sections is thus of crucial importance.
Being the primary input for track structure codes, such data should include appropri-
ate integral and differential cross sections, energy loss spectra, and scattering cross
sections for all kinds of inelastic events, in particular for those leading to molecular
dissociations, chemical alterations and radical formation.

In recent years, substantial experimental and theoretical progress has beenmade to
provide the essential data that describe how low-energy electrons,which are responsi-
ble for a significant non-repairable damage in biological systems, interactwith the key
molecular building blocks of living tissue, such as water and structural components
of DNA andRNAmolecules [17]. Bymeans of the Low-Energy Particle Track Simu-
lation (LEPTS) code (see the review paper [5] and references therein), it has become
possible to model dynamics of secondary species down to the (sub-)electronvolt
scale. This Monte Carlo-based tool has been developed to address the molecular
level mechanisms of biodamage and to describe radiation effects in nanovolumes
in terms of induced molecular dissociations [6]. LEPTS is based on reliable and
self-consistent databases of interaction cross sections and energy-loss distributions
compiled from experimental data and complemented with theoretical calculations.
Up to now, these databases have been available for electrons and positrons [5].

The LEPTS methodology has been recently integrated [16] into the Geant4
(GEometryANdTracking 4)Monte Carlo toolkit [18, 19] as a new physicsmodel for
the simulation of low-energy electrons and positrons in relevant biological systems.
As a result, it has become possible to select different sets of models for different
energy intervals of the traced particles, for instance, using standard electromagnetic
models, such as Livermore or Penelope, for high energies and LEPTS for low ener-
gies [16].

This chapter reports on the recent developments in the Monte Carlo-based mod-
eling of the interaction of ionizing radiation with biologically relevant systems. We
describe several widely utilized Monte Carlo track structure codes, such as Geant4
and Geant4-DNA [10]—an extension of Geant4 allowing for microdosimetric stud-
ies of biological damage induced by ionizing radiation. We also present an extension
of the LEPTS methodology aiming at the explicit simulation of the slowing-down
of heavy charged particles propagating through a biological medium, accounting for
the production of secondary particles, including low-energy electrons, and a vari-
ety of induced molecular processes. Main features, areas of application and current
limitations of each simulation tool are discussed. A special attention is paid to the
energy range covered by primary and secondary charged particles and on the type of
interactions included in the simulation.

As a case study, we present the results of the simulation of intermediate- and
low-energy protons (starting from 1 MeV until their final thermalization down to
the few-eV scale) traversing liquid water that is the main constituent of living tissue.
Charged heavyparticles of such energies contribute greatly to themaximumof energy
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deposition in the Bragg peak region [20]. The utilized approach allows one to study
radiation effects on the nanoscale in terms of the number and the type of induced
molecular processes. The analysis performed thus provides valuable information
whichmay be used further to improve modern treatment techniques based on proton-
or heavy ion therapy.

In the following sections, we briefly describe the main capabilities of the Geant4,
Geant4-DNA and LEPTS packages. Then, we present the recent development of
LEPTS aimed at the simulation of full slowing-down of protons in water. In order
to include protons into the simulations, a comprehensive dataset of integral and
differential cross sections of elastic and inelastic scattering of intermediate- and
low-energy protons from water molecules has been compiled; this dataset is also
described.

2 The Geant4 Monte Carlo Simulation Tooklit

TheGeant4 toolkit [18, 19] provides a versatile and comprehensive software package
for simulating the passage of particles throughmatter. It includes a complete range of
functionality including geometry, tracking of particles throughmaterials and external
electromagnetic fields, physicsmodels, and the visualization of geometry and particle
trajectories. To manage particle interactions, a set of complementary or alternative
physics models are offered, covering a comprehensive range of physics processes
which include electromagnetic, hadronic and optical ones, over a wide energy range
starting, in some cases, from eV energies and being extended up to the TeV energy
range in other cases. To build these physics models, data and expertise have been
drawn from many sources around the world and in this respect, Geant4 acts as a
repository that incorporates a large part of all that is known about particle interactions.
Moreover, it continues to be refined, expanded and developed.

The toolkit is the result of a worldwide collaboration of physicists and software
engineers. It has been created exploiting software engineering and object-oriented
technology and implemented in the C++ programming language. While its first
release in 1998 was designed for High Energy Physics, thanks to its big flexibil-
ity, the utilities needed for other fields, like Nuclear Physics, Space Physics, and
Medical Physics, were also added soon after. Concerning Medical Physics, sev-
eral projects were also developed in the fields of radiation therapy (external beams
and brachytherapy), hadron therapy, positron emission tomography, and later on, in
microdosimetry and radiobiology.

In the field of proton therapy, it is still common to use for treatment planning com-
mercial software based on analytical methods that employ different physics approx-
imations. Nevertheless, Monte Carlo-based treatment planning systems are slowly
entering the market being recognized as a precise tool for this type of calculations
[21–29].
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2.1 Geant4 Physics for Proton Therapy Simulation

The detailed simulation of a proton therapy treatment requires the selection of the
appropriate physics models, including the electromagnetic interactions of protons
and other particles [30]. Geant4 offers several models to handle the electromagnetic
interactions of leptons, photons, hadrons, and ions. In most of these models, the
interactions of charged particles are treated in a condensed approach to avoid exces-
sive CPU time. This means that many ionization and bremsstrahlung interactions are
not simulated but these interactions may result in the emission of secondary parti-
cles with the energy above a threshold, which is set by the user. The energy of the
non-simulated interactions is then summed up and treated as a local energy deposit.
In a similar way the elastic scattering of charged particles is treated in a “multiple
scattering” approach, condensing all the interactions of a particle in the calculation
of the global deviation in position and direction. Among the three main categories
of models available to treat electromagnetic interactions of charged particles and
energetic photons, i.e. standard, Livermore and Penelope, the standard model is the
preferred one for proton therapy simulation [22–24] as it offers enough precision
while keeping an optimized CPU time consumption. In the case of multiple scat-
tering, the preferred model is the Urban model, which uses functions to determine
the angular and spatial distributions after a step chosen in such a way as to give the
same moments of the (angular and spatial) distributions as are given by the Lewis
theory [31].

Concerning hadronic physics, Geant4 provides a vast number of possible models,
so that the user is able to choose those best matching the particle types, energy
ranges, and other characteristics particular to a given simulation. In the case of
proton therapy, there is a vast literature discussing the most appropriate models, but
it seems that the binary cascade model is the preferred choice [32–34]. The Geant4
binary cascade model is an intra-nuclear cascade model in which an incident hadron
collides with a nucleon, forming two final-state particles, one or both of which may
be resonances. The resonances then decay hadronically and the decay products are
propagated through the nuclear potential along curved trajectories until they re-
interact or leave the nucleus. The remaining fragment is treated by precompound
and de-excitation models.

2.2 The Geant4 DNA Physics Package

As mentioned above, the electromagnetic physics in Geant4 treats the charged-
particle interaction in a condensed way and does not allow one to simulate the
interactions of low-energy electrons. Subsequently, it is not possible to assess with
these models the biological damage induced by ionizing radiation at the cellular
(micrometer and below) scale. To fill this gap, a preliminary set of physics processes
adapted to microdosimetry in liquid water down to the electronvolt scale was deliv-
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ered into the Geant4 toolkit in 2007 [35] and has been improved since then [10,
36–41]. The package named Geant4-DNA has been developed to introduce specific
functionalities in Geant4, allowing for:

(i) The modeling of elementary physical interactions between ionizing particles of
energies down to the electronvolt scale in biological media (liquid water and
DNA), during the so-called “physical” stage.

(ii) The modeling of the “physico-chemical and chemical” stages corresponding
to the production and diffusion of oxidative radical species, and the chemical
reactions occurring between them. During the “physico-chemical” stage, the
water molecules that were excited and ionized during the physics stage may
de-excite and dissociate into molecular radical species. In the “chemical” stage,
these radicals diffuse in themedium surrounding theDNA.Theymay eventually
react among themselves or with the DNAmolecule. Studies using radical scav-
engers have demonstrated that at low values of linear energy transfer (LET),
these radical species are responsible for most of the damages caused to the
DNAmolecule, showing a selective behavior in the type and localization of the
damage, and also play a significant contribution at high values of LET.

(iii) Themodeling of a “geometrical” stagewhere the two above stages are combined
with a geometrical description of biological targets, such as chromatin segments
or the cell nucleus. In particular, it is possible to implement the geometry of
biological targets with a high resolution at the sub-micron scale and to track
particles within these geometries using the Geant4-DNA physics processes.

At present, the Geant4-DNA extension set covers the dominant interactions of
light particles and ions, including electrons, protons, hydrogen atoms, neutral and
charged helium atoms, down to the eV scale in liquid water which is themain compo-
nent of biological matter. The physics models and their experimental validation are
described and discussed in detail in Refs. [26–34]. Some of these models are purely
analytical, others make use of interpolated cross section data tables for a faster com-
putation. The list of available processes and models that are available in the public
version 10.2 is the following (the kinetic energy range for each type of interaction is
given in parentheses):

Electrons:

• Elastic scattering (7.4 eV–1 MeV)

– screened Rutherford and Brenner-Zaider formula below 200 eV [42]
– updated alternative version by Uehara et al. [43]
– partial wave framework model by Champion et al. [37]

• Ionization (10 eV–1 MeV)

– dielectric formalism and first Born approximation using the Heller optical
data [44] up to 1 MeV and low-energy corrections, derived from the work of
Emfietzoglou [45]

– improved alternative version by Emfietzoglou and Kyriakou [40]
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• Electronic excitation (8 eV–1 MeV)

– dielectric formalism and first Born approximation using the Heller optical
data [44] and semi-empirical low-energy corrections derived from the work
of Emfietzoglou [45]

– improved alternative version by Emfietzoglou and Kyriakou [40]

• Vibrational excitation (2–100 eV)

– cross section measurements in amorphous ice by Michaud et al. [46]
– a factor of 2 is included to account for phase effects

• Dissociative attachment (4–13 eV)

– cross section measurements by Melton [47]

Protons and hydrogen atoms:

• Electronic excitation (10 eV–100 MeV)

– Miller and Green [48] speed scaling of e− excitation at low energies, and Born
and Bethe theories above 500 keV, from Dingfelder et al. [49]

• Ionization (100 eV–100 MeV)

– Rudd semi-empirical approach [50] by Dingfelder et al. [49], and Born and
Bethe theories and dielectric formalism above 500 keV (relativistic + Fermi
density)

• Charge transfer (100 eV–100 MeV)

– analytical parameterizations by Dingfelder et al. [49]

He0, He+, He2+:

• Electronic excitation and ionization (1 keV–400 MeV)

– speed and effective charge scaling from protons by Dingfelder et al. [51]

• Charge transfer (1 keV–400 MeV)

– semi-empirical models from Dingfelder et al. [49, 52]

Li, Be, B, C, N, O, Si, and Fe ions:

• Ionization (0.5 MeV/u–1 TeV/u)

– speed scaling and global effective charge by Booth and Grant [53]

As follows from this list, Geant4-DNA is capable of simulating protons with the
kinetic energy of up to 100MeV. Although this energy covers almost the full range of
proton therapy accelerators, it does not cover the highest accelerator energies, which
need to be as high as 230 MeV in order to treat deeply-seated tumors in the human
body.
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Fig. 1 Energy deposited in water medium along the path of 10, 20, 50, and 100 MeV protons.
Dashed curves show the simulations performed by means Geant4-DNA physics, while solid curves
shown the results obtained with binary cascade and standard electromagnetic physics

Figure1presents the distributionof dose calculatedwith theGeant4-DNApackage
(dashed curve) compared to that obtained with the standard physics plus binary
cascade list (solid curve) for energies ranging from 10 to 100 MeV. In the case of a
10 MeV proton, the energy depositions obtained within the two approaches almost
coincide with one another but the relative discrepancy in the position of the Bragg
peak increases with increasing the projectile’s energy. Although Geant4-DNA in
some cases does not allow for an accurate quantitative description of the Bragg peak,
this package is capable of determining the number of ionizations induced by protons
as well as the electronic processes that may cause DNA damage. To illustrate this,
we have simulated 1000 tracks of 10 MeV protons in liquid water. Table1 shows
the number of interactions of each kind which are produced by a single projectile.
The distribution of these interactions along the proton’s track for the three types
of particles, namely, protons, hydrogen atoms, and electrons, is presented in Fig. 2.
The Geant4-DNA simulations of the proton slow-down account for the ionization,
excitation, and charge transfer interactions involving the projectile. However, they
do not account for elastic scattering of the projectile from molecules of the medium.
Thus, a projectile traversing themedium follows a straight line and the analysis of the
total track does not give any additional information. As it will be discussed further
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Table 1 Number of interactions of each type resulting from the propagation of a 10 MeV proton
in water

Process name No. of interactions

proton_G4DNAExcitation 68297.2

protons_G4DNAChargeDecrease 5315.6

hydrogen_G4DNAIonisation 6997.4

hydrogen_G4DNAExcitation 1117

hydrogen_G4DNAChargeIncrease 5312.25

e-_G4DNAElastic 1.18× 108

e-_G4DNAIonisation 1.75× 106

e-_G4DNAExcitation 296555

e-_G4DNAVibExcitation 1.33× 107

e-_G4DNAAttachment 42529.9

in this chapter, elastic interactions play a significant role during the propagation of
heavy particles in the medium, especially at the low kinetic energy, and this effect
should be taken into consideration for a more accurate and complete picture. We
note that the contribution of elastic scattering was included into the Geant4-DNA
package very recently [41].

3 Extension of the Low-Energy Particle Simulation
(LEPTS) Code

A general limitation of the most existing Monte Carlo track structure codes is that
they do not describe very accurately the interaction of low-energy particles with
molecular constituents of amedium [17]. Some codes actually stopmodeling primary
and secondary particles if their energies drop below 50–100 eV [54]. By means of
the LEPTS code (see the review paper [5] and references therein), it has become
possible to model dynamics of secondary species down to the (sub-)electronvolt
scale. ThisMonte Carlo-based tool has been developed to address themolecular level
mechanisms of biological damage and to describe radiation effects in nanovolumes
in terms of induced molecular dissociations [6].

Recently, the LEPTS methodology has been extended to simulate explicitly the
slowing-down of heavy charged particles propagating through a biological medium,
accounting for the production of secondary particles, including low-energy electrons,
and different molecular processes induced. As the first step, the attention has been
focused on the simulation of intermediate- and low-energy protons traversing liquid
water. In order to include protons into the simulation scheme, a comprehensive
data set of integral and differential cross sections of elastic and inelastic scattering
of protons from water molecules has been compiled. For that, experimental and
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Fig. 2 Number of
interactions of each type as a
function of depth (in μm) for
proton—(upper panel),
neutral hydrogen—(middle
panel) and electron—(lower
panel) induced processes in
water after the traverse of
1000 protons of 10 MeV
energy

theoretical cross sections available in the literature have been carefully examined and
verified. Development of a new database that includes adequate data for biologically
relevantmaterials provides an opportunity for amore realistic, physicallymeaningful
description of radiation damage in living tissue. Hence, the utilized approach allows
one to study radiation effects on the nanoscale in terms of the number and the type of
induced molecular processes. The next section provides an overview of the compiled
data set used for the simulations performed with LEPTS.
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3.1 Interaction Processes and Input Data

Generally, a track structure simulation of the charged particle propagation in a bio-
logical medium comprises a series of sampling steps that determine the distance
between two successive interactions, as well as the type of interaction occurring at
the selected point in space. These steps are routinely repeated for all primary and sec-
ondary particles until their kinetic energy becomes smaller than a pre-defined cutoff
value. The interaction type is randomly selected according to the relative magnitude
of the total cross section of all the processes. For the projectile-medium interaction,
they are (i) ionization, capture, and excitation induced by a proton, and (ii) ionization,
capture, excitation and electron loss induced by a hydrogen atom. The kinematics of
the interaction is derived from single- and double-differential cross sections of the
corresponding process. Secondary electrons are generated as a result of the ionization
event; their energy is defined as the energy lost by the projectile minus the ionization
potential of a target molecule. The formation and further evolution of all secondary
species is simulated in full according to an explicit database of electron-induced
molecular-level interactions. Up to now, the following processes involving electrons
have been included in LEPTS: elastic scattering, ionization, electronic, vibrational
and rotational excitations, dissociative electron attachment, and neutral dissociation
(see Refs. [5, 17] and references therein).

One should note that several computer codes for proton transport in water have
been reported in the literature so far (e.g., Refs. [7–9]). One of the most recently
developed tools is the code called TILDA-V [11], which is based on quantum-
mechanically calculated multiple differential and total cross sections for describing
inelastic processes occurring during the slowing-down of protons in water and DNA.
The advantage of the procedure implemented in LEPTS comes frommuch lower cut-
off values for heavy charged projectiles and secondary electrons. In other words, all
the particles are explicitly tracked in the simulation until they reach smaller energies.
This allows one to get a more consistent picture of the radiation-induced processes
occurring on the nanoscale. As noted above, this issue is crucial because low-energy
secondary electrons, having the kinetic energy smaller than ionization or even exci-
tation threshold of a water molecule, can produce significant biodamage as a result
of dissociative electron attachment. In the TILDA-V code [11], the cutoff energy for
protons and neutral hydrogen atoms is fixed to 10 keV, while the cutoff for secondary
electrons corresponds to the electronic excitation threshold of a water molecule, that
is 7.4 eV. In the simulation performed with LEPTS, the heavy projectiles are tracked
down to approximately 1 eV as follows from the data set described below, and the
electrons can be tracked until their final thermalization at the sub-eV scale [5, 16].

3.1.1 Integral Cross Sections

Integral cross sections for elastic and inelastic interactions of 1 eV–1 MeV protons
with water molecules are summarized in Fig. 3. Ionization, excitation, and charge
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Fig. 3 Integral cross sections for collision of protons and neutral hydrogen atoms with water
molecules that have been used as an input for the simulations. Details on data sources are provided
in the text

transfer (electron capture) were considered as inelastic processes for H+ projectiles
(left panel). As a result of the charge transfer process, an electron from a water
molecule is transferred to the moving slow proton to form a neutral hydrogen atom;
the corresponding inelastic cross sections for the neutral projectile are shown in the
right panel. We have included the processes of ionization and excitation of a water
molecule by H0 and also accounted for a probability of electron loss (stripping) by
the neutral atom.

The ionization cross section by protons has been produced as a result of a thorough
analysis of experimental and theoretical data, including recent measurements of the
production of different charged fragments [55, 56], and the corresponding classical,
semi-classical and ab initio calculations [57–59]. The excitation and charge transfer
(both electron capture and loss) cross sections for both charged and neutral projectiles
were taken from Refs. [11, 49] which are based on a semi-empirical model by Green
et al. [48, 60]. As indicated in Ref. [49], parameters of the model were chosen to
fit the calculated excitation cross sections to those obtained within the first Born
approximation at higher projectile energies. We also accounted for elastic scattering
of protons from water molecules (nuclear scattering) which becomes important at
lower incident energies of about and below 10 keV. Integral elastic cross section data
were taken from Refs. [41, 61].

3.1.2 Total Ionization Cross Section

Data on the total ionization cross section, which have been used in the simulations,
are presented in Fig. 4. The data set includes the cross section taken from ICRU
Report 49, as well as results of experimental measurements. Older experiments done
by Rudd and co-workers [62, 63] were focused mainly on determining the total elec-
tron production cross section by the integration of their doubly differential electron
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Fig. 4 Total ionization cross sections for collision of protons with water molecules that have
been used as an input for the simulations. All symbols except for filled stars indicate experimental
data from Ref. [62] and interpolated experimental data from Refs. [55, 56, 64] on the production
of charged fragments. Filled stars correspond to the integrated values of single-differential cross
sections described in Sect. 3.1.3

emission cross sections. More recent experiments [55, 56, 64] allowed one to get the
information on production of different charged fragments, namely H2O+, H+, OH+,
and O+. In the compiled data set, we have used these data accompanying with the
results of recent theoretical studies [57–59]. In order to get smooth cross sections
(shown in Fig. 4 by symbols), we did spline interpolation of the experimental data
from different measurements [55, 56, 64]. The figure illustrates that the results from
the ICRU Report (solid curve) almost coincide with the recent experimental data
(filled circles) at the energies about 10–20 keV and above 1 MeV. In the Bragg peak
region, at about 50–100 keV, the new data exceed the already established ones by
about 10%. In the compiled data set, we used the new experimental data as a more
preferred source. Thus, the resulting curve (shown by a thick solid line in Fig. 3)
comprises the experimental data [55, 56, 64] in the range 10 keV–1 MeV and the
data from the ICRU 49 Report at lower energies. Note that thus compiled data set
is consistent, within the 10% accuracy, with the integrated single-differential cross
sections (filled stars in Fig. 4), described below.

3.1.3 Differential Ionization Cross Sections

Double-differential cross sections (in terms of the kinetic energy and angular distribu-
tion of secondary electrons) for 1.5-, 1.0-, 0.5-, 0.3-, 0.1-MeV, and for 15-keVprotons
were taken from the experimental data of Toburen andWilson [65], Bolorizadeh and
Rudd [63], and the calculations of Senger and Rechenmann [66]. The cited papers
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Fig. 5 Single-differential
cross section dσ/dΩ
describing angular
distribution of secondary
electrons ejected from a
water molecule after the
collision with protons. See
the text for the details on
data sources

presented the data for secondary electrons with kinetic energy ε from about 10 eV
up to 2.2 keV. These data were interpolated, and the compiled dependencies were
integrated over the kinetic energy of emitted electrons to get their angular distribu-
tion. Thus calculated single-differential (in terms of electron emission angle) cross
sections, dσ/dΩ , are shown in Fig. 5.

Single-differential (in terms of kinetic energy of secondary electrons) cross sec-
tions, dσ/dε, were compiled based on the experimental data from Refs. [63, 67] and
supplemented with the calculations from Refs. [9, 49, 68]. A thorough compilation
of the data from different sources has allowed us to produce an explicit set of cross
sections for 10-, 4.2-, 3.0-, 1.5-, 1.0-, 0.5-, 0.3-, 0.1-MeV and 70-, 50-, 30-, 20-, 15-,
and 10-keV protons (see Figs. 6 and 7).

3.1.4 Self-consistency of the Data Set

An important issue of a database created from different experimental and theoretical
sources is reliability of the input data. To elaborate on this issue, we have per-
formed several self-consistency checks, namely we compared the integrated double-
differential cross sections,

∫
d2σ
dΩdεdΩ , with the single-differential cross section,

dσ/dε, taken from separate sources (see Fig. 7) and then also compared the inte-
grated energy spectra

∫
dσ
dε dε with the total ionization cross section σion (see Fig. 4).

The agreement between the differential cross sections is very good, while the relative
discrepancy between the integrated dσ/dε and σion does not exceed 10% confirming
the reasonable level of accuracy of the input data for simulations.
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Fig. 6 Energy spectra of
secondary electrons, dσ/dε,
emitted after irradiation with
10 MeV–10 keV protons.
The data set is compiled
from [63, 67] and theoretical
calculations [9, 49, 68]

4 Results of the Simulations

As a case study, we present the results of the simulation of the slowing-down of
1 MeV protons in liquid water (1 g/cm3 density) until their final thermalization at
the few-eV scale. Charged heavy particles of such energies contribute greatly to
the maximum of energy deposition in the Bragg peak region [20]. Hence, it is of
significant interest to analyze the type and the number of molecular dissociations in
the medium. In this study, we have simulated onemillion tracks to get good statistics.
As noted above, data for single water molecules in the gas phase were used as input
parameters but the tracks of all primary and secondary particles were modeled in
the liquid phase by considering the liquid density and correcting the cross section
values in order to introduce screening effects from the surrounding molecules [5].
Figure8 illustrates the number of interactions as a function of the depth (in µm)
for different scattering processes, including elastic collisions and different types
of inelastic events. The maximum penetration of 1 MeV protons in water is about
25µm, and the position of the Bragg peak corresponds to the kinetic energy of about
100 keV. The simulations performed by means of LEPTS provide a more detailed
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Fig. 7 Same as Fig. 6 but for
different projectile energies
(solid and dashed curves).
Symbols correspond to the
integrated values of
double-differential cross
sections compiled from Refs.
[63, 65, 66]

description of different processes occurring on the nanoscale, as compared to the
simulations performed with Geant4-DNA (see Fig. 2). As noted above, the LEPTS
model explicitly accounts for elastic scattering of neutral and charged projectiles,
which provides a substantial contribution to the total number of interaction events.
Figure8 demonstrates that all the interactions associated with protons and electrons
stop at the depth of about 23 µm, while elastic collisions between neutral hydrogen
atoms and the water molecules also contribute at further penetration distances up to
25 µm. Therefore, a detailed description of molecular dissociations induced by low-
energyhydrogen atoms collidingwith biologically relevantmolecules is of significant
importance. This information can be obtained, for instance, from advanced ab initio
calculations.

The analysis of the interactions presented in Fig. 8 allows for a detailed evaluation
of the energy deposition as a function of the penetration depth in the medium. This
dependence is shown in Fig. 9. The figure illustrates that the dominating contribution
to the energy deposition is related to the elastic and inelastic processes induced
by secondary electrons which is a typical feature of irradiation with protons and
heavier ions. The energy deposited by electrons has an interesting feature that results
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Fig. 8 Number of
interactions of each type as a
function of depth (in µm) for
proton—(upper panel),
neutral hydrogen—(middle
panel) and electron—(lower
panel) induced processes in
water after the traverse of
106 protons of 1 MeV initial
energy, as simulated by
means of LEPTS

in a bump in the range between approximately 14 and 18 µm. This feature may
be associated with an increased number of secondary electrons produced at these
distances by the projectiles. As demonstrated in Fig. 8, this range of penetration
corresponds to a gradual increase in the number of elastic and inelastic processes
involving neutral hydrogen atoms. The electrons produced as a result of ionization
of H atoms deposit their energy within several microns until they slow down to the
energies below the ionization potential of a water molecule. This results in a small
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Fig. 9 Energy deposition of
106 incident protons of
1 MeV energy each in liquid
water as a function of depth

dip at about 18 µm observed in the number of electron-induced ionizations (see the
lower panel of Fig. 8). One should note also that the maximal energy deposition by
electrons and protons corresponds to the position of the Bragg peak, while the energy
deposited by neutral hydrogen atoms, although representing a minor contribution,
is localized at further penetration depth beyond the maximum of the Bragg peak.
This feature additionally underlines the importance of the accurate description of
interactions induced by the neutral projectiles with very low kinetic energy.
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Ion Collisions with Biomolecules
and Biomolecular Clusters

Patrick Rousseau and Bernd A. Huber

Abstract In this chapter we describe the recent progress which has been made in
experimental studies of ion collisions with biomolecular systems, either in form of
isolated biomolecules in the gas phase or as clusters containing up to several tens
of biomolecules. Most of the work has been performed with projectiles which play
an important role in ion beam cancer therapy applications as protons or multiply
charged ions of carbon and oxygen. The biomolecular targets are characterized by
an increasing complexity and include water molecules, nucleobases, nucleosides
and nucleotides, as well as amino acids and protein segments. Other complex targets
are heterogeneous clusters containing biomolecular systems which are embedded
in a water environment. After an introduction to ion-molecule collisions using C60

fullerene as a model system, we will review ionization and charge transfer processes
as well as ion-induced fragmentation studies. Finally we will discuss the effect of
the environment considering clusters of biomolecules including hydrated systems.

1 Introductory Remarks to Ion Collisions with Molecules:
The Model System C60

Ion collisions with molecular targets are facing a large variety of new dynamical phe-
nomena and processes in comparison with ion-atom collisions. Thus, new classes of
reactions have to be considered due to dissociation, fragmentation and the coupling
between the light electron and the heavy particle systems. On the one hand, mole-
cules, depending on their size, are characterized by a large number of degrees of
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freedom (vibrational and rotational modes) in which a large amount of energy can be
stored after collisions with ions. This amount may be much larger than the threshold
energies for individual fragmentation channels and may lead to the observation of
time-delayed processes, depending on the timescale of the experimental study. On
the other hand, heavy particles of molecules are always embedded in an electronic
environment, thus, the interaction and the energy exchange between the electronic
system with the system of nuclei or ion cores becomes important. Via the electron-
phonon coupling energy can be transferred from a hot electronic system to the heavy
molecular atoms (vibrational and rotational excitation). This may lead to thermal-
ization, to the damping of collective electron motion (plasmon decay) or inversely
thermo-ionic electron emission from a vibrationally hot heavy particle system which
may occur on very long timescales (µs).

Many of these processes have been studied in the last decades for ion collisions
with the model system C60. These fullerenes are characterized by covalent bonds
between 60 carbon atoms, arranged in 20 hexagons and 12 pentagons forming the
well-known spherical structure with a largely delocalized electron distribution. From
the experimental point-of-view this system is easy to be studied, as C60 targets can be
produced by simple evaporation of availableC60 powder. Furthermore, the theoretical
description is refined by many theoretical approaches. In this introductory part we
will briefly summarize some characteristic results for C60 concerning ionization and
fragmentation processes.

1.1 Electron Capture and Multi-ionization

In a pioneering study an experimental device has been developed which allowed to
measure the produced recoil ions and the number of emitted electrons in coincidence
with the charge state of the projectile after the collision [1, 2]. Thus, a total balance
of the active electrons could be established (electrons captured and stabilized at the
incoming ion+ electrons emitted into the continuum=charge state of the intermediate
molecular ion). In the collision system Xe25+ + C60 it has been shown (see Fig. 1a)
that in the reaction

Xe25+ + C60 → Xe(25−s)+ + Cr+
60 + (r − s)e−

more than r = 60 electrons can be taken off the molecular target in a single collision,
out of which s electron (〈s〉 ∼ 15〉) are stabilized at the projectile. The mechanism
is based on multiple electron capture processes and fast electron emission due to
Auger processes during the collision. This keeps the charge state of the projectile
during the collision high which thus can play the role of an electron transmitter into
the continuum.

The remaining highly charged fullerene will explode and for s = 11 only singly
and multiply charged atomic carbon fragments are observed (see Fig. 1b) [3]. The
C+ peak profile contains two different contributions: a low-energy central part stem-
ming fromC+ fragmentswhich are pushed inside theC60 sphere by nuclear collisions
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Fig. 1 aCross sections for stabilizing s electrons for a given number of active electrons produced in
475keV collisions of Xe25+ with C60 (Reproduced from [1] with the permission of AIP Publishing)
b Fragmentation spectrum for energetic C+ and C2+ fragments (s = 11) in 500keV Xe25+/C60.
fw/bw indicate forward and backward emission angles with respect to the ToF spectrometer axis

and which therefore do not participate in the Coulomb explosion and the forward
and backward parts—with respect to the extraction axis of the time-of-flight (ToF)
spectrometer—which are emitted with kinetic energies of 100–200 eV. From these
kinetic energies the total energy involved in the explosion process can be estimated.
When comparing these values with the electrostatic energy of a corresponding highly
charged sphere, the charge states of the highly charged fullerene ions can be esti-
mated. The good agreement with the measured number of active electrons shows that
for very high charge states the Coulomb explosion model yields a good description.

When the charge state of the incoming projectile is low, as in the case of proton
collisions, electron capture becomes less prominent with respect to the ionization.
Indeed, C60 molecules can be ionized by protons several times as shown by exper-
iments performed for collision energies between 1 and 300 keV [4]. Whereas for
the lowest kinetic energy single ionization (SI) clearly dominates, with increasing
energy the contribution of multi-ionization (MI) increases up to the energy of the
Bragg peak (∼80 keV). For higher energies, the contribution of multi-ionization
decreases again and single ionization becomes dominant (see Fig. 2). At the Bragg
peak energy multi-ionization dominates over single ionization by a factor of ∼2
(ratio: fSI/ fMI ∼ 0.5).

1.2 Fragmentation and Delayed Processes

Ion-induced fragmentation of C60 molecules has been studied in the past by several
groups [5–8]. In particular, evaporation events (emission of neutral moieties) and
fission processes (emission of charged particles) were studied for different exper-
imental parameters (projectile velocity, mass, charge state, energy transfer…). An
example is shown in Fig. 3. The upper part shows the mass spectrum obtained in



124 P. Rousseau and B.A. Huber

Fig. 2 Relative parent charge state distributions for proton/C60 collisions at energies E between 1
and 300 keV. For more details see Ref. [4]

proton collisions with C60 at 2 keV [9]. In addition to the dominant singly charged
C+
60 fullerene ion, intact ions in charge states 2, 3 and 4 are observed. Furthermore,

long evaporation chains due to the emission of up to about ten C2 molecules (for
C2+
60 ) are measured. For proton collisions the interaction is dominated by electronic

excitation processes leading to multi-ionization and after the transfer of the elec-
tronic excitation energy to the vibrational modes to the sequential emission of C2

molecules.
At the same collision energy, for other projectiles like Ar a totally different spec-

trum is observed, as the interaction is dominated by elastic nuclear collisions (see
middle part of Fig. 3). Now mainly single ionization occurs with the low signal for
doubly charged fullerenes. The spectrum is dominated by awide distribution of singly
charged fragments centered at cluster sizes of about 15 carbon atoms. In the lower
part of Fig. 3 the spectrum resulting from 500 keV collisions with Xe25+ projectiles
is shown. Preferably at larger impact parameters electron capture occurs with low
energy transfer yieldingmultiply charged intact fullerene ions. Evaporation processes
are less important, however, in the size range between 10 and 20 atoms/charge, fission
products due to C+

2 emission fromC3+,4+,5+
60 parent ions are observed. The small size

fragment distribution (peaked at the monomer size) is produced in charge separating
Coulomb processes.

Evaporation (emission of neutral particles) as well as charge-separating processes
can be observed at different timescales depending on the internal energy and the
experimental device. They become experimentally observable, if the decay times are
of the same order ofmagnitude as the characteristic times required for the experimen-
tal mass analysis. Time-delayed evaporation processes show up in the time-of-flight
spectrum as tails towards larger ion masses, for delayed charge-separating events,
tails are observable in the coincidence map which shows the time-of-flight of both
correlated fragments (see Fig. 4). The intense island, corresponding to C+

2 /C5+
58 coin-

cidences, stemming from the decay of C6+
60 is widened by the kinetic energy release
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Fig. 3 Mass spectra
obtained in collisions of
fullerenes with: H+ at 2 keV
(top spectrum; electronic
excitation); Ar+ at 2 keV
(middle spectrum; nuclear
collisions); Xe25+ at 500
keV (bottom;
multi-ionization and charge
separating processes)

Fig. 4 Coincidence map
showing the flight-times of
two ions produced in one
event (t1 lighter fragment; t2
heavier residue). The thin
line corresponds to
calculated flight-times for
different decay positions in
the TOF spectrometer

of the process. It is followed by a long tail, which is due to fragmentation occurring in
the extraction system of the ToF mass spectrometer, i.e. in a time window of several
µs. The full line in Fig. 4 represents the calculated time correlation.

In the following sections we will specify the describedmechanisms for the case of
ion collisions with molecules of biological relevance as well as with pure and mixed
clusters in order to investigate the influence of the molecular environment on molec-
ular processes. We will describe actual experimental results. As described before, we
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will concentrate on electron capture, ionization and fragmentation processes occur-
ring in ion/biomolecule collisions.

2 Electron Capture, Ionization and Electron Loss Processes

Experimental investigations of ion collisions with biomolecular systems in the gas
phase, which are relevant for modeling radiation damage at the molecular level, are
more difficult to be performed than those with C60 molecules described above, in
particular when biological systems in a “realistic” environment are to be studied.
This difficulty is due to the problem of providing a sufficiently dense biomolecular
target. In early experiments, oven devices have been used to produce targets of neutral
intact molecules by evaporation. These studies concerned small building blocks of
DNA like the nucleobases uracil [10, 11] and adenine [12], the sugar group [13],
small amino acids [14] or porphyrins [15] and water [16]. However, this technique
fails when larger “prepared” molecules are to be studied as during the evaporation
process fragmentation of the molecules may occur, even at rather low temperatures.
Thus, more recently, new devices based on electrospray ion sources in combination
with ion traps [17] or electrostatic storage rings [18] have been developed to study
ion interactions with molecular ions.

In the context of radiation damage, mostly ions have been chosen as projectiles
which are used in hadron therapy applications, i.e. ions like protons, and multiply
charged carbon and oxygen ions. In some cases, also heavy multiply charged ions
have been used as projectiles in order to study the influence of the ion charge on
ion-induced processes. In the following we will concentrate on collisions of light
ions with neutral and charged biomolecules.

2.1 Electron Capture Processes

Experimental studies, aiming at the determination of absolute total electron cap-
ture cross sections, describing the process Aq+ + M → A(q−r)+ + Mr+ with Aq+ =
charged projectile, M = biomolecule, r = number of transferred charges, are rather
limited. Some data are summarized in the review by Toburen concerning proton col-
lisions with molecules like water [19, 20]. More recently, Farizon et al. have applied
a coincidence technique to study collisions of protons with uracil and H2O gas target
[21–23]. By analyzing the charge state of the proton beam after the collision (H+, H0,
H−) in coincidence with the produced ions (intact or fragmented) the processes of
direct ionization and single and double electron capture as well as for fragmentation
into specific decay channels could be separated. Similar studies were performed by
Afrosimov et al. yielding relative electron capture cross sections formultiply charged
ions colliding with uracil [24, 25], adenine [24], methionine and norleucine [26].
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Fig. 5 Electron capture cross sections in units of 10−16 cm2 as a function of the orientation
angle θ . a Collision system: C4+ on uracil. bCollision system: C4+ on 5-bromouracil. The different
curves correspond to projectile energies between 30 eV and 3 keV. c Internal coordinates of the
C4+-(halo)uracil system. d Geometry of the molecule, X=H in uracil and X=Br in 5-bromouracil
(Reproduced from [27]. Copyright 2014, with permission from Elsevier)

Numerous theoretical studies have been performed to determine charge exchange
cross sections for ions colliding with uracil, halo-uracil, thymidine [27, 28] and
2-deoxy-D-ribose [28, 29] and water molecules [30]. As an example we show in
Fig. 5 the electron capture cross section for C4+ ions colliding with uracil (a) and
5-bromouracil (b) as a function of themolecular orientation angle θ . The calculations
have been performed by means of ab initio quantum chemistry molecular methods
followed by a semi-classical collision treatment. A strong anisotropy is observed
which in the case of uracil favors the charge transfer around the perpendicular ori-
entation with a maximum at about 70◦ (for more details see Fig. 5). Here the cross
section is by two orders of magnitude larger than in the planar orientation indicating
that the process is driven by π interactions. In the case of 5-bromouracil, the process
is more efficient at ∼45◦ certainly related to the steric effect by the large Br atom.
Furthermore, the capture cross section is strongly reduced by a factor of 103–104.
So far the observed anisotropy has not been confirmed experimentally.
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Fig. 6 Charge transfer cross sections for protons with uracil-(H2O)n with n = 1–5 (given in the
figure) as a function of the collision energy a for planar and b 3D structures (Reproduced from [31]
with permission from the PCCP Owner Societies)

Theoretical studies of proton collisions with 2-deoxy-D-ribose have shown that
electron capture is less efficient than capture from pyrimidine nucleobases and that
it strongly depends on the conformation of the sugar moiety [28]. As this process is
competingwith ionization and fragmentation, its low probability is in agreementwith
the high fragment yield observed experimentally for the 2-deoxy-D-ribose molecule
which is very fragile with respect to ion collisions [13].

Recently, proton-induced charge transfer from two- and three-dimensional struc-
tures of hydrated uracil molecules has been studied theoretically [31]. Structure
calculations show that hydration starts in the uracil plane and that 3-dimensional
structures become possible, when the number of water molecules becomes larger
than 3. The calculated charge transfer cross sections are shown in Fig. 6 for different
structures and numbers of attached water molecules varying from 0 to 5. It is found
that hydration strongly changes the electron transfer probability. For planar geome-
tries water addition increases the electron transfer cross section by up to two orders
of magnitude, in particular when adding the first water molecule. However, with
increasing hydration the cross sections become lower and approach those for pure
uracil. In the case of 3-dimensional structures with peripheral hydration patterns this
phenomenon is less pronounced.

A step forward in studying electron capture processes in larger biomolecular
systems has been made by applying a new experimental technique [32]. Multiply
protonated cytochrome-C ions (mass = 12 229 amu) in charge states of 15+ to 19+
were produced in an electrospray ion source, mass selected and stored in a Paul
trap device [17] (see Fig. 7a). After irradiation with Xe8+ ions the reaction products
(mainly intact molecular ions) are analyzed allowing to determine single and double
electron capture cross sections.The structure and conformationof the protein depends
strongly on its charge state. On the left hand of Fig. 7 two examples of conformations
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Fig. 7 a Experimental device of Schlathölter et al. for the study of ion-ion collisions. Model
structures of cytochrome-C. b The extended structure expected for highly charged systems.
c Native structure as obtained from X-ray diffraction, taken from the protein database pdb (1CYC).
d Cross sections for the single (diamonds) and double (squares) capture and deprotonation (trian-
gle) processes as a function of the charge of protonated cyt-C, [M + qH]q+. The lines are to guide
the eye (Reproduced from [32] with the permission of AIP Publishing)

are shown. For high charge states (15+ to 19+), the molecule is expected to exist in a
linear extended configuration, with the length estimated to be 20.5nm (see Fig. 7b).
The native structure as obtained from X-ray diffraction is shown in Fig. 7c. Thus for
highly charged proteins the protonation sites are expected to be widely distributed
along the chain structure.

With the aid of the classical over-the-barrier model [33, 34] adapted to a long
chain target, absolute cross sections for single (SEC) and double (DEC) electron
capture are determined as shown in Fig. 7d. As to be expected for the peptide of this
size, very large cross sections of the order of 4 × 10−14 cm2 and 2 × 10−14 cm2 are
obtained, respectively. However, more surprising is the fact, that the values are nearly
independent of the charge state of the protonated protein although the ionization
potential increases with the charge state. This effect is compensated by the lowering
of the potential barrier for the electron to be transferred due to the presence of the
highly charged ion.

Figure7d shows in addition the cross section for deprotonation (DP) of the pro-
tonated proteins which strongly increases with the charge state. This is in good
accordance with the calculated proton affinities of cyt-C [M + qH]q+ showing a
monotonic decrease with increasing charge q. This deprotonation process is tenta-
tively interpreted as due to the temporary barrier suppression for the binding of an
H+ ion in long-distance interactions between the multiply charged projectile and the
binding electronic cloud.
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2.2 Ionization Processes

Ionization is one of the important processes in atomic collisions physics, in particular
when collisions with fast heavy ions in the MeV energy range are considered. Here,
ionization dominates over other processes, such as electron capture. In the context
of biomolecular systems, in recent years many experimental and theoretical studies
have been performed concerning ionization and electron emission processes. These
studies have been motivated by the fact that the produced secondary (slow) elec-
trons play an important role in radiation damage and hadron therapy applications
[35]. Accurate ionization cross sections for biomolecular systems are necessary as
input data for Monte Carlo codes like GEANT4-DNA [36] or LEPTS [37] devoted
to the modelling of radiation-induced cellular damages and ion track structures in
biological tissues. The main experimental and theoretical effort has been put on the
determination of double differential, single differential and total ionization cross
sections for collisions of protons and light ions (He2+, C4−6+, O8+, S13+) with the
molecules of water [38–45] and the RNA nucleobase uracil [11, 46–52] (in some
cases also other nucleobases).

The theoretical description of ionization processes has to go beyond perturbative
methods in order to account for details of the ionization mechanism. In particular,
the distortion of the target wave function of both the initial and the final state have
to be incorporated in the model descriptions. This still remains a challenging task.
Most promising results are obtained with the CDW-EIS (continuum distorted wave-
Eikonal initial state) approximation which is applied in different formulations: in the
so-called prior-form the influence of the passive electrons on the dynamical evolution
of the ejected one (dynamical screening) is implicitly included, whereas in the post-
version it is only partially taken into account through the use of an effective charge
in the final continuum representation [53]. We will compare in the following some
of these results with recent experimental data for the molecules H2O, uracil and
adenine.

Water Molecules

A typical experimental device is shown in Fig. 8 (taken from [52]) which allows
analyzing electrons which are produced in the overlap region of the primary ion
beam and the angular acceptance of the electron spectrometer. Thus, the electron
yield can be measured either at a given scattering angle and scanning the electron
energy (yielding kinetic energy distributions) or for a fixed kinetic energy of the
electrons and scanning the scattering angle (yielding the angular distributions). In
both cases double differential cross sections (DDCS) are obtained which are defined
as d2σ/dEdΩ . By integration over the energy or angular distribution the single
differential cross sections dσ/dE or dσ/dΩ (SDCS) are obtained and by further
integration the total ionization cross section (TCS).

In Figs. 9 and 10, we compare DDCS values from experiment and theory for the
collision system O8+/H2O at impact energy of 48 MeV. The general form of the
electron energy distribution changes only weakly with the scattering angle of the
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Fig. 8 Experimental device, consisting of an ion beam, water target, turnable electron spectrometer
and channel electronmultiplier. Themagnetic rest field of the Earth is below a fewmG (Reproduced
from [52])

Fig. 9 The absolute electron
DDCS for different emission
angles for O8+/water
collisions at 48 MeV. In each
plot, the solid (dash-dotted)
red (blue) line corresponds
to the CDW-EIS prior (post)
version (Reproduced with
permission from [43].
Copyright IOP Publishing.
All rights reserved)

emitted electron (see Fig. 9). In all cases the DDCS d2σ/dEdΩ reaches a maximum
at the lowest kinetic energies which is due to the importance of collisions at large
impact parameters. The values decrease by 4–5 orders ofmagnitudeswhen the energy
is increased to ∼500 eV. The structure observed in the experiment at higher elec-
tron energies corresponds to contributions from K-LL Auger lines from the oxygen
atom. These are not included in the calculations based on the CDW-EIS approxi-
mation. The theoretical curves resulting from the prior (full red curve) and the post
version (dashed-dotted blue curve) of the CDW-EIS approximation show a qualita-
tive agreement with the experimental data, although at high energies (>100 eV) and
larger angles (150◦) the cross section is underestimated by a factor of up to 10. For
E < 10 eV and small emission angles (30◦) theory underestimates the experimental
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Fig. 10 The absolute electron DDCS for different emission energies for O8+/water collisions at
48 MeV. The solid (dash-dotted) red (blue) line corresponds to the CDW-EIS prior (post) version.
The green dashed-dotted line corresponds to calculations within the first-order Born approximation
with initial and final wavefunctions satisfying correct boundary conditions (CB1) (Reproduced with
permission from [43]. Copyright IOP Publishing. All rights reserved)

data to some extent. In general it is found that the prior version of CDW-EIS, which
takes into account the short range part of the electron dynamic screening, yields a
better quantitative agreement.

The corresponding angular distributions (measured for different electron energies,
see Fig. 10) show amaximum at about 80◦ which is well reproduced by the CDW-EIS
theory. The prior formalism yields very good quantitative agreement concerning the
absolute values. However, strong deviations occur at high emission energies (240
and 320 eV) at extreme backward angles. This forward-backward asymmetry can
be explained in terms of the two-center effect. The ejected electron gets strongly
influenced by the field of the two Coulombic centers; in particular the cross sections
at forward angles get enhanced due to the strong attraction of the emitted electrons
by the receding projectile ions moving in the same direction. This effect is stronger
for high energy electrons. As discussed before, the prior-formalism gives better
agreement with the experiment than the post form.

Uracil, Adenine and Complex Systems

In a similar way, DDCS, SDCS and TCS values have been determined for ion col-
lisions with nucleobases, in experiments and by calculations of several groups. An
example is given in Fig. 11 showing the DDCS and SDCS for fast 2 MeV proton
collisions with adenine [46]. Different emission angles are specified in the figure. In
contrast to the above discussed water results, all the DDCSs spectra exhibit broad
maxima at ejected electron energies of about 6 eV. Furthermore, low-energy electrons
(∼30 eV) are found to be ejected nearly isotropic. The two peaks located at about
250 and 400 eV are K-LL Auger electrons ejected from carbon and nitrogen atoms,
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Fig. 11 DDCS for the ejection of electrons from adenine after 2MeV proton collisions for different
emission angles. Note that values are multiplied by scaling factors; the uppermost curve represents
the SDCS obtained by integration of DDCSs over the emission angles (Reproduced from [46] with
the permission of AIP Publishing)

respectively. The energy spectrum at the top of Fig. 11 shows the SDCS obtained
from DDCSs by integration over the electron emission angle. For low energies of
the ejected electrons the energy spectra should show optical properties of valence
electrons, as the collision with fast protons is distant and the dipole interaction con-
tributes predominantly. It is observed that the height and the peak position of the
maxima vary as the proton impact energy changes and exhibit the characteristics of
photoionization cross sections of adenine governed by dipole or multipole interac-
tions. Similar findings are also reported for uracil. However, the mechanism of these
results remains an open question as also contribution from plasmon excitations are
discussed.
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Fig. 12 a Calculated
macroscopic total ionization
cross sections � for proton
impact in liquid water, with
DNA, protein, lipid, and the
cell nucleus. b Calculated
microscopic TCS for proton
impact with the DNA
components adenine,
cytosine, guanine, thymine
and the sugar-phosphate
backbone. Symbols represent
experimental data.
(Reproduced from [54] with
the permission of AIP
Publishing)

Total ionization cross sections (TCS) can be determined by double integration of
DDCSswhich have beenmeasured by determining the electron yield at a given emis-
sion angle and energy of the ejected electron (as discussed above). Another method
consists of the coincident detection of emitted electrons and ions or fragmented ions.
In this case the information on the angle and energy of the ejected electron(s) is
lost, but the measured intensity of the ionic products linked to the production of free
electrons allows reconstructing total ionization cross sections. Possible contributions
of transfer ionization processes may however contribute as well.

So far we described ionization cross sections for molecular targets such as water
and nucleobases. More recently, a significant progress has been made in theoretical
simulations which can be applied to electron emission in much larger and more
complex biosystems. de Vera et al. developed a semi-empirical model for calculating
the electron emission from organic compounds after ion impact [54, 55]. In the
case of protons impacting with “small” biological targets such as water or DNA
components a very good agreement is obtained with experimental data. Because of
its simplicity and great predictive effectiveness, the method can be easily extended
to any combination of large biological target like DNA, cell nuclei or proteins and
charged particles of interest in ion beam cancer therapy (see Fig. 12).

Cross Section Scaling

As the number of studies is still limited to a restricted number of systems, many
experimental groups made the effort to find scaling laws for the experimental data
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concerning their dependenceondifferent parameters like projectile charge and energy
and number of target valence electrons.

In the case of ion collisions with water molecules, Nandi et al. measured total
ionization cross sections for the projectiles H+, He2+, C6+ and O8+ at MeV impact
energies [52]. They assumed a quadratic projectile charge state dependence as to be
expected from first-order theories employing an independent electron model [56].
Concerning the impact energy dependence, according to the Bethe theory [57], a
scaling with the term ln(E/R)

(E/R)
is proposed where E is the ion impact energy and R the

Rydberg energy. Good agreement is obtained for H+ and He2+ collisions whereas
in the case of carbon and oxygen ions some deviations are observed [58].

In the case of the uracil target, Agnihotri et al. have measured TCS for collisions
of several highly charged ions of carbon, oxygen and fluor at different collision
energies [49, 50]. They analyzed the dependence of the total ionization cross section
on the projectile charge state q in detail and found a deviation from the expected
quadratic behavior. The fitting of the experimental data with a power law yielded
exponents which varied between 1.1 and 2 with an average value of 1.5, i.e. TCS ∼
q1.5. The scaled data are shown in the left panel of Fig. 13. Concerning the impact
energy dependence, a similar power law fitting yielded an exponent of −0.75, i.e.
TCS ∼ E−0.75 (see right panel of Fig. 13). When introducing the ion velocity v, the
scaling can be written as TCS ∼ (q/v)3/2. Such a scaling allows a representation of
total ionization cross sections in uracil within 20% and is therefore useful for the
modelling of the radiation damage-induced by heavy ions.

Ionization cross sections have also been scaled with respect to molecular target
properties. Toburen et al. investigated in the past high-energy proton-impact on var-

Fig. 13 Scaling of the total ionization cross sections for uracil obtained in collisions of C, O and
F projectiles with a projectile charge state q and b projectile energy E . The red dotted lines are
to guide the eyes and the vertical lines on both ends represent a tentative 20% level of the values
including most of the data points, i.e., roughly quantifying the scattering in the data (Reproduced
with permission from [49]. Copyright IOP Publishing. All rights reserved)
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ious polyatomic molecules [59, 60]. It was found that for a given proton energy,
cross sections increase linearly with the number of weakly bound target electrons nv

showing a fitting accuracy of ∼15% for molecular sizes up to benzene. Recently,
Itoh et al. demonstrated that the scaling can be extended to larger molecules like
uracil (nv = 42) and adenine (nv = 50) [51]. The validity of this scaling is explained
by the fact that the velocities of weakly bound electrons of C, N, and O are much
slower than that of the incident protons and that ionization cross sections for these
electrons do not differ greatly. Also the scaling of the emission of electrons in a
specific subshell of the target, (nl), has been reported recently by Montenegro et al.
concerning total ionization cross sections of atomic and molecular targets by neu-
tral to highly charged projectiles with energies ranging from a few keV/u to many
MeV/u [61].

3 Fragmentation and Stability of Charged Biomolecules

Collisions with ions are always accompanied by an energy transfer to the biomolec-
ular target. The energy loss of the ions occurs through the friction in the molecular
electronic cloud (electronic stopping power) as well as in binary collisions with the
nuclei of the molecule (nuclear stopping power) [62]. The importance of these two
processes depends on the nature of the projectile (mass, charge state) and its veloc-
ity. As a rule of thumb, heavier and slower projectiles show higher nuclear stopping
power. Faster projectiles are associated with higher electronic stopping power with
a maximum in the Bragg peak velocity range. Thus, after the collision with the
incoming ion, the biomolecular target is frequently ionized but also excited both
electronically and vibrationally which may lead to further decay of the molecule by
dissociation. Depending on the excitation energy, the charge state of the molecular
system and the timescale, different processes can occur in competition.

Studies of ion-biomolecule collisions in the gas-phase allow to address the intrin-
sic properties of the interaction at the molecular level. Gas-phase collisions with
clusters which mimic a chemical environment and may produce specific effects, are
discussed in the following Sect. 4. Pioneeringworks have been performed in the early
2000s concerning ion collisions with the nucleobase uracil. Farizon et al. studied the
fragmentation induced by 100 keV proton impact [21] whereas keVmultiply charged
ion induced fragmentation was studied by the group of Schlathölter [63]. These stud-
ies have been extended to the other nucleobases, deoxyribose [13], the sugar group
in DNA, and amino acids [64]. These works have been previously reviewed [65]. In
this section, after a general presentation of the experimental methods used, we will
highlight some results on the fragmentation of isolated biomolecules.

Methods

A typical experimental arrangement allowing to study the fragmentation of biomole-
cules under ion impact is a crossed beam device where the ion beam interacts with
a molecular beam. The charged products of the interaction are analyzed by time-of-
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flight mass spectrometry [66]. Additional insight into the fragmentation dynamics
is obtained by applying coincidence measurements [67]. These allow to distinguish
collision eventswith respect to the charge state of themolecule, the electron emission,
the number of captured electrons etc.

The molecular target can be produced by different types of sources. To study the
ion interaction with isolatedmolecules, a resistively heated oven allows to produce in
the gas phase dense effusive beams of different nucleobases and amino acids which
are the building blocks of the nucleic acids and proteins, respectively. Larger mole-
cular systems are less volatile and too fragile to be produced with such a technique.
Alternatively, the use of electrospray (ESI) ion sources allows to produce in the gas
phase beams of charged (macro) biomolecules from a solution [68]. However, due to
the limited target beam density obtained with such sources, the experimental device
needs the addition of an ion trap in order to bunch the target biomolecular ions [17].

With the dense target typical fragmentation timescales ranging from ns to
microseconds are accessible. With the introduction of ion traps coupled with elec-
trospray ion sources longer irradiation times are required to compensate for the low
target density. Thus, the timescales studied are in the order of several hundreds of
microseconds to ms. In any case, the electronic excitation following the collisions is
converted on the ps timescale into vibrational excitation by efficient electron-phonon
coupling.

From the theoretical point of view, the complete treatment of the collision and
competitive fragmentation processes is a real challenge due to the different timescales
involved. Thus, a possible method consists of treating independently the collision
process and the fragmentation pathways as timescales for the collision are typically of
the order of (sub) fs and that for fragmentation range from ps to microseconds. Such
two-steps approaches have been applied to the prototypical systems namelywater and
C60 fullerene [69]. The group of Tom Kirchner treated the collisions resolving the
time-dependent Schrödinger equation restricted to an independent-electron model
and they used empirical branching ratios for the fragmentation processes [45, 70].
A good agreement is obtained with the experimental results in the case of single and
multiple electron removals in collision of protons and He+ ions with H2Omolecules,
thus, validating such a two-steps approach. Ismanuel Rabadan et al. also considered
the collision of singly charged ions with water using the classical trajectory Monte-
Carlomethod [71]. They further treated the fragmentation of excitedwatermolecules
bywave-packet propagation on ab initio potential energy surfaces [72]. So far, the ion
collision with a more complex system, such as a nucleobase or an amino acid, has not
been entirely treated theoretically. On the one hand, cross sections of ionization and
electron capture have been calculated mainly for nucleobases by different methods
as discussed in the Sect. 2.1. On the other hand, the fragmentation channels are
theoretically studied through the exploration of the potential energy surface [67, 73]
or using molecular dynamics in the ground state [74] or in excited states [75].

Mass Spectrometry of Biomolecular Fragmentation Under Ion Impact

Most of the studies performed before 2012 have been previously reviewed byThomas
Schlathölter [65]. They mainly focus on the fragmentation of nucleobases and amino
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acids and report on the mass spectra obtained after electron capture or ionization.
Whereas a rather large fraction of the nucleobase molecules survives the interaction,
mass spectra of amino acids following collisions with ions are largely dominated
by the fragmentation along the carbon backbone. In DNA, 2-deoxy-D-ribose (the
sugar part) appears as a weak link leading to an extensive fragmentation after ion
collisions [13, 29]. Analyzing the projectile charge state after the collision in coinci-
dence with the mass spectra of the interaction products, Farizon and coworkers were
able to discriminate electron capture and ionization processes and to determine the
associated fragmentation branching ratios in collisions of 20–150 keV protons with
nucleobases [23, 76]. With a similar coincidence method, Afrosimov and coworkers
have carried out measurements of the fragmentation branching ratios of singly and
doubly charged nucleobases [24, 25] and amino acids [26, 77] produced in collisions
with keV protons or doubly charged ions (He2+, C2+, O2+). Recently, Rabus and
coworkers also measured for 0.3–16 MeV proton collisions the relative fragmen-
tation cross sections of pyrimidine, tetrahydrofuran, and trimethylphosphate [78],
respectively, constituents of the pyrimidinic nucleobases (cytosine, thymidine, and
uracil), and of the sugar and the phosphate group. In the case of pyrimidine, this
work gives an extension to higher energies of the data obtained by Montenegro and
coworkers [79] concerning fragmentation branching ratios and cross sections.

Recent studies also focus on halogenated uracil [80, 81] (5-fluorouracil is com-
monly used as radiosensitizer [82]) as well as on nucleosides [83]. For the latter ones,
the cleavage of the glycosidic bond, binding the nucleobase to the sugar moiety, has
been found to be the dominating fragmentation process. Depending on the nature of
the nucleobase and of the sugar forming the nucleoside molecule, different charge
localizations have been observed: the charge is more located on the base in the case
of guanine (guanosine) whereas it is centered on the sugar part in the case of deoxyri-
bose (deoxythymidine) [83]. In the case of 5-halouracils, Champeaux and coworkers
studied the collisions with 100 keV protons (i.e. the proton energy near the Bragg
peak). They found that an important process is the loss of the halogen species both
in the neutral and cationic form [80]. The emission of halogen cations is increasing
with the atomic number and is accompanied by a large amount of kinetic energy with
a mean value between 1 eV for I+ and 3 eV for F+. The kinetic energy distributions
show a tail extending to values above 10 eV. The fragmentation dynamics of 5-
bromouracil (5BrU) induced in collisions with 100 keV multiply charged ions (O6+,
Ar11+ and Xe19+) was studied with a special emphasis on delayed fragmentation
processes [81]. In the case of the singly charged molecule, a metastable population
of 5BrU+ was observed with a lifetime of several microseconds, decaying by HNCO
loss according to a power law. This shows a rather large excitation energy distribution
after the collision. Moreover, a transient 5-membered ring dication, formed by CO
loss and surviving also on the microsecond timescale, was inferred from coincidence
measurements.

Influence of the Excitation Energy

The opening of different decay channels as well as their relative branching ratios
strongly depend on the excitation energy and the charge state of the biomolecule
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after the ion collision. Depending on the impact parameter, collisions of ions with
biomolecules lead to a distribution of excitation energy and charge removal. For
example, in the case of nucleobases, calculations of the electronic energy loss of 80
keV protons show a maximum at around 70 eV and a tail towards energies higher
than 150 eV [84].

To disentangle the contributions of the different molecular charge states and exci-
tation energies to the fragmentationmass spectrum, the group of S.Martin developed
amethod based on the triple coincidencemeasurements of the projectile (charge state
and energy loss), of the emitted electrons (number) and the cationic products (frag-
mentation mass spectrum) [85]. Thus, with the so-called CIDEC method (Collision
Induced Dissociation under Energy Control), it is possible to consider the fragmen-
tation as a function of the internal energy of the molecule in the case of collisions
where the initial and final state of the projectile is well known, typically in the case
of collisions H+ + M → H− + M++. This technique has been successfully applied
and monitors as a function of the internal energy the fragmentation channels of the
dication of 2-deoxy-D-ribose [86], the sugar group in DNA, and of adenine both
singly [87] and doubly charged [12]. Figure14 shows the excitation energy deter-
mined for different fragments of the adenine dication in the case of collisions with 3
keV Cl+ ions. In the case of the adenine molecule (C5H5N5) where the distinction
between different channels giving a similar fragment CxHyNz is difficult, the CIDEC
method allowed to propose a detailed scheme of the fragmentation pathways of the
adenine dication [12].

Fig. 14 c Excitation energy
distributions for different
fragments produced in the
dissociation of the adenine
dication formed in the
collision with 3 keV Cl+
ions, a map between the
projectile energy loss (a
voltage of 1967V
correspond to zero loss) and
the recoil ion time-of-flight,
b time-of-flight spectrum
integrated along the energy
loss (Reproduced from [12]
with the permission of AIP
Publishing)
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Molecular Rearrangement Versus “Coulomb Explosion”

At the Bragg peak energy, the ionization of biomolecules occurs through removal
of inner-shell electrons. This is followed by Auger decay leading to the forma-
tion of doubly positively charged species and the emission of secondary low-energy
electrons. Even in the case of the rather stable nucleobase molecules, dications of
biomolecules are unstable due to the charge localization on a limited size system and
the subsequent rather large Coulomb repulsion. Thus, charge separation processes
are expected to produce secondary (radical) ions with energies of a few eV. These
species can in turn trigger additional reactions.

In addition to the expected charge repulsion dissociation channels, recently, a com-
petition with ultrafast (few tens of fs) molecular rearrangements has been observed
allowing to transiently stabilize the two charges in amino acids [74, 88]. An experi-
mental proof of such intramolecular transfer is the observation of a series of dicationic
fragments in the fragmentation mass spectra obtained after collisions with keV mul-
tiply charged ions. Ab-initio molecular dynamics calculations of the dication showed
that a hydrogen transfer occurs within 40 fs (Fig. 15c), i.e. on the same timescale

Deuterated glycine NH2CD2COOH

Enol gly2+

(a) 

(b) 

(c) 

(d) 

Fig. 15 Fragmentation dynamics of the glycine dication, a coincidence between fragments 57+
and 18+ after collisions with 387.5 keV Xe25+ ions with glycine, b and c molecular dynamics
simulations showing respectively a charge separation process and the formation of the enol form,
respectively; d coincidence between the fragments 58+ and 19+ after collisions of Xe25+ ions with
deuterated glycine
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as the charge separation (Fig. 15b), leading to the formation of the more stable enol
form of the amino acids. The enol dication further dissociates by loss of neutral moi-
eties, giving the doubly charged fragments observed, or by charge separation channels
which could be specific of the isomerization, e.g. in the case of the glycine the loss of
H2O+ giving the coincidence 57+/18+ (Fig. 15a) or in the case of deuterated glycine
58+/19+ (Fig. 15d) [74]. Apart from hydrogen transfer, the isomerization can also
involve more unexpected mechanisms, like OH migration which has been observed
in the case of the fragmentation of the β-alanine dication (NH2CH2CH2COOH++)
[88]. Further loss ofCO from this isomer is the onlymechanismwhich can explain the
observation of coincidences between the fragment NH2CH

+
2 and CH2OH

+
2 . Statisti-

cal analyses of the simulations show that the “Coulomb explosion” is the dominating
process but isomerization processes represent about 5% depending on the excitation
energy.

Towards Macrobiomolecules

As mentioned before, most of the studies on ion-biomolecules collisions concern
nucleobases and amino acids which are the building blocks of nucleic acids and
proteins, respectively. However, the presence of a single peptide bond changes the
charge localization and therefore the fragmentation dynamics is modified as shown
in the model molecule, N-acetylglycine [89]. In the case of larger biomolecules, one
can expect different dissociation channels from the basic building blocks.

Following the pioneering work by Bari et al. on keV ion-induced peptide dis-
sociation [17, 90] the fragmentation of larger molecules such as proteins [32] and
oligonucleotides [91] after collisions with slow multiply charged ions has been stud-
ied. These works used the home-build apparatus of the group of Schlathölter which
coupled an ESI source to a 3D Paul trap where biomolecular ions are colliding with
an ion beam, the interaction products are then extracted into a linear time-of-flight
mass spectrometer (see Fig. 7). In the case of the oligonucleotide dGCAT, the frag-
mentation pattern obtained after collisions with 40 keV C4+ (Fig. 16) is dominated
by nucleobase ions and fragments arising from the deoxyribose molecule [91]. Only
a weak signal of intact nucleosides is detected accordingly with the strong cleavage
of the glycosidic bond observed in proton collisions with isolated nucleosides [83].
Nucleobase fragments reflect both the initial protonation sites of the target and the
charge localization of the electron removal associated with the ion collision. Pro-
tonated and non-protonated species are formed which in any case require at least
one H transfer from the sugar group to the nucleobase. Finally, the fragmentation of
the sugar moiety contributes strongly to the mass spectrum as shown by the intense
peak at m/z = 81 amu. It has to be noted that this fragment was not observed in
the fragmentation of isolated 2-deoxy-D-ribose as in the gas phase it has a different
structure (pyranose, a six-membered ring) than in nucleosides, nucleotides or DNA
(furanose, a five-membered ring) giving different fragmentation pathways [92, 93].

Collision experiments with singly charged keV ions have been performed recently
which might be considered as an alternative activation method in mass spectrometry
coupling an ion gun with a commercial mass spectrometer. The group of Zubarev
used an orbitrap based analyzer and “air cations” (a mixed ion beam) as projectile
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Fig. 16 Fragmentation mass spectrum of doubly protonated oligonucleotides [dGCAT + 2H]2+
after collisionswith 40 keVC4+ ions (Reproduced from [91]with the permission ofAIP Publishing)

[94], whereas Hoffmann and Jackson modified a linear quadrupole mass spectrom-
eter to inject a He+ ion beam inside [95]. In order to compare with well-established
mass spectrometry methods, both groups studied reference peptides (angiotensin I,
ubiquitin and substance P). An interesting method is the preparation of higher charge
state species due to the electron removal by an incoming projectile, especially for
those species which cannot be produced by electrospraying. Thus this opens the
possibility to perform further mass spectrometry studies on “supercharged” systems
[94]. Additionally, the electron removal by the projectile also triggers radical mech-
anisms driving the fragmentation [95]. Such mechanisms are sensitive to the tertiary
structure of the proteins. Moreover, in the case of multiply protonated targets, a
deprotonation can occur as shown by a charge reduction [32, 94] or by typical frag-
mentation channels linked to the cleavage of N–Cα bonds [94]. Thus, it is possible to
observe in a single ion-induced activation mass spectrum fragments resulting from
different interaction processes (see Fig. 17). This can increase the sensitivity with
respect to the molecular composition. This is shown by a higher scoring in the pro-
teomics sequence analysis based on the mass spectrum [94]. Both groups conclude
that the activation by ion collisions is a promising method to study low-charge state
gas phase ions.
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Fig. 17 Fragmentation mass spectrum of doubly protonated angiotensin I a after collisions with
air cations, b after electron transfer (ETD electron transfer dissociation) and c after collision with
gas (higher energy collision induced dissociation HCID) (Reproduced from [94]. Copyright 2014
American Chemical Society.)

4 Biomolecules in a Cluster Environment

Ion collisions with biomolecules which are embedded in a cluster environment are
a first approach to study the fragmentation of biomolecules in a more natural envi-
ronment where they can interact with the surrounding molecules before, during and
after the ion collision. Thus, new phenomena have been observed which are linked to
the opening of new fragmentation channels, the redistribution of energy and charge
transferred in the collision and protonation and proton transfer processes occurring
in the cluster.

Clusters can be produced in ESI sources by optimizing the solvation process. In
this case the target density is rather low, but the formation of charged species allows
for the size selection of the target. Alternatively a distribution of neutral clusters can
be obtained using a gas aggregation cluster source [96] or a supersonic expansion
which can produce heterogeneous clusters as well as hydrated ones, using a mixture
of different molecular vapors.

4.1 Pure Clusters

New Fragmentation Pathways

In early experiments the fragmentation behavior of isolated biomolecules has been
compared with that observed in a cluster environment [97]. For the thyminemolecule
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Fig. 18 Mass spectra for
collisions of O5+ ions with
thymine (thin grey lines) and
thymine clusters (full curve).
thy indicates the parent
thymine molecule
(Reproduced from [97].
Copyright 2006, with
permission from
WILEY-VCH Verlag GmbH
& Co. KGaA, Weinheim)

the molecular fragmentation spectrum is compared in Fig. 18 with that for thymine
clusters. The assignment of the peaks essentially follows the work of Deng et al.
[98] and Jochims et al. [99]. The fragmentation mass spectrum which is measured
in the cluster case with lower resolution, is obviously quite different from that of the
isolated molecule. This concerns on the one hand the relative intensities of individual
peaks and on the other hand the opening of new fragmentation channels which are
not present in the isolated molecule case. The new channels which are characterized
by them/q values of 97 and 109 are due to the loss of NH2CH and OH, respectively.
These channels have neither been observed in photoionization nor in electron impact
ionization experiments. TheOH loss process has beenmeasured in ion collisionswith
the condensed phase thymine [98],which indicates that this process can only be due to
an exocyclic bond cleavage. To further analyze themechanism the authors performed
coincidence measurements showing that the OH-loss occurs already for the dimer
case and gains importance for larger clusters. The most stable dimer case is planar
and bound by two hydrogen bonds between the H donor and the O acceptor of each
molecule [100]. Quantum-chemical calculations indicate that also for larger clusters
(up to the pentamer) the planar geometry prevails and that the systems are based on
hydrogen bonds between O and H atoms. It is concluded that the characteristic OH-
loss fragmentation channel in the cluster and in the condensed phase is a fingerprint
for hydrogen bonding in these systems.

Redistribution of Energy and Charge

Asmentioned in the introductory part of this chapter, early studieswithC60 molecules
and clusters of C60 have shown that in keV collisions many evaporation processes
(loss of C2) occur even in the case of single ionization. In the case of the cluster
target under identical collision conditions a much lower yield of evaporation and
of fragmentation of individual molecules is observed [101]. This was attributed to
the fact that the energy transferred in the collision is rapidly redistributed over all
degrees of freedom of the cluster system, thus lowering the locally deposited energy
and hence the fragmentation yield. In similar experiments it was concluded that
also the charge is highly mobile and can be transferred during the ion collision to
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Fig. 19 a Inclusive fragmentation mass spectrum of valine irradiated with 300 keV Xe20+ ions,
specifying the two fragments produced by the cleavage of the C–Cα bond; b comparison of the
COOH+ fragment intensity for the isolated valine molecule (blue line) and the cluster case (red
line) (Reproduced from [14]. Copyright 2011, with permission from WILEY-VCH Verlag GmbH
& Co. KGaA, Weinheim)

neighbored molecules [101]. Thus in the fullerene case, the redistribution of energy
and charge occurs in very fast processes (sub-fs to ps).

Similar studies have been performed more recently in the case of amino acid clus-
ters [14]. The fragmentation of small amino acids like glycine or valine is governed
by the cleavage of the C–Cα bond, yielding as fragments the COOH+ carboxyl group
and the residual ion (M–COOH)+ [102, 103]. Both ions are shown in the mass spec-
trum of valine irradiated with 300 keV Xe20+ ions (see left part of Fig. 19). When
analyzing separately single ionization events, dominantly the (M–COOH)+ residue
is observed, indicating that the charge is most likely located at the amino group. In
the case of two charges both fragments ions are observed in coincidence [74]. In that
case one charge is located at the carboxyl group; the other one at the amino group,
i.e. the valine molecule has to be charged at least twice. When one compares the
results for the isolated valine molecule with that obtained for the valine cluster, a
total suppression of the COOH+ signal occurs (see right panel of Fig. 19), proving
that the fragmenting molecule within the cluster is only singly charged. Furthermore,
one observes that the signal of the intact molecule, which is hardly observable in the
isolated molecule case shows up in the cluster environment proving a “protective”
effect due to the redistribution of the transferred energy. Thus, fast redistribution of
energy and charge is also observed in clusters of biomolecular systems [14].

Protonation

Several experiments have been performed recently concerning ion collisions with
neutral clusters of amino acids like alanine, valine and glycine as well as with clusters
of lactic acid. It was found in the fragmentation mass spectra, obtained in 30 keV
collisions with O3+ projectiles, that monomers and dimers stemming from cluster
fragmentation are to a large extend protonated. This is due to the proton transfer
within amino acid clusters after ionization as shown by ab-initio quantum-chemical
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Fig. 20 Gaussian functions are fitted to radical cations M+ (red line) and protonated monomers
(M+H)+ (blue line) of a alanine and b lactic acid. Peaks on the right side of the (M+H)+ peak are
assigned to isotopic contributions of the molecules (Reproduced from [104]. Copyright 2015, with
permission from WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim)

calculations [104]. For lactic acid, which has a lower proton affinity than amino
acids, a non-negligible amount of the radical cation monomer was observed (see
Fig. 20) while it almost disappears in the case of alanine clusters. The chemical
structures of L(+)-lactic acid and α-alanine are very similar: they differ only by one
group attached to the asymmetric carbon, namely hydroxyl group for lactic acid
and amino group for alanine. In the inclusive mass-over-charge spectra Gaussian
functions have beenfitted to the radical cation and the protonatedmonomer peaks (see
Fig. 20). In the alanine case, the radical cation is barely noticeable and corresponds
to only (1.6 ± 0.2)% of the protonated molecule. In the case of lactic acid this value
increases to (12.3 ± 0.7)%. This finding is consistent with the gas-phase proton
affinities showing that lactic acid has a much lower proton affinity (817.4 ± 4.3 kJ
mol−1) than alanine (902 kJmol−1) [105]. Furthermore, typical fragments of the
protonated monomer are observed in all collision systems which are interpreted as
a result from statistical fragmentation and may occur delayed on a microsecond
timescale.

4.2 Water Clusters

At themolecular level, the most “realistic” target in the gas phase consists of nanohy-
drated molecules, i.e. a cluster formed by a biomolecule (partially) solvated in water
molecules. The effect of the hydration on the ionization and fragmentation processes
will be discussed in the Sect. 4.3. Here, we focus on the fragmentation of water clus-
ters induced by ion collisions. Beside the fact that a water cluster is a brick of the
nanohydrated biomolecular target, it is important to understand its fragmentation
behavior in order to consider the balance between the so-called direct and indirect
effects of radiation damage [106]. Indeed as water is the main constituent of the
body, its ionization/fragmentation will be a huge reservoir of secondary particles
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and will play an important role for indirect effects. For example, it is well known
that the radiolysis of water produces several radical species [107] and that the ion-
ization of water clusters (H2O)n leads to the formation of protonated water clusters
H+(H2O)n−1 and the release of one OH radical [108]. Moreover, recently it has been
shown that ionized water clusters are the source of low-energy secondary electrons
through intermolecular coulombic decay processes [109, 110].

Both, low energy ion and swift ion collisions with water clusters have been
reported. The experiments were performed at GANIL (Caen, France). The ionization
of water clusters by swift Ni25+ ions (12 MeV/u) have been studied by Adoui et al.
[114]. In this work water clusters were produced by a supersonic expansion, while a
gas aggregation source was used byMaisonny et al. when studying the interaction of
300 keV Xe20+ ions with water clusters [112]. In both velocity regimes, where ion-
ization and electron capture respectively dominate, it has been observed that the ion-
ization of water clusters leads to the formation of protonated species H+(H2O)n [112,
114]. Only aweak contribution of radical cation (H2O)+n is observed for themonomer
and the dimer (one to two orders of magnitude lower in intensity) [112]. TD-DFT
molecular dynamics calculations demonstrate a high proton mobility, showing that
the proton transfer occurs very fast on the femtosecond timescale [114]. Coincidence
measurements of the charged fragments allow to consider the fragmentation dynam-
ics of doubly charged water clusters. The dominant dissociation channels involve the
emission of at least one H3O+ ion. Interestingly the kinetic energy distribution of this
fragment for different channels (see panels a and b of Fig. 21) shows a tail towards
larger energies of a few eV and a peak at around 900 meV [111, 114]. In the case of
low-energy Xe20+ ion collisions [112], coincidence measurements give an average
kinetic energy of about 1 eV for the H3O+ ion. Moreover, a typical peak shape is
observed for clusters containing about 10 water molecules (see panels c and d of
Fig. 21). This shape reflects the rather high kinetic energy (about 2 eV) of clusters
in this intermediate size range. Also protons emitted are associated with an average
kinetic energy of about 15 eV. Thus the fragmentation of water clusters induced by
ion collisions is associatedwith the emission of rather energeticmolecular fragments.

Abdoul-Carime et al. studied recently the fragmentation dynamics of protonated
water clusters H+(H2O)n following collisions at 8 keV with Ar atoms [113]. In these
so-called kinematically inverse experiments, it is possible to analyze the emitted
neutrals which have sufficient kinetic energy to be detected, in particular the exper-
imental set-up allows for mass and velocity selection of the neutral fragments using
a time and position sensitive detector. The velocity distributions of the evaporated
water molecule, measured in the case of collisions of small protonated water clusters
(n = 2–8, see Fig. 21e), show that most of the fragments are emitted with a velocity
according to a Maxwell-Boltzmann statistics, i.e. that the energy transferred during
the collision is efficiently redistributed inside the cluster. Experimental distributions
are well represented by statistical molecular dynamics calculations showing a total
conversion of the transferred excitation energy into the vibrational system [113].
However, an interesting feature of the experimental velocity distributions is an addi-
tional distribution of fragments with a higher velocity corresponding to a kinetic
energy of about 1 eV. This feature could be reproduced in molecular dynamics sim-



148 P. Rousseau and B.A. Huber

Fig. 21 Kinetic energy distribution of a H3O+ fragments and b H+(H2O)2 fragments produced
after collision of 12 MeV/u Ni25+ ions with (H2O)n (Reproduced from [111]) c Part of the mass
spectrum of the protonated water clusters produced after collision of 300 keVXe20+ ions with water
clusters and d comparison of the time-of-flight spectrum for H+(H2O)10 with SIMION simulations
(Reproduced from [112]. Open access article published by IOP Publishing Ltd under the terms
of the Creative Commons Attribution 3.0 licence) e Velocity distribution of the (H2O) molecule
evaporated from a protonated water cluster after 8 keV collision with Ar atom (Reproduced from
[113]. Open access article published by Wiley-VCH Verlag GmbH & Co. KGaA under the terms
of the Creative Commons Attribution Non-Commercial NoDerivs License)
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ulations assuming a local excitation. Thus, it has been shown that in competition
to the dominant energy redistribution process producing statistical fragmentation,
a localized energy transfer can lead to the emission of rather high energy neutral
fragments before the energy is redistributed over the cluster. Such localized excita-
tions are typical for low energy atomic collisions, where the energy deposit occurs
also through the nuclear stopping power. Thus, specific non-statistical fragmentation
channels are opened as shown in the case of C60 fullerenes [115, 116] or polycyclic
aromatic hydrocarbon molecules [117, 118].

4.3 Nanosolvated Mixed Clusters

In contrast to homogeneousmolecular clusters which have been described before, we
will now review theworkwhichhas beenperformed in relationwith the fragmentation
of mixed clusters. In particular, biomolecular systems which are nanosolvated in
water will be considered which mimic in a realistic way the conditions in biological
tissues. Here protective effects, proton transfer reactions as well as the formation of
hydrated molecular fragments will be discussed.

First gas-phase experiments have been performed by the Aarhus group [119, 120]
where fragmentation of singly charged anions of adenosine 5-monophosphate (AMP)
was induced by collisions with neutral atoms (Ne, Na). The anions were produced
with the aid of an electrospray ion source and the corresponding beams were accel-
erated to a kinetic energy of 50 keV. In inelastic collisions CID (collision-induced
dissociation) or ECID (electron capture induced dissociation) may occur. The ESI-
source allowed to prepare anions of AMP with a certain number of water molecules
attached (m = 0–20), thus allowing to compare fragmentation patterns of the iso-
lated and nanosolvated molecular anion. In Fig. 22 a possible geometric structure of
the AMP−(H2O)20 anion is shown, demonstrating that the water cluster is mainly
attached to the phosphate group, not covering the whole biomolecule. In the right
part of Fig. 22 CID fragmentation spectra are monitored as a function of the number
of the attached water molecules. The top spectrum represents the case of the isolated
AMP− anion without any water attached. It shows that in addition to the primary
anion AMP− (346 amu) several small-size fragments are observed which correspond
to the loss of O or adenine, and in particular to the formation of negative phosphate
groups PO−

3 and H2PO
−
4 . When the number of water molecules is increased, the

loss of water molecules which are loosely bound, becomes the dominating process.
For m > 13, the water evaporation chain arrives at the naked AMP− anion but the
internal energy of the system is no longer sufficient to fragment the AMP− molecule.
This is true also for larger water coverage. The observed fragment distributions are
well described with the model of an evaporative ensemble and a fitting procedure
allows to estimate the internal energy transferred in the collision which is of the order
of several eV.
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Fig. 22 Fragmentation spectra of AMP−(H2O)m anions for different numbersm of attached water
molecules (obtained in collisions with sodium atoms at 50 keV). The spectra have been normalized
to the total ion count rate. One possible structure of the systemAMP−(H2O)20. Color code: gray (C
atoms), blue (N atoms), red (O atoms), orange (P atom), small white spheres (H atoms) (Reproduced
from [119] with the permission of AIP Publishing)

In contrast to the CID results, ECID experiments evidenced an inverse effect
[120]. After electron capture from a sodium target the AMP− anion always loses
an H atom. This fragmentation channel increases in intensity when the number of
attached water molecules is increased.

In another recent experiment [121], nano-hydrated protonated pyridine (Py) clus-
ters PyH+(H2O)n (n = 0–5) have been produced and the fragmentation spectra have
been measured after collisions with Ar atoms (CID). The observed fragment ions
show that a proton transfer occurs from the protonated pyridine to water molecules.
This is surprising as in the case of PyH+(H2O), the energy required for dissociation
into PyH+ and H2O is substantially lower than that for the dissociation into Py and
H+H2O, namely by a factor of approximately 7 (see Fig. 23a). However, in the case
of PyH+(H2O)2, the solvation by the second water molecule leads to a lower value
of about 3. This is in agreement with the proton affinity in water clusters of different
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Fig. 23 a Schematic representation of theGibbs free energy of the fundamental state of the different
species involved in the fragmentation of PyH+(H2O) and PyH+(H2O)2 ions derived from DFT
calculations. b The charged-fragment mass spectrum (blue) obtained through CID of PyH+(H2O)5
ions on Ar, compared to the spectrum obtained through CID of PyH+ ions (red) for the same
experimental conditions (Reproduced from [121]. Copyright 2015, with permission from WILEY-
VCH Verlag GmbH & Co. KGaA, Weinheim)

size. The mass spectrum which is displayed in Fig. 23b shows, that in addition to
water loss channels, a competition between the production of the PyH+ ions and
of H+H2O or H+(H2O)2 ions occurs. The intensity of protonated water fragments
increases as a function of the number of attached H2Omolecules in the parent cluster
ion. It reaches a fraction of 50% for the largest cluster studied, PyH+(H2O)5. The
results underline the importance of the proton mobility and proton transfer reactions
in the relaxation of excited nano-solvated biomolecular systems.

A third example concerns the fragmentation of isolated and nano-hydrated uracil
clusters induced by C4+ ions at 36 keV energy. The most intriguing feature observed
in the nano-hydrated cluster case is the presence of hydrated fragments [122]. The
series of fragments starts with the protonated HCNH (or CO) molecule, which are
observed as intense fragments in the non-hydrated cluster case. Such observation of
hydrated fragments was not reported in other hydrated nucleobases like thymine and
adenine [123, 124]. Four hydrophilic sites are present in the uracil molecule, where
the water molecules participate in the formation of two H-bonds with two adjacent
H/O atoms of uracil. Moreover, when the number of water molecules increases,
calculations shows that small water clusters are situated in the hydration sites [31,
125]. This is consistent with the observation of a series of hydrated HCNH (CO)
fragment, where the H bonds between the water cluster and the uracil molecule
survive the molecular fragmentation.
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Dissociative Electron Attachment
to Biomolecules

Ilko Bald, Roman Čurík, Janina Kopyra and Michal Tarana

Abstract During the last two decades it became clear that a significant fraction of
the biological cellular damage caused by high-energy radiation is actually due to
reactions induced by low-energy electrons (<20 eV). In this energy regime elec-
trons can efficiently decompose molecules such as DNA or DNA building blocks
by dissociative electron attachment (DEA). Experiments on single DNA building
blocks have been performed in the gas phase revealing that DEA can proceed with
remarkable site selectivity. Low-energy electron-induced DNA strand breakage is
typically investigated using plasmid DNA in the condensed phase. Very recently, a
pronounced dependence of electron induced DNA strand breakage on the nucleotide
sequence was found using different experimental approaches suggesting that at least
part of the observed strand breaks are due to initial electron attachment to the nucle-
obases. Currently, a strong research focus is on the fundamental understanding of
DEA to therapeutically administered radiosensitizers. In the near future DEA to
novel potential radiosensitizers will be explored, and the electron induced damage
of biomolecules within complex environments has to be investigated. Considerable
attention has been paid to the theoretical research of the DEA in the context of the
DNA damage. With respect to this, the theoretical part of the chapter reviews all
the computational approaches that have been used to study DEA to biomolecules
over the last decade. These approaches are divided into two classes. The first class
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consists of electronic structure methods studying the transient negative ions formed
by electrons captured by the neutral building blocks of the DNA. Approaches dealing
with the complicated nuclear dynamics of the DEA to biomolecules form the second
class explored in this chapter.

1 Introduction

Low-energy electrons (LEEs) are produced in copious amounts in biological media
along the ionization track of high-energy radiation, which is for instance used in
tumor radiation therapy [1]. It was shown in Monte Carlo simulations of proton
radiation in the MeV range impinging on water, that more than 80 % of the energy
of the primary radiation is transferred to electrons mainly by ionization of water
molecules [2]. When considering only a single ionization event per primary particle
(protons in the MeV range) the most probable energy of LEEs is around 10 eV, and
further secondary ionization processes can shift the energy distribution further to
lower energies. In the traditional notion of radiation chemistry and biology these
LEEs were considered inactive, but in 2000 it was shown by the group of Leon
Sanche that LEEs can induce single strand breaks (SSBs) and double strand breaks
(DSBs) in plasmid DNA [3]. The strand break (SB) yields are displayed in Fig. 1 and
show very characteristic maxima at specific electron energies below 20 eV with the
most pronounced maximum for SSBs and DSBs around 8 and 10 eV, respectively.
Later on, the experiments have been extended to the lower energy regime of 0–4 eV,
where again a pronounced maximum of SSBs was observed just below 1 eV [4].
This is a remarkable result, since it demonstrates that LEE induced SBs are even
possible below the threshold for electronic excitation. The clear resonant structures
in the SB yield curves indicate that the basic mechanism leading to strand breakage
is dissociative electron attachment (DEA).

The DEA process can be illustrated in a simplified two-dimensional potential
energy diagram as shown in Fig. 2 [5]. The black curve represents the total energy
E of the neutral ground state of a complex multi-atom molecule denoted as ABCD.
Electron attachment is fast compared to the movement of the nuclei, and thus the tran-
sition to the anionic potential energy curve (blue) is vertical (Franck-Condon transi-
tion) resulting in the formation of a transient negative ion (TNI). Since the potential
energy curve of the anionic state is typically repulsive within the Franck-Condon
region a transient negative ion is formed, which is unstable towards autodetachment
(loss of the electron) and dissociation (DEA):

e− + ABCD → ABCD∗− (TNI)
→ ABCD + e− (autodetachment)
→ AB + CD− (dissociation)

Autodetachment and dissociation are competitive processes. Autodetachment can
take place until the crossing point of the anionic and neutral potential energy curves
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Fig. 1 First experimental evidence of low-energy electron induced DNA single- and double strand
breaks (SSBs and DSBs) via dissociative electron attachment (DEA). The experiments have been
performed using plasmid DNA and analysis of strand breaks by gel electrophoresis. Adapted from
Ref. [3], with permission of AAAS

Fig. 2 Schematic two-dimensional potential energy diagram illustrating the formation of the tran-
sient negative ion and the competition between autodetachment (AD) and dissociation (DEA).
Adapted from Ref. [5], with permission of Elsevier
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is reached (RC). After passing RC the return to the neutral state is no longer possible,
and the anion dissociates for instance along the B–C bond as is shown in Fig. 2 to
form the stable anion CD− and the neutral radical AB. The thermodynamic threshold
(�H) of the reaction is determined by the bond dissociation energy (D(AB–CD)) and
the electron affinity of the neutral corresponding to the fragment anion (EA(CD)):

�H = D(AB–CD) − EA(CD).

Depending on the initial vertical transition the fragments may possess some addi-
tional excess energy E∗.

Experimentally the DEA reaction may be observed as a strand break in the case
of DNA that occurs at a specific electron energy corresponding to the initial Franck-
Condon transition. This is illustrated on the right-hand side of Fig. 2. The resonance
structure corresponds to the initial formation of the TNI. The most straight-forward
experiment to describe the DEA reaction is the observation of the fragment anion as a
function of the electron energy using mass spectrometry [5]. Such experiment results
in an ion yield curve as shown in Fig. 2. The resonance profiles for the fragmentation
reactions may be slightly shifted to lower electron energies when compared to the
resonance for the formation of the TNI since the dissociation occurs with higher
probability at lower transition energies (survival probability shift).

2 Experimental Research

2.1 Dissociative Electron Attachment to Gas-Phase
Molecules

2.1.1 Dissociative Electron Attachment to Nucleobases

Nucleobases are nitrogen-containing aromatic compounds. The four bases found in
DNA are adenine (A), cytosine (C), guanine (G) and thymine (T). They are classified
into two groups; pyrimidines that are six-membered ring compounds such as thymine
and cytosine and purines that consist of six-membered rings fused with imidazol rings
represented by adenine and guanine. A further pyrimidine nucleobase, uracil (U), is
found in RNA instead of thymine and differs from T by lacking a methyl group at
C5 position of the ring.

The interaction of low energy electrons with gas phase nucleobases A, C, G,
T and U studied with crossed electron-molecular beam experiments showed that,
in spite of different molecular structures, all of them undergo DEA at two energy
domains, already at subexcitation energy range (<3 eV) and at higher energy between
6–12 eV exhibiting quite similar fragmentation patterns [7–9]. At this low energy
range the molecules exclusively generate a closed shell dehydrogenated parent anion
(Nb–H)− (where Nb = nucleobase) which is most likely formed with preservation of
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the cyclic structure. On the contrary, at higher energy the formation of the fragment
anions is mainly associated with deterioration of the ring structure, which results in
the formation of a variety of light fragments.

Later on, more detailed studies in thymine revealed an unexpected bond and site
selectivity for the loss of neutral hydrogen atom. In general, the H losses can occur
either from the N site (position 1 and 3) or from the C site (position C6 and methyl
group at C5 position). From the studies on partially deuterated thymine at the C
positions it appears that the loss of H atom occurs exclusively from the N sites [9,
10]. Further studies on thymine methylated at the N1 position and uracil methylated
at the N3 position revealed that hydrogen loss is also subjected to remarkable site
selectivity as electrons of 1 eV energy exclusively induce N1–H bond cleavage whilst
electrons of 1.8 eV energy preferentially induce N3–H bond cleavage (Fig. 3) [6].

Besides the prominent selectivity in the low energy range associated with the loss
of the neutral hydrogen atom mentioned above it has been shown that bond selectivity
is also observed in the high energy domain (>5 eV) and visible via formation of
the complementary H− ion. The H− ion yield in the case of non-labeled thymine
comprises four overlapping peaks appearing in the energy range between 5 and
12 eV [11]. In the case of deuterated thymine (TD) at the C positions the loss of D−
is almost completely quenched within the first two peaks (at 5.5 and 7 eV) and is
mainly generated above 7.5 eV. On the other hand the loss of the H− ion from the N
positions is already observed at 5.5 eV and extends until 12 eV, however with a very
low intensity at the energy range where the C–H bond cleavage occurs (i.e., above
7.5 eV).

More recently remarkable site selectivity has been reported for a much more
complex reaction resulting in the formation of NCO− from thymine, uracil and their
N-methylated derivatives [12]. Utilizing a variety of methods it has been shown that

Fig. 3 Selective abstraction of neutral hydrogen from thymine (T) and N1-methylthymine (m1T).
Adapted from Ref. [6]
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this pseudohalogen anion is generated via both a prompt dissociation of transient
negative ion and metastable decay of a dehydrogenated parent anion. Remarkably,
it has been shown that site selectivity observed for the formation of (Nb–H)− is
preserved for its subsequent decay reaction into NCO−. It has been postulated that
this effect is related to different electronic states of the TNI subjected to metastable
decay.

From the material presented above it is obvious that nucleobases are sensitive
towards electron attachment and the decomposition process is both bond and site
selective. Apart from electron attachment to Nbs, electrons can attach directly to the
DNA backbone causing single and double strand breaks. In the following we will
present the results obtained for the DNA backbone components namely sugar and
phosphate moieties.

2.1.2 Electron Attachment to Model Compounds for the DNA
Backbone

The DNA backbone is composed of a monosaccharide sugar called 2′-deoxy-D-
ribose and a phosphate unit, which are covalently bound via the C5′–O–P and C3′–O–
P ester bonds to form an alternating sugar-phosphate backbone. The backbone further
couples to the nucleobase via N-glycosidic bond existing between the sugar and the
base. Naturally, the cleavage of any of the C–O–P ester bonds and the C4′–C5′ bond
within the sugar-phosphate unit would represent a single strand break. Additionally,
degradation of the sugar unit within DNA would also result in base release causing
destabilization of the DNA backbone. The sensitivity of the backbone components
with respect to LEEs is therefore of particular interest as decomposition reactions
within this part of DNA could represent one of the most direct mechanism for SSBs.

A Dissociative Electron Attachment to Sugar Unit

Up to now there are several experimental works, which report on the electron driven
reactions in isolated sugar molecules, namely deoxyribose [13], ribose [14–16] and
fructose [17, 18]. From the inspection of the results it is clear that all of these
compounds show common characteristic decomposition patterns. This includes, e.g.,
the loss of one or two neutral water molecules from the transient negative ion to form
fragment anions.

In general, the decomposition pattern is very complex and the stoichiometric
assignment of the anions is not straightforward since various fragments can be
attributed to more than one structure. In order to unravel the problem of ribose
(C5H10O5) its three isotopomeres have been studied extensively, i.e., ribose labeled
with 13C at C1 position (1-13C-ribose), ribose labeled with 13C at C5 position (5-
13C-ribose) and deuterated ribose at C1 position (C,1-D-ribose) [14].

In non-labeled ribose the following dissociation reactions at around 0 eV have
been observed:
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e− + C5H10O5 → C5H10O∗−
5 → C5H8O−

4 + H2O (m/z 132)

→ C5H6O−
3 + 2H2O (m/z 114)

→ C4H6O−
3 + CH2O + H2O (m/z 102)

→ C4H5O−
3 + CH2O + H2O + H (m/z 101)

→ C3H4O−
2 + 2CH2O + H2O (m/z 72)

→ C3H3O−
2 + 2CH2O + H2O + H (m/z 71)

→ C2H3O−
2 + 3CH2O + H (m/z 59)

→ HCOO− + neutral fragments (m/z 45),

where C5H10O∗−
5 corresponds to the TNI. As already mentioned the predominant

reactions are due to the loss of one or two water molecules. Besides, there are several
other fragment anions, which are produced with significant intensities. The loss of
water molecules most likely leads to the formation of anions with cyclic structure
whilst the other fragments arise from the degradation of the sugar ring.

As for the loss of carbon-containing neutral counterparts it was found that the
reactions are highly selective and they almost exclusively proceed by the cleavage
of the C5 containing units. As shown for the exemplary anionic fragments detected
at m/z 101 and 102 the same masses are observed for non-labeled ribose and 5-13C-
ribose. For the other isotopomers, 1-13C-ribose and C,1-D-ribose, the signals are
shifted by one mass unit respectively to m/z 102 and to m/z 103 indicating that the
C1 atom remains on the anionic fragment.

Apart from these low energy resonances ribose decomposes via high energy fea-
tures in the energy range of 5–9.5 eV [15]. These features attributed to shape reso-
nances are visible via formation of the anionic fragments at m/z 72 (C3H4O−

2 ) and
59 (C2H3O−

2 ) and formation of the OH− ion. It appears that the decomposition of
the high energy transient anions is no longer as selective as that observed for the
TNIs generated at energies below 1 eV. To exemplify, for non-labeled ribose and
5-13C-ribose the C2H3O−

2 ion appears exclusively at m/z 59. For 1-13C-ribose and
deuterated ribose at C1 position C2H3O−

2 appears at m/z 59 and 60 and both sig-
nals exhibit the same intensity. It follows from this that there is no longer a strong
tendency for the localization of the excess charge on C1 at energies above 5 eV.

B Electron Attachment to a More Complex Sugar Surrogate. The Case
of Tetra-Acetylribose

The results obtained for ribose clearly show that the fragmentation is site selective and
leads preferentially to the excision of C5 containing units. However, ribose exists as
a six-membered heterocyclic ring. Thus, in order to better mimic the behavior of the
sugar unit in DNA/RNA 1,2,3,5-tetra-O-acetyl-β-D-ribofuranose (tetra-acetylribose,
TAR) has been investigated [19]. Like the sugar unit in DNA/RNA, tetra-acetylribose
is a five-membered ring in which acetyl groups mimic both the coupling to the
neighbouring phosphate groups and to the nucleobase.
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The predominant signal from TAR was observed at m/z 59 and identified as the
closed shell acetate anion CH3COO−. It is generated within three energy domains
via a sharp peak close to 0 eV, a broader peak between 1 and 3 eV and via a series
of overlapping structures in the energy range 7–10 eV. The most direct pathway for
its formation is the rupture of one of the C–O bonds at C1, C2, C3 or C5 position.

The stoichiometric and structural assignment of the fragments recorded at higher
masses is not straightforward since such fragments are likely the result of structural
and electronic rearrangement in the precursor ion. One group of these ions has been
observed at energies close to 0 eV with an additional weaker and broader struc-
ture in the energy range of 7–11 eV. This group includes ions detected at m/z 100
(C4H4O−

3 /C5H8O−
2 ), 84 (C4H4O−

2 /C5H8O−) and 70 (C4H6O−). All of these frag-
ment anions could represent five-membered ring radical anions for which the shape
and the position of the resonances resemble those obtained from ribose. The remain-
ing fragments were observed atm/z 215 (C9H11O−

6 ), 161 (C6H9O−
5 ), 154 (C7H6O−

4 ),
119 (C4H7O−

4 ) and 113 (C5H5O−
3 ). They appear within the energy range of 1–2.5 eV

and have been attributed to π∗ shape resonances localized outside the ribose ring
[19].

The results indicate that processes triggered by electron attachment to the sugar
moiety may play a significant role in the formation of single strand breaks. Especially
the group of anionic fragments, which are formed at energies near 0 eV may be
associated with the degradation of the sugar ring. However, the strongest signal is
due to the formation of the acetate anion, which is generated from the cleavage of
a single C–O bond. The cleavage of a C5’–O or C3’–O bond within DNA would
correspond to a SSB. On the other hand, cleavage of a C1’–O bond can mimic an
excision of a DNA base. Interestingly, the molecule exhibits further core excited
resonances and thus may also be active in a more complex route to form DSBs.

C Dissociative Electron Attachment to the Phosphate Unit:
Dibutylphosphate and Triethylphosphate

The first experimental gas phase studies on low energy electron attachment to
phosphoric acid derivatives concern dibutylphosphate (DBP) and triethylphosphate
(TEP). Both molecules are subjected to various DEA reactions at different energies,
from 0 eV up to 10 eV. The predominant reaction in DBP is loss of a neutral hydrogen
atom resulting in the formation of (DBP–H)− that is visible via an intense resonance
at 1 eV [20]. The corresponding reaction was not observed for TEP indicating that
hydrogen loss in DBP occurs from the hydroxyl group. However, the most significant
reaction within the context of DNA damage is the loss of an entire neutral butyl group
leading to an ion at m/z 153 (DBP–C4H9)−. This DEA reaction takes place within
the two energy ranges 2–4 eV and 7–10 eV. A similar reaction was observed for
TEP, i.e., the loss of C2H5O radical due to P–O bond rupture. In this case, however,
only a high energy resonance between 7–9 eV was generated. Both reactions, the
loss of the butyl group or the ethoxy radical from DBP and TEP, respectively, would
correspond to a strand break in DNA.
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A further set of reactions was observed from both DBP and TEP and associated
with the excision of P containing fragments already at very low energy < 1 eV.
For DBP this results in the formation of ((C3H7O)P(O)(OH)2)

−, H2PO−
3 , PO−

3 and
PO−, whilst for TEP only H2PO−

3 and PO−
3 were observed. These anions are due to

complex reactions that require multiple bond breaking, which would lead to a strand
break in DNA.

2.1.3 Dissociative Electron Attachment to Larger DNA Units

The gas phase experiments on nucleobases, sugar and phosphate surrogates show that
all of them are fragile with respect to low energy electron attachment. An important
question remains whether the components covalently coupled within DNA are still
sensitive towards LEEs and if so what is the mechanism behind, which is responsible
for the formation of single strand breaks.

In order to track that problem, larger units of DNA consisting of two (thymi-
dine (Td) [9, 22] and ribose-5′-phosphate (RP) [23]) or three (2′-deoxycytidine-5′-
monophosphate (dCMP) [21]) building blocks of DNA have been studied recently
in the gas phase by means of a crossed electron-molecular beam technique or the
LIAD technique (Laser Induced Acoustic Desorption).

From the experiments on thymidine it becomes obvious that electrons with very
low energy (<3 eV) can effectively decompose Td into the sugar and thyminyl
moieties [9, 22]. The reaction proceeds via a cleavage of the N1–C glycosidic bond
with the excess charge localized on either of the fragments. It should be stressed that
the results for Td do not give a direct evidence for an electron transfer mechanism
(a transfer of the electron from the nucleobase to the sugar moiety), theoretically
predicted for a nucleotide dCMP [24], that would be responsible for the formation of
SSBs. Instead it has been assumed that the fragmentation of the molecule associated
with N1–C bond rupture occurs through electron localization on either of the two
moieties [22].

The results on ribose-5′-phosphate (RP) obtained utilizing a soft technique for
transfer of the molecules into the gas phase (LIAD) demonstrate the propensity of
RP towards decomposition triggered by the capture of near 0 eV electrons [23].
The fragmentation of RP occurs either via a cleavage of the P–O bond resulting in
the formation of H2PO−

4 or via C–O bond leading to C5H9O−
5 . These observations

support the hypothesis that the formation of single stand breaks in DNA can be
initiated by the direct attachment of low energy electrons to the DNA backbone.
This has been recently confirmed by the measurements performed for an entire gas
phase nucleotide dCMP [21]. It has been shown that dCMP subjected to low energy
electrons decomposes at two energy regions below 2 eV and above 5 eV. At the latter
energy range two fragments at m/z 16 and 1 have been observed. They have been
attributed to NH−

2 /O− and H−, respectively. In the low energy range the formation
of rather heavy fragments has been reported, i.e., m/z 45, 95 and 110. The fragment
at m/z 45 has been assigned to the HCOO− ion most likely generated from the
decomposition of the sugar unit. In fact, such fragment has been reported previously
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Fig. 4 Yield of the PO−
4 (95 amu) and the (C–H)− (110 amu) anions resulting from electron

attachment to dCMP. The arrow indicates the contribution from initial electron localisation at
cytosine. Adapted from Ref. [21], with permission of Royal Society of Chemistry

from DEA to sugar compound [14] and observed via a narrow peak already at the
threshold energy. Two further anionic fragments m/z 95 and m/z 110 have been
assigned to PO−

4 and (C–H)− (where C = cytosine) (Fig. 4).
The formation of the fragment at m/z 95 (PO−

4 ) requires a cleavage of the C–O
bond between the phosphate and the sugar unit with concomitant loss of the neutral
hydrogen molecule. PO−

4 appears at low energy range with a dominant structure
appearing near 0 eV and a shoulder like structure at around 1 eV. The fragment
at m/z 110 is generated from the N1–C glycosidic bond cleavage and has been
attributed by stoichiometry to the closed shell dehydrogenated cytosine anion (C–
H)−. It appears at energies below 2 eV via a broad and rather low-intensity structure.

Comparing the electron attachment profiles of the fragments generated from
dCMP with those observed from phosphate surrogates and sugars it has been assumed
that both mechanisms, i.e., direct electron attachment to the DNA backbone and elec-
tron transfer from the base to the backbone, contribute to the SSBs. Furthermore,
based on the results from dCMP, it has been estimated that approximately 60 % of
the SSBs is due to a direct attachment of LEEs to the phosphate group, around 25 %
is due to attachment to the sugar unit, and around 15 % from initial localization
of the excess charge at the base with subsequent electron transfer to the backbone
[21]. It has been also suggested that these numbers may change with changing the
nucleobase within a nucleotide.



Dissociative Electron Attachment to Biomolecules 169

Indeed, recent results obtained for gas phase adenosine monophosphate (AMP)
show that the intensities of the PO−

4 and the (A–H)− anions are almost the same.
Such observation points out towards the role of different nucleobases in electron
attachment processes [25].

2.1.4 Sensitization of DNA Towards Radiation

Radiation therapy, in spite of being one of the most frequently used to treat cancer, is
a non-selective method of treating different types of solid tumors. Therefore during
its administration not only the cancerous cells are affected but also the healthy ones.
A susceptibility of tumor cells to ionizing radiation may be enhanced by a synchro-
nous application of a chemotherapeutic drug that can specifically and selectively
sensitize cancer cells [26] (see also references therein). The most important groups
of radio-sensitizers are the so-called alkylating agents and antimetabolites. Reactive
drugs belong to the first group of agents that bind to the chemical groups found
in nucleic acids causing chemical changes in DNA. The most significant molecu-
lar changes induced by these compounds are the formation of cross-links between
strands of DNA and the loss of its basic components. The result is that the nucleic
acid loses its ability to replicate and hence to carry out the functions of the cell.
This eventually leads to either cell death or mutagenic changes. This group can be
represented by platinum based compounds, e.g., cis-diamminedichloroplatinum(II).
On the other hand, antimetabolites are characterized by high structural similarity to
the naturally occurring metabolites. Therefore they readily become incorporated into
DNA or RNA and interfere with the cells normal metabolic functioning. In particu-
lar they exhibit the ability of disrupting specific metabolic pathways inside the cell
through replacement of metabolites. This group of compounds includes, inter alia,
halogenated nucleobases and nucleosides.

A Dissociative Electron Attachment to Platinum Containing
Compounds (Alkylating-Like Agents)

As mentioned above, cis-diamminedichloroplatinum(II), commonly assigned as cis-
platin, is a coordination complex (Pt(NH3)2Cl2) that belongs to the group of alky-
lating agents. Although cisplatin does not alkylate the DNA directly, the function is
similar and, therefore, it is actually classified as alkylating-like drug. Its cytotoxic-
ity is based on its ability to bind to DNA hence inhibiting replication. It can form
both inter- and intrastrand cisplatin-DNA adducts. However, the predominant and
most relevant for DNA damages are intrastrand adducts, which are formed at adja-
cent guanine bases of the same DNA strand [27]. It has been shown recently that
the combination of the drug with radiation increases the survival of cancer patients
compared to those who were treated with radiotherapy [28]. The largest effect has
been achieved in a concomitant application of both chemo- and radiotherapy. This
observation has been attributed to unidentified synergetic interaction between the
drug and radiation. As already mentioned, for the application of radiation the major
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amount of energy is channeled into the formation of secondary electrons. There-
fore, it is very likely that these electrons are involved in the activation of the drug
in chemoradiotherapy. Indeed, the experiments by Sanche and co-workers on solid
films with and without cisplatin bound to guanine and irradiated with electrons of
variable energies clearly show that the number of strand breaks is enhanced in the
synchronous action of drug and low energy electrons (see Sect. 2.2.3) [29]. It was
suggested that the transient negative ions that are formed from electron attachment
play a key role in the enhancement of DNA damage.

The role of dissociative processes in degradation of cisplatin prior to the formation
of cisplatin-DNA adducts has been also imposed from ultrafast transient absorption
spectroscopy experiments [30, 31]. In these experiments the presolvated electrons
(e−

p ), which are produced by the laser pulse, attach to cisplatin, thereby causing a
rupture of the Pt–Cl bond, via:

e−
p + Pt(NH3)2Cl2 → Pt(NH3)2Cl + Cl−.

The generated neutral Pt(NH3)2Cl radical may be subjected to further release of the
Cl− ion resulting in the formation of the Pt(NH3)2 radical, which can bind to DNA.

Likewise the release of the Cl− ion as well as its complementary ion Pt(NH3)2Cl−
has been recently observed from dissociative electron attachment to gas phase cis-
platin [32]. However, more interesting was the observation that a single slow electron
triggers the loss of both Cl atoms resulting in the formation of two further comple-
mentary anions, namely (Pt(NH3)2)

− and Cl−2 [32], the former one being more than
25 times more intense:

e− + Pt(NH3)2Cl2 → Pt(NH3)
−
2 + Cl2

e− + Pt(NH3)2Cl2 → Pt(NH3)2 + Cl−2 .

These findings have been confirmed by the theoretical work published by Gianturco’s
group [33]. It was hence suggested that the (Pt(NH3)2)

− ion can be regarded as
the reactive intermediate to form cisplatin-DNA adducts, which inhibit replication
(Fig. 5).

Fig. 5 Structure of cisplatin
and intrastrand cross-link as
the dominant binding mode
of cisplatin and DNA.
Adapted from Ref. [32], with
permission of John Wiley
and Sons
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B Dissociative Electron Attachment to Antimetabolites

The importance of halo-containing antimetabolites in treatment of tumors became
obvious more than half a century ago. It has been observed that thymine deficiency
in growing bacteria, which is caused by the incorporation of halouracil into DNA
results in inhibiting their growth and survival [34]. Unusual antitumor activity has
been observed for 5-fluorouracil (5-F-U) [35]. Almost simultaneously an increase
of radiosensitivity related to replacement of thymine by 5-bromouracil (5-Br-U) in
bacterial DNA has been reported [36]. Later on, impressive results of combined
chemo- and radiotherapy have been reported from in vivo experiments for brain
tumors treated with either 5-bromo-deoxyuridine or 5-iodo-deoxyuridine and X-rays
[37]. These results laid the foundation for development of a new cancer treatment
methodology combining halogenated compounds with radiation. Since then, much
efforts have been undertaken to unravel the mechanism that is responsible for the
radiosensitization. One of the proposed mechanisms based on various studies of the
radiation processes in aqueous biologically relevant systems involves reactions with
hydrated electrons (e−

aq) [38]. It was suggested that e−
aq reacts with halouracils to form

anion radicals ((halouracils)−), which then undergo decomposition via release of a
bromide ion and a formation of uracilyl radical with the unpaired electron localized at
C5 in a σ orbital [39, 40]. This uracilyl radical is believed to be the reactive precursor
responsible for the enhancements in DNA damage.

Later on, as mentioned in the introduction, it has been shown that not only hydrated
electrons but also ballistic free electrons are able to damage plasmid DNA [3]. The
damage of the nucleic acids by low energy electrons occurs at the molecular scale,
where the fragmentation is localized at particular molecular components of the DNA
and thus may be the initial step towards the observed strand breaks. The question
was whether the selective radiosensitivity can be achieved via irradiation of the
cells containing halouracil-containing DNA with nonhydrated nonthermal secondary
electrons. From the studies of isolated 5-halouracils bombarded with LEEs it became
obvious that they induce several reactions [41, 42]. It has been reported that besides
the formation of parent anions, also diverse fragment anions are generated with a
very high intensity (Fig. 6). One of the most abundant among them is a halogen
anion X− (where X = Cl, Br, I) (and an uracilyl radical as a neutral counterpart) also
observed in aqueous systems. In addition, a further reactive dissociation pathway is
reported to lead to the formation of an uracilyl anion (U–yl)− and a free halogen
radical. Both of these radicals (U-yl)• and X• are believed to contribute to the DNA
damage. However, taking into account the yield of the radicals it has been concluded
that for 5-I-U the uracilyl radical is likely responsible for the radiosensitizing effect
whilst for 5-Br-U and for 5-Cl-U these are the halogen radicals. Hence the DNA
damage in the case of the two latter compounds has been attributed to the reactions
of the X• within their vicinity [41]. On the other hand, in the case of 5-I-U the strand
break can be induced via hydrogen abstraction from the neighboring sugar unit.
More recently it has been shown that also 2-chloroadenine efficiently dissociates
into reactive species upon interaction with low energy electrons, corroborating its
potential as a radiosensitizer [43].



172 I. Bald et al.

Fig. 6 Yield of the fragment anions produced from electron attachment to 5-X-uracil (where X =
Cl, Br, I) as a function of electron energy. Adapted from Ref. [41], with permission of American
Chemical Society

The fact that the sugar molecules are effectively decomposed by low energy elec-
trons raises a question of whether the sugar group may also be selectively sensitized
to radiation, e.g., by introducing a halogen atom at the sugar unit within a nucle-
oside or nucleotide. The results obtained for 2′,2′-difluorocytidine (gemcitabine, a
drug commonly used in chemotherapy) confirm this possibility [44]. It appears that
the presence of fluorine atoms substituting the 2′ hydrogen atoms at the sugar site
substantially increases the electron attachment cross section (Fig. 7). This in turn is
reflected in higher intensity of the fragment anions produced already at the threshold
energy ≈ 0 eV.
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Fig. 7 Gemcitabine (X = H, Y = F) is a drug commonly used in chemotherapy. The presence of
fluorine atoms at the sugar unit substantially increases the yield of a threshold peak as appears from
the comparison with 2′-deoxycytidine (dCyt) and 2′-deoxy-5-fluorocytidine (dFCyt). Adapted from
Ref. [44], with permission of Royal Society of Chemistry

Besides the halogenated nucleobases and nucleosides thiolated analogues of
canonical nucleobases are well known as anti-cancer drugs [45]. Recently, it has
been shown that the combined use of such analogues and light develop sensitiz-
ing properties [46]. However, until recently there was a lack of knowledge about
the degradation of these molecules by ionizing radiation and in particular by sec-
ondary electrons. Results obtained from dissociative electron attachment to sulphur
nucleobase analogues, i.e., 2-thiothymine and 2-thiouracil clearly show that the frag-
mentation arises mainly at the sulphur site of the molecules [47, 48]. This means
that the presence of the S atom within the molecular structure facilitates the decom-
position of the molecules initiated by the capture of low energy electrons. In a recent
paper Chomicz et al. [49] were looking for potential radiosensitizers and suggested
that another sulphur containing analogue, 5-thiocyanatouracil (5-NCS-U), can be
a good candidate. They suggested that efficient radiosensitizers should contain an
electron withdrawing group and the bond between substituent and nucleobase should
be relatively weak in order to make the dissociation feasible.
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2.2 DEA in the Condensed Phase: Plasmid DNA
and Oligonucleotides

2.2.1 Strand Breaks in Plasmid DNA

Early experiments by Boudaïffa et al. [3] demonstrated that DEA is operative in
rather complex systems such as plasmid DNA (see introduction) and could indeed
be a major damage pathway in DNA radiation damage [3, 50].

Plasmid DNA is typically used for the determination of strand break yields, since a
single and double strand break results in a conformational change from supercoiled to
relaxed circular or linear DNA, which is easy to detect by agarose gel electrophoresis
(AGE). In this way, already small amounts of damaged materials can be detected,
which is crucial for LEE induced damage since LEEs have a low penetration depth.

The SSB yield exhibits distinct maxima at energies below 12 eV. The first report
by Boudaïffa et al. [3] already reported SSB and DSB yield maxima at 8-12 eV using
the plasmid pGEM 3Zf(-) (3199 base pairs). A very interesting observation was made
by Martin et al. [4], who reported SSB yield maxima at 0.8 eV and around 2 eV. At
these energies electronic excitation is not possible and the strand breakage must occur
through shape resonances. Although the work has been reproduced many times by
the Sanche group [52, 53], other researchers found SB yields with different resonance
profiles [51, 54, 55] indicating that the experimental results depend strongly on the
type of plasmid used and the specific preparation conditions (Fig. 8) [56–58].

Orlando et al. [55] probed the 5-25 eV range and observed a local maximum of
SSBs and DSBs around 10 eV and a global maximum at 20 eV [54]. Additionally,
they coupled the determination of SBs by AGE to yields of neutral fragments deter-
mined by single photon ionization mass spectrometry [54]. In another study by the
same group non-dried p14 plasmid DNA (6360 base pairs) was used and different
resonance positions have been found (a global maximum of SSBs at 7 eV, and a
second local maximum at 15 eV) [55]. The differences in resonance positions have
been ascribed to different water and salt content of the investigated plasmid DNA
samples [55].

Kumar et al. [51] used the plasmid pQE30 (3481 base pairs) and showed that the
resonance position depends critically on experimental parameters such as the electron
dose, and possibly also on the type of plasmid used and the specific preparation
conditions (Fig. 8). The SSB yield shown at the top (Fig. 8a) is from the original
work by Boudaïffa et al. [3], whereas the graph shown in Fig. 8b is from the Orlando
group [55]. The SSB yields in Fig. 8c and d have been obtained by Kumar et al. [51].

The exact resonance positions yield information about the involved electronic
states. Apart from recording the energy dependence of strand breakage there was
a constant effort to determine the exact magnitude of damage through effective SB
cross sections within a broad electron energy range. These cross sections are effective
since they depend on the experimental conditions. The determination of absolute
strand break cross sections is more difficult. For multilayer DNA films a molecular
survival model is applied to determine the absolute damage cross sections [59].
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Fig. 8 Comparison of single
strand yields as a function of
electron energy obtained by
electron irradiation of
plasmid DNA in different
experimental setups.
Adapted from Ref. [51], with
permission of AIP
Publishing

Very recently, the absolute cross sections for DNA strand breaks in plasmid DNA
(pUC21, 3151bp) induced by 10 eV electrons has been determined to be 3.0 ×
10−14 cm2 (weighted mean value from different film thicknesses) [60]. Homogeneous
films of DNA have been prepared on graphite (HOPG) using doubly protonated 1,3-
diaminopropane as a linker between the negatively charged DNA layers to control the
DNA thickness. The cross section for the loss of supercoiled DNA was found to be
strongly dependent on the film thickness, which allowed to determine the penetration
depth (or information depth) to be 14.1 nm [60].

More recently, a simplified approach to determine absolute strand break cross
sections was introduced that is based on the use of DNA nanoarrays, which can
be formed from DNA origami nanostructures [61]. Selected target DNA sequences
are arranged on DNA origami platforms, which are adsorbed with sub-monolayer
coverage on a conducting solid support, such as Si [62]. A strand breakage in the
target DNA is detected by directly imaging the DNA nanoarrays with atomic force
microscopy (AFM). In this way the damage is recorded on a single-molecule level
making the absolute cross section for strand breakage easily accessible by determi-
nation of the relative number of strand breaks as a function of the electron fluence
[61, 63]. To be able to directly image the intact target DNA on the DNA nanoarrays
a biotin label is introduced and after the electron irradiation, the remaining intact
strands are visualized by binding the protein streptavidin to the biotin markers. In
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AFM images the intact strand then appears as a bright dot (Fig. 9). For determination
of the absolute strand break cross section also the electron induced damage to the
biotin label must be taken into account [64]. This approach is not only attractive due
to the direct determination of absolute strand break cross sections, but also due to the
possibility to determine the strand break cross section for specific DNA sequences,
and for its capability to compare multiple DNA sequences in a single irradiation
experiment.

control

200 nm 200 nm

200 nm 200 nm

= SS-TT

(a) (b)

(c) (d)

(e)

Fig. 9 Irradiation of DNA origami templates with nine protruding target strands. a AFM image of a
nonirradiated control sample.b–d Samples irradiated with different fluences of 18 eV electrons. The
number of specifically bound streptavidin decreases with electron fluence, indicating low-energy
electron-induced DNA strand breaks. e Number of single strand breaks (in %) versus electron
fluence. Adapted from Ref. [62], with permission of American Chemical Society
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2.2.2 Oligonucleotides: Sequence Dependence of DNA Damage

Depending on the electron energy the initial electron attachment (eventually resulting
in a DNA strand break) can occur either directly to the phosphate-sugar backbone,
or to the DNA bases with subsequent charge transfer to the DNA backbone and bond
cleavage within the sugar-phosphate moieties (see discussion on dCMP above). For
a direct electron attachment to the phosphate-sugar backbone it is not expected that
it matters significantly, which nucleobase is present at the respective site. However,
if the nucleobases act as antenna for LEEs then there should be a pronounced depen-
dence of the strand break cross section on the type of base. Additionally, in DNA the
nucleobases are involved in π-π stacking interactions between the adjacent nucle-
obases and in intermolecular hydrogen bonding to the complementary DNA strand.
These non-covalent interactions can significantly change the electronic properties of
the nucleobases giving rise to a sequence-dependence of strand break cross sections.
To elucidate such effects, different experimental approaches have been pursued to
study LEE interactions with oligonucleotides of defined sequence. In early experi-
ments thin films of oligonucleotides have been irradiated with LEEs to determine
the electron stimulated desorption (ESD) of small anions such as CN− using mass
spectrometry. Although a clear damage of the oligonucleotides could be observed, a
clear information about strand breakage could not be obtained [65, 66].

A detailed information about the bond cleavage sites is available from analyses of
damaged material by high performance liquid chromatography (HPLC). Using HPLC
analyses of the oligonucleotide GCAT and its abasic analogue GCXT upon irradiation
with 4-15 eV electrons it was concluded that most of the LEE induced damage in
this energy regime proceeds through initial electron attachment to the nucleobases
[67]. In further studies using oligonucleotide trimers a clear sequence-dependence
of strand breakage and base release was found with TTT showing the highest total
damage [68, 69]. However, the most serious constraint of HPLC analysis is that due
to the detection limit for specific fragments the analysis of longer sequences than
tetramers is not feasible. For longer sequences the number of different fragmentation
products increases and at the same time the amount of a specific fragment decreases
below the detection threshold [68]. A complementary technique makes use of self-
assembled monolayers (SAMs) of DNA arranged within DNA microarrays [70].
After irradiation with LEEs the DNA SAMs are incubated with the complementary
sequence carrying a fluorescent dye. The hybridization is only successful for intact
strands and the DNA damage by strand breakage can be analysed by fluorescence
spectroscopy. In this way a pronounced dependence of the LEE (1 eV) induced DNA
damage on the G content was found [71].

By using the DNA origami based DNA nanoarrays described above the absolute
cross sections for strand breakage for different sequences after electron irradiation
(18 eV) were determined. It was found that the strand break cross section decreases
in the descending order [61]

TT(ATA)3TT > TT(CTC)3TT > TT(GTG)3TT.
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Furthermore, the replacement of the three central T bases by the radiosensitizer 5-
Br-U increases the strand breakage by a factor of up to 1.66 (depending also on the
sequence). Very recently, it was demonstrated that this technique can be also applied
to the study of UV photon induced strand breakage [72]. Further studies covering
a wide variety of DNA sequences and electron energies is currently in progress to
elucidate sequence dependent effects on the strand breakage and different damage
mechanisms at different electron energies as was suggested also by gas phase and
condensed phase experiments using simpler model compounds [21, 67].

2.2.3 Modification of DNA Strand Breakage by Radiosensitizers

In order to improve the efficiency of tumor chemoradiotherapy a fundamental under-
standing of the mode of action of therapeutically used radiosensitizers is very bene-
ficial. As described above halogenated nucleosides and cisplatin derivatives are the
most important therapeutics. They show interesting effects in their interaction with
LEEs indicating that there is a physicochemical basis of DNA radiosensitization [44].

The ability of halogenated nucleobases to substantially modify the interaction with
LEEs was clear rather early from gas phase experiments using single halogenated
nucleobases (see above), but also from the condensed phase using modified oligonu-
cleotides [65]. An increased DEA cross section was observed especially for 5-Br-U,
whereas 5-F-U shows a very similar reactivity towards LEEs as non-modified U or
T [65]. In electron-stimulated desorption (ESD) experiments only small anions such
as H−, O−, CN− and OCN− could be detected and thus a correlation with strand
breaks could not clearly be deduced. In later experiments using HPLC analysis and
the DNA nanoarray technique a higher total damage and strand break cross section
for 5-Br-U modified oligonucleotides were found [61, 69]. Recent studies show that
the presence of Br also modifies the reactivity of the other nucleobases, but 5-Br-U
remains the most active one in ESD (desorption of Br−) [73], whereas HPLC analysis
of LEE (10 eV) irradiated films indicates that the enhancement of damage decreases
in the following order: BrG ≈ BrA > BrC ≈ BrU [74]. Future studies in the con-
densed phase and using oligonucleotides modified with relevant radiosensitizers such
as gemcitabine [44] need to be conducted.

Cisplatin and its derivatives belong to the most widely applied therapeutics in
cancer radiotherapy. Their interaction with LEEs has been studied in detail also in
the condensed phase [26]. Initial experiments using mixed films of plasmid DNA and
cisplatin report enhancement of SSBs up to a factor of 4.4 at 10 eV electron energy
and a cisplatin–DNA ratio of 8:1 [29]. Very recently it was shown that the DSB yield
is increased by a factor of 3.1 upon 10 eV electron irradiation in the presence of two
carboplatin molecules per plasmid [75]. For Oxaliplatin and Cisplatin slightly lower
values have been found [75]. In the presence of Pt compounds it was demonstrated
that a single electron with close to zero eV energy (0.5 eV) is able to induce a DSB
in plasmid DNA, which is not possible without the Pt drug, or with other types of
radiation such as X rays [76].
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Other potential radiosensitizers are gold nanoparticles (AuNPs), since they release
LEEs upon irradiation with high energy radiation, which may increase the local LEE
dose when administered to cell tissue [77–79]. Irradiation of mixtures of plasmid
DNA and AuNPs with 60 keV electrons showed an enhancement of SSBs and DSBs
by a factor of 2.5 in the presence of AuNPs [80]. A combination of AuNPs and
Cisplatin can enhance the yield of DSBs even by a factor of 7.5 [81], which opens
up interesting novel strategies for the application of combined nanoparticle-cisplatin
drugs [82].

2.2.4 The Role of the Environment

A very critical issue is how the LEE induced reactions observed in the gas phase
with single molecules or in dry DNA in the ultrahigh vacuum is modified in an aque-
ous solution. In initial attempts to understand the influence of water on electron-
induced DNA damage the anion desorption from thin films of oligonucleotides
covered with three monolayers of water was studied. It was found that the anion
desorption increased by a factor of 1.6 indicating more effective DNA damage in the
presence of water [83]. This is confirmed by a recent study indicating a significant
damage enhancement as soon as a bulk-like hydration is reached [84]. There are
several theoretical studies, which indicate that the adiabatic electron affinities of dis-
solved nucleotides increase and the activation barrier for phosphodiester bond cleav-
age increases [85, 86]. Nevertheless, the barriers at room temperature are still small
enough to be overcome by small thermal fluctuations [87]. To arrive at a complete
understanding of LEE induced DNA damage, DNA in aqueous buffer solution needs
to be investigated. This is experimentally extremely challenging and new experimen-
tal approaches need to be developed. Very recently, the LEE induced damage to T, U
and BrU in aqueous solution was monitored using AuNPs as an electron source and
surface-enhanced Raman spectroscopy as a detection method for the LEE induced
nucleobase damage [88].

3 Computational Treatment

The physical picture of the DEA nuclear dynamics driven by a resonant scattering
process (proposed half a century ago [89]) indicates that the theoretical study of
electron impact induced nuclear motion can be performed in two steps. The first
step involves the calculation of electronic properties (energies) for a fixed molecular
geometry (fixed-nuclei approximation). The resulting energy surfaces are then uti-
lized in the second step to describe the evolution of the nuclear wave function. In
contrast to routine quantum chemistry applications, the electronic potential energy
surfaces are often complex, i.e. the resonances have both an energy and a lifetime
(or width) associated to them, allowing for the autodetachment process.
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The calculation of the real (i.e. bound) segment of the potential energy surfaces
is, at present, a reasonably straightforward task. These calculations describe a stable
negative ion or a neutral molecule and at least a dozen commercially available quan-
tum chemistry packages are up to the task. On the other hand, the situation is less
straightforward for the complex (resonant) parts of the surfaces. The electronic reso-
nant states are not directly linked to bound states that can be obtained by variational
or non-variational methods used in quantum chemistry computations. The molecu-
lar Hamiltonian often requires a modification in the form of a complex absorbing
potential, rotation of electronic coordinates into complex plane (complex scaling
methods), or an additional external field that binds the resonant state (analytical con-
tinuation in coupling constant methods [90]). Another option for determination of
the resonance parameters, avoiding altering the Hamiltonian, is to carry out scatter-
ing calculations. In the scattering calculations the resonant state is searched directly
among the continuum states.

Among all theoretical methods developed to treat the nuclear dynamics of the
DEA, only the resonance R-matrix theory developed by Fabrikant [91] has been
successfully employed to study this process in molecules of biological relevance
[92, 93]. Other studies with an ambition to elucidate the complicated mechanisms of
the nuclear dynamics in the DEA of biologically relevant molecules [94] are based
on the ab initio calculations of the electron-molecule collisions in the fixed-nuclei
approximation performed for a set of nuclear geometries. The authors analyzed the
parameters of the electronic resonance for various nuclear geometries to identify the
dissociation pathways as well as the symmetries of the electronic states involved in
the DEA. However, this approach did not yield any cross section of the DEA.

The separation of the computational treatment to the electronic and nuclear is
followed by the organization of this section. Furthermore, we attempt to outline
computational tools that have been applied to studies of biomolecules over the last
decade. Our interest is focused on explaining the basic principles of the methods, we
also try to emphasize strong points of the approaches, note possible limitations and
point a reader to its applications relevant for this monography. The text represents
our limited view of the subject and by no means can be considered as an objective
and exhaustive review of the field.

3.1 Electronic Structure Calculations

3.1.1 Methods Based on Scattering Calculations

A Extracting the Resonance Parameters

Essential output of the scattering methods discussed in this section is provided by a
phase shift in the scattering wave function that was gained by the electron-molecule
interaction. This phase shift determines (and is determined by) the typical outputs
of the scattering codes, so called S-matrices, K-matrices, and T -matrices. These
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matrices and the phase shifts are computed at real collision energies. On the other
hand the resonance, in the original meaning of Siegert [95], is characterized by a
pole of the S-matrix in the complex energy plane

Ec = Er − i
�

2
, (1)

with the position of the resonance Er and the resonance width �. Proximity of such a
pole to real-energy axis will strongly influence scattering quantities evaluated along
the real energy. It was shown by Hazi [96] that an isolated resonance in electron-
molecule collisions manifests itself as a characteristic jump by π in the calculated
eigenphase sum δs(E) via the Breit-Wigner formula

δs(E) = arctan

[
2(E − Er)

�

]
+ δbg(E) , (2)

where δbg(E) is a background (non-resonant) phase and it is assumed to possess a
weak energy dependence in the resonant region.

Larger polyatomic molecules of a biological relevance, however, rarely exhibit
a single isolated resonance in the low-energy region (under 10 eV). On contrary,
series of overlapping broad resonances are very common and their separation and
identification becomes a challenging task. A powerful tool to overcome such diffi-
culty is provided by the time delay matrix Q(E) presented by F.T. Smith in 1960 [98]
(originally introduced as the lifetime matrix)

Q(E) = iS
dS+

dE
, (3)

where S+ describes hermitian conjugate of the S-matrix. Later it has been shown
[99, 100] that the Tr Q(E) can be linked to the change of the eigenphases sum. Gen-
eralization of the Breit-Wigner formula (2) to the case of N overlapping resonances
takes the following form:

Tr Q(E) = 2
dδs(E)

dE
=

N∑
i=1

�i

(E − Ei)2 + (�i/2)2
+ 2

dδbg(E)

dE
. (4)

This formula was applied (see for example Refs. [97, 99, 101]) to fit numerically the
calculated eigenphase sum, δs(E), and to determine the unknown resonance positions
Ei and resonance widths �i together with the background contribution which is often
approximated by a constant or by a low-order polynomial.

The efficiency of the time-delay approach is demonstrated in Fig. 10 obtained from
a recent computational study [97]. While the integral cross section displayed on the
left panel of Fig. 10 shows some hints of possible overlapping broad resonances,
the eigenphase sums (upper right panel) raise so steeply that it becomes impossible
to identify any π jump required by Breit-Wigner fit (2). However, the positions and
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Fig. 10 Left panel computed cross sections for electron scattering by β-D-ribose and its 2′-deoxy
analogue. Right panels The corresponding eigenphases (upper right panel) and the time delay
matrix traces (bottom right panel). Adapted from Ref. [97]

widths of the resonances are more clearly visible in the trace of the time-delay matrix
Q(E) shown in bottom right panel of Fig. 10.

B Single Centre Expansion Approach

The core idea of the single-center expansion (SCE) method lies in an angular expan-
sion of the scattering-electron degrees of freedom around a chosen center (typically
the center of mass of the molecule). SCE was also employed in the pioneering times
of ab initio bound-state calculations of diatomic systems with basis sets formed by
Slater-type orbitals [102]. Later, for calculations of polyatomic molecules, the SCE
approach was abandoned, when merits of Gaussian basis sets were recognized and
thus the evaluation of three- and four-center integrals ceased to be a problem.

The SCE approach belongs to a class of one-electron methods employing an opti-
cal potential. The optical potential is a one-electron, generally non-local interaction
obtained by projecting out degrees of freedom of the bound electrons. The resulting
interaction is usually described by three different components [103]:

V = Vs + Vx + Vcp , (5)

where Vs denotes the electrostatic interaction of the impinging electron with the
molecular charge density (formed by nuclei and the bound electrons), Vx stands for
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generally non-local exchange interaction, and the correlation-polarization potential
Vcp describes a response of the bound molecular electrons to the presence of the
scattered electron. Such response is typically modeled by Density Functional Theory
(DFT) [1]. Moreover, calculations for larger biomolecular targets often require further
simplification for the exchange interaction Vx. Computationally intensive non-local
interaction Vx is often replaced by a local exchange models Vxl of Hara [104] or Riley
and Truhlar [105].

As mentioned above, the SCE method is based on the partial-wave expansion of
the continuum wave function ψ(r)

ψ(r) = 1

r

∑
lm

ulm(r)Ylm(r̂) . (6)

The three-dimensional Schrödinger equation is then projected onto the orthonormal
angular basis of the spherical harmonics Ylm(r̂). Resulting set of radial Schrödinger
equations

[
d2

dr2
− l(l + 1)

r2
+ k2

]
ulm(r) = 2

∑
l′m′

Vlm,l′m′(r) ul′m′(r) , (7)

is coupled by the anisotropy of the local interaction potential Vloc expressed in the
coupling elements

Vlm,l′m′(r) = 〈Ylm(r̂)|Vloc(r)|Yl′m′(r̂)〉 , (8)

where the scalar products are carried out solely on the angular space r̂ leaving the
dependence on the radial coordinate r.

The angular functions chosen here are the spherical harmonics Ylm typical in
implementation of Itikawa and collaborators [106, 107]. In a different implementa-
tion of Gianturco and collaborators [103] the spherical harmonics are combined in a
subspace of the fixed l-value in such a way that they belong to irreducible representa-
tions of the molecular point group [103, 108]. Different symmetries do not mix and
the set of Eq. (7) decouples into independent groups according to the corresponding
molecular symmetries.

An advantage of the SCE method is that it works in a physical picture in which
the scattered electron interacts with the target molecule by a physically motivated
interaction potential V . Its tractable implementation permits calculations for larger
polyatomic targets. In fact, the SCE approach belongs to very few ab initio methods
applied to the DNA building blocks. Unfortunately, this merit constitutes also the
weak point of the method. Very little space for the improvement of the electron-
molecule interaction may become a limitation of the SCE approach in cases of more
complicated target electronic structures (open shells, radicals, etc.).

Despite of the possible limitations, the SCE method was successfully applied to
about a dozen of biomolecules over the last decade. Radiation damage mechanisms
were studied [110] for several aminoacids (glycine, alanine, proline, and valine) by
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investigation of the resonant fragmentation patterns. In the case of uracil the authors
show [109, 111] that the colliding electrons which get temporarily attached to uracil
in the gas phase are able to efficiently couple with the nuclear degrees of freedom
during the attachment process in a very selective, resonance-specific way. Therefore,
it could be construed as dissipating part of their excess initial energy via different
mechanisms into the molecular vibrational network:

(i) By direct electron-nuclear coupling via a dissociative potential energy surface
(PES)

(ii) By indirect nonadiabatic conical intersections between different PESs

An example of the less effective π∗ resonances that undergo conical intersections
with σ∗ resonances of A′ symmetry is show in Fig. 11 for the uracil molecule.

Similar conclusions were also found for the simplest molecule with a peptide bond,
formamide. Computational investigation [112] revealed that its dissociation from a
TNI state has to occur via a symmetry-breaking and non-adiabatic curve crossing.
The SCE approach was also employed for a computational and experimental study
[15] in which the authors demonstrate that the furanosic blocks of the RNA backbone
are sensitive to electron attachment processes and can undergo irreversible damage
with electrons up to about 10 eV.

More applications of the SCE method to molecules of a biological relevance
can be found in the excellent review [1] that summarizes available experimental
and theoretical models (up to year of 2010) for studying the electron-induced DNA
damage.

Fig. 11 Computed real parts of the A′ and A
′′

resonance energies as a function of ring-breaking
deformations in the uracil ring. The left panel deals with the C(3)-N(5) stretch while the right panel
reports the C(4)-N(2) stretch. Adapted from Ref. [109], with permission of AIP Publishing
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C R-matrix method

The UK-molecular R-matrix codes, which are the subject of the present article, have
been applied to polyatomic molecular targets since the original implementation of a
Gaussian type orbitals (GTOs) within the polyatomic code [113] in 1997. Since then
the codes have undergone a comprehensive rewriting and modernization. A number
of important algorithms have been changed to increase their functionality. The suite
of codes is now called UKRmol. The R-matrix method and its application to the
electron-molecule collisions have been described in detail elsewhere [114], thus
only a brief summary is presented here. In a manner similar to SCE method above,
the R-matrix approach works within the fixed-nuclei approximation in which the
nuclei of the molecule are held fixed during the collision.

The core idea of the R-matrix is the partitioning of configuration space into an
inner and an outer region, separated by a sphere of radius r0 as shown in Fig. 12.
The electronic density of the target states must be contained inside the inner region.
The eigenfunctions of the total Hamiltonian are expanded in two major contributions:

�k(r1 . . . rN+1) = A
∑
ij

aijkφi(r1 . . . rN )ψij(rN+1) +
∑
l

blk χl(r1 . . . rN+1) , (9)

where A is the antisymmetrization operator, continuum wave functions ψij(rN+1)
describe the scattering electron, and r1 . . . rN are coordinates of the bound electrons.
If the first sum over the target state functions φi(r1 . . . rN ) was taken as complete
the second term in Eq. (9) would not be necessary. However, an introduction of
the (N+1)-electron functions χl(r1 . . . rN+1) fully contained inside the sphere, can

Fig. 12 The R-matrix method divides space into an inner region which contains the wave function
of all the N + 1 electrons and into the outer region. The boundary is given by a sphere of radius r0
centered on the target center-of-mass. Only the scattering electron can be present in the outer region
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drastically decrease the number of necessary terms in the expansion over the target
states functions φi(r1 . . . rN ).

The use of GTOs to describe the continuum wave functions ψijk(rN+1) simplifies
calculations of the repulsion integrals, however, it also limits the size of the R-matrix
sphere r0 (to around 15–18 bohrs [115]). The coefficients aijk and blk are determined
variationally by diagonalization of the symmetrized (N+1)-electron Hamiltonian
H̄ = H − L (L is the Bloch operator [116]) in the inner region

〈�k|H̄(r1 . . . rN+1)|�k′ 〉 = Ek δkk′ . (10)

The inner-region wave functions and their associated eigenvalues allow to build the
R-matrix on the spherical surface:

Rαβ = 1

2r0

∑
k

wαk(r0) wβk(r0)

Ek − E
, (11)

where Ek , known as R-matrix poles, are the eigenvalues of the symmetrized Hamil-
tonian (10) and wαk(r0), known as surface amplitudes, are the surface values of the
eigenfunctions �k in the channel denoted here by symbol α.

The R-matrix carries all the necessary information about the scattering wave
function on the surface specified by radius r0. This wave function is often propagated
in the outer region by a local propagator not much different from the one used in the
Sect. B. It is assumed that the one-electron wave function in the outer region can be
described by a local interaction with the target molecule. Such a local interaction is
formed by the lowest electrostatic multipoles and the static molecular polarizability
of the target molecule [114].

The excitation model used to generate (N+1)-electron states on r.h.s. of the Eq. (9)
is Complete Active Space Configuration Interaction (CAS-CI) and thus the dimen-
sion of the Hamiltonian (10), to be diagonalized, increases very rapidly with the size
of the molecular system. However, once the symmetrized Hamiltonian H̄ is fully
diagonalized and all the poles Ek with the surface amplitudes wαk are obtained, one
can generate the collisional data for many collision energies E very efficiently. This
is a major merit of the Wigner-Eisenbud pole formula (11).

Another strong point of the molecular R-matrix method is a more realistic descrip-
tion of the electron-molecule interaction in the inner region. The method is an all-
electron treatment using the tools of quantum chemistry to describe a system with
(N+1) electrons confined inside the sphere. This accuracy in electron-molecule inter-
action comes with a price, since it leads to longer CI expansions and larger Hamil-
tonians to diagonalize in Eq. (10). In case of the two pyrimidine bases (cytosine and
thymine) authors report [117] around 180.000 necessary configuration state functions
for the Hamiltonian (10).

The R-matrix method was applied to study positions and widths of low-lying
π∗ resonances of pyrazine [118]. Authors also report presence of numerous core-
excited resonances above 5 eV of the collision energy. The presence of the three low-
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Fig. 13 The largest eigenvalue of the time-delay matrix as a function of energy for pyrazine.
Adapted from Ref. [101], with permission of AIP Publishing

energy shape resonances of the π∗ symmetry was also confirmed in case of the uracil
molecule [119, 120]. Very detailed analysis [101] of the resonances and comparison
among several diazines (pyrazine, pyrimidine, and pyridazine) reveals that many,
but not all, of the resonances characterized in uracil can be traced back to equivalent
resonances in diazines. An example of the time-delay analysis of resonances in
several symmetries is shown, for pyrazine, in Fig. 13.

In comparison to the uracil calculations, where three π∗ shape resonances were
found, the computational studies of the pyrimidine [117] (cytosine and thymine)
and the purine [121] bases (adenine and guanine) revealed, in all the four cases,
four shape resonances in the energy range below 10 eV. Besides the analysis of the
resonances necessary for understanding of the DEA nuclear dynamics, the R-matrix
method was also used to study non-resonance collisions of the electrons with several
biomolecules. Studied processes were elastic collisions [122, 123] and electronic
excitation processes [124, 125].

D Finite Element R-Matrix Approach

In contrast to previous section, this formulation [126] attempts to avoid full diago-
nalization of large matrices. It starts from the variational principle for the logarithmic
derivative b of the wave function �, constant throughout the surface specified by r0

in Fig. 12

− b = ∂ ln(r�)

∂r
. (12)

It can be shown [127] that such a variational principle results in a generalized eigen-
value problem for an eigenvalue of the logarithmic derivative

�C = (
E − H̄

)
C = �Cb , (13)

where the matrix � is the surface overlap matrix. However, the finite element basis set
employed in this method allows to partition the basis functions into two subspaces,
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the closed and open, depending on whether their value at the surface r0 is zero or
nonzero. This allows to reduce the burden of the solution of Eq. (13) to the easier
task of solving a much smaller eigenvalue problem in the open space

(
�oo − �oc�

−1
cc �co

)
Co = �ooCob (14)

in addition to the large auxiliary system of linear equations

�ccCc = −�coCo , (15)

where the subscripts “c” and “o” indicate the closed and open blocks, respectively.
While the system of linear equations (15) is generally less demanding than a full-
spectrum diagonalization (10), this set of equations must be now solved for every
collision energy E, since the matrix � = E − H̄.

Finite element R-matrix approach is a one-electron method. Thus again, the
electron-molecule interaction is described by a model very similar to the one out-
lined in Sect. B. The method was successfully applied [128] to uracil and each of the
DNA bases (thymine, cytosine, adenine, and guanine) taken as isolated molecules
in their equilibrium geometry. Computed total time-delay, shown in Fig. 14, reveals
resonances in a fairly good agreement with findings described in the previous section.
In case of tetrahydrofuran and phosphoric acid, models of the subunits in the DNA
backbone, authors observed [129] two shape resonances. They also employed the
spatial shapes of the resonant structures relevant for the scattering wave functions in

Fig. 14 Total time delay for
the uracil and the DNA
bases. Adapted from
Ref. [128], with permission
of AIP Publishing
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order to gain a further insight in the possible systematic connections with the DEA
in these subunits.

All the gas-phase data calculated for the DNA building blocks were later com-
bined by use of the multiple scattering approach to explore an interaction of the free
electron with the DNA double strand in the condensed phase [130, 131]. The targets
considered were the idealized A-form and B-forms of GCGAATTGGC decamer
together with its regularly sequenced poly(A)·poly(B) base pairs decamer.

E Schwinger Multichannel Approach

The heart of this method, the Schwinger variational principle (SVP), was introduced
by Julian Schwinger in his lectures at Harvard University in 1947. It is based on
the integral form of the Schrödinger equation—the Lippmann-Schwinger equation
[132]. Since there exist several excellent reviews on the topic (for reviews related
to atomic and molecular physics see, for example, Refs. [133–135]), only a brief
description of the variational method will be given here. The essential quantity for
calculation of cross section for transition from the channel β to the channel α is the
scattering T -matrix defined as

Tαβ = 〈Sα|V |�(+)
β 〉 = 〈�(−)

α |V |Sβ〉 = 〈�(−)
α |V − VG(+)V |�(+)

β 〉 , (16)

where Sα is the asymptotic solution in the channel α, i.e. product of one-electron
free solution with the target state. Interaction potential V describes interaction of
the continuum electron with the target electrons and nuclei. The retarded Green’s
function G(+) is a resolvent of the free Hamiltonian, i.e. resolvent of sum of the
target Hamiltonian and the kinetic energy of the scattered electron. The Lippmann-
Schwinger equations have the following form:

|�(+)
α 〉 = |Sα〉 + G(+)V |�(+)

α 〉 ,

|�(−)
α 〉 = |Sα〉 + G(−)V |�(−)

α 〉 . (17)

By combining all the three expressions for the T -matrix (16) one can write a simple
identity (of the type of T + T − T ):

Tαβ = 〈Sα|V |�(+)
β 〉 + 〈�(−)

α |V |Sβ〉 − 〈�(−)
α |V − VG(+)V |�(+)

β 〉 . (18)

If the scattering wave functions �(+)
β and �(−)

α were exact, the above equation would
reduce to one of the three identities in Eq. (16). However, numerical solutions are
never exact and small variations of the scattering wave functions δ�(+)

β and δ�(−)
α

in Eq. (16) lead to a non-zero variation of Tαβ on l.h.s. of Eq. (16). The merit of
the combined expression (18) is that the first-order variations on r.h.s. cancel out
and the resulting T -matrix is stationary, i.e. δTαβ = 0. The expression (18) is thus
variationally stable and represents a variational principle.

An important feature of the SVP is that the trial functions 〈�(−)
α | and |�(+)

β 〉 are
always multiplied by the electron-molecule interaction operator V . Thus a trial basis
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for these functions needs only to cover the region of space where V does not vanish.
Another advantage of the Schwinger variational method comes from the use of the
Green’s function G(+) that incorporates correct asymptotic boundary conditions and
therefore allows more flexibility for the choice of the basis functions. On the other
hand, a major drawback of the method lies in the difficulty of calculating the Green’s
function matrix elements 〈�(−)

α |VG(+)V |�(+)
β 〉 that result in nine-dimensional inte-

grals. The multichannel implementation of the SVP, the Schwinger multichannel
(SMC) method, belongs to the class of the all-electron methods, i.e., the wave func-
tions �(+)

β , �(−)
α , and the interaction potential V are functions of the (N+1) electrons

coordinates.
There exist a large number of applications of the SMC method to electron-

molecule scattering and photoionization. Impressive progress was made possible
by availability of higher computational power and massively parallel computational
techniques [136]. This development made the SMC method feasible for computa-
tions of the elastic cross sections for polyatomic biomolecules. About two dozens of
such studies from a few groups were published over the last decade. Among them
we select a non-exhaustive set of samples in order to represent the capabilities of the
method. The presence of π∗ ring resonances for several conjugated ring molecules
was confirmed in computed elastic cross sections [137–141]. Unfortunately, in these
studies authors did not attempt to extract information about the resonance lifetimes.
As an example, in Fig. 15 we show the computed spatial shapes of the three lowest
π∗ resonances of pyrazine.

Further development in the SMC method focused on application of non-local
norm-conserving pseudopotentials [142]. Implementation of such pseudopotentials
helps to reduce the number of the electrons in the target molecule by replacing the
core electrons (typically the full shells) by a nonlocal interaction. The SMC method
enhanced by pseudopotentials is denoted in the literature as SMCPP. The SMCPP

Fig. 15 Occupied and vacant π molecular orbitals of pyrazine involved in formation of low-energy
electron-scattering resonances. Adapted from Ref. [138], with permission of American Physical
Society
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implementation was used intensively, over last years, to study electron driven reac-
tions of molecular compounds used in cancer treatment. For example, incorporation
of halogenated pyrimidines in the DNA to replace thymidine sensitizes the cell in the
radiotherapy of tumors. Therefore, the radiosensitizers explored with the SMCPP
methods are conjugated one-ring molecules with a hydrogen atom replaced by a
halogen atom [143–145], the two-ring case of 2-chloroadenine [43], or the sulphur
containing analogue of uracil, the 2-thiouracil that is also used as an anti-cancer
drug [48].

3.1.2 Methods Based on Quantum Chemistry Calculation

While all the scattering methods presented in this chapter were efficient enough
to be applied to calculations of the resonant parameters at the equilibrium nuclear
geometry, attempts to compute a larger piece of the complex resonant surface of
biomolecules are very rare [109, 110]. On the other hand, calculation of ground and
excited real-energy potential surfaces describing bound states of polyatomic mole-
cules is a fairly routine task in the field of quantum chemistry. Hence, there are several
approaches available that attempt to exploit the tremendous development of quan-
tum chemistry computational methods during the last few decades and to calculate
complex energies of the metastable states that are relevant in the DEA description of
the nuclear dynamics. These approaches tend to transfer the continuum state into the
bound space and, therefore, they do not provide any dynamical information about
the scattering wave function. However, they can often provide a complex resonant
surface with a very good accuracy.

A Complex Absorbing Potentials

Particularly promising for large scale calculations of molecular resonances is the
complex absorbing potential (CAP) method. The idea underlying the CAP method is
to introduce an absorbing boundary condition in the exterior region of the molecular
system [146]. In this way the wave function of the scattered electron becomes bound.
Electron absorption is accomplished by replacing the Hamiltonian H by

H(η) = H − iηW . (19)

The soft-box absorbing potential W raises outside the molecule quadratically

W (r,d) =
∑

i=x,y,z

Wi(xi, di) , (20)

Wi(xi, di) =
{

0, |xi| ≤ di
(|xi| − di)2, |xi| > di

(i = x, y, z) , (21)

where the positive distances di must be chosen such that the resulting rectangular
box, inside of which the CAP vanishes, fully encloses the molecule. For medium and
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large-sized polyatomic molecules a different type of the CAP was proposed [147,
148]. This smoothed Voronoi-CAP possesses an ability to follow the general shape
and the symmetry of the polyatomic molecule.

Complex eigenvalues of the Hamiltonian H(η) form a discrete set and they gen-
erally depend on the linear strength parameter η. The absorbing potential is too steep
for large η parameters and causes an unwanted modification of the resonant wave
function at relevant distances. If the parameter η is too small, the compact L2 basis
used in the calculations is not able to support the continuum resonant function which
is damped too slowly. Hence, there exists an interval of η for which the Hamiltonian
(19) and the basis set provide stable complex energies. This interval of stability is
very clearly visible as characteristic cusp in the η-trajectory in the complex plane.
This cusp is the resonant pole in the complex plane. An example of such a trajectory
is displayed in Fig. 16.

The method was successfully applied to identification of the lowest π∗ resonances
of several heteroaromatic compounds (pyridine, pyrazine, and furan) [147]. The gen-
eral agreement of the resonance positions with the available experiment is better when
compared to results of the scattering methods described in the previous section. In
case of chlorouracil authors computed complex potential energy curves for abstrac-
tion of the chlorine atom [150]. They observed several π∗ resonances that appear
ineffective for the dissociation of the C–Cl bond. However, in a manner similar to
Fig. 11, these π∗ resonances undergo a crossing with dissociative σ∗ resonance and
thus providing a pathway for an indirect dissociation mechanism.

Fig. 16 Typical η-trajectory
of the 2B1 resonance of
H2CO at the ground
equilibrium geometry. The
CAP strength parameter η is
varied from 10−8 to 10−2 in
exponentially increasing
steps. Adapted from
Ref. [149], with permission
of Elsevier
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B Stabilization Methods

The so-called stabilization method [151] implements another tool for identifying the
resonance or metastable states of negative ions. The underlying idea of the approach
is based on an additional confinement of the studied system. Role of the confinement,
as in the case of the CAP method, is to make the continuum resonant wave function
bound. There are multiple variants of the stabilization method, they differ in ways
how the confinement is implemented. It can be realized by an additional potential
of a spherical-box shape [152], by a rotation of the coordinate into the complex
plane (complex scaling methods) [153, 154], or even by scaling of the exponents of
the Gaussian basis [155] thereby scaling the space available for the resonant wave
function.

In a stabilization study of the anion metastable states, one carries out a series of
calculations for different “box-size” parameters (they can be implemented as angles
of the rotation in the complex scaling method or the exponent scaling factors in
the orbital exponent stabilization approach). One then analyzes plots of the lowest
energies (or electron affinities) of such system as functions of the box-size parameter.
An example of such a plot is shown in Fig. 17. The eigenvalues associated with
discretization of the continuum, so called box states, strongly depend on the box
size and their energies fall steeply down as the box size increases. However, if the
metastable state exists, one also finds a series of avoided crossings as seen in Fig. 17.
This behavior results from the coupling of one state, whose energy is relatively
insensitive to the box size, to the box states. Since the lifetime of the resonance state
describes its coupling to the continuum, discretized to box states in this scenario,
the splitting of the avoided crossing can be directly tied to the resonance width
[151, 154, 156].

Simons and coworkers applied the method of the exponent scaling to several
analyses of the neutral and lowest adiabatic anion curves for systems consisting

Fig. 17 Example of a
stabilization plot showing
four eigenvalues as a
function of the orbital
scaling parameter,
illustrating the avoided
crossings due to the presence
of a metastable state.
Adapted from Ref. [155]
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of a base and a sugar-phosphate group [157–160]. Their interest focused on the
indirect DEA processes in which the low energy electron (∼1 eV) attaches to a
resonant π∗ orbital of a DNA base. Subsequently, this π∗ anion then undergoes a σ∗
sugar-phosphate C–O bond rupture and thus produces a SSB. The study was done
for cytosine [157, 158] and thymine [159]. Their quantum ab initio calculations
show that the lower adiabatic anion state is dominantly described by the excess
electron occupying a π∗ orbital of the base at stretched C–O bond lengths. Once
the C–O bond is elongated, this π∗ resonance crosses diabatically with the ribose-
phosphate σ∗ state that possesses a dissociative character. Authors also propose a
theoretical model that helps to eliminate the necessity of large number of calculations
on metastable anion states [160]. They introduce a simple 2 × 2 matrix model for the
diabatic crossing point together with a few physically reasonable and computationally
efficient approximations to the diabatic states. Such method then allows to compute
the rate of transition from the capturing π∗ state to the dissociating σ∗ state. Different
DNA damage mechanism is explored in a study [161] which suggests a possibility of
cleaving a thymine N3–H bond to generate a nitrogen-centered anion and a hydrogen
radical which might proceed to induce further bond cleavages.

An overview of these mechanisms by which low-energy free electrons attach to
DNA and cause strong (∼4 eV) covalent bonds to break, can be found in an interesting
review by Simons [162].

3.2 Nuclear Dynamics in the DEA

3.2.1 Resonance R-Matrix Theory

The resonance R-matrix theory [163] has been applied to study the DEA and resonant
VE of molecules where the motion of the nuclei during the dissociation can be
represented by a single reaction coordinate ρ. In case of the diatomic molecules,
this is simply the internuclear distance. In case of the polyatomic molecules, this
approach is approximative and the choice of the reaction coordinate is physically
motivated. Usually, it represents the minimum-energy dissociation path of the target
or it can be the normal coordinate corresponding to the separation of the products of
the fragmentation.

The foundation of the resonance R-matrix method is a separation of the coordinate
space of the electrons and nuclei into an inner region and outer region. The boundary
ρ0 of the one-dimensional inner region for the nuclear reaction coordinate is chosen
so that the crossing point of the anionic and neutral potential-energy curves, beyond
which the anion becomes stable, is located in the inner region.

The inner region for the electrons is defined by a sphere centered in the center
of mass of the target molecule and with such radius r0 that the exchange interaction
between the projectile and the target electrons can be neglected outside the sphere.
Therefore, the interaction of the projectile with the target in the outer region can be
approximated by a multipole potential. Only the terms representing the static dipole
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moment D(ρ) and isotropic part of the polarizability α(ρ) of the target molecule are
considered in the practical calculations [163]:

W (rN+1, ρ) = −D(ρ) · rN+1

r3
N+1

− α(ρ)

2r4
N+1

. (22)

The total wave function in the outer region is in the resonance R-matrix theory
expressed as follows:

• In the attachment region, where rN+1 > r0 and ρ < ρ0,

ψ(r1, . . . , rN , rN+1, ρ) = Aψ0(r1, . . . , rN , ρ)
∑∫

ν

ϕν(ρ)Fν(rN+1), (23)

where A is the antisymmetrization operator of the electrons, ψ0(r1, . . . , rN , ρ) is
the electronic wave function of the neutral molecule in the Born-Oppenheimer
approximation, ϕν(ρ), ν = 0, 1, . . . are the vibrational wave functions of the tar-
get. Substituting Eq. (23) into the Schrödinger equation, projecting onto
ψ0(r1, . . . , rN , ρ)ϕν ′(ρ) and employing Eq. (22) yields a set of coupled differen-
tial equations for the wave functions of the scattered electron Fν(rN+1). However,
the off-fdiagonal dipole and polarization coupling terms 〈ϕν(ρ)|D(ρ)|ϕν ′(ρ)〉 and
〈ϕν(ρ)|α(ρ)|ϕν ′(ρ)〉, respectively, are neglected for ν 
= ν ′ since the resonance
R-matrix method assumes that the direct excitation of the target molecule by an
electron impact is weak.

• In the dissociation region, where rN+1 < r0 and ρ > ρ0,

ψ(r1, . . . , rN , rN+1, ρ) =AψA(r1, . . . , rM)
[
ψB−(rM+1, . . . , rN , rN+1)φ(ρ)

+ ψB(rM+1, . . . , rN )

∫
ψp(rN+1)φP(ρ)dp

]
, (24)

where ψA(r1, . . . , rM) and ψB−(rM+1, . . . , rN , rN+1) are the electronic wave func-
tions of the neutral and anionic products of the DEA, respectively. The wave func-
tion of the nuclei in the dissociation-attachment (DA) channel is denoted as φ(ρ).
The wave function ψB(rM+1, . . . , rN ) represents the electronic state of the neutral
fragment B, ψp(rN+1) is the continuum wave function of the electron interacting
with this neutral fragment in the channel where the target molecule dissociates
into neutral fragments. Corresponding wave function of the nuclei in this channel
is φP(ρ). The relation between the relative momentum of the fragments in the
neutral dissociation channel P and the momentum of the scattering electron in the
continuum is established by the conservation of the total energy

Ee = ED + p2

2
+ P2

2M
. (25)
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The energy interval of the interest in the studies of the DEA is well below the threshold
of the electronic excitation. Therefore, the expansions of the total wave function in
Eqs. (23) and (24) include only the ground electronic state of the target molecule as
well as of the products and the electronically excited states are neglected.

The smooth matching between the wave function in the outer region discussed
above and the solutions of the Schrödinger equation in the inner region is formulated
using the R-matrix in the fixed-nuclei approximation. It can be expressed in terms
of the pole expansion [114] as

R(Ee, ρ) = 1

2r0

∑
i

γ2
i (ρ)

Ei(ρ) − Ee
, (26)

whereEi(ρ) andγ2
i (ρ) are the poles and amplitudes of the electronic R-matrix, respec-

tively, evaluated for the reaction coordinate ρ. In order to represent the electronic
resonance, the R-matrix (26) can be approximated by a one-pole function [164, 165]

Ra(ρ) = R(0)(ρ) + Rr = γ2(ρ)

E1(ρ) − Ee
+ Rr(Ee), (27)

where the amplitude γ(ρ), the pole E1(ρ) and the smooth function Rr(Ee) are the
parameters of the theory and they are fitted to the results of the ab initio fixed-nuclei
scattering calculations as discussed later in this section.

The denominator in Eq. (27) can be rewritten as

E1(ρ) − Ee = U(ρ) − V (ρ) + E − E, (28)

where V (ρ) and E are the potential and total energy of the neutral molecule, respec-
tively, U(ρ) = V (ρ) + E1(ρ) and E is the total energy of the whole anionic system.
Following Schneider et al. [166], the coupling of the electronic and nuclear motion is
taken into account by replacing the kinetic energy in Eq. (28) by the corresponding
operator:

E − V (ρ) → T ≡ − 1

2M

∂2

∂ρ2
. (29)

This replacement turns Ra defined by Eq. (27) into an operator. Its matrix elements
are obtained by its projection onto the asymptotic states defined by Eq. (23) and
Eq. (24). Smooth matching of the solutions of the Schrödinger equation with the
asymptotic boundary conditions of the incoming and outgoing wave performed on
the boundary of the inner region then yields the S-matrix of the DEA and resonant
VE [163].

Application of the resonance R-matrix method as it was formulated by Fabrikant
[163] to study the VE and DEA of HCl showed that the calculated cross sections of
the VE near the channel thresholds are sensitive to the value of ρ0 [91]. This issue was
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solved by a reformulation of the theory in terms of the non-local complex potential
[167, 168] where ρ0 does not explicitly appear.

The parameters of the theory are the fixed-nuclei functions that describe the neutral
target molecule and the anionic complex. The potential-energy curve of the neutral
targetV (ρ) is usually parametrized by the Morse potential with the parameters chosen
to reproduce the experimental dissociation energy and the vibrational frequency of
the normal mode corresponding to the reaction coordinate.

The potential-energy curve of the anionic complex U(ρ) is also parametrized by
the Morse potential. The parameters that determine the asymptotic energy are chosen
to reproduce the experimental electron affinity of the anionic fragment. Remaining
parameters are optimized to correctly reproduce the energy of the negative ion at those
values of ρ where it is stable and the fixed-nuclei resonance energy for those values of
ρ where the anionic complex is metastable. These energies are usually obtained from
the ab initio scattering calculations performed in the fixed-nuclei approximation.

The fixed-nuclei surface amplitude γ(ρ) and the background term Rr(Ee) are
optimized using the fixed-nuclei phase shifts obtained from the ab initio calculations
of the electron collisions with the target. The functions γ(ρ) andRr(Ee) are optimized
in such way that the electronic R-matrix (27) yields the fixed-nuclei phase shifts
in agreement with those obtained from the ab initio scattering calculations for all
relevant values of ρ.

3.2.2 Application of Resonance R-matrix Theory to Biological
Molecules

In order to study the DEA process in amino-acids and closely related molecules,
Gallup et al. [92] carried out the calculation of the DEA to formic acid and glycine
using the resonance R-matrix method [91]. The main goal of this work was to find
a mechanism of breaking the O–H bond. Previously published ab initio fixed-nuclei
calculations of the anionic complex potential-energy surfaces [94] suggested that
the out-of-plane distortions can couple the initially formed π∗ resonance with a σ∗
anion state and this makes the fragmentation possible. However, Scheer et al. [169]
in their later experimental study pointed out the arguments for invoking a single σ∗
resonance; the peak of the DEA cross sections in this fragmentation channel lies
0.5 eV below the energy of the COOH π∗ resonance. Gallup et al. [92] in their work
addressed the question, whether the planar geometry of the system can be preserved
during the fragmentation process or whether the coupling of the σ∗ and π∗ state plays
a significant role.

The reaction coordinate used in this study corresponds to stretching the O–H
bond along the minimum-energy dissociation path. The scattering phase shifts in
the fixed-nuclei approximation necessary to provide the parameters of the resonance
R-matrix method were obtained using the finite-element discrete model (FEDM)
method [170] combined with the variational technique for quasi-bound states [171].
As it is illustrated in Fig. 18 for case of HCOOH, calculated width of the σ∗ resonance
is relatively large at the equilibrium geometry Re and decreases slowly as the reaction
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Fig. 18 Resonant contribution to the scattering phase shift for formic acid for the internuclear
distances R = Re = 0.9695 (equilibrium geometry of the neutral molecule), R = 1.1, and R = 1.2
Å. Corresponding values of the reaction coordinate ρ are 0, 0.247, and 0.436 a.u. The solid lines
represent the results of the FEDM calculation, fit of the one-pole R-matrix [Eq. (27)] is represented
by the red dashed lines. Adapted from Ref. [92], with permission of American Physical Society

coordinate approaches the point where the negative ion becomes stable (see Fig. 19).
As can be seen in Figs. 20 and 21, even this broad σ∗ resonance yields cross sections
of the DEA that are in good qualitative agreement with the experimental results [172–
174]. The DEA cross section calculated for HCOOH is also quantitatively consistent
with the experimental data for energies above 1.1 eV. Although the theoretical peak
cross section for glycine is much higher than the normalized results of the experiment,
the qualitative agreement of the calculated and measured structures is encouraging.

Since the model of the nuclear dynamics by Gallup et al. [92] based only on
the broad σ∗ resonance and single reaction coordinate reproduced the experimental
results, the authors concluded that the σ∗/π∗ coupling does not play any significant
role in breaking the O–H bond by the electron impact, while the non-local effects of
the broad σ∗ resonance are essential. Similar mechanism was found responsible for
the DEA to the hydrogen halides [91, 163].

This conclusion stimulated a discussion between Gallup et al. [92] and the authors
of the previous theoretical study [94] proposing the DEA mechanism via σ∗/π∗
coupling [175–177]. Rescigno et al. [175] in their comment admitted that the non-
local effects can play an important role in the DEA to the formic acid. However, they
claimed that their detailed ab initio study of the electron collisions with HCOOH
in the fixed-nuclei approximation [94] does not show any sign of a σ∗ resonance at
equilibrium nuclear geometry within the energy range below 6 eV. Another issue
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Fig. 19 Potential-energy curves as functions of the effective reaction coordinate ρ (representing
the O–H bond). Vibrational energy levels are shown by horizontal lines. The solid anion curve
corresponds to formic acid and the dashed line represents the anionic curve for glycine. Adapted
from Ref. [92], with permission of American Physical Society

Fig. 20 DEA cross sections for formic acid. Solid and dashed curves represent the results of the
calculation for two different fits of the fixed-nuclei ab initio results. Dotted curve corresponds to
the experimental data [172, 173]. Adapted from Ref. [92], with permission of American Physical
Society
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Fig. 21 DEA cross sections for glycine. Solid and dashed curves represent the results of the
calculation for two different fits of the fixed-nuclei ab initio results. Dotted curve corresponds to the
experimental data [174]. Adapted from Ref. [92], with permission of American Physical Society

pointed out in this comment is related to the dipole moment of the formic acid.
Although HCOOH possesses a subcritical value of the dipole moment at equilibrium
nuclear geometry, a small stretch of the O–H bond increases it to a supercritical value.
Rescigno et al. [175] claim that Gallup et al. [92] did not consider this important effect
in their model and that the shape of the negative ion potential curve, as it approaches
the neutral curve from the region where the former is bound, is inconsistent with
the behavior characteristic of a strongly polar target (see Fig. 19). Rescigno et al.
[175] proposed an experiment to resolve the question of the motion of the hydrogen
atom bound to carbon during the dissociation of the O–H bond. In order to study this
effect, the DEA cross sections can be measured for the deuterated species, DCOOH.
Rescigno et al. [175] expected this cross section to be smaller than the one measured
for HCOOH, since the required out-of-plane motion would be slower. On the other
hand, if the electron is attached directly to the OH group, the isotopic effect would
be small. This experiment was performed by Janečková et al. [178] showing only
small effect of the out-of-plane distortion during the fragmentation.

Vibrational Feshbach resonances (VFRs) represent another interesting phenom-
enon observed in the DEA and resonant VE of neutral molecules with large dipole
moments. Gallup and Fabrikant [93] studied the VFRs in the DEA to uracil using the
resonant R-matrix method. The authors performed an one-dimensional calculation
of the nuclear dynamics for the DEA loss of the hydrogen atom from the N1 site (see
Fig. 22). This fragmentation involves a broad σ∗ shape resonance and VFRs, and,
therefore, requires the non-local approach. The dipole moment of uracil is D = 4.7
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Fig. 22 Left panel Molecular structure of uracil. The arrow indicates the direction of the dipole
moment. Right panel Potential-energy curves as functions of the N1–H distance relative to equi-
librium (Re = 1.890 a.u.). The two anion curves (solid black and dashed blue) are the R-matrix
poles for two different parametrizations of the model. Circles are corresponding energies from the
FEDM calculations. The red dotted line is the dipole anion curve corresponding to the same model
as the blue dashed line. The horizontal lines indicate the positions of vibrational energy levels of
the neutral molecule. Adapted from Ref. [93], with permission of American Physical Society

D. Although no evidence of a broad σ∗ resonance at low energies was found in previ-
ously published ab initio fixed-nuclei scattering calculations, Winstead and McKoy
[137] found a broad peak in the partial A′ cross sections centered around 8.5 eV and
the authors claim that it is due to a σ∗ shape resonance. Gallup and Fabrikant [93]
conclude that this situation is similar to formic acid and glycine [92] and that the
resonance is very broad and “hidden” in the background scattering predominated by
the long-range dipole and polarization interaction.

Calculated DEA cross section is plotted in Fig. 23. Very pronounced VFRs are
seen, particularly two resonances below the ν = 2 and ν = 3 excitation thresholds.
This is the first case when two VFRs in DEA are produced near the same vibrational
threshold. This is a consequence of a high dipole moment of uracil.

DEA to biologically relevant molecules in water environment represents another
difficult challenge for the theoretical research. Smyth et al. [179] studied the DEA to
uracil in the water cluster environment using a multiple-scattering method developed
by Caron and Sanche [180] and later employed to study the DEA to molecules
in a cluster environment by Fabrikant et al. [181]. Smyth et al. [179] performed a
calculation for five water molecules surrounding uracil where their mutual orientation
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Fig. 23 DEA cross section for uracil. The solid curve is the non-averaged cross section, the dashed
curve is the cross section folded with a Gaussian distribution of width 0.07 eV. The vibrational
excitation thresholds are indicated by arrows. Adapted from Ref. [93], with permission of American
Physical Society

was optimized using a density-functional theory (DFT). The DEA cross section
calculated for the case of the water environment is considerably enhanced compared
to the cross section calculated for an isolated molecule (see Fig. 24).

Fig. 24 Dissociative
electron attachment cross
section for isolated uracil
(solid curve) and uracil
embedded in the (H2O)5
water cluster. Dotted red
curve is the cross section
calculated with inclusion of
scattering by all molecules in
the cluster. Dashed blue
curve is the cross section
calculated with inclusion of
scattering by only water
molecules. Adapted from
Ref. [179], with permission
of AIP Publishing
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The authors attributed this enhancement to the reduction of the resonance width
due to electron trapping in the water environment [181]. In addition, the water clusters
cause a negative shift of the potential-energy curves that leads to further increase of
the DEA cross section.
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Photoprocesses with Biomolecules
in the Gas Phase

Paola Bolognesi and Lorenzo Avaldi

Abstract The basic processes in molecules of biological interest induced by the
absorption of VUV and soft X-rays are reviewed. The study of excitation, ionisation
and dissociation in the gas phase on the one hand provides detailed information on the
electronic structure and geometry that determine the functioning of these molecules
in macroscopic systems and, on the other hand, sheds light on the microscopic effects
of radiation damage in living cells.

1 Introduction

The electronic structure and geometrical arrangement (conformation, isomerisation,
tautomerisation) of atoms and molecules, the basic constituents of matter, determine
the functioning of systems at the macroscale. This is particularly true, in the case of
biomatter, where for example the functionality of complex molecules, like enzymes
and proteins built up by 20 different amino acids up to a size in the nanometer to
micrometre range, is in close relation to the details of their conformation. Another
example is the radiation damage where the macroscopic effects induced in living
cells by the absorption of ionizing radiation are closely related to the structural and
chemical properties of their molecular constituents, with processes initiated at the
atomic and molecular level. It is well known, for example that substantial damage to
DNA/RNA can be produced by slow electrons with energy of a few eV [1], produced
either directly or via ionisation of the medium they are immersed in. In this field,
atomic and molecular physics can provide a valuable contribution both experimen-
tally and theoretically. Gas phase studies enable to disentangle the intrinsic properties
of the molecules from those due to the interaction with the environment. Indeed the
approach which begins with the characterisation of the building blocks of complex
biological systems (bases, nucleosides and nucleotides for DNA, amino acids and
peptides for proteins) and the understanding of the very basic physical chemical

P. Bolognesi (B) · L. Avaldi
CNR-Istituto di Struttura della Materia, Area della Ricerca di Roma 1,
via Salaria km 29.300, CP10, 00015 Monterotondo, Italy
e-mail: paola.bolognesi@cnr.it

© Springer International Publishing Switzerland 2017
A.V. Solov’yov (ed.), Nanoscale Insights into Ion-Beam Cancer Therapy,
DOI 10.1007/978-3-319-43030-0_6

209



210 P. Bolognesi and L. Avaldi

processes due to the interaction with ionising sources to systems of increasing com-
plexity (clusters, hydrated clusters, nanoaggregates) provides important benchmark
data for studies in liquid solutions or in the solid state. Moreover, studies of isolated
biomolecules can benefit from the armoury of all theoretical techniques developed
for polyatomic molecules, such as ab initio calculations and DFT methods.

The understanding of the physics and chemistry of isolated molecules of biological
interest can also provide relevant contribution to biotechnological applications, such
as sensors and molecular electronics, astrochemistry and astrobiology, where for
example key information on the origin of life in the universe is provided by the
understanding of the chemistry of relatively simple molecules in an environment
subject to ionizing radiation.

This chapter is devoted to the description of photon induced processes in mole-
cules of biological interest in gas phase. Several radiation sources have been used to
investigate the interaction of “light” with biomolecules, from IR and UV lasers, to
VUV and X-ray sources at fixed wavelength as well as synchrotron radiation. Syn-
chrotron radiation with its tunability over a broad energy spectrum and synchrotron
based spectroscopic techniques represent a unique combination to investigate the
absorption of a defined amount of energy by the molecule, sometimes even at a spe-
cific bond or molecular site, and then to probe the effects of this excitation on the
electronic structure and stability against fragmentation of the molecule. Thus most
of this chapter will be devoted to the study of photoprocesses excited by synchrotron
radiation. It can be easily predicted that the advent of Free Electron Lasers, FELs,
and High Harmonic Generation, HHG, sources with intense pulses, whose duration
is only a few fs or even hundreds of as, will produce a step forward in the understand-
ing of the dynamics and energy flow in biomolecules. Indeed these sources allow a
time-resolved study of the processes occurring between the energy absorption and
the manifestation, for example of the damage or de-excitation and ‘repair’. This will
lead to the control and proper handling of the process itself.

The chapter is organised as follows. Section 2 is devoted to the experimental meth-
ods used in the studies of molecules of biological interest. In Sect. 3 the applications
of the different techniques to nitrogenous bases, amino acids and peptides are re-
ported briefly. The subsections address the different wavelength regimes and one of
them is devoted to time dependent studies based on pump-probe experiments, which
are benefitting of the advent of FEL and HHG sources. Finally Sect. 4 is devoted to
some perspectives and conclusions.

2 Methods

Most biomolecules, including even the smallest such as nucleobases and amino acids,
are solid at room temperature and they have to be brought into the gas phase to be
studied at the single molecule level. This poses new challenges compared with the
investigation of atoms or smaller and more volatile molecules. Thermal evapora-
tion has the advantage of producing a beam of neutral molecules. In the case of
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DNA/RNA bases a solid ring structure makes these molecules (except for guanine)
quite resistant to thermal decomposition, so that they can be evaporated from ovens to
produce effusive or supersonic beams of neutral molecules. In other cases, e.g. some
nucleosides and amino acids, great care has to be taken to characterise the working
conditions that guarantee the evaporation of intact molecules. For most of the more
complex systems, especially if they contain reactive side groups such as carboxylic
acid, hydroxyl, and sulfhydryl thermal evaporation cannot be employed, due to the
fragility of the targets. In such cases, alternative and more elaborated approaches
like Electrospray Ionisation (ESI) [1], Matrix-Assisted Laser Desorption Ionisation
(MALDI) [2] and Laser-Induced Acoustic Desorption (LIAD) [3] have been suc-
cessfully used instead of thermal evaporation. These techniques allow to bring large
species intact in the gas phase. However, they also present some drawbacks, as the
formation of protonated/de-protonated or multiply charged biomolecules in the ESI,
possible contaminations from the matrix molecules and solvents in the MALDI, a
pulsed source in the LIAD and, in all cases, the low density of the sample.

The approaches to produce the target beam are briefly described in Sect. 2.1,
while the typical spectroscopic techniques regarding the detection of electrons and
ions produced in the photo-induced processes, detected both separately and in time
coincidence, are briefly reviewed in Sect. 2.2.

2.1 The Targets

The typical experimental set-up used for the evaporation of small biomolecules is
composed of a resistively heated oven that heats a crucible containing powder of
the target molecule. The heating is often provided by ceramic insulated wires or
commercial Thermocoax heaters [4], which provide up to several tens of Watts of
power. The winding of the oven should be non-inductive to avoid spurious magnetic
fields in the set-up. Furthermore, the top and the bottom of the crucible are normally
held at slightly different temperatures, with the top being hotter than the bottom in
order to prevent condensation and blockage of the narrow orifice at the exit of the
crucible. The oven is contained in a high or, even better, ultrahigh vacuum chamber,
bakeable and equipped with a cold finger facing the oven, to trap the vapour. The cold
trap limits the contamination of the set-up and helps maintaining a low background
pressure, which is particularly important in mass spectrometric studies of biomole-
cules, where the relatively low density of the vapour beam requires low background
pressure in order to produce a good signal-to-noise ratio. Efficient trapping is also
necessary to prevent deposition of an insulating layer on the electrodes of the electron
and ion analysers, which can seriously affect their efficiency and stability. Last but
not the least, baking the entire vacuum system is an efficient way to clean the set-up
of residual contaminations; this is a standard procedure for Ultra High Vacuum sys-
tems and it is best to provide this capability even for high vacuum systems. Design
considerations for ovens have been published for evaporation of metal vapours [5]
and similar ideas have been recently adapted and optimised for the evaporation of
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fragile biomolecules [6–11]. These more specific approaches are based on the use of
non-metallic and more inert materials for the crucible, strict control of the working
conditions and a careful characterisation of the thermal decomposition of the target
molecules. The biomolecular sample can also be applied as saturated solution onto
pre-cleaned fibreglass wool, which can be then packed tightly inside, for example
an externally heated glass tube. This method serves to increase the surface area, thus
enhancing the thermal desorption rate over the thermal decomposition rate [12].

2.2 Analytical Methods

Despite laboratory sources, like rare gases discharge lamps, have been used in the
early photoionisation experiments on valence shell, synchrotron radiation has be-
come the most ‘popular’ and effective radiation source for these studies due to the
broad range of tunability of the photon energy, continuous from the UV to hard X-
rays. This allows for photoionisation and photoexcitation experiments, able to map
out both occupied and empty states respectively, of the valence as well as inner shell
orbitals of the target. Photo Emission and X-ray Photoemission Spectroscopies (PES
and XPS), where the kinetic energy (KE) of the photoionised electron is measured
at a fixed photon energy (hv), allows reconstruction of the electronic distribution
of the molecular orbitals of binding energy BE = hv – KE. The typical PES/XPS
set-up is based on electron optics principles and uses well defined geometries and
electric fields to guide and select the electrons according to their kinetic energy and
angle of emission. One of the most common, for example is the hemispherical de-
flector analyser, typically composed of an electrostatic lens, the energy selector and
the detector. The electrostatic lens is responsible for the acceptance, transport and
focusing of the electrons from the interaction region to the entrance of the hemispher-
ical analyser, where the electron trajectories are ‘deflected’ according to their kinetic
energy passing through a radial field. One or more detectors placed at the exit of the
hemispheres detect the ‘selected’ electron, and their kinetic energy is reconstructed
according to well-known equations.

In the valence shell, see Fig. 1, especially from comparison with theoretical pre-
dictions, important information about the electronic charge distribution of the orbitals
in the molecule can be derived. In the inner shell the localised nature of the core elec-
trons implies that each atom is affected by its surrounding chemical environment and
site-selective information can be obtained. The use of the binding energy shifts to
extract chemical information is also known as Electron Spectroscopy for Chemical
Analysis (ESCA) [13]. Subtle differences among families of similar molecules (e.g.
isomers or analogues), or the effect of functionalisation can be identified, assessed
and discussed in terms of the measured and calculated inner shell chemical shifts.

Complementary information to that provided by electron emission, which probes
the occupied states, can be obtained by probing the empty states. Near Edge X-
ray Absorption Fine Structure (NEXAFS) spectroscopy provides electronic structure
data, promoting core electrons to empty (excited) states [14]. The experiments, which
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Fig. 1 Schematic of the valence shell photoionisation processes leading to photoemission and
molecular fragmentation, with the corresponding measurements of the PES spectrum and the AE
of an ionic fragment (see text)

necessarily require tunable photon energy, can be performed by scanning the photon
energy across an inner shell threshold and measuring a signal that is proportional to
the absorption cross section, for example the total ion yield, see Fig. 2. In biomole-
cules, C, N, O and S are typically the atoms that can be probed in the soft X-ray
region, near their respective K-edges. A simple method of measuring the NEXAFS
spectrum is to use an ion detector, placed at the magic angle, consisting of a channel
electron multiplier or channel plate, and to measure the current, or number of ions
(pulse counting).

Electron energy distributions measured over a broad range of kinetic energies from
zero up to hv can be used to characterise the complete electron emission spectrum
due to the photoemission as well as to the Auger decay of core ionic states or au-
toionisation of neutral excited states. If the electron spectrum is measured at a photon
energy corresponding to a resonant core excited state, previously determined using
NEXAFS, the technique is known as Resonant Auger spectroscopy. Similarly, au-
toionisation photoelectron spectra are due to excitation to a resonant valence excited
state, which subsequently decays by emitting an electron. They differ from normal
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Fig. 2 Schematic of the inner shell excitation/ionisation process followed by electron decay and
molecular fragmentation. In the insets a NEXAFS and XPS spectra of the pyrimidine K-edge and
a mass spectrum taken at few eV above C(1s) threshold are shown

Auger spectroscopy because they involve the decay of a neutral excited state to a
singly charged ionic state, whereas in the normal Auger process a singly charged ion
decays to a doubly charged ion. Specially on biomolecules, the full electron emission
spectra, including photoelectron, autoionisation, Auger and Resonant Auger electron
characterised at different photon energies are useful benchmark data for Monte Carlo
and Ion Tracking simulation codes, used to evaluate the direct and indirect radiation
damage due to the interaction of ionising radiation with a biological medium. The
valence and core electron spectra are also useful as benchmark data for calculations
of molecular properties based on the electronic structure, particularly in the valence.
If the calculation can reproduce accurately the measured valence and core spectra,
and also the geometric structure (usually the calculated structure is compared with
crystallographic data), then it is reasonable to expect that other calculated properties
are accurately predicted, for example dipole and multipole momenta, appearance
energies, electron and proton affinities, reaction rates, etc.

If the ion detection is performed using a technique that disperses the fragments
according to their mass, then even more information is obtained, and the technique is
known as photoionisation mass spectrometry (PIMS). The most common detectors
are time of flight (TOF) [15] and quadrupole mass spectrometers (QMS). In the TOF
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spectrometer the ions are dispersed according to their mass over charge ratio (m/z),
which determines their flight time to the detector. In the QMS, a radiofrequency
field provides the m/z selection, where only a specific m/z, within the instrumental
resolution, will travel to the detector while the other ones are lost through the QMS
bars. With these detectors, the molecular fragmentation pattern is measured at fixed
photon energy, and it is possible to relate the absorbed photon energy to the prod-
ucts of dissociation. The NEXAFS spectrum can be reconstructed by scanning the
photon energy and reporting the total ion signal at each photon energy. Valence band
ionisation can leave the molecule in its ground ionic state, which may or may not be
stable, or in other excited ionic states up to a binding energy equal to the exciting
photon energy, hv. Since excited electronic states contain more internal energy than
the ground ionic state, they have a greater tendency to fragment. As the photon en-
ergy increases, more of these excited ionic states are produced, leading to stronger
dissociation and to the opening of new fragmentation channels, with the possibility
for molecular rearrangements and multiple bond breakings. These processes can be
investigated and quantified in the study of the appearance energy (AE), which is the
minimum energy required to produce a particular fragment ion in a specific mole-
cule. Experimentally, the AE is determined by selecting a fragment and measuring
its ion yield versus photon energy, see inset of Fig. 1. By fitting the spectrum with
two straight lines, the first onset of the ion signal is determined. Interestingly, while
the experimental determination of the AE is unique, the theoretical value depends not
only on the geometry of the charged fragment, but also on the structure of the neutral
fragments and on the fragmentation mechanism, providing essential information in
the dynamics of molecular fragmentations.

In the soft X-ray region, excitation of core level resonances most likely gives rise
to fast electron decay via Resonant Auger emission on the fs timescale, followed
by molecular fragmentation on the ps or longer timescale. The situation is complex
and the molecular fragmentation hard to predict, because even if the excitation was
initially localised on a specific molecular site, after the electronic decay a delocalised
valence excited state is produced in which the energy flows through the molecule
before fragmentation. For ionisation, rather than excitation of a core level, the core
hole decays via an Auger process, again on the timescale of a few fs, and most likely
produces a doubly charged ionic state with both holes in the valence band (KVV
decay). The fragmentation is then very rapid (if the molecule is not too large) as
there is a strong Coulomb repulsion between the two holes. However, this situation
is also rather complicated, as there are very many two-hole states, and it may be
difficult to identify them.

The simultaneous detection of electrons and ions in time coincidence, i.e. from
the same ionisation event, allows for a better control over the many variables in the
physical process, adding further insights into molecular fragmentation. In photoelec-
tron photoion [17] and photoelectron photoion photoion coincidence (PEPICO and
PEPIPICO) [18] experiments, electrons and ions are detected in time coincidence in
order to identify the ones which are generated in the same ionisation event. Figure 3
shows the example of a set-up used in electro-ion coincidence experiments. The ba-
sic idea of a coincidence experiment is that correlated particles are generated at the
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Fig. 3 The PEPICO set-up
used at the Gas Phase
photoemission beamline of
Elettra is composed of a
hemispherical electron
analyser and a TOF mass
spectrometers mounted
opposite to each other at the
magic angle for synchrotron
radiation experiments. The
superimposed schematics
show the electron (blue) and
ion (green) analysers as well
as the photon beam path
(violet arrow) [16, courtesy
of Maclot]
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same time and they have a fixed time delay in their arrival time to the detectors, while
uncorrelated particles are generated in different ionisation events and therefore will
have a random distribution in their arrival times. Therefore the measurement of the
time distribution of the difference in the arrival time of these particles will display
correlated events, called ‘true coincidences’, as a peak on a flat background of un-
correlated events, called ‘random coincidences’. In practice, in these measurements
the ionisation rate is reduced to a sufficiently low value that in a given time interval
(the time resolution of the detection system), there is likely to be only one ionisation
event. In these experiments the electron kinetic energy determines which valence or
inner shell orbital has been ionised, providing state- and site-selectivity (for valence
and core ionisation respectively), while the measurement of the mass spectrum in
coincidence gives information about the molecular fragmentation of that specific
state. In the PEPIPICO experiments, also the detailed description of the dissociation
process of doubly/multiply charged ions and the determination of kinetic energy re-
leased in the process (available from TOF spectrometers) can be achieved providing
a very comprehensive picture of the dynamics of fragmentation.
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3 Applications to Nitrogenous Bases, Amino Acids
and Peptides

In this section some applications of the above-mentioned techniques to a few classes
of biomolecules like nucleobases, their parent compounds, derivatives and analogues,
amino acids and their derivatives and oligomers, pharmaceuticals and other mole-
cules with biochemical roles like antibiotics, sugar or lipids are collected. Among
the very many excellent results that can be found in the literature concerning the
study of biomolecules in the gas phase, the reported literature is far from being a
comprehensive review, and we will display in some more details just a few cases
in order to provide very brief examples of the implementation of the spectroscopic
techniques previously illustrated.

3.1 Excitation and Ionisation in the VUV Range
(laboratory Source and Synchrotron)

In the VUV range the electronic charge distribution of the empty orbitals below the
first ionisation potential and of the first few molecular orbitals in the valence and
inner-valence shells can be accessed. The comparison with theoretical predictions
helps to understand the electronic properties and to model the chemical behaviour of
the investigated molecules. PES and PEPICO experiments in the valence region can
be performed by both rare gas lamps laboratory source (see, for example [17, 19–
22]) as well as synchrotron radiation in DNA bases [23–26], amino acids [27–31],
pharmaceuticals and other related biomolecules [32–39], while the tunability of the
synchrotron radiation is compulsory for the study of empty orbitals [40, 41].

The valence photoelectron spectra allow the understanding of the nature of the
outer orbitals and how the molecule is bound. Due to the complexity of the target
these spectra generally exhibit broad overlapping bands, often resulting from several
unresolved tautomers and conformers, with little evidence of resolved vibrational
structure so that their interpretation much relies on ab initio and sophisticated theo-
retical calculations, like for example ADC(3) [25, 26] and TDDFT B-spline LCAO
methods [24, 40], for both the outer and inner valence regions. Figure 4 shows an
example of the joint experimental and theoretical study of the photoelectron spectra
of halogenated pyrimidines, where the role of different halogen substitutions to the
pyrimidine ring is investigated. These molecules are prototype radiosensitisers for
selectively enhanced radioterapic effect in cancer treatment. Even though belong-
ing to the same family and therefore very similar, the spectra clearly display some
differences due to the presence of the halogen substitution. The substituent effects
on the orbitals of the pyrimidine ring can be discussed as a function of the identity
and position of the halogen atom. The shifts of the binding energies of these orbitals
can be accounted for by a combination of the inductive and resonance effects of the
halogen atoms of the ring orbitals [21].
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An experimental approach to support the theoretical assignment and overcome the
limited resolution in PES spectra is based on the measurement of the photoelectron
angular distribution [25, 42] that, based on the different behaviour of the asymmetry
parameter of π- and σ -type orbitals, is able to distinguish between orbital types and
is particularly useful in binding energy regions containing overlapping photoelec-
tron bands. The photoelectron angular distribution displays also a chiroptical effect,
observed as a strong forward/backward asymmetry, with respect to the photon prop-
agation axis, when circularly polarised radiation is used to photoionise gas phase
enantiomers. It has been shown that the new observable in the photoelectron angular
distribution with circularly polarised radiation, the chiral parameter, is extremely
sensitive to static molecular structures, chemical substitution, conformers, dimeri-
sation and clustering [43]. The application to the amino acid alanine [44] showed
that the technique provides a plausible conformer population in a genuine biological
floppy system and it can be a precious tool for the study the electronic structure as
well as molecular structures of biopolymer building blocks in a bottom/up approach
of biomolecular complexity.

An alternative method to traditional PES measurements consists of high-resolution
Threshold PhotoElectron (TPES) and Threshold PhotoElectron Photoion Coinci-
dence (TPEPICO) spectroscopy. These techniques have been recently used to mea-
sure vibrationally resolved photoelectron spectra of DNA/RNA bases and amino
acids [45–49], for both the ground and lowest electronic states, and allowed precise
determination of vertical ionisation energies.

From the simple molecules of DNA/RNA and amino acids, the natural evolution in
the study of elementary biomolecules leads to the investigation of their more complex
structures, the nucleosides and peptides for DNA chain and proteins, respectively.

In the two cases, the glycosidic and the peptide bonds play a fundamental role
in the formation of long and complex chains of biomolecules that, beginning from
relatively few and simple building blocks provide the essential mean for the devel-
opment of life, with storage and replication of the genetic information as well as for
the most differentiated functions performed by proteins. Therefore, it is extremely
interesting to investigate the electronic structure of these more complex compounds,
also to understand how the properties of the single, isolated molecule is affected
by the presence of neighbouring molecules present in their natural biological envi-
ronment. Unfortunately, due to the fragility of these relatively complex molecules
against thermal decomposition, only some selected targets have been investigated in
their neutral form, mostly by mass spectrometry, which requires less density than
photoemission experiments. However, several photoemission studies are reported in
the case of dipeptides containing glycyl [29, 50] and cyclic dipeptides like Glycyl-
Glycyl (cGG), Leucyl-Prolyl (cLP), Phenylalanyl-Prolyl (cPP) [30], Histidyl-Glycyl
(cHisGly), Tyrosyl-Prolyl (cTyrPro) and Phenylalanyl-Phenylalanyl (cPhePhe) [31].
These last compounds have a solid ring structure, which makes them resistant in
the evaporation. These joined experimental and theoretical studies via valence and
inner shell photoemission spectroscopy compared with similar results obtained for
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Fig. 4 He I photoelectron spectra of pyrimidine and some halopyrimidines. The sticks indicate the
ab initio ionisation energies calculated using the B3LYP [21] while the Hartree–Fock molecular
orbitals refer to the case of pyrimidine

their constituent isolated molecules, concluded that in most cases the side-chains
interact weakly with the central moiety. Thus a building block approach, in which
the chemical properties can be considered to be the sum of those of the functional
groups making up the cyclic dipeptide, can be substantially justified.
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3.2 Excitation and Ionisation in the Soft X-Ray

In the inner shell, the localised nature of the core electrons implies that each atom is
affected by its surrounding chemical environment and site-selective information can
be obtained. Subtle differences among families of similar molecules (e.g. isomers or
analogues), or the effect of functionalisation can be identified, assessed and discussed
in terms of the measured and calculated inner shell chemical shifts. Even though XPS
measurements can be performed also with laboratory sources [51] as analytical tool,
most of the recent XPS studies on biomolecules in the gas as well as the NEXAFS
experiments have been performed with synchrotron radiation for DNA bases [52–
60], amino acids [28, 30, 46, 61–63] and peptides [29–31, 64, 65] as well as other
related biomolecules like pharmaceuticals or neurotransmitters [35–38, 59, 66–69].
Further than a conventional analytical tool, XPS spectroscopy has also been used to
unravel intriguing structural and dynamical effects peculiar of biomolecules, like the
interplay of different tautomeric forms in DNA bases, the population of a variety of
conformers in amino acids or the interplay of resonant and inductive effects in the
shielding of core holes in aromatic pyrimidinic rings.

The structure of DNA bases plays a fundamental role in the proper base paring
mechanism in the DNA chain [70]. Indeed, in the gas phase and at temperatures
of several hundreds Kelvin, a few tautomers of guanine and cytosine are signifi-
cantly populated, whereas thymine, adenine and uracil exist in a single form [55,
and references therein]. The group of Prince et al. at Elettra proved that core level
photoemission spectroscopy can be used to study tautomers in thermally evaporated
DNA bases, observing chemical shifts up to several eV [54, 55]. The advantage of
this technique is that, having a precise control over the evaporation temperature of
the experiment, the free energies of the sample can also be estimated and relative
abundance of the different tautomers predicted and compared to the experimental
results.

Amino acids are floppy molecules, presenting a rich variety and complexity in
the possible geometric and electronic structural forms that they may adopt, depend-
ing upon the interplay of a variety of intramolecular hydrogen bonding and electron
correlations. These different geometries, often achieved by rotation around a sin-
gle bond (conformers) are sometimes so close in energy that even slightly different
evaporation temperatures can populate several of them, so that they normally coexist
during the experimental measurements. The different conformers can be difficult to
be clearly identified in PES spectra, due to the delocalised nature of the valence
orbitals. However, it has been proved that in XPS spectra, where the core electrons
are very sensitive to the chemical environment, the binding energies of different
conformers can be as distant as 1 eV [62] so that XPS can be used to identify and
determine the relative populations of conformers of amino acids in the gas phase and
reveal important information on their ‘shape’. Conformer effects, clearly observable
in photoemission, appear to be more difficult to resolve in photoabsorption, proba-
bly due to partial cancellation of the energy shifts of opposite signs from the core
hole states and unoccupied orbitals [52]. Nevertheless, the NEXAFS spectroscopy
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Fig. 5 C(1s) XPS spectra of
pyrimidine and halogenated
pyrimidines: experimental
results (open dots), fits with
asymmetric Gaussian
lineshapes (full line) and
DTF theoretical calculations
[66]
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remain a useful tool in the study of the molecular electronic structure, providing
insights about the nature of empty orbitals as well as some geometrical information
on molecular bond lengths [67].
As a last example, Fig. 5 reports the results of the XPS study of a series of the
halopyrimidine molecules [66] showing that, due to the higher electronegativity of
the halogen atom compared to the substituted hydrogen, all the carbon atoms but in
particular the one where the substitution has taken place are affected by halogenation
and their binding energies shift towards higher energies. However, deeper insights
regarding the resonant and inductive effects ruling the charge distribution in these
aromatic molecules can be gained with the support of DFT calculations. By analysing
the displacement of the electron charge density in molecules with a C(1s) core hole
(see Fig. 6) it can be clearly observed that, regardless of the location of the carbon
site, inductive effect drugs electron charge from neighbouring atoms while resonance
contribution (π) drugs electron charge from the atom in para-position. Therefore,
rearrangements of the electronic charge occurring in the pyrimidine derivatives to
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Fig. 6 Difference density maps (top and side views) of “standard” versus “core hole” calculations.
Panels (1), (2) and (3) represent the case of a core hole localised on the C5, C4 and C2 site,
respectively, see Fig. 4 for the numbering of atoms [66]. Blue and red zones represent positive and
negative isosurfaces, respectively

screen a core hole estimated by ab initio methods are in very good agreement with
the qualitative picture given by the inductive resonance model.
In biomolecules C, N, O and S are the typically constituent atoms. They can be probed
efficiently in the soft X-ray region near their K-edges. Thus it is not surprising that
there is no literature on the application of hard X-rays to isolated biomolecules, due
to the low absorption cross section for low Z elements.
However, nanoparticles are increasingly used in the biological field for drug delivery
due to their functional surface, which gives them the ability to bind, adsorb and carry
other compounds [71]. Moreover, their enhanced permeability and retention and the
easiness with which they are taken up by cells favours them with respect to other
carrier systems. Among nanoparticles, noble metal nanoparticles are preferred due to
their optical properties, non-toxicity and biocompatibility compared to the other met-
als. Wang et al. [72] have presented a comprehensive review of synchrotron radiation
based techniques using radiation up to several keV for the study of nanomaterials at
cellular and subcellular interfaces and their transformation it in vitro as well as of
the molecular mechanism of the reaction of nanomaterials with biomolecules, but to
our knowledge no studies of isolated nanoparticles have been yet reported.

3.3 Photofragmentation Studies

When the ionisation involves orbitals deeper than the ground state the charged mole-
cule begins to fragment. Thus mass spectrometry, AE as well as the PEPICO mea-
surements can characterise the molecular decomposition and link the production of
certain fragments to specific photon energies and ionic states. In the most simple
experiments, the fragmentation mass spectrum is measured at a fixed photon energy
displaying all the fragmentation channels already opened. These experiments can
be performed either at the fixed wavelength provided by discharge lamp laboratory
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Fig. 7 The PEPICO mass
spectra of
2-Bromopyrimidine
measured in the BE range
between 9.8 and 20 eV
(panels from 1 to 5). On the
right-hand side, the main
fragmentation patterns are
also indicated
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sources [27, 34] or by tunable synchrotron radiation [73–76]. When a TOF spec-
trometer is used in conjunction with a continuous ionisation source, then the trigger
for the measurement of the fragment flight time is typically given by the detection
of an unresolved photoelectron in a PEPICO experiment. When the detected photo-
electron is energy dispersed, then the PEPICO measurement also carry information
of the state-selected fragmentation of the different molecular orbitals [17], which
display marked selectivity, see Fig. 7.

A different approach to photofragmentation is represented by multi-photon ioni-
sation, MPI, or Resonant Enhanced Multiphoton Ionisation, REMPI. In these cases
a laser in the wavelength range 220–270 nm, a region typical of the π* excitation in
most of the molecules of biological interest, is used and the absorption of two or more
photons leads to the ionisation and fragmentation of the sample. This method has
been used by Barc et al. [77, 78] to investigate fragmentation of uracil, uracil–water
and adenine–water clusters.

The mass spectra of DNA bases and amino acids measured at different photon
energies have shown how the DNA bases, thanks to their cyclic structure, have a
higher survival probability to radiation exposition with respect to amino acids [74],
even though molecular fragmentation increases dramatically as the photon energy in-
creases [73]. Furthermore, it has been observed that photons seem to be more harmful
than electrons inducing molecular decomposition. Interestingly, peptides have been
observed to be more radiation resistant that their constituent amino acids [79, 80]
and synchrotron radiation VUV mass spectrometric studies of free polypeptides and
proteins in the gas phase [81–91] were able to shine some light in this observation.
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The study of the protonated pentapeptide (leu–enk) measured in the VUV photon
energy range 8–20 eV [84] has identified a possible mechanism to explain such in-
creased resistance of peptides. Specially in the higher photon energy range, Bari et
al. [84] observed that the fast intramolecular flow of the electron charge leads to the
loss of a charged side chain (tyrosine in leu–enk case), which could be an efficient
mechanism to ‘cool’ the remaining peptide, facilitating the survival of functional
peptide substructures after absorption of very energetic photons. González-Magaña
[81], in a photoionsation study of protonated synthetic peptides of increasing length,
YGnF (n = 0, 1, 3, 5, 10), observed that up to n = 5 fragment ions related to the side-
chains of the aromatic terminal amino acids Y and F dominate the fragmentation
patterns, demonstrating an efficient hole migration towards the terminal amino acids
upon photoionisation of the peptide backbone. However, beyond a certain peptide
length (n = 10) they also observed significant reduction in fragmentation, with large
dications and large singly charged ions that was attributed to a quenching of the
charge migration mechanism and the subsequent increased stability typical of the
large peptide regime [82]. In the case of the cytochrome c protein Milosavljevic et
al. [82] observed a strong connection between ionisation potential and protein con-
formation, ruled by the charged state, on one hand suggesting that the conformation
plays a crucial role in the protein photostability and, the other hand, proposing a
novel experimental approach to investigate protein structure in the gas phase [65].

A key feature of synchrotron radiation is the tunability of the photon beam over
a large energy range, which opens up the possibility of continuously monitoring the
consequences of photon irradiation on the mass spectra as a function of the wave-
length, that is often called ‘action spectroscopy’ [86, 91]. In the VUV range, this
allows for the measurement of the AE of biomolecules, which are very important in
order to explore their degradation pathways. In the small molecules, this information
permits assessment, on thermochemical grounds, of the possible ionic and neutral
products, as well as to propose the likely dissociation processes. Joint experimental
and theoretical investigations of DNA/RNA bases [92, 93] and their functionalised
analogues as halosubstituted DNA bases [32] and amino acids [49, 94, 95] for ex-
ample, have allowed to discuss the role that these biomolecules could have played in
the origin and development of life on earth as well as in applications like radiosensi-
tisers in radiotherapy for cancer treatment, providing deep insights in the very basic
mechanism of their decomposition. In the inner shell regions, where basically all
fragmentation channels are opened, the resonant excitation of core electrons can be
used to selectively deposit the energy on specific atoms in the molecules, performing
a site-selective study of the molecular fragmentation. The mass spectra measured
at several photon energies across inner shell thresholds display significant differ-
ences depending on the localisation of the core hole [58, 96, 97]. The more selective
PEPICO and Resonant Auger-Ion Coincidence experiments allow for both site- and
state-selective mass spectroscopy. The experiments performed in pyrimidine [96]
and 2-Bromopyrimidine [97] have clearly demonstrated that fragmentation follow-
ing inner shell excitation and valence photoionisation is exactly the same as long as
the final ion state reached by the decay of the core excited state or electron ionisation
are the same, see Fig. 8. This can be explained [97] by the fact that the fragmentation
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Fig. 8 The energy selected mass spectra of 2-Bromopyrimidine at a few BEs for the case of the
C2 (1s → π*) excitation (b) and valence photoionisation at 100 eV photon energy (c). In panels
(a) and (d) the C2 (1s → π*) RAE and PES spectra, respectively, are shown. The bars labelled 1
to 5 in panels (a and d) represent the selected energies, with corresponding energy resolution, for
the PEPICO measurements [97]

occurs on a timescale longer than the non-radiative relaxation of the inner shell va-
cancy. Thus, it is the charge distribution of the final singly charged ion that controls
the fragmentation, and the enhancements observed in the intensity of some fragments
of the mass spectra measurement across inner shell thresholds of pyrimidine and 2-
Bromopyrimidine is due to a combination of the state-selective fragmentation of the
molecular orbitals and an altered branching ration in the population of the valance
orbitals due to Resonant Auger decay. For the large biomolecules [63, 64, 98], the
mass resolved NEXAFS spectra of protonated peptides and proteins in the gas phase
qualitatively resemble the ones in the condensed phase, carrying information on the
inner shell excitations localised at different sites within the peptide.

At photon energies above the core ionisation, the most likely de-excitation process
is the Auger decay that efficiently populates fast dissociating doubly and multiply
charged ion state. In this case, in order to ‘localise’ the energy deposition into a spe-
cific molecular site, and have a complete control over the decay and fragmentation, a
multiple coincidence experiment, where the photoelectron, the Auger electron ad the
two charged fragments are detected in coincidence, should be performed. However,
due to the extremely differential information to be measured, such experiments are
at the limit of feasibility even for the most efficient set-ups. In alternative, several
experiments have been performed by detecting only one of the two ejected electrons,
either the photoelectron in nucleobases [57, 99], nucleosides [59, 100], ribose [69]
and amino acids [101], or the Auger electron [102] in electron energy resolved pho-
toion photoion coincidence (PEPIPICO) measurements. These experiments provide
detailed information of the dynamics of fragmentation and bond cleavage patterns
in doubly ionised molecules. These PEPIPICO experiments on nucleobases have
shown that the final fragments are produced directly by simple ring bond fractures
with some possibility of hydrogen migration without involving complex geometri-
cal rearrangements of the parent molecule, while in ribose a very strong damage
is observed following core ionisation, with the residual of very small fragments. In
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nucleosides, due to redistribution of the final valence shell holes, the fragmentation
does not exhibit any significant site-specific fragmentation and indeed cannot be
described by the fragmentation of separated nucleobase and ribose dications.

3.4 Time-Dependent Studies

The absorption of a photon from the IR to X-ray can initiate processes and chemical
reactions in molecules of biological interest. How these processes depend on the
time scales, energetics, and molecular distances has been the subject of considerable
research effort. The advent of radiation sources with tunable energy and duration,
which is comparable with the time scale of the nuclei, and, more recently, electronic
dynamics has disclosed the possibility to perform time-resolved studies with the aim
to understand as well as to control these processes. The technique adopted in these
studies, named pump-probe spectroscopy, involves the excitation of the sample by
one pulse train (pump) and the monitoring of the changes induced in the sample by
the second pulse train (probe), which is suitably delayed with respect to the pump.

The two examples reported below have been chosen considering the new chal-
lenges and opportunities disclosed by the advent of new excitation sources like the
soft X-ray Free Electron Lasers (FEL) and the ultra fast lasers.

UV(λ < 400 nm)-induced damage to DNA has profound biological consequences,
including photocarcinogenesis [103–105], thus it is not surprising that the excited
states of the nucleic acid are highly stable to photochemical decay, perhaps as a result
of natural selection during a long period of molecular evolution. This photostability
due to the rapid decay for electronic energy, has attracted and is attracting a lot of
interest. These studies benefit a lot by the development of fs lasers, VUV and soft
X-ray FEL’s and molecular beam techniques that allow the study of isolated DNA
bases despite their low vapour pressure and easy thermal decomposition, as well as
advances in quantum chemistry that have made possible the modelling of excited
states. Crespo-Hernandez et al. [106] reviewed in 2005 the impressive armoury of
experimental and theoretical techniques that have been used to study excited states
in nucleic acids and their constituents. All that work has shown convincingly that
the fluorescence lifetimes of single DNA bases in solution at room temperature are
in the subpicosecond range. For base monomers, the lack of solvent effects in the
condensed phase and the ultrashort lifetimes in supersonic jet experiments suggest
[103] that internal conversion is not the result of strong solute–solvent interactions,
but the inevitable outcome of nonadiabatic dynamics on the complex potential energy
landscape of the bases, leading to the redistribution of both charge and energy within
the molecule via the coupling of vibrational with electronic degrees of freedom. As
photoelectron spectroscopy is sensitive to both molecular orbital configurations and
vibrational dynamics, Ullrich et al. [12] used Time-Resolved PhotoElectron Spectra
(TRPES) to study the electronic relaxation processes in DNA and RNA bases adenine,
cytosine, thymine and uracil in a molecular beam. As opposed to other experimental
approaches, like for example time-resolved ion yield measurements [107], TRPES
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Fig. 9 Comparison of decay
traces extracted from two
dimensional global fits to
TRPES measurements of
cytosine, thymine and uracil
[12]. Black circles represent
the energy-integrated
photoelectron signal for each
channel and the red line is
the best fit. Four channels are
assumed: a Gaussian
component (blue), a short
(green) and a long-lived
(purple) exponential decay,
and a probe–pump signal
(grey). See text for details

allows for direct identification of the states involved in the electronic relaxation
process through projection of the excited state dynamics onto cationic states. Hence
photoelectron spectroscopy can provide information on the character of the excited
state and, since ionisation is always allowed, states appearing as ‘dark’ in absorption
can be probed. In the experiment pump wavelengths between 250 and 277 nm lead
to initial excitation of the bright S2(ππ∗) state and ionisation was then produced
by a pulse at 200 nm. The instrument response function of 160 fs Full Width at
Half Max (FWHM) allowed the determination of time constants down to about
20 % of the cross-correlation FWHM, i.e. 40 fs. The main attention has been placed
on adenine and the results show that the initially prepared bright S2 (ππ*) state
decays rapidly (<50 fs) to the S1 (nπ*) state, which has a lifetime of 750 fs. There
are also indications for an additional decay pathway consistent with the theoretically
predicted S3(π σ*). The results for the pyrimidine bases, Fig. 9, displayed a dynamics
with a multi-exponential decay: an ultrashort decay <50 fs followed by a slower one
in the range of several hundreds of fs (820 fs for cytosine, 490 fs for thymine, 530 fs
for uracil) and a ps channel (3.2 ps for cytosine, 6.4 ps for thymine, 2.4 ps for uracil).

These time constants are consistent with calculations of the potential energy sur-
face [108–112], but the assignment of the transients to electronic or nuclear relaxation
varies among theoretical models. Approaches based on linear interpolation [110] or
minimal energy paths [111] predict a barrierless fast decay to the electronic ground,
thus an electronic relaxation. Dynamic simulations [108] predict an indirect path
[112] where the initial ultrafast nuclear relaxation into the ππ* state involves the
C–O stretch, with the population trapped for picoseconds behind a reaction barrier.
This suggests an interpretation of the 100 fs constant as a nuclear relaxation. Ultra-
fast pump-probe optical spectroscopies due to the reduced Franck–Condon overlap
upon vibrational relaxation are unable to disentangle among these models. An alter-
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native is provided by XPS or Auger electron spectroscopies, which can core ionise
the molecule at any nuclear geometry. Time-resolved studies in the core shell region
needed the advent of X-ray FELs where the evolution of the wavepacket in the va-
lence excited states is followed by monitoring its effects on the inner shell binding
energies, in a direct way by XPS and indirectly by Auger electron spectroscopy.
Due to the state- and site-selectivity of the core spectroscopy the dynamics of the
excited molecule can be observed by a ‘local’ point of view. A first experiment [113]
exploited the short duration (50–80 fs) of the LCLS at the SLAC National laboratory
to ionise the O1s in thymine following the excitation of a 70 fs UV pulse of 266
nm. The O KVV Auger spectrum, measured as a function of the delay between the
two pulses, showed a dominant 200 fs electronic relaxation of the photoexcited ππ*
state and lead to the conclusion that, under the conditions of that experiment, the
majority of the excited-state population is not efficiently trapped by an excited-state
reaction barrier. On the other hand some preliminary results on the time-resolved
XPS of C1s on uracil [114] also measured at LCLS appear to support the existence
of a reaction barrier as previously predicted [108]. Thus, still there are many remain-
ing puzzles to completely disentangle the nature of the photostability of nucleobases
to UV radiation damage.

Transfer of electronic charge within a single molecule plays a key role in catal-
ysis, DNA damage by ionizing radiation, photosynthesis, respiration. The ability of
molecules such as peptides and DNA to act as charge conduits is an intrinsic part of
many biological processes. Photodissociation studies with ns UV laser radiation has
provided information on the charge transfer, for example in protonated peptides iso-
lated in vacuo, and how, depending on the initial site of photoexcitation, this can lead
to a slow and non-hazardous statistical dissociation or a prompt cleavage of peptide
bonds [115]. However, only pump-probe experiments can fully elucidate the charge
location during the process. In their pioneer works with nanosecond laser in the
1990s Weinkauf and coworkers showed that if an electron is selectively ionised from
a chromophore at a terminal end of a peptide, then the location of the charge could
be probed using the shift in absorption of the chromophore, so that the passage of the
charge through up to 12 sigma bonds in a quadrapeptide was observed [116, 117].
Later experiments were able to extract a 80 fs lifetime for charge transfer from an
ionised chromophore to the amine group in 2phenylethyl-N,Ndimethylamine mole-
cule and more recent calculations [118] predicted that, depending on the cationic
states contributing to the wavepacket and the conformation of the neutral molecule,
the charge migration across the full extent of the molecule could take 5 fs or less.
This represents therefore one of the most suited processes to exploit the performances
of attosecond pulse trains in the extreme ultraviolet [119]. Calegari et al. [120] in-
vestigated ultrafast charge dynamics in the amino acid phenylalanine after prompt
ionisation induced by isolated attosecond pulses. A probe pulse then produced a
doubly charged molecular fragment by ejection of a second electron, and charge
migration manifested itself as a sub-4.5 fs oscillation in the yield of this fragment
as a function of pump-probe delay, Fig. 10. This temporal scale is definitely shorter
than the vibrational response of the molecule. Numerical simulations of the temporal
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Fig. 10 Pump-probe measurements in phenylalanine amino acid [120]. (a) Yield of doubly charged
immonium ion (m/z 60) as a function of pump-probe delay, measured with 3 fs temporal steps. The
red line is a fitting curve with an exponential rise time of 10 fs and an exponential relaxation time
of 25 fs. (b) Yield of doubly charged immonium ion versus pump-probe delay measured with 0.5-fs
temporal steps, within the temporal window shown as dotted box in (a). The red line is the fitting
curve given by the sum of the fitting curve shown in (a) and a sinusoidal function of frequency
0.234 PHz (4.3 fs period). (c) Difference between the experimental data and the exponential fitting
curve displayed in (a)

evolution of the electronic wave packet created by the attosecond pulse supported
the interpretation of the experimental data in terms of charge migration, resulting
from a periodic variation of the charge density around the amine group.

4 Conclusions

In this chapter it has been shown how the electromagnetic radiation sources, mainly
synchrotron radiation, combined with electron spectroscopies and mass spectrometry
can be used for the characterisation of the electronic structure, the conformations
and the dynamic processes that lead to the redistribution of the energy absorbed
by molecules of biological interest, such as amino acids, peptides and the building
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blocks of nucleic acids. The advent of more intense and short pulse sources will
enlarge the number of molecules to be investigated, overcoming the limitation of the
low density of the beams produced by novel methods.

While most of the work performed up to now has been restricted to thermal evap-
oration, and therefore to small molecules, a promising research area for the future
is towards larger molecules, brought into the gas phase by sophisticated and softer
methods. Among others, the state of the art technique to bring unfragmented nu-
cleotides, proteins or peptides from solution into the gaseous phase is represented
by the ESI technique [121, 122]. The ESI source overcomes the difficulties of intro-
ducing large molecules prepared in solution into a mass spectrometer, which works
in a high vacuum environment. Since the commercial development of ESI sources,
mass spectrometry has become the most popular tool for the study of very large
organic molecules as analytical tool as well as for innovative research applications.
The coupling of this versatile ion source with spectroscopic techniques implies that
the mass selected ions generated in the gas phase by an ESI source are collected in an
ion trap and then excited/ionised by the radiation. The combination of an ESI with
powerful fs laser has provided a much better sequence analysis of the protein struc-
ture and despite the low density of the target beam, which hampers the achievement
of a good signal-to-noise ratio, with the available photon flux in third generation
synchrotron sources, some pioneering works using mass spectrometric techniques
have been reported [64, 82, 88, 90, 98, 123–125]. Using similar methods, Giuliani
et al. [90] produced free protonated and charge state-selected cytochrome ions (con-
sisting of 104 amino acids) and performed VUV photoionisation mass spectrometry.
An improvement of the throughput of the sources is needed in order to make them
suitable for electron spectroscopies. The high intensity of the new FEL sources will
certainly favour the use of ESI sources.

Another subject in fast development is related to the investigation of the effects
of the environment in the ionisation/fragmentation of biomolecules. The natural
environment is an aqueous solution. Thus sources of dry or hydrated clusters of
biomolecules are being developed [126–128]. In this way a solvated environment
can be mimicked in the gas phase and its effects on the structure and properties of
the biomolecular system investigated.

Furthermore, the new radiation sources will made possible, as described in
Sect. 3.4, to follow the evolution of the energy flow in the molecule as well as
processes like H migration, molecular dynamics (rotation or bending of bonds, etc.)
which can strongly affect the chemical behaviour of these molecules or their frag-
ments.
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Th, Spector LS, Swiggers M, Tenney I, Wang S, White JL, White W, Gühr M (2014) Nature.
Communication 5:4235

115. Bolognesi P et al (2015) J Phys Conf Ser 635:112062
116. Skinnerup Byskov C, Jensen F, Jørgensenc TJD, Brøndsted Nielsen S (2014) Phys Chem

Chem Phys 16:15831
117. Weinkauf R, Aicher P, Wesley G, Grotemeyer J, Schlag EW (1994) J Phys Chem 98:8381
118. Weinkauf R, Schanen P, Metsala A, Schlag EW, Bürgle M, Kessler H (1996) J Phys Chem

100:18567
119. Lünnemann S, Kuleff AI, Cederbaum LS (2013) Chem Phys 414:100
120. Krausz F, Ivanov M (2009) Rev Mod Phys 81:163
121. Calegari F, Ayuso D, Trabattoni A, Belshaw L, De Camillis S, Anumula S, Frassetto F, Poletto

L, Palacios A, Decleva P, Greenwood JB, Martín F, Nisoli M (2014) Science 346:336
122. Yamashita M, Fenn JB (1984) J Phys Chem 88:4451
123. Fenn JB, Mann M, Meng CK, Wong SF, Whitehouse CM (1989) Science 246:64
124. Reitsma G, Boschman L, Deuzeman MJ, González-Magaña O, Hoekstra S, Cazaux S, Hoek-

stra R, Schlathölter T (2014) Phys Rev Lett 113:053002
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Irradiation-Induced Processes with Atomic
Clusters and Nanoparticles
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Abstract This chapter gives an overview of theoretical and computational studies of
physical phenomena manifesting themselves in photon, electron and ion collisions
with atomic clusters and nanoparticles (NPs). The emphasis is made on ion and
electron scattering as well as photoabsorption of metal NPs which are of current
interest in application in cancer treatments with ionizing radiation. Although the
number of reports on dose enhancement and radiosensitization due to metal NPs
has been rapidly increasing during the past years, physical mechanisms of enhanced
production of secondary electrons and reactive species due to sensitizingNPs are still
a debated issue and require thorough investigation. In this chapter, we elucidate the
essential role of collective electron excitations in the formation of electron emission
spectra ofmetal clusters andNPs.These effects appear also in other types of nanoscale
systems, such as carbon-based NPs. We also briefly overview a number of recent
Monte Carlo-based studies devoted to the investigation of radiosensitization and
dose enhancement effects for proton irradiation combined with metal NPs.
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1 Introduction

At present, there is a vivid scientific interest in studying the interaction of nanoscale
systems, such as atomic clusters and nanoparticles (NPs), with biological media
because of the large number of possible applications in nanomedicine [1, 2]. One of
the promising ideas is the use of metal-based NPs or small atomic clusters in cancer
treatments with ionizing radiation [3–8]. It has been suggested that such NPs, being
delivered to the tumor region, can act as radiosensitizers. They may locally enhance
the radiation damage of the tumor cells relative to normal tissues thereby increasing
the efficiency of treatments with ionizing radiation. Understanding and exploiting
the nanoscale processes that drive physical, chemical, and biological effects induced
by ionizing radiation in combination with radiosensitizing NPs is within the scope
of an ongoing international project, entitled “Advanced Radiotherapy, Generated by
Exploiting Nanoprocesses and Technologies (ARGENT)”, supported by the Euro-
pean Commission [9]. Activities undertaken within this project are described inmore
detail in Chap. 12 of this book.

Currently investigated NPs are generally composed of metals or metal-based
materials that can strongly absorb and re-emit radiation energy, resulting in a local
radiation dose increase when they are accumulated in tumors [10–12]. Such nanoa-
gents delivered to the tumor region can boost the production of secondary electrons,
free radicals, and other reactive species [13–15], which are formed as a result of
energy deposition by ionizing radiation in a biological medium [16, 17]. Of par-
ticular research interest is the production of low-energy electrons which have the
kinetic energy from a few electronvolts to several tens of electronvolts. It is currently
established that the secondary electrons of such low energies play an important role
in the nanoscale mechanisms of biological damage resulting from ionizing radiation
[18, 19].

After the first experimental evidence of radiosensitization by gold NPs [4], a num-
ber of follow-up experiments with platinum, silver and gadolinium-based NPs [20–
24] demonstrated an increase of cancer cell killing during the X-ray irradiation. Sev-
eral experiments were performed also with the combination of NPs and ion beams
[5, 25–27]. Experiments performed at the molecular scale (using plasmid DNA as a
probe) have shown that the addition of platinumNPs during irradiation with C6+ and
He2+ ions amplifies the induction of important DNA lesions, such as double strand
breaks [5]. Very recently, similar effects were also observed with small platinum and
gadolinium-based NPs irradiated with protons [28].

Despite an increased number of studies on radiosensitization effects of metal NPs,
the physical mechanisms of an enhanced yield of secondary electrons emitted from
these nanoagents and the subsequent enhancement of the reactive species produc-
tion are still not entirely understood. For photon beams, the effects of gold NPs
have been explained recently by microscopic mechanisms [6], however it is still not
established whether similar mechanisms play the main role in the irradiation with
ions. This chapter gives an overview of theoretical studies of physical phenomena
manifesting themselves in photon, electron and ion collisions with atomic clusters

http://dx.doi.org/10.1007/978-3-319-43030-0_12
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and NPs. We emphasize the essential role of collective electron excitations in strong
electron emission from these systems. In particular, we describe recent theoretical
and computational studies of the physical mechanisms of the enhanced production
of secondary electrons from sensitizing NPs under ionizing irradiation. We describe
recent achievements in the analysis of electron production by NPs under ion impact,
while irradiation with photons is also briefly discussed. The main focus is made on
gold, platinum, silver and gadoliniumNPs,which are of current interest [5–7, 22, 25]
for radiotherapy applications.

2 Monte Carlo Simulations of Dose Enhancement
and Radiosensitization Due to Nanoparticles

Several hypotheses have been proposed recently to understand microscopic mech-
anisms of radiosensitization by gold NPs irradiated with X-rays. Monte Carlo sim-
ulations revealed that the nanoscale dose distribution around gold NPs is highly
non-uniform, so that very high doses are deposited in the nearest region around
the NP. The dose enhancement (i.e., the increase in energy deposited in the target
volume) on the nanoscale was explained by the large number of Auger electrons
produced following ionization in the elements with large atomic number [6, 11, 29].
A similar explanation was also given for nanoscale effects arising in the presence of
gadolinium-based NPs irradiated with X-rays [30]. It was stated that Auger electrons
deposit locally their energy in a region of up to a few tens of nanometers around the
NP, leading to highly localized nanoscale doses.

Despite extensive research on NP sensitization under photon irradiation, much
smaller number of theoretical and computational studies have been carried out for
ion beams. Ion-beamcancer therapy (IBCT) is currently considered as one of themost
promising modern treatment techniques [16, 31, 32] because it allows one to deliver
a higher dose to the target region, as compared to conventional radiotherapy with
X-rays, and also to minimize the exposure of healthy tissue to radiation [32]. Very
recently, several Monte Carlo-based studies have evaluated the local dose enhance-
ment for proton irradiation combined with metal NPs [33–36]. The first study of
this kind was presented in Ref. [33] where electron emission from 4 and 44 nm NPs
composed of gold, platinum, silver, gadolinium, and iron, was investigated by means
of the track structureMonte Carlo code TRAX [37]. In the simulations, the NPs were
irradiated with 2, 80 and 300 MeV monoenergetic proton beams. A data set of elas-
tic and inelastic (direct ionization, production of Auger electrons, and excitations)
cross sections was used in order to track low-energy electrons in the target materials
down to energies of a few eV. The simulations demonstrated that the maximal dose
enhancement is achieved in the case of platinum and gold NPs, being in the range
from 1.9 to 2.5 depending on the NP size. The estimated range of the excess dose
was about 5nm from the surface of small NPs and about 20nm from the large ones. It
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was stated that Auger electrons and Auger cascades make a significant contribution
to the observed dose enhancement on a nanoscopic level.

In Ref. [34], Monte Carlo simulations were performed to compare the sensiti-
zation effect of a 50nm gold NP using photon and proton beams. The simulations
were carried out using the TOPAS (TOol for PArticle Simulation) tool [38]. It was
demonstrated that the mechanism by which gold NPs can lead to dose enhance-
ment is different in the case of photon and proton irradiation. For instance, it was
shown that for the same amount of energy absorbed inside the NP the difference in
the doses deposited by secondary electrons within several nanometers from the NP
surface does not exceed 20% for different radiation sources. However, secondary
electrons produced by kilovoltage photons cause a dose enhancement an order of
magnitude higher than that caused by protons 10 µm away from the NP surface.
Thus, it was concluded that the sensitization effect is radiation type dependent, so
that proton therapy can only be enhanced if the NPs and located in close proximity
to the biological target being effectively internalized in the cells.

In the subsequent work [35] performed by the same group, the authors adopted
the similar methodology to study biological effects of gold NPs radiosensitization,
depending on their size and localization inside a cell. The simulationswere performed
for the NPs ranging from 2 to 50nm in diameter. For the samemass of gold NPs in the
cells, the maximal sensitization effect was observed for smaller systems. This was
explained by a higher fraction of low-energy electrons escaping from the 2 nm NPs
and thus contributing to the local dose enhancement. As a result of the simulations, it
was also concluded that proton radiotherapy can be significantly enhanced with gold
NPs only if these nanoagents are internalized into cells. Because of the shorter range
of secondary electrons generatedbyprotons, as compared to kilovoltagephotons [34],
gold NPs cannot contribute to direct DNA damage being located in the extracellular
medium. Thus, the cellular uptake is crucial to bring NPs in close proximity to the
cell nucleus.

In Ref. [36], Monte Carlo simulations were performed to assess the NP-induced
dose enhancement under proton irradiation for several conditions, including several
NP types and sizes (gold and gadolinium NPs with 4 and 50nm in diameter), various
distances between the radiation source and the NP, and various source sizes. The
simulation results demonstrated that the number of electrons produced by a gold NP
is 2–3 times higher than that emitted from aGdNP of the same size and exceeds by an
order of magnitude that emitted from equivalent volume of water. The contribution
of Auger electrons to the obtained dose distributions was found to be insignificant
(around 1% at a few nm distance from the NP surface), that agreed with the results
of Ref. [34] but contradicted with the results of Ref. [33]. This discrepancy was
explained by diverse physical models used in different simulations. The calculated
dose enhancement ratio was equal to 1.4–1.7 for gold and 1.1–1.2 for gadolinium,
depending on the NP size and geometry of the simulation. As a result of this study,
it was concluded that more realistic configurations (i.e., when the proton source is
located not at theNP surface but at some distance from it) lead to a very small increase
in dose deposition that is mostly located within 1–3 nm from the NP surface.
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Most of the above described simulations have been carried out using a ‘Geant4-
Penelope’ physics model for metals, which tracks electrons down to the energy of
100 eV [39]. A similar cutoff exists in other models for tracking low-energy elec-
tromagnetic interactions in Geant4 [39]. Thus, the simulation of secondary electron
production from metal NPs by means of this approach is limited to the electrons
with kinetic energy greater than 100 eV. Microdosimetry models included into the
‘Geant4-DNA’ physics package allow one to analyze the ionization and excitation
spectra in water down to 7.4 eV but are not adapted for studying the production of
low-energy secondary electrons in metal materials. Because of a lack of an accu-
rate description of low-energy electrons in most of Monte Carlo simulations, many
important physical processes involving these particles may be missing, and it may
affect directly the outcome of the simulations. Important phenomena which are not
accounted for in most of such simulations is the formation and decay of collective
electron excitations which play a significant role in the ionization and excitation of
metallic systems. These phenomena are addressed in detail further in this chapter.

3 Collective Electron Excitations in Metal Clusters
and Nanoparticles

Metallic clusters and NPs are characterized by a full delocalization of their valence
electrons. To some extent this feature is also valid for carbon fullerenes and poly-
cyclic aromatic hydrocarbons (PAHs), where the delocalization of electrons takes
placewithin aromatic rings. Due to the presence of highlymobile delocalized valence
electrons, all these systems are highly polarizable. Collective oscillations of delocal-
ized electrons can be excited by a photon or a charged projectile (e.g., an electron or
an ion). Such collective excitations are known as plasmons [40, 41].

When considering electron, photon and ion collisions with metal clusters and NPs
as well as fullerenes, the delocalized valence electrons often play the most important
role in the formation of the cross sections of various collision processes. Plasmon
excitations appear as prominent resonances in the cross sections, and the position of
the resonance peak depends strongly on the type of a system [42–45]. Investigation
of electron collisions with metal clusters and fullerenes in a gas phase has led to
manifestation of the interference and diffraction phenomena [46–51], the role of
surface and volume plasmon excitations in the formation of electron energy loss
spectra [48–54], as well as the total inelastic scattering [48, 49], photoabsorption [55]
and photoionization cross sections [56, 57].All these phenomena are described below
in this section.
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3.1 Diffraction of Fast Electrons on Atomic Clusters

Thephenomenonof elastic scattering of fast electrons onmetal clusters and fullerenes
appears because the ionic density distribution in a cluster is typically characterized by
a rigid border. The presence of a surface in a cluster results in the specific oscillatory
behavior of the electron elastic scattering cross sections, which can be interpreted in
terms of electron diffraction by the cluster surface [48, 51]. The detailed theoretical
treatment of the diffraction phenomena arising in electron scattering onmetal clusters
and fullerenes was given in Refs. [48–50]. Experimentally, diffraction in electron
elastic scattering cross sections on gas-phase fullerenes was observed for the first
time in Ref. [51].

Let us explain the physical nature of the diffraction phenomena arising in elastic
electron–cluster scattering. For the sake of simplicity, we consider atomic clusters
as spherically symmetric systems with a uniform electron density distribution; this
model is well applicable, e.g., to highly-symmetric ‘magic’-number metal clusters
or carbon fullerenes. The cross section of elastic scattering of a fast electron on a
cluster in the first Born approximation (see, e.g., Ref. [58]) reads as (in this chapter
we use the atomic system of units, me = |e| = � = 1):

dσ

dΩp2

= 4

q4
F(q)2 . (1)

Here, F(q) is the form-factor of the cluster, q = |p2 − p1| is the momentum transfer,
with p1, p2 being the momenta of the electron in the initial and the final state,
respectively, and dΩp2 denotes the differentiation over the solid angle of the scattered
electron. The magnitude of q2 is related to the scattering angle θ = p̂1 p2 � 1 rad
via:

q2 = p21 + p22 − 2p1p2 cos θ = 2p21(1 − cos θ) ≈ p21θ
2 . (2)

The form factor of the target, F(q), can be expressed as product of the form factor
of the atomic concentration, n(q), and the form factor of a single atom, FA(q):

F(q) = FA(q)
∑
j

eiqrj = FA(q) n(q) (3)

where the summation is performed over all coordinates, rj, of all atoms in the cluster.
The applicability of this approximation has been examined in Ref. [51] for metal
clusters and fullerenes.

The form factor of the atomic concentration, n(q), depends on the geometry of
the cluster. In the case of the metal cluster, assuming a homogeneous distribution of
atoms in the volume of the cluster of the radius R, one derives

n(q) = 3N

[
sin (qR)

(qR)3
− cos (qR)

(qR)2

]
= 3N

j1(qR)

qR
, (4)
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where j1(qR) is the spherical Bessel function of the first order and N is the number
of atoms in the cluster [48]. The simplest approximation for the description of a
fullerene is to assume that carbon atoms are uniformly distributed on the surface of
a sphere of the radius R. In this case, one derives

n(q) = N
sin(qR)

qR
. (5)

This form-factor oscillates with the period q = 2π/R � 1. These oscillations form
the diffraction pattern of the differential cross section (1) which possesses a series
of diffraction maxima and minima whose positions are mainly determined by the
radius of the target.

Figure1 presents the dependence of the cross section dσ/dΩp2 on the scattering
angle θ for elastic collision of a 809-eVelectronwith theC60 fullerene [51]. Thefigure
shows that the cross section possesses a series of diffraction maxima and minima.
Experimental data points obtained in Ref. [51] in the two sets of measurements
are illustrated by open and closed circles. The cross section dependence obtained
theoretically is shown by a solid curve. Experimental data have been normalized to
the theoretical cross section at the second diffraction maximum (θ = 5◦). Figure1
shows quite a good agreement of the experimental and the theoretical results in
position of the first and the second maxima. The entire pattern of the differential
cross section obtained theoretically is very similar to that measured in experiment.

In the vicinity of the diffraction maxima at θ < 10◦ the cross section greatly
exceeds the elastic scattering cross section on the equivalent number of isolated atoms
because of the coherent interaction of the projectile electronwith the fullerene sphere.
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Fig. 1 Experimental (symbols) and theoretical (solid curve) angular dependencies of the differential
elastic scattering cross section in collision of a 809 eV electron with the C60 molecule. Symbols
correspond to the two independent sets of measurements. Dashed curve is the cross section for the
mixture containing 60% of C60 and 40% of equivalent isolated carbon atoms. The figure is adapted
from Ref. [51] with editorial modifications
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In the region θ > 10◦, where q > 1, the projectile electron scatters on individual
carbon atoms of the fullerene rather than on the entiremolecule. Therefore diffraction
features of the cross section in the region θ < 10◦ are much more pronounced than
in the region θ > 10◦.

In the region θ < 10◦, where q < 1, the theoretical cross section has zeros while
the experimental one does not. The presence of zeros at q ≈ πk/R < 1 where k
is integer, in the theoretical curve is the consequence of the coherent scattering of
electron on the fullerene sphere.1 However, in experiment, zeros in the cross section
can disappear because of the presence of carbon atoms or some other impurities
in the gas cell. Figure1 also shows the differential cross section for the mixture
containing 60% of C60 and 40% of isolated carbon atoms (the dashed curve). The
differential electron elastic scattering cross section on single carbon atoms does not
have diffraction oscillations and thus it forms the smooth background removing
zeroes in the angular dependence of the cross section.

3.2 Inelastic Scattering of Electrons on Atomic Clusters

Plasmon excitations in metal clusters and fullerenes have been intensively studied
during the past several decades, see, e.g., Refs. [40, 59–66]. They were observed
in photoabsorption experiments with metal clusters [42, 43] and in photoionization
studies with fullerenes [44, 67–70].

In the photoionization experiments, only the dipole plasmon excitation mode (the
angular momentum l = 1) can be effectively probed [71, 72]. Electron collective
modes with higher angular momenta can be studied in the fast electron–cluster colli-
sions if the scattering angle of the electron is large enough [48–51]. Dipole plasmon
resonances of the same physical nature as in the case of the photoabsorption or
photoionization dominate the electron energy loss spectrum (EELS) if the scatter-
ing angle of the electron, and thus its transferred momentum, is sufficiently small.
With increasing scattering angle plasmon excitations with higher angular momenta
become more probable. The actual number of multipoles coming into play depends
on the cluster size.

In the process of inelastic scattering the projectile electron undergoes the transition
from the initial electron state (ε1,p1) to the final state (ε2,p2)which is accompanied
by the ionization (or, excitation) of a target from the initial state i with the energy εi
to the final state f with εf .

1In the region θ > 10◦, where q > 1, the process of elastic scattering on the fullerene shell with the
subsequent excitation of surfacemultipole plasmons becomes dominating. This process is described
by the formulas of the second Born approximation which was used to correct the calculated cross
section at large values of transferred momentum.
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The matrix element,M, which defines the amplitude of the inelastic scattering is
given by

M =
〈
f , 2

∣∣∣∣∣
∑
a

1

|r − ra|

∣∣∣∣∣ 1, i
〉

=
∑
a

∫
ψ(−)∗
2 (r)ψ∗

f ({ra})
1

|r − ra|ψi({ra})ψ(+)
1 (r){dra}dr , (6)

where {ra} = r1 . . . rN are the position vectors of the delocalized electrons in the
target, r is the position vector of the projectile, ψ(+)

1 (r) and ψ(−)
2 (r) stand for the

initial- and the final state wave functions of the projectile, respectively. Superscripts
(+) and (−) indicate that asymptotic behavior of the wave functions is ‘plane wave
+ outgoing spherical wave’ and ‘plane wave + incoming wave’, respectively.

The matrix element can be written as follows:

M =
∫

4π

q2
dq

(2π)3

〈
2

∣∣e−iq·r∣∣ 1〉
〈
f

∣∣∣∣∣
∑
a

eiq·ra
∣∣∣∣∣ i

〉
, (7)

where q = p1 − p2 is the transferred momentum.
If the velocity of a projectile is high and significantly exceeds the characteris-

tic velocities of delocalized electrons in the target, the first Born approximation
is applicable [48]. Within this approximation the initial and the final states of the
incident electron can be described by plane waves:

ψ(+)
1 (r) = eip1·r , ψ(−)

2 (r) = eip2·r . (8)

Then, the amplitude of the process reduces to

M = 4π

q2

〈
f

∣∣∣∣∣
∑
a

eiq·ra
∣∣∣∣∣ i

〉

q=p1−p2

. (9)

Themagnitude q2 is related to the scattering angle as q2 ≈ p21θ
2 under the assumption

that the energy loss ω = ε1 − ε2 is small, ω � ε1 (which implies p1 ≈ p2) and the
scattering angle is small, θ � 1 rad.

Performing the multipole expansion of the exponential factors in (9) (see, e.g.,
Ref. [73]), one obtains:

M = 4π
∑
lm

il Y∗
lm(q)

〈
f

∣∣∣∣∣
∑
a

φl(ra)Ylm(ra)

∣∣∣∣∣ i
〉

, (10)
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where the notation

φl(r) = 4π
jl(qr)

q2
(11)

is introduced and jl is a spherical Bessel function of the order l.
Let us consider a general expression for the cross section of the scattering process:

dσ = 2π

p1
δ(ωfi − ω)

∑
polf

∑
poli

|M|2 dp2
(2π)3

dρf . (12)

Here ωfi = εf − εi, the sign
∑

polf
denotes the summation over the projection of

the final state f orbital momentum, whereas
∑

poli
denotes the averaging over the

projections of the initial state orbital momentum, and dρf is the density of final states
of the target.

Substituting the scattering amplitude (10) into Eq. (12), one derives the doubly
differential cross section:

d2σ

dε2dΩp2
= 1

π

p2
p1

∑
lm

∫ ∣∣∣∣∣
〈
f

∣∣∣∣∣
∑
a

Vlm(ra)

∣∣∣∣∣ i
〉∣∣∣∣∣

2

δ(ωfi − ω) dρf , (13)

where
Vlm(r) = φl(r)Ylm(r) (14)

is the multipolar potential of the fast projectile, dΩp2 denotes the differentiation over
the solid angle of the scattered electron and sign

∫
dρf means the summation over

the final states (which includes the summation over the discrete spectrum and the
integration over the continuous spectrum).

3.3 Plasmon Resonance Approximation

An effective tool for evaluation of the contribution of plasmon excitations to the
excitation and ionization spectra of different atomic clusters and NPs is based on the
plasmon resonance approximation (PRA) [48, 50, 55, 72]. This approach postulates
that the dominating contribution to the cross section in the vicinity of the plasmon
resonance frequency comes fromcollective electron excitations,while single-particle
effects give a much smaller contribution. Hence, one can neglect single-particle
excitationswhen calculating thematrix element in Eqs. (12) and (13). During the past
decades, this approach has provided a clear physical explanation of the resonant-like
structures in photoionization spectra [55, 57, 74] and differential inelastic scattering
cross sections [48, 50, 53, 54, 74–76] of small metallic clusters and nanoparticles,
as well as carbon fullerenes by the photon, electron and ion impact. It was also
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applied [55, 77–79] to describe the dynamic response of alkali and noble metal
clusters in the processes of radiative electron capture, polarization bremsstrahlung,
and multiphoton excitation.

According to Kubo linear response theory [48, 80], the integral on the right-hand
side of Eq. (13) can be related to the variation of electron density caused by an
external electric field, and the following substitution can be performed:

∫ ∣∣∣∣∣
〈
f

∣∣∣∣∣
∑
a

Vlm(ra)

∣∣∣∣∣ i
〉∣∣∣∣∣

2

δ(ωfi − ω)dρf → 1

π
Im

∫
V ∗
lm(r)δρl(ω, q; r)dr . (15)

Here, δρl(ω, q; r) is the density variation due to the exposure of the system to the
multipolar potentialVlm(r). In a general case, this variation depends on the transferred
energy ω, transferred momentum q and the position vector r.

Using (15) in (13), the doubly differential cross section acquires the form

d2σ

dε2dΩp2
= 1

π2

p2
p1

∑
l

Im
[
Il(ω, q)

]
, (16)

where

Il(ω, q) =
∑
m

∫
V ∗
lm(r)δρl(ω, q; r)dr . (17)

In the general case, an atomic cluster can be considered as a spherically symmet-
ric system where the charge is distributed homogeneously between two concentric
spheres. The width of a spherical shell is defined as ΔR = R2 − R1 where R1, R2 are
the inner and the outer radii of the system, respectively. The equilibrium electron
density distribution ρ0(r) is expressed via the number Ne of delocalized electrons
and the system’s volume V :

ρ0 =
{
Ne/V for R1 ≤ r ≤ R2

0 if otherwise .
(18)

The volume of the spherical shell reads as

V = 4π

3

(
R3
2 − R3

1

)
= 4π

3
R3
2

(
1 − ξ3

)
, (19)

where ξ = R1/R2 ≤ 1 is the ratio of the inner to the outer radii. Such a “jellium”-
shell representation has been successfully utilized for the description of plasmon
formation in carbon fullerenes [53, 54, 57] and fullerene-like hollow gold clusters
(see Ref. [75] and Sect. 4). For such a geometry, the density variation can be written
in the following form

δρl(r) = δρ(v)
l (r)Θ(r − R1)Θ(R2 − r) + σ(1)

l δ(r − R1) + σ(2)
l δ(r − R2) , (20)
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Fig. 2 Left panel: Representation of a target system (e.g., a fullerene) as a spherical shell of a
width ΔR = R2 − R1. Variation of the surface charge densities, σ(1,2), and the volume charge den-
sity, δρ(v), is also shown. Right panel: Representation of the symmetric (a) and the antisymmetric
(b) modes of the surface plasmon. The figure is adapted from Ref. [72] with minor editorial modi-
fications

where δρ(v)
l (r) describes the volume density variation arising inside the shell, and

σ(1,2)
l are variations of the surface charge densities at the inner and the outer surfaces

of the shell, respectively (see the left panel of Fig. 2). In this expression, Θ(x) and
δ(x) are the Heaviside step function and the delta-function, respectively. The volume
density variation causes the formation of the volume plasmon, while the variations
of the surface densities correspond to two surface plasmon modes, the so-called
symmetric and antisymmetric ones. In the symmetric mode the charge densities of
the two surfaces oscillate in phase, while in the antisymmetric mode they are out of
phase (see the right panel of Fig. 2). The volume plasmon appears due to compression
of the electron density inside the volume of the shell, therefore it does not interfere
with either of the surface plasmonmodes [72]. The formation of the volume plasmon
in the electron impact ionization of metal clusters and carbon fullerenes was revealed
in Refs. [52–54]. The model accounting for the contribution of different plasmon
modes was successfully utilized to describe the experimentally observed variation
of the electron energy loss spectra of C60 in collision with fast electrons [53, 54].

The spherical-shell model defined by Eqs. (18) and (19) is applicable for any
spherically symmetric system with an arbitrary value of the ratio ξ. Supposing ξ = 0
(i.e., R1 → 0), one obtains a model of a metallic cluster/NP. As a result, the system
is treated not as a “jellium” hull but as a full sphere, where the electron density is
uniformly distributed inside the sphere of a radiusR [49, 52]. In this case, the electron
density variation on the surface and in the volume of the cluster or NP leads to the
formation of the surface (symmetric mode) and the volume plasmon, respectively,
while the antisymmetric surface plasmon mode does not contribute to the cross
section. A detailed explanation of this phenomenon can be found in Ref. [72].

Presenting the multipole variation of the electron density, δρl(ω, q; r), as a sum
of three contributions (see Eq. (20)), using the explicit expression for the multipolar
potential Vlm(r) (see Eqs. (11) and (14)), and performing some algebraic transforma-
tions, one comes to the formula for the differential inelastic scattering cross section
with no damping of plasmon oscillations [72]:
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d2σ

dε2dΩp2
= 2

π

R2

q4
p2
p1

Im
∑
l

[
ω2
p Vl(q)

ω2 − ω2
p

+ ω2
1l S1l(q)

ω2 − ω2
1l

+ ω2
2l S2l(q)

ω2 − ω2
2l

]
. (21)

In this expression, ωp is the volume plasmon frequency associated with the ground-
state electron density ρ0 of Ne electrons,

ωp = √
4πρ0 =

√
3Ne

R3
2 − R3

1

, (22)

and ω1l, ω2l are the frequencies of the two surface plasmon modes of multipolarity l:

ωjl =
(
1 ∓ 1

2l + 1

√
1 + 4l(l + 1)ξ2l+1

)1/2 ωp√
2

, (j = 1, 2) (23)

where ‘−’ and ‘+’ stand for the symmetric (j = 1) and antisymmetric (j = 2) mode,
respectively. The volume plasmon frequency, ωp, is independent of l as it follows
from Eq. (22). Functions Vl(q), S1l(q) and S2l(q) are the diffraction factors depend-
ing on the transferred momentum q. They determine the relative significance of the
multipole plasmon modes in various ranges of the projectile’s scattering angles. The
dominant contribution of different multipole modes results in a significant angular
dependence for the differential electron energy loss spectrum [54]. Explicit expres-
sions for these functions are given in Ref. [72].

Plasmons decay from the collective excitation mode to the incoherent sum of
single-electron excitations; therefore, it is essential to account for the damping of
plasmon oscillations. This can be done by introducing the finite widths,Γ (v)

l andΓ
(s)
jl

(j = 1, 2) of the volume and surface plasmon resonances, respectively, and making
the following substitutions in the right-hand side of Eq. (21):

1

ω2 − ω2
jl

→ 1

ω2 − ω2
jl + iωΓ

(s)
jl

,

1

ω2 − ω2
p

→ 1

ω2 − ω2
p + iωΓ

(v)
l

. (24)

The final formula for the differential inelastic scattering cross section which
accounts for three plasmons and with damping included is:

d2σ

dε2dΩp2
= d2σ(v)

dε2dΩp2
+ d2σ(s1)

dε2dΩp2
+ d2σ(s2)

dε2dΩp2
, (25)
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where

d2σ(v)

dε2dΩp2
= 2R2p2

πq4p1
ω

∑
l

ω2
p Γ

(v)
l Vl(q)(

ω2 − ω2
p

)2 + ω2
(
Γ

(v)
l

)2
d2σ(s1)

dε2dΩp2
= 2R2p2

πq4p1
ω

∑
l

ω2
1l Γ

(s)
1l S1l(q)(

ω2 − ω2
1l

)2 + ω2
(
Γ

(s)
1l

)2
d2σ(s2)

dε2dΩp2
= 2R2p2

πq4p1
ω

∑
l

ω2
2l Γ

(s)
2l S2l(q)(

ω2 − ω2
2l

)2 + ω2
(
Γ

(s)
2l

)2 .

(26)

The cross section d2σ/dε2dΩp2 can also be written in terms of the energy loss ω =
ε1 − ε2 ≡ Δε of the incident projectile of energy ε1. Integration of d2σ/dΔε dΩp2
over the solid angle leads to the single differential cross section:

dσ

dΔε
=

∫
dΩp2

d2σ

dΔε dΩp2
= 2π

p1p2

qmax∫
qmin

q dq
d2σ

dΔε dΩp2
. (27)

As follows from the expressions presented above, the PRA relies on a few parame-
ters, which include the oscillator strength of the plasmon excitation, position of the
plasmon resonance peak and its width. The choice of these parameters can be justi-
fied by comparing the model-based spectra either with experimental data or with the
results of more advanced calculations. Note that values of the plasmon width cannot
be obtained directly on the basis of the utilized model. A precise calculation of the
widths can be performed by analyzing the decay of the collective excitation mode
into the incoherent sum of single-electron excitations. This process should be con-
sidered within the quantum-mechanical framework [52] and cannot be treated within
the classical physics framework, as the PRA does. In Ref. [52], such an analysis was
made to obtain the values of the surface and the volume plasmon width for a Na40
cluster. This analysis is discussed in the following section.

3.4 Contribution of the Surface and Volume Plasmon
Excitations to the formation of Electron Energy Loss
Spectra of Metal Clusters

Damping of the plasmon oscillations is related to the decay of the collective electron
excitations to the single-particle ones similar to themechanism of Landau damping in
infinite electron gas. Frequencies of the surface plasmon excitations in neutral metal
clusters lie in the vicinity of the ionization threshold. For instance, in small sodium
clusters, they are below the ionization potential, and single-particle excitations in the
vicinity of the surface plasmon resonance have therefore the discrete spectrum. In this
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case, the width of a surface plasmon excitation caused by the Landau damping should
be treated as the width of the distribution of the oscillator strengths in the vicinity
of the resonance. The problem of the formation of the surface plasmon resonance
widths in clusters was studied in a number of works [52, 81–83].

The resonance frequencies of volume plasmon excitations in metal clusters are
typically located above the ionization threshold. This means that the volume plas-
mon excitations are quasi-stable and have the real channel of the Landau damping
leading to the ionization of the cluster [52]. Thus, the process of inelastic scattering
in the region of transferred energies above the ionization threshold can be described
as follows. The projectile particle induces the oscillations of the electron density in
the cluster; in turn, they cause oscillations of the electric field which result in the
ionization of the cluster. The similar scenario takes place with damping of the sur-
face plasmon resonances in fullerenes [84], which also decay via the autoionization
channel.

The differential cross section of the electron inelastic scattering on metal clusters
obtained in the PRA with accounting for both surface and volume excitations [52]
reads as:

d2σ

dε2dΩp2
= 4Rp2

πq4p1

∑
l

(2l + 1)2j2l (qR)
ω2
l ω Γ

(s)
l

(ω2 − ω2
l )

2 + ω2
(
Γ

(s)
l

)2 (28)

+ 2R3p2
πq2p1

∑
l

(2l + 1)
ω2
p ω Γ

(v)
l

(ω2 − ωp
2)2 + ω2

(
Γ

(v)
l

)2
×

[
j2l (qR) − jl+1(qR)jl−1(qR) − 2

qR
jl+1(qR)jl(qR)

]
,

where ωp = √
3Ne/R3 is the volume plasmon resonance frequency and ωl =√

l/(2l + 1)ωp is the frequency of a surface plasmon excitation with the angular
momentum l, Γ (v)

l and Γ
(s)
l are the corresponding widths. The cross section (28) is

similar to the expression obtained in Ref. [85] for electron scattering on small metal
particles by means of classical electrodynamics.

According to Ref. [52], the width of the surface plasmon resonance in the PRA
is equal to:

Γ
(s)
l = 4π ωl

(2l + 1)R

∑
ν,μ

∣∣∣〈ψμ

∣∣∣ϕ(s)
l (r)

∣∣∣ ψν

〉∣∣∣2 δ(ωl − εμ + εν), (29)

where ϕ(s)
l (r) = ∑

m

[
(r/R)lθ(R − r) + (R/r)(l+1)θ(r − R)

]
Ylm(n). Note that the

same expression was obtained in earlier studies [81, 82] using other methods. Eval-
uation of the expression (29) for sufficiently large clusters leads to the well-known
result for the Landau damping of the surface plasmon oscillations, Γ (s)

l = 3l vF/R,
where vF is the velocity of the cluster electrons on the Fermi surface [82].
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In the PRA, one can also determine the autoionization width of the volume plas-
mon resonance [52], which is equal to:

Γ
(v)
l = 8π2ωp

q2R3

∑
ν

∫ ∣∣∣〈ψμ

∣∣∣ϕ(v)
l (r)

∣∣∣ ψν

〉∣∣∣2 δ(ωp − εμ + εν)dμ

j2l (qR) − jl+1(qR)jl−1(qR) − 2
qR jl+1(qR)jl(qR)

, (30)

whereϕ(v)
l (r) = ∑

m

[
jl(qr) − jl(qR)(r/R)l

]
θ(R − r)Ylm(n). The summation is per-

formed over the occupied single-electron states ν and the integration is performed
over the electronic states μ of the continuous spectrum.

The projectile particle excites simultaneously numerous modes of the volume
plasmon. The sum of the potentials of all the modes gives the resulting potential
ϕ(v)
l (r). It is essential that all normal modes of the volume plasmon have the same

resonance frequency ωp, but the excitation probability for these modes depends on
the kinematics of collision. This leads to the dependence of the volume plasmon
potential ϕ(v)

l (r) upon the transferred momentum. The oscillations of the volume
plasmon potential result in the ionization of the cluster, which probability and the
volume plasmon resonance width depend on transferred momentum q. However, the
numerical analysis [52] showed that the dependence ofΓ (v)

l on q is rather weak in the
region of q � 1, where collective electron oscillations mainly take place. Therefore,
the volume plasmon resonance width with the given l can be approximated by the
limiting value following from Eq. (30) at q = 0:

Γ
(v)
l = (2l + 5)

π2ωp

R

∑
ν

∫ ∣∣∣〈ψμ

∣∣∣ϕ(v)
l |q=0(r)

∣∣∣ ψν

〉∣∣∣2 δ(ωp − εμ + εν)dμ . (31)

Figure3 shows the dependence of the autoionization width Γ
(v)
l on the transferred

momentum q for the volume plasmon modes, which provide significant contribution
to the EELS. The width of the dipole, quadrupole and octupole volume plasmon
resonances has been calculated according to Eq. (30). The transferred momentum q
plays the role of the wave vector for the volume plasmon excitations. All three plas-
mon modes have the similar dependence of Γ

(v)
l upon q. The width grows slowly in

the region of small q and it decreases rapidly at larger q. In the latter region, the prob-
ability of volume plasmon excitation by the incoming electron is correspondingly
reduced. Note that thewave length of a collective electron oscillation should be larger
than the inter-electronic distance in the cluster, i.e. plasmon wave vector should be
smaller than the Fermi momentum of cluster electrons. In the region q < 0.5, where
the latter condition is fulfilled, the dependence of Γ

(v)
l upon q is rather weak, and

the resonance width can be approximated by the following values: Γ
(v)
1 � 0.5ωp,

Γ
(v)
2 � 0.3ωp, and Γ

(v)
3 � 0.23ωp. Contrary to surface plasmons, the autoionization

width of a volume plasmon decreases with the growth of the angular momentum.
Figure4 shows the EELS of a sodium Na40 cluster in collision with a 50-eV

electron at the scattering angle θ = 9◦. The figure illustrates the region of transferred
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Fig. 3 AutoionizationwidthΓ
(v)
l of the dipole (l = 1), quadrupole (l = 2) and the octupole (l = 3)

volume plasmon excitations as a function of transferred momentum q. The figure is adapted from
Ref. [52] with editorial modifications

Fig. 4 Differential cross section d2σ/dε2dΩp2 as a function of the transferred energy ω calculated
for the collision of a 50 eV electron with a Na40 cluster for the scattering angle θ = 9◦ [52]. Solid
lines represent the RPAE results (see the text for further details). Contributions of the surface and
the volume plasmons calculated in the PRA (28) are shown by dashed and dotted lines, respectively.
Dashed-dotted line represents the sum of these two contributions

energy above the ionization potential, ω > 3.3 eV, where volume plasmon modes
become significant. Solid curves illustrate the spectrum calculated using the random
phase approximation with exchange (RPAE) method [49, 71]—an ab initio method
which takes into account many-electron correlations in a many-particle system. In
Fig. 4, the thick curve corresponds to the total EELS calculated with RPAE, while
thin curves show various partial contributions corresponding to different angular
momenta (l = 0 to 4). These curves are marked by numbers. The partial contribution
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to the EELS with l < 3 have the broad maximum in the vicinity of ω � 5.1 eV.
Comparison of the EELS calculated within the ab initio RPAE approach and the
PRA (dash-dotted curve) confirms that idea that the peculiarity in the EELS in the
vicinity of ω ∼ 5 eV is connected with the volume plasmon excitation. Figure4
demonstrates that collective excitations provide dominating contribution to the total
EELS determining its pattern.

3.5 Polarization Effects in Low-Energy
Electron–Cluster Collisions

In the previous section, we have mainly focused on the collisions of fast electrons
with metal clusters and fullerenes. When considering low-energy electron–cluster
collisions, i.e., when the velocity of the projectile is lower or comparable with char-
acteristic velocities of the delocalized cluster electrons, polarization effects come into
play [71]. In Ref. [48], on the basis of the Born theory of electron–cluster collisions,
it was shown that electron collisions with metal clusters in the region of collision
energies below 3–5 eV should be treated as slow, while for fullerenes, the region
extends up to 30 eV.

In the low-energy electron–cluster collisions the role of the cluster polarization
and exchange-correlation effects increases dramatically. The polarization potential
of electron–cluster interaction sometimes changes completely the qualitative picture
of the collision. For instance, this takes place when considering low-energy electron
elastic scattering on metal clusters. In this case, the resonant structures can appear
in the energy dependence of the electron elastic scattering cross section due to the
presence of the bound or quasi-bound states in the system [86, 87].

During the past decades, considerable attention has been devoted, both experi-
mentally and theoretically, to the problem of electron attachment to metal clusters
and fullerenes. The electron attachment process is one of the mechanisms which
leads to the negative cluster ion formation in gases and plasmas and thus it attracts
the interest of numerous researchers. Low-energy electron–fullerene scattering was
studied in Refs. [88–91]. For metal clusters, the electron attachment problem has
been the subject of the intensive experimental [92–96] and theoretical [77, 97–100]
investigations. Below, this problem is discussed in more details.

The very simple picture of attachment is described in many textbooks (see, e.g.,
Ref. [101]). Let us assume that there exists a Langevin attractive potential of the
form

V (r) = − α

2r4
(32)

outside the cluster radius. The constant α is the static polarizability of the cluster.
One can then show that there is an orbiting cross section,

σ =
(
2π2α

ε

)1/2

, (33)
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which sets an upper limit bound to the attachment cross section (the so-called
Langevin limit). Here, ε is the kinetic energy of the projectile electron. This simple
treatment, if valid, would explain the behavior of the cross section in the vicinity of
the threshold.

It is known that metal clusters possess a high polarizability (see, e.g., Ref. [59]);
hence, large capture cross sections are anticipated. However, simple attempts to
account for attachment by using the static polarizability α are not in accordance with
observations [93]. The great weakness of the Langevin model is the treatment of α
as an approximate constant. In fact, it possesses a complicated energy dependence
due to the dynamical polarizability of the metallic cluster.

The possibility of resonances in the capture cross section was considered theo-
retically in Refs. [77, 97]. It was demonstrated that low-energy electrons can excite
a collective plasmon resonance within the metal cluster in the electron attachment
process as a result of a strong dipole deformation of the charge density of the cluster.
Later this idea was commented in the context of the measurements performed in
Ref. [92], although no clear evidence of the resonant behavior was found. The total
inelastic scattering cross sections measured in Ref. [92] included attachment as only
one of several possible contributing channels.

The resonant electron attachmentmechanismwas called inRefs. [77, 97] a “polar-
izational capture” in analogy with the similar mechanism known in the theory of
bremsstrahlung (see, e.g., Ref. [79] and references therein). An important conse-
quence of the polarization mechanism is that the low-energy electron falls into the
target and the probability of this process is enhanced. Since the process as a whole
is resonant, the enhancement is greatest for energies rather close to the plasmon
resonance in the dynamic polarizability of the cluster.

In the attachment process, the electron loses its excess energy. Emission of the
photon via the polarizationalmechanism, is one of the possible channels of the energy
loss [63, 77, 78, 97, 98, 102, 103]. The energy of the electron can also be transferred
to the excitations of the ionic background of the cluster [104], which may lead to
increase of its vibrations and final fragmentation. In spite of the significant physi-
cal difference between various channels of the electron energy loss, they have one
important common feature: the energy is transferred to the system via the plasmon
excitation. Therefore, calculating the total electron attachment cross section includ-
ing all possible channels of the electron energy loss in the system, one obtains [98,
99] qualitatively similar dependence of the cross section as it was obtained initially
for the radiative channel of electron energy loss [77].

In Ref. [77] the attachment cross section has been calculated within the jellium
model in a scheme which holds best if the kinetic energy of the electrons is some-
what higher than the energy of the resonance. Also, it was assumed that the attached
ion is created in the ground state. As a useful step in simplifying the calculation, a
Kramers-Kronig transformation procedure was introduced to compute the polariz-
ability from the absorption coefficient, thereby circumventing the need for full ab
initio calculations. Within this approximate scheme, it was found [77, 97] that the
resonant attachment cross section dominates over the non-resonant one by a factor
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of about 103–104 near resonance, and is therefore a very significant pathway for
electrons of low enough energy.

In Refs. [98, 99], the earlier theoretical work on attachment was extended by
including the following improvements: (a) all possible channels of the electron attach-
ment were included and the total cross section of the process was calculated rather
than analyzing a particular single channel; no assumption that the system can only
return to its ground state had been made; (b) theoretical approximation was used
to treat electron energies not only in the resonance region, but also throughout the
range of interest; (c) an RPAE calculation of the dynamical polarizability was per-
formed along with the corresponding electron attachment cross sections on the basis
of the consistent many-body theory with the use of the Hartree-Fock jellium model
wave function; (d) calculations were performed for both neutral and charged clus-
ter targets; (e) the polarization effect on the incoming particle as well as collective
excitations of different multipolarity in the target electron system were taken into
account; (f) Dyson’s equation was used to reduce the problem of the interaction of an
extra electron with a many-electron target system to a quasi-single-particle problem
in a similar way as it was done for negative atomic ions calculations [105].

An example of such a calculation is shown in Fig. 5a. This plot represents the
total and partial electron capture cross sections calculated for neutral potassium K8

cluster. The inset demonstrates the photoabsorption spectrum of K8. In Ref. [99] this
calculation was performed in various approximations outlined above. It was found
that the resonance pattern in the electron capture cross section for the K8 cluster
turns out to be similar in various approaches, although for some other sodium and
potassium clusters it is more sensitive to the approximations made [99]. The plasmon
resonance in the electron capture cross section is shifted on the value of energy of
the attached electron as compared to the photoabsorption case shown in the inset.

Experimental evidence for the resonance enhancement of the cross sections of
electron attachment process has been obtained in Ref. [94]. The experimental points
from the cited paper are shown in Fig. 5b. Comparison of the two panels of Fig. 5
indicates the reasonable agreement between the predictions of theory and the exper-
imental results. However, more precise measurements would be desirable to resolve
the more detailed structures in the electron attachment cross sections.

The plasmon resonance enhanced mechanism of electron attachment consid-
ered above is typical for metal clusters rather than for carbon fullerenes. Although
fullerenes havemany similarities in the propertieswithmetal clusters and also possess
the plasmon resonances, the energies of these resonances are much higher (∼7 eV
and ∼20 eV) and thus cannot be reached at low kinetic energies of the projectile
electron.

3.6 Relaxation of Electronic Excitations in Metal Clusters

As described above, the plasmon resonances in metal clusters may lie below the
ionization thresholds, i.e., in the region of the discrete spectrum of electron excita-
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Fig. 5 Panel a shows total
and partial electron capture
cross sections in the vicinity
of the plasmon resonance,
calculated for a neutral
potassium K8 cluster [99].
The inset shows the
photoabsorption spectrum of
K8. Panel b shows
experimental evidence for
the resonance enhancement
of the electron attachment
cross section. The
experimental points are from
Ref. [94]

tions [61]. This fact rises an interesting physical problem about the eigenwidths of
these electronic excitationswhich possess large oscillator strengths and form the plas-
mon resonances.Knowledge of thesewidths is necessary for the complete description
of the electron energy loss spectra, electron attachment, polarization bremsstrahlung
and photoabsorption cross sections in the vicinity of the plasmon resonances and the
description of their dependence on the cluster temperature. The dependence of the
plasmon resonance photoabsorption patterns of metal clusters on temperature has
been studied experimentally in Ref. [106].

In metal clusters, the origination of the electron excitation widths is mainly con-
nected with the dynamics of the ionic cluster core [104, 107–112]. Let us focus
on the influence of the dynamics of ions on the motion of delocalized electrons in
metal clusters and discuss it on the basis of the dynamic jellium model suggested in
Ref. [107] and developed further in Refs. [104, 113]. This model generalizes the sta-
tic jellium model [114–116] which treats the ionic background of an atomic cluster
as frozen by taking into account vibrations of the ionic background near the equilib-
rium point. The dynamic jellium model treats simultaneously the vibration modes
of the ionic jellium background, the quantized electron motion and the interaction
between the electronic and the ionic subsystems. In Ref. [107], the dynamic jellium
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model was applied for a consistent description of the physical phenomena arising
from the oscillatory dynamics of ions.

An important example of the effect, originating from the interaction of the ionic
vibrations with delocalized electrons, is the broadening of electron excitation lines.
The interest to the problem of the electron excitation linewidths formation in metal
clusters was stimulated by numerous experimental data on photoabsorption spec-
tra, most of which were addressed to the region of dipole plasmon resonances
[40, 59, 62].

The dynamic jellium model [107] allows one to calculate widths of the electron
excitations in metal clusters caused by the dynamics of ions and their temperature
dependence accounting for the twomechanisms of the electron excitation line broad-
ening, namely, an adiabatic and a non-adiabatic (or dynamic) ones.

The adiabatic mechanism is connected with the averaging of the electron excita-
tion spectrum over the temperature fluctuations of the ionic background in a cluster.
This phenomenon has also been studied in a number of papers [104, 107–112]. The
adiabatic linewidth is equal to

Γ =
√
4 ln 2

mΩ
cth

(
Ω

2kBT

) ∣∣∣V̂nn

∣∣∣ . (34)

Herem andΩ are themass and frequency corresponding to the generalizedoscillatory
mode considered, T is the cluster temperature, kB is the Bolzmann constant, and∣∣∣V̂nn

∣∣∣ is the matrix element of the electron phonon coupling, calculated for surface

and volume cluster vibration modes in Ref. [104].
The mechanism of non-adiabatic electron excitation line broadening has been

considered for the first time in Refs. [104, 107]. This mechanism originates from the
real multiphonon transitions between the excited electron energy levels. Therefore,
the dynamic linewidths characterize the real lifetimes of the electronic excitations in
a cluster.

According to Ref. [107], the probability of a multiphonon transition from an
excited cluster state with electronic and phononic quantum numbers n and N to all
possible states (n′,N ′) is equal to

Γ = 2π

Ω
|A|2 = Ω

∣∣∣∣ H2
n′n

v(q0)(Vn′n′ − Vnn)

∣∣∣∣ e2(ϕn′ −ϕn) . (35)

Here Hn′n is the half-distance between the electron energy levels εn(q) and εn′(q) in
the tangent point,

v(q0) =
√

Ω
[
l2 − 2S(2N − l − 1) + S2

]
/2S (36)

is the ion velocity in the tangent point, which is expressed via the number of emitted
phonons l = N ′ − N , where N ′ and N are the phonon numbers, and the parameter
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S =
∣∣∣V̂nn − V̂n′n′

∣∣∣2 /2mΩ3; ϕn,ϕn′ are the phases of ionic motion, arising from the

distance between the turning points and the tangent point, being equal to

ϕn = Zn
√
Z2
n − 2N − 1

2
+ 2N + 1

4
ln

(
Zn + √

Z2
n − 2N − 1

2N + 1

)
, (37)

where Zn = (l − S)/
√
2S. The expression for ϕn′ is the same, but the parameter Zn′

is equal to Zn′ = (l + S)/
√
2S.

The adiabatic broadening mechanism explains the temperature dependence of the
photoabsorption spectra in the vicinity of the plasmon resonance via the coupling of
the dipole excitations in a cluster with the quadrupole deformation of the cluster sur-
face. The photoabsorption spectra were calculatedwithin the framework of deformed
jellium model using either the plasmon pole approximation [108, 109] or the local
density approximation [110–112, 117, 118]. In Ref. [112], the octupole deformation
of the cluster surface was taken into account. It was demonstrated that the octupole
deformation increases the Landau damping as a result of breaking the selection rule,
leading to a mixture of the dipole and the quadrupole electronic excitations. Via this
mechanism, the octupole deformations of the cluster surface provide the dominating
contribution to the thermal broadening of electron excitation lines in small metal
clusters.

In Refs. [104, 107] both the adiabatic and non-adiabatic linewidths of electron
excitations in the vicinity of the plasmon resonance caused by coupling of electrons
with various ionic vibration modes have been calculated. The behavior of the adia-
batic and non-adiabatic linewidths as a function of temperature is shown in Fig. 6. The
non-adiabatic linewidths characterize the real lifetimes of cluster electron excitations.
Naturally, the non-adiabatic widths turn out to be much smaller than the adiabatic
ones due to the slow motion of ions in the cluster. However, the adiabatic linewidths
do not completely mask the non-adiabatic ones because the two types of widths
manifest themselves differently. The adiabatic broadening determines the pattern of
the photoabsorption spectrum in the linear regime. The non-adiabatic linewidths are
important for the processes, in which the real lifetime of electron excitations and the
electron-ion energy transfer are essential. The information about the non-adiabatic
electron-phonon interactions in clusters is necessary for the description of elec-
tron inelastic scattering on clusters [48–50, 52], including the processes of electron
attachment [77, 98, 99], the non-linear photo-absorption and bremsstrahlung [63, 78,
97, 102], the problem of cluster stability and fission. The non-adiabatic linewidths
determined by the probability of multiphonon transitions are also essential for the
treatment of the relaxation of electronic excitations in clusters and the energy transfer
from the excited electrons to ions, which occurs after the impact- or photoexcitation
of the cluster.
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Fig. 6 Panel a shows temperature dependence of the adiabatic linewidth Γ , calculated according
to (34) for the dipole electron excitation with the energy ωn = 3.013 eV in the Na40 cluster.Dashed
curves labeled as 1, 2 and 3 show the adiabatic width corresponding to the electron coupling with
the three first volume vibration modes, respectively.Dashed-dotted curve shows the adiabatic width
arising from the electron coupling with surface vibrations of the cluster. Solid curve shows the total
adiabatic linewidth. Panel b shows temperature dependence of the non-adiabatic width calculated
according to Eq. (35) for the dipole excitation with the energy ωn = 3.013 eV in the Na40 cluster.
The figures are adapted from Refs. [104, 107] with minor editorial modifications

In Refs. [104, 107] the role of the volume and the surface vibrations of the ionic
cluster core in the formation of the electron excitation linewidths was investigated.
It was demonstrated that the volume and surface vibrations provide comparable
contributions to the adiabatic linewidths, but the surface vibrations are much more
essential for the non-adiabatic multiphonon transitions than the volume ones.
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4 Collective Electron Excitations as a Source of Strong
Low-Energy Electron Emission from Metal
Nanoparticles

As described in the previous section, an important mechanism of ionization or exci-
tation of metallic clusters and NPs, as well as some other nanoscale systems, relies
on the formation of plasmons—collective excitations of delocalized valence elec-
trons that are induced by an external electric field [40, 41]. These excitations appear
as prominent resonances in the ionization/excitation spectra of various atomic and
molecular clusters, and the position of the resonance peak depends strongly on the
type of a system. In the case of metallic nanosystems, a typical energy of the plas-
mon excitations is about several electronvolts, so the resonance peak is located in
the vicinity of the ionization threshold [42, 43].

In the recent Monte Carlo simulation [33], the authors included the contribution
of plasmon excitations when calculating the spectra of electron emission from metal
NPs under proton impact. However, having accounted for the volume plasmon only,
they concluded that the plasmon excitation does not play an important role in the
process of electron emission, contributing much less to the overall cross sections
than individual excitations. On the contrary, the recent studies [74, 75] revealed that
a significant increase in the number of emitted electrons due to irradiation of noble
metal NPs by fast protons comes from the two distinct types of collective electron
effects, namely excitation of delocalized valence electrons in a NP (plasmons) and
that of d electrons in individual atoms (atomic giant resonances).

The contribution of the plasmon excitations was evaluated by means of the
PRA (see Sect. 3.3). In Ref. [75], parameters of the utilized model approach were
justified by calculating photoabsorption spectra of several three-dimensional gold
clusters. The PRA-based spectra were compared with those obtained by means
of a more advanced method, namely by time-dependent density-functional theory
(TDDFT) [119]. To evaluate the contribution of individual atomic excitations, an
analytical expression was introduced, which relates the cross section of photoion-
ization with that of inelastic scattering in the dipole approximation. In Ref. [74],
this methodology was applied for different metal NPs, which have been proposed as
sensitizers in radiation therapy applications.

4.1 Collective Electron Excitations in Gold Clusters Under
Photon Impact

Figure7a presents the photoabsorption spectra of the Au18, Au20, Au32 and Au42
clusters calculated by means of TDDFT for the photon energy up to 60 eV [74, 75].
The spectra, having a similar profile, are characterized by a low-energy peak located
below 10 eV and by a broad feature with a maximum at about 25 eV. The analysis
performed in Refs. [74, 75] has revealed that the high-energy feature is the atomic



262 A. Verkhovtsev et al.

Fig. 7 Panel a shows the
photoabsorption cross
section of the Au18, Au20,
Au32 and Au42 clusters
calculated within the
TDDFT framework. Panel b
shows contribution of the
plasmon-type excitation and
the 5d giant atomic
resonance in the
photoabsorption cross
section of Au32. Symbols
represent the data for atomic
gold [120], multiplied by the
number of atoms in the
cluster. Vertical lines mark
the 5d and 5p ionization
thresholds in the atom of
gold. The figures are adapted
from Refs. [74, 75] with
minor editorial changes

giant resonance formed due to the excitation of electrons in the 5d atomic shell. The
integration of the oscillator strength from 20.2 eV (ionization threshold of the 5d
shell in a single atom of gold) up to 57.2 eV (the 5p shell ionization threshold [120]),
indicated that about eight localized d-electrons contribute to the excitation of the 5d
shell forming the broad peak in the spectrum.

The low-energy peak is due to the plasmon-type excitation, which involves some
fraction of s and d electrons delocalized over the whole cluster. The delocalization
comes from a partial hybridization of the 6s and 5d atomic shells. Figure7b shows
theTDDFT-based photoabsorption spectrumof a highly-symmetric icosahedralAu32
cluster with the diameter of about 0.9 nm (thin solid curve). The results of the calcu-
lation are compared to the X-ray absorption data for atomic gold [120], multiplied
by the number of atoms in the cluster. The integration of the spectrum of Au32 up to
11.2 eV, that is the energy at which the first dip after the resonance peak is observed in
the TDDFT spectrum, revealed that about 1.5 electrons from each atom contribute to
the collective plasmon-type excitation. On the basis of this analysis, it was stated [74,
75] that the total photoabsorption spectra of gold clusters in the energy region up to
60 eV can be approximated by the sum of the plasmon contribution and that of the
5d electron excitations in individual atoms, σγ ≈ σpl + σ5d .
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4.2 Collective Electron Excitations in Small Gold
Nanoparticles Under Charge Particle Impact

Similar to the photoionization, the two distinct types of collective electron excitations
appear in the process of charge particle impact ionization. The single differential
inelastic scattering cross section of a fast projectile in collision with a cluster/NP is
then given by

dσ

dΔε
≈ dσpl

dΔε
+ dσat

dΔε
, (38)

where Δε = ε1 − ε2 is the energy loss of the incident projectile of energy ε1, p1
and p2 are the initial and the final momenta of the projectile, and Ωp2 is its solid
angle. The cross sections dσpl and dσat denote the contributions of the plasmon and
individual atomic excitations, respectively.

The contribution of the plasmon excitations to the ionization cross section has
been described by means of PRA. In this approach, the double differential cross
section d2σ/dΔε dΩp2 for a spherical NP is defined as a sum of the surface (s)
and the volume (v) plasmon terms, which are constructed as a sum over different
multipole contributions corresponding to different values of the angular momentum l
(see Sect. 3.3):

d2σ(s)

dΔε dΩp2
∝

∑
l

ω(s)2
l Γ

(s)
l(

ω2 − ω(s)2
l

)2 + ω2
(
Γ

(s)
l

)2
d2σ(v)

dΔε dΩp2
∝

∑
l

ω2
p Γ

(v)
l(

ω2 − ω2
p

)2 + ω2
(
Γ

(v)
l

)2 .

(39)

Here ω(s)
l = √

l/(2l + 1) ωp is the frequency of the surface plasmon of the multi-
polarity l, ωp = √

3Ne/R3 is the volume plasmon frequency, and the quantities Γ
(i)
l

(i = s, v) are the corresponding widths. Only the dipole (l = 1), quadrupole (l = 2)
and octupole (l = 3) terms were taken into account in this analysis. Excitations with
larger l have a single-particle rather than a collective nature [71], thus not contribut-
ing to the plasmon formation. The cross sections (39) were obtained within the first
Born approximation which is applicable for the collision of a NP with a fast heavy
projectile.

As mentioned above, the PRA relies on a few parameters, which include the
oscillator strength of the plasmon excitation, position of the peak and its width. In
the dipole case, these were validated by fitting the TDDFT-based spectra of several
three-dimensional gold clusters to those calculated within the model approach (see
Sect. 4.1).

Figure8a shows the cross section dσpl/dΔε calculated for a 1nm gold NP irra-
diated by fast protons of different incident energies as indicated. The figure demon-
strates that the amplitude and the shape of the plasmon resonance depend strongly on
the kinetic energy of the projectile. At high velocities, the dipole contribution dom-
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Fig. 8 Panel a shows
contribution of the plasmon
excitations to the single
differential cross section,
dσpl/dΔε, of 1nm gold NP
irradiated by fast protons of
different incident energies as
a function of the energy loss.
Panel b shows contribution
of different plasmon
excitations to the resulting
cross section dσpl/dΔε of a
1nm gold NP irradiated by a
1 MeV proton

inates over the higher multipole contributions, since the dipole potential decreases
slower at large distances than the higher multipole potentials. Figure8b illustrates
the contribution of different plasmon modes to the spectrum of a 1nm gold NP irra-
diated by a 1 MeV proton. The main contribution to the cross section in the region
of low-energy transfer comes from the surface plasmon, which exceeds that of the
volume plasmon by more than an order of magnitude. Thus, the leading mechanism
of low-energy electron production by gold NPs is related to the surface plasmon
which has not been accounted for in the Monte Carlo simulations [33].

The d electrons in the atoms of noble metals play a dominant role at the excitation
energies from approximately 20 to 60 eV (see Fig. 7 for the case of gold). For distant
collisions, i.e., when the impact parameter exceeds the radius Rat of the atomic shell,
the ionization spectra of the gold atoms are dominated by the dipole term [58].
Comparison of the cross sections of photoionization, σγ , and the dipole term of
inelastic scattering, dσat/dΔε, calculated in the Born approximation, leads to the
following expression [74, 75]:

dσat

dΔε
= 2c

πωv2
1

σγ ln
( v1

ωR

)
, (40)
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where ω = ε1 − ε2 is the energy transfer and v1 is the projectile velocity. Equa-
tion (40), obtained within the so-called “logarithmic approximation”, assumes that
the main contribution to the cross section dσat/dΔε comes from the region of large
distances, Rat < r < v1/ω. This relation has the logarithmic accuracy which implies
that the logarithmic term dominates the cross section while all non-logarithmic
terms are neglected [79]. Making an estimate for the gold atoms, it was assumed
that ω ≈ 1 a.u. which corresponds to the maximum of the 5d giant resonance
in gold [120], v1 ≈ 6.3 a.u. for a 1 MeV proton, and the electron shell radius
R5d(Au) ≈ 2 a.u. The interaction of the incident projectile with the NP leads to
the formation of a giant resonance not in all atoms of the system but only in those
located within the impact parameter interval from rmin � R5d to rmax � v1/ω. This
estimate indicates that the 5d giant resonance is formed in about one third of atoms
of the NP.

To quantify the production of secondary electrons in collision with the NPs, the
cross section dσ/dΔε (38) is redefined as a function of the kinetic energy E of the
electrons: E = Δε − Ip, where Ip is the ionization threshold of the system. The cross
section dσ/dE can be related to the probability to produce N electrons with kinetic
energy within the interval dE, emitted from a segment dx of the trajectory, via [16]:

d2N(E)

dx dE
= n

dσ

dE
, (41)

where n is the atomic density of the target.
Figure9 shows the relative enhancement of the electron yield from a 1nm gold

NP compared to an equivalent volume of pure water. The data for the gold NP have
been normalized to the spectrum for liquid water [121]. The dashed line shows the
contribution of the plasmon excitations to the electron yield, while the dash-dotted
line presents the contribution from the atomic 5d giant resonance, estimated using

Fig. 9 Electron yield
enhancement from the 1nm
gold NP as compared to an
equivalent volume of pure
water [121]. The dashed and
dash-dotted lines show the
contribution of the plasmons
and the atomic 5d
excitations, respectively.
Solid line illustrates the
resulting enhancement
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Eq. (40). Making this estimate, we have assumed that the ionization cross sections of
individual atoms are dominated by the dipole excitation. Contribution of quadrupole
and higher multipole termswill lead to an increase in the number of emitted electrons
but their relative contribution will be not as large as that from the dipole excitation.
Accounting for the plasmon contribution leads to a significant additional increase
in the number of 1–5 eV emitted electrons as compared to the pure water. Due to
the collective electron excitations arising in the 1nm gold NP, it can thus produce
up to 50 times larger number of the low-energy electrons comparing to the equivalent
volume of pure water medium. The enhancement of the secondary electron yieldmay
increase the number of hydroxyl radicals [15] which recombinate with each other to
form more stable hydrogen peroxide H2O2 [122]. The latter can propagate for large
distances inside the cell and deliver damage to the DNA in the cell nucleus even if the
NPs are localized in other cell compartments [25]. Thereby, the results of the analysis
performed in Refs. [74, 75] have indicated that the decay of the collective electron
excitations in gold NPs is an important mechanism of enhancement of the yield of
secondary species. However, more investigation is needed to acquire the complete
understanding of all physical and chemical processes involved into the process of
radiosensitization due to the NPs.

4.3 Electron Production by Different Metal Nanoparticles

A similar analysis was performed for other metal systems, which are of current
interest for cancer treatment with sensitizing NPs. The electron production due to
collective electron excitations in small NPs composed of gold, platinum, silver, and
gadolinium was analyzed in Ref. [74]. Figure10 presents the number of electrons
per unit length per unit energy produced via the plasmon excitation mechanism by
the 1nm spherical metal NPs due to 1 MeV proton irradiation. Comparative analysis
of the spectra demonstrates that the number of low-energy electrons (with the kinetic
energy of about a few eV) produced due to the plasmon excitations in the noble metal
NPs is about one order of magnitude higher than that by liquid water.

The low electron yield from the gadolinium NP, as compared to the noble metal
targets, is explained by the density effects (the atomic density of Gd is about two
times smaller than that of the studied noble metals) as well as by the lower plasmon
frequency. The maximum of the plasmon resonance peak in the gadolinium NP
(4.1 eV) is located below the ionization potential of the system (∼5.0 eV) [123]. In
the case of noble metal NPs, the plasmon peak maxima are in the range between 5.5
and 6.0 eV, being in the vicinity of the ionization thresholds. Therefore, the plasmon
decay in noble metal NPs results in the more intense electron emission as compared
to the gadolinium NP. In the latter case, the plasmon will mostly decay into the
single-electron excitations, which can lead to the vibration of the ionic core as a
result of the electron-phonon coupling (see Sect. 3.6).

Similar to the case of gold shown in Fig. 9, we have estimated the total number of
electrons produceddue to the collective excitations in themetalNPs by accounting for
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Fig. 10 Number of
electrons per unit length per
unit energy produced via the
plasmon excitations in the
1 nm Au, Pt, Ag and Gd NPs
irradiated by a 1 MeV
proton. Dashed curve
represents the number of
electron generated from the
equivalent volume of
water [121]

Fig. 11 Yield enhancement
from the 1nm metallic NPs.
Dashed lines show the
contribution of individual
atomic excitations. Solid
lines show the resulting
contribution with an account
of the plasmons. The figure
is adapted from Ref. [74]
with minor editorial changes

the contributionof excitations in individual atoms. Figure11demonstrates the relative
enhancement of the electron yield from the considered NPs as compared to pure
water. This quantity was obtained by summing up the contribution of the plasmons
and individual atomic excitations. Contrary to the noble metals, the Gd atom has
a single electron in the 5d shell. Thus, there is no atomic giant resonance in the
ionization spectrum of Gd in the 20–60 eV range, and the spectrum is characterized
by a narrow peak atω ≈ 1.2 a.u., formed due to ionization of the 5p shell. The dashed
lines present the contribution of the atomic giant resonances (5d in Au and Pt, and
4d in Ag) as well as the total 5p + 5d contribution in Gd, estimated using Eq. (40).
The solid line is the sum of the excitations in individual atoms and the plasmons. The
significant yield enhancement arises in those nanoparticles whose constituent atoms
possess the giant resonance, contrary to case of gadolinium which has a single 5d
electron.
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The presented results demonstrate that accounting for the plasmon contribution
leads to a significant increase of the 1–10 eV electron yield. For higher electron
energies (of a few tens of eV), the main contribution to the electron yield arises from
the atomic giant resonance associated with the collective excitation of outer-shell
d electrons in individual atoms of a NP. As a result of these effects, the number
of the low-energy electrons generated by small noble metal NPs (especially, those
composed of gold and platinum) significantly exceeds that produced by an equivalent
volume of liquid water representing a biological medium.

4.4 Analysis of Different Kinematic Conditions
for Charged-Particle Impact

The evolution of the contribution of the plasmon and the giant resonance mecha-
nisms at different kinematic conditions, namely for different projectile velocities
and for the NPs of different sizes, was analyzed in Ref. [75]. It was demonstrated
that the plasmon contribution to the low-energy (of about 1–10 eV) electron yield
from the gold NP can exceed significantly that due to the atomic giant resonance with
decreasing the projectile’s energy. Indeed, as follows from Eq. (40), at ε1 = 0.1MeV
(v1 = 2.00073 a.u.), the dipole term of the 5d inelastic scattering cross section is
strongly suppressed, as the ln(v1/ωR5d) term approaches zero. In this case, the yield
of electrons with kinetic energy below 5 eV due to the plasmon excitation exceeds
that due to the 5d atomic excitation by the factor of about 103 [75]. This analysis
demonstrated that the plasmon mechanism dominates the low-energy electron emis-
sion when the incident energy is close to that of an ion in the vicinity of the Bragg
peak.

Figure12 presents the electron yield from the solid gold NPs of different size
irradiated by the 1 and 0.1 MeV protons. Metal NPs of this size range were studied
recently in relation to the radiotherapies with charged ions [5, 25]. At certain condi-
tions, the contribution of the plasmon excitations saturates, so that larger NPs emit
a smaller number of electrons via the plasmon damping mechanism. It was shown
previously [48] that the dipole mode of the plasmon excitations arising in a NP gives
the dominating contribution to the ionization cross section when the characteristic
collision distance exceeds significantly the NP size, v1/ω � D/2, where D is the
NP diameter. At large collision distances, the dipole contribution dominates over
the higher multipole contributions. Terms with higher l become significant only in
the case when the collision distances become comparable with the cluster size. This
means that for a given incident energy the plasmon mechanism of electron produc-
tion will be efficient for relatively small NPs, while the dipole plasmon mode will be
suppressed for larger D. A small increase in the number of 5 eV electrons produced
by larger NPs as compared to the smaller ones is the result of an increased role of
the volume plasmon due to the increased volume/surface ratio. A similar scenario
holds for other incident velocities [75].
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Fig. 12 Number of
electrons per unit energy
produced via the plasmon
excitation mechanism in the
solid gold NPs of different
size irradiated by the protons
of different kinetic energy:
0.1 MeV (a) and 1 MeV (b).
The figures are adapted
from [75] with minor
editorial changes

5 Enhanced Low-Energy Electron Production by Carbon
Nanoparticles

As it was outlined throughout this chapter, excitation of plasmons by an external
electric field is a characteristic feature of not onlymetallic but also, to some extent, of
carbon nanoscale systems. For instance, it iswell established that plasmon excitations
dominate the spectra of photon- and charge-particle impact ionization of fullerenes
and polycyclic aromatic hydrocarbons [44, 45, 51, 53, 57, 124, 125].

A recent work [76] presented the spectra of secondary electrons ejected from a
carbonNP composed of fullerite, a crystalline form ofC60 fullerene, irradiated by fast
protons. It was demonstrated that the decay of plasmons excited in carbon NPs also
enhances the production of low-energy secondary electrons in a biological medium.
The contribution of plasmon excitations to the electron production was evaluated by
means of the PRA, and the results of these calculations were compared to the model
calculations based on the dielectric formalism [121] and Monte Carlo simulations,
carried out for pure water medium and for the medium with an embedded NP.

Figure13 presents the relative enhancement of the electron yield from a 50nm
carbon NP as compared to the equivalent volume of water due to irradiation with
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Fig. 13 Electron yield
enhancement from the 50nm
carbon nanoparticle as
compared to pure water
medium. Dashed line shows
the enhancement due to the
plasmon excitations as
compared to the results
obtained within the dielectric
formalism [121]. Open
symbols illustrate the
plasmon-based enhancement
compared to the results of
Monte Carlo simulations

1 MeV protons. The enhancement was calculated by comparing the contribution of
the plasmon excitations to the electron yield from pure water calculated by means
of the dielectric formalism (dashed line) and Monte Carlo simulations (symbols).
Depending on the data to be chosen as a reference, the collective electron excitations
result in 2–3 times greater number of emitted 10 eV electrons as compared to the case
of water. This effect is less pronounced than the enhancement done by small noble
metal NPs which can produce up to 15–20 times greater number of electrons via the
plasmon decay mechanism as compared to water (see Sect. 4.3). On the other hand,
this enhancement results in an excessive emission of the very low-energy electrons of
about a few eV, while the carbon-based NP can enhance the yield of more energetic
electrons. On this basis, an idea was proposed [76] about considering novel metal-
organic sensitizing NPs, where collective excitations will arise in both parts of the
system. A proper choice of the constituents may allow for tuning the position of
the resonance peaks in the ionization spectra of such systems and, subsequently, for
covering a broader kinetic energy spectrum of electrons emitted from such NPs.

6 Conclusions

We presented an overview of theoretical and computational studies of physical phe-
nomena related to the formation and the decay of collective electron excitations in
atomic clusters and nanoparticles. These phenomena have a common physical nature
and manifest themselves in collision with photons and charged projectiles like elec-
trons, protons or heavier ions. We also made a brief overview of recent Monte Carlo-
based studies which have been devoted to the investigation of radiosensitization and
dose enhancement effects for proton irradiation combined with metal nanoparticles
which are of current interest for radiation therapy applications. Because of a lack
of the description of collective electron effects in most of Monte Carlo simulations,
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many important physical phenomena may be missing. In the presented overview, we
emphasized the role of collective electron excitations in various collision processes
with atomic clusters and nanoparticles. An accurate description of these phenomena
may lead to a better and more complete understanding of the physical picture related
to the nanoscale mechanisms of radiation damage in the presence of nanoagents.
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On the Quantum Description of Irradiation
Dynamics in Systems of Biological Relevance
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Abstract The two main products of ionizing radiation in biological tissues are elec-
trons and radicals. The numerous secondary electrons are generated by ionisation in
the molecules in the vicinity of DNA and are produced with a mean energy about
10 eV. These low-energy electrons can lead to DNA strand breaks via dissocia-
tive electron attachment and other mechanisms. The modelling of these phenomena
requires, on the one hand, an explicit quantum description of the electrons of the tar-
get molecule (typically, a subunit of a DNA strand), and on the other hand, a realistic
account of the DNA environment. This chapter reviews theoretical and computational
approaches that have allowed us to study electron dynamics (excitation, ionization,
transport and localization) in systems of biological interest.
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1 Introduction

Radiation damage of biological tissue is a field of strong current interest due to its
importance both within the medical context and in relation to Earth and space radi-
ation. The response of the system to radiation is primarily of electronic nature and
electrons thus play a key role as the doorway to all subsequent dynamical scenarios.
A basic feature is here the optical response corresponding to electronic oscillations,
which defines the coupling between radiation and matter in a large variety of dynam-
ical situations from gentle to strong perturbations, involving lasers [1] or charged
projectiles [2]. Equally important in energetic irradiation processes is electron trans-
port, particularly electron emission. As typical examples for the relevance of elec-
tronic emission, one can cite the many studies on irradiation of clusters by short and
intense laser pulses [1], providing invaluable information especially through energy
(Photo Electron Spectra, PES [3]) and, more recently, angle-resolved [4] distributions
of emitted electrons (Photo Angular Distributions, PAD). Such quantities, namely
energy and/or angular resolved cross sections of emitted electrons also begin to be
investigated in the case of irradiation via swift charged projectiles, a situation closer
to potential applications in a biological context. Indeed the response of DNA basis
has already been analysed that way [5, 6]. In turn, DNA damage due to secondary
electrons generated by primary irradiation of the surrounding medium or DNA itself
also provides a remarkable example, where a microscopic understanding of radiation
damage in biological systems will only be achieved when including such complex
non-linear electronic effects.
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In a biological environment, the two main products of ionizing radiation are elec-
trons and radicals. Both have the potential to cause damage to biological molecules,
in particular DNA, thus leading, in the long run, to the inability of cells to replicate,
and hence to cell death. For a long time, it was assumed that the main actors were
the radicals. However, in 2000, a seminal paper by the group of L. Sanche showed
experimentally that Low-Energy Electrons (LEE) produced by ionization can also
lead to bond breaking in biomolecules, in particular to strand breaks in plasmid DNA
[7]. These results prompted, during the past 15 years, a significant amount of both
experimental [8–12] and theoretical [13–15] works aiming at elucidating the role
played by LEE in DNA damage. In the past few years, this research has moved on
from idealized systems, e.g. isolated fragments like nucleic acids, nucleotides and
even plasmid DNA, towards a more realistic environment reminiscent of physiolog-
ical conditions. This requires to take into account the aqueous solution containing
ions and the presence of amino acids from the histones in chromatin. Moreover, it
also requires to study these phenomena in the presence of thermal fluctuations, as
all processes happen at room temperature. Figure 1 shows a schematic view of the
irradiation process in a biological medium. Electromagnetic radiation in the form of
X- or γ -rays as well as high-energy ions produce mainly ionization of the medium
generating LEE and radicals.

While radicals are extremely important and interesting, in the present paper we
have chosen to focus on the dynamics of LEE only and its impact on DNA dam-
age. The long-term societal importance of these studies is obvious, especially in
relation to oncology. There is by now a significant body of research devoted to the
relation between cancer treatment and LEE [16–22]. The microscopic understand-
ing of underlying mechanisms, however, is still in its infancy and requires dedicated
efforts, particularly from a modelling point of view, in order to better understand
ongoing experiments. The aim of this contribution is to describe some developments
in the microscopic quantum description of irradiation processes, addressing in par-
ticular the role of electrons. We shall thus review a body of theoretical works based

Fig. 1 Schematic view of the processes involved in the irradiation of biological media
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on quantum-mechanical simulations that focus on electron dynamics (ionization and
transport) and on physical and chemical processes like electron localization and bond
breaking in a realistic, explicit environment.

Paradoxically, an atomic-scale characterisation may be easier to achieve via com-
puter simulations. In fact, contrary to gas-phase systems, where mass spectrometry
is an invaluable tool to study the distribution of fragments upon electron [23] or ion
irradiation [24], the presence of the aqueous environment complicates the extraction
and identification of fragmentation products. A large fraction of the experimental
information on single and double strand breaks is obtained by gel electrophoresis,
which is sensitive to the mass and geometric structure of the products. Moreover, to
obtain a sufficiently strong signal, experiments have generally been conducted at low
temperatures and in lyophilized samples, with a small content of structural waters.
Only quite recently experiments have been conducted in a solvated environment
[25]. In between, some insight on the role of the environment was obtained through
studies of fragmentation in microsolvated clusters, where gas-phase techniques are
still applicable [26, 27].

Electrons are usually the first constituents to respond to an electromagnetic pulse.
Strong excitations lead to an immediate ionization of the system, often with dramatic
long-time effects like dissociation, Coulomb explosion, or thermal spikes. This leads
to electronic transport and possible indirect effects on neighbouring species. A typ-
ical example of indirect effects is provided by Dissociative Electron Attachment
(DEA) in biological systems where primarily (low-energy) emitted electrons attach
resonantly to target biological molecules transferring electronic energy into vibra-
tions, eventually leading to the break up of the molecule. Emitted electrons can also
provide a valuable insight into reaction pathways, once they have been properly
detected. Typical examples here are PES and PAD. Moreover, Time-Resolved (TR)
PES and PAD have been recorded in molecules and more recently in clusters. Elec-
trons are thus leading players at all stages of an excitation of a system subject to
an electromagnetic perturbation, e.g. irradiation. They provide the first response at
short time scales, which is more or less quickly coupled to other degrees of freedom.
Additionally, they are useful probes along the whole dynamical process, especially
when emitted from the system and properly recorded.

The theoretical description of the complex dynamical scenarios that follow a
strong electromagnetic perturbation leading to electronic emission has made remark-
able progress in recent years [1]. It raises, at the same time, challenging questions
for further developments. Since electrons are the first entities to react to an electro-
magnetic perturbation, their response has been studied for a long time [1, 28, 29],
especially in the linear domain (where electronic emission is not yet relevant). This
has led to a large body of theoretical investigations of the optical response of clusters
and molecules [1, 29] but only very few of these go as far as to consider non-linear
excitations leading to electronic emission [28, 30]. Within the biological context,
the ensuing electron transport is also a key issue that motivates a growing number of
investigations. As already stated, we shall mostly discuss here LEE transport.
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Fig. 2 Physico-chemical stages in the biological irradiation process. In the first stage, radiation
ionizes the medium producing secondary electrons and radicals. Within time-dependent DFT (see
Sect. 2.1) this is translated into a time-dependent electronic density ρ(r, t). When electrons are not
in the ground state, the interaction potential is modified to V ∗(r, t), which also evolves in time
together with the density. Next, secondary electrons move through the medium losing energy via
electronic, vibrational and rotational excitations. These energy losses can occur via direct scattering
or through the formation of transient anions. When the latter are dissociative states bond scission
can occur, if the anion’s lifetime is of the order of or greater than a vibrational period of the target
molecule, this process is called dissociative electron attachment (DEA). All of these phenomena
can be seen as components of electronic heat transport. Once stabilized in a molecule, the excess
electron usually weakens bonds and lowers energy barriers, thus facilitating bond cleavage via
thermal activation

LEE are transported through the aqueous medium, interacting inelastically with,
e.g., water molecules, and transferring part of their kinetic energy to the medium
via electronic and vibrational excitation [11]. As a consequence of this energy loss,
LEE are driven into a state that is often known as pre-solvated. At this stage, either
they become fully solvated in the medium or they interact with DNA or other species
as amino-acids producing chemical modifications, e.g. the cleavage of some bond.
Figure 2 shows a scheme of the physical and chemical stages involved in the biological
irradiation process, using some basic theoretical concepts such as the time-dependent
electronic density, which we shall present and use below.

2 Methodological Considerations

In this section, we describe the theoretical framework underlying the simulations
that will be presented in Sect. 3. The electronic excitation and ionization processes
require the description of the intrinsic dynamics of the electrons, independently of
the motion of the nuclei (actually the ionic cores containing the nucleus and core
electrons which are frequently called ions). In the approach presented in this paper,
this is achieved via time-dependent density-functional theory (TDDFT). If, within
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this time scale, the ions also move, then TDDFT is supplemented with molecular
dynamics for the ionic motion. End-point effects like bond cleavage are chemical
processes that generally take place with electrons in their ground state, although
electronic (de)-excitation may be of relevance in certain circumstances, such as DEA.
In all other cases, electrons can be considered slaves of the ionic motion, remaining
always in their instantaneous ground state, which is described via standard density-
functional theory (DFT). Below, we focus on methodological and practical aspects
of these approaches.

2.1 Electron Dynamics in Model Systems Within (TD)DFT

Whatever the framework of macroscopic modeling of the environment may be, at the
deepest level of description, we focus on the detailed dynamics of a small subsystem,
an acceptably small molecule or a well-confined active region of a macromolecule.
In most cases, this also embraces electronic dynamics which, in turn, requires a
quantum mechanical description. In this section, we focus on the description of a
relatively small quantum mechanical subsystem within a framework of hierarchical
approaches, describing a typical theoretical framework and presenting some results
on dynamical calculations of covalent molecules.

TDDFT is a widely used and very efficient tool for that purpose, usually treated at
the level of the time-dependent local-density approximation (TDLDA). It describes
statics and dynamics of the electron cloud in terms of single-particle (s.p.) wave
functions where the expensive exchange and correlation effects are incorporated into
a functional of local density alone, see [31, 32] and Sect. 2.1.1. The scheme is robust
and efficient. Actually, there exist many refinements and extensions in the literature
to mention, e.g., additional terms depending on the gradient of density (generalised
gradient approximations or GGA) [33] or the self-interaction correction (SIC) [34].
The latter will be addressed briefly in Sect. 2.1.2.

The coupling to ionic motion is implemented in different ways. Most widely used
is the Born-Oppenheimer (sometimes also called adiabatic) approximation, where
the electronic ground state is computed for fixed ionic configuration from which one
deduces the force fields for ionic dynamics. Strong excitations require to go beyond.
The next step is to propagate electrons and ions simultaneously, the electrons quan-
tum mechanically by TDLDA and the ions by classical molecular dynamics, together
called TDLDA-MD [29] or Ehrenfest dynamics. A limitation of this approach, even if
fully dynamical, is that it describes only an average ionic motion and cannot account
for the splitting of ionic trajectories induced by electronic quantum jumps. Simi-
larly, since ions see only the mean field of the electrons via the electronic density,
there is no information about individual collisions and thus phenomena like spon-
taneous phonon emission are precluded. To restore such effects one has to resort
to other methods beyond Ehrenfest. One such method is surface hopping [35, 36],
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which consists of augmenting Born-Oppenheimer dynamics with stochastic jumps
between (electronic) Born-Oppenheimer surfaces. Another, computationally more
expensive, approach is Correlated Electron-Ion Dynamics (CEID) [37, 38] where
the ionic motion is treated approximately by a perturbative expansion in powers of
quantum fluctuations about the mean trajectory. In the following, we will address only
TDLDA-MD and pure TDLDA calculations, for isolated systems or in the presence
of an environment.

2.1.1 TDLDA and TDLDA-MD

In the Kohn-Sham formulation [39–41], (TD)DFT describes a system in terms of a
set of occupied s.p. wave functions {ϕi }. It is a variational formulation which is fully
defined from its starting point, via the following expression for the total energy

E (LDA) = Ekin[{ϕα}] + Eion + Eext + ECxc[ρ] , (1a)

ρ(r, t) =
N∑
j=1

∣∣ϕ j (r, t)
∣∣2

, (1b)

where ρ(r, t) is the total electronic density, i.e. the probability of finding an electron
at position r and at time t . The kinetic energy Ekin carries detailed information on the
s.p. wave functions which serves to maintain quantum shell effects, e.g. electronic
shells in atoms. The energy Eion stands for the field from the ionic background
(usually ionic pseudo-potentials representing nuclei and core electrons). The energy
Eext describes the impact of a time-dependent external perturbation as, e.g., from
a laser or a bypassing ion. The term ECxc comprises all electronic interactions, the
Coulomb-Hartree term (C), the Coulomb exchange term (x), and a correlation term
(c). The Coulomb-Hartree term depends bi-linearly on ρ(r). The other two terms
are mapped onto a pure ρ(r)-dependence by virtue of the LDA, while the GGA also
involves a dependence on ∇ρ(r). Variation with respect to ϕ∗

i yields in standard
manner the Kohn-Sham equations:

i�∂tϕi

εiϕi

}
= ĥLDAϕi , ĥLDA = p̂2

2m
+ uext + uLDA[ρ] , (2a)

where the LDA potential uLDA[ρ] is obtained as the functional derivative with respect
to the local density, i.e.

uLDA[ρ(r, t)] = δECxc

δρ

∣∣∣∣
ρ=ρ(r,t)

. (2b)
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The ion-electron interaction is mediated by pseudo-potentials

V̂ion =
Nion∑
I=1

V̂ (PsP)(RI ) , (3)

where V̂ion is a, generally, non-local operator acting in the Hilbert space of the elec-
tronic s.p. orbitals. It depends on the position of the corresponding ion. The ion-
electron energy in (1b) is then

Eion =
N∑
i=1

Nion∑
I=1

〈ϕi |V̂ (PsP)(RI )|ϕi 〉 . (4)

The action on the electrons is accounted for in the Kohn-Sham equations (2). The
first line in the left equation in (2) is for TDDFT, and the second for static DFT.

The back-effect on the ions contributes to the classical, Hamilton-like equations
of motion:

∂tPI = −∇RI

[
Epot,ion(R1, ..., RNion) + Eion(R1, ..., RNion)

]
, (5a)

∂tRI = PI

MI
, (5b)

where Epot,ion is the potential energy due to the, usually Coulomb, interaction between
ions. The simultaneous propagation of this equation together with the dynamical
Kohn-Sham equations constitutes TDLDA-MD or Ehrenfest dynamics. Notice that
the electronic description is not restricted to TDLDA. Extensions such as the GGA
or SIC can equally well be employed.

2.1.2 Self-interaction Correction (SIC)

The effective mean-field potential uLDA depends on the density (1b), which contains
a sum over all occupied states. This includes the state ϕi on which the mean-field
Hamiltonian acts in Eq. (2a). Thus the state ϕi is, unphysically, interacting with itself
which leads to what is called the self-interaction error. This is partially cured for
many purposes by the GGA [33], although both LDA and GGA produce an incorrect
asymptotic behavior of uLDA. A proper asymptotics is achieved by augmenting the
energy-density functional with a SIC [34] which reads

ECxc −→ ECxc[ρ] −
∑
j

ECxc[ρ j ]
︸ ︷︷ ︸

ESIC

, ρ j (r) = ∣∣ϕ j (r)
∣∣2

. (6)
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At variance with Hartree-Fock, which is self-interaction free by construction, this SIC
functional is not invariant under unitary transformations because it refers explicitly
to a functional of the s.p. densities ρ j . Since the SIC Hamiltonian is state-dependent,
orthonormality between the s.p. orbitals is not automatically guaranteed. In order
to retrieve this property, i.e. 〈ϕi |ϕ j 〉 = δi j , orthonormality has to be enforced via a
Lagrangian multiplier λi j for each overlap, thus augmenting the variational energy
expression with the term −∑

i j λi j 〈ϕi |ϕ j 〉.
Variation of the augmented functional then yields the coupled equations:

i�∂tϕi

εiϕi

}
= ĥSICϕi −

∑
j �=i

ϕ jλ j i ,

ĥSIC = ĥLDA −
∑
i

ui |ϕi 〉〈ϕi | , ui = uLDA[ρi ] , (7a)

0 = 〈ϕi |ui − u j |ϕ j 〉 . (7b)

It is recommended to employ complex wave functions already at the stage of station-
ary solutions because the SIC energy often takes advantage of the complex degrees-
of-freedom when minimizing the energy [42]. Unlike the standard Kohn-Sham
scheme, two equations emerge from the variation. The second one, Eq. (7b), which
emerges from the orthonormalization constraint, is new. This is often called local-
ization condition because it tends to localize the ϕi . Alternatively, the notion of sym-
metry condition is used because it is related to symmetry (hermiticity) of the matrix
of Lagrangian multipliers λi j . The first equation (7a) looks deceivingly similar to the
Kohn-Sham equation. However, we face now the inconvenience that ĥSIC is not her-
mitian. It is the symmetry condition (7b) which guarantees 〈ϕi |ĥ†

SIC − ĥSIC|ϕ j 〉 = 0
for all i, j = 1...N , such that hermiticity holds at least within the occupied states.
Unfortunately, the full solution of the coupled equations (7) in terms of the set
{ϕi , i = 1...N } is inconvenient in the static case and intractable in dynamics. The
way out of this dilemma is to use two equivalent sets of s.p. states, {ϕi , i = 1...N }
and {ψα, i = 1...N }, connected by a unitary transformation

ϕi =
N∑

α=1

Uiαψα . (7c)

The set {ϕi , i = 1...N } is called the localizing set. It serves to define the SIC potential
and to fulfill the symmetry condition. The set {ψα, i = 1...N } is designed to solve the
mean-field equation, either static or dynamic. The 2set-SIC equations thus become:

i�∂tψα

εαψα

}
= ĥSICψα , (7d)

ĥSIC = ĥLDA −
∑
i

ui |ϕi 〉〈ϕi | , ui = uLDA[ρi ] , (7e)
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together with the unchanged Eqs. (7a) and (7b). The set {ψα, i = 1...N } is the diag-
onalizing (for statics) or propagating (for dynamics) set. It is treated in standard
fashion as for any conventional (time-dependent) Kohn-Sham equation. The local-
izing set {ϕi , i = 1...N } is found by determining the coefficients Uiα of the unitary
transformation (7c) amongst the occupied states such that, for given ψα’s, the ϕi ’s
meet the symmetry condition (7b). Notice that the energy (6) depends on the local-
izing set. However, thanks to the symmetry condition, this set is unique. For further
details of this 2set-SIC scheme, see [43, 44].

Although the full SIC treatment has become manageable with the 2set-SIC
scheme, there are many situations that allow a simpler and more robust approach,
such as the average-density SIC (ADSIC) [45]. This scheme augments the LDA
functional by:

ECxc −→ ECxc[ρ] − EADSIC , EADSIC = N↑ELDA

[
ρ↑
N↑

]
+ N↓ELDA

[
ρ↓
N↓

]
,(8)

where ρ↑ and N↑ (resp. ρ↓ and N↓) are the density and the total number of electrons
with spin up (resp. spin down). This EADSIC is an approximate functional of the
local density and can be treated the same way as the LDA functional. This simplifies
dramatically both the static solution and the time propagation, and yet delivers already
the correct asymptotic behavior of the mean-field. Although the averaging over all
s.p. densities looks too crude, ADSIC performs surprisingly well for many different
bond types [42]. Problems appear however if a molecule mixes elements with very
different bonding properties. An example are Na(H2O)n complexes discussed in
Sect. 3.1.

Another viable SIC framework was proposed by d’Avezac et al. [46] with the
aim of counteracting another problem introduced by the incomplete cancellation
of the self-interaction in the LDA and GGA functionals, namely their excessive
delocalization. This approach starts from Perdew and Zunger’s correction [34] as in
Eq. (6), but the correction ESIC is modified in the following way:

ESIC = −aEC[m] − bExc[m; 0] , (9)

where m = ρ↑ − ρ↓ is the spin density of the system, and a and b are empirical
scaling parameters for the Coulomb and exchange-correlation energies [47]. The
delocalization problem is more important for unpaired electrons or holes than for
doubly occupied orbitals. Therefore, to make this approach more efficient, the SIC
is applied only to the singly-occupied molecular orbital (SOMO), while the double-
occupied orbitals are left uncorrected. Since this approach can easily lead to spin
contamination, a restricted open-shell Kohn-Sham (ROKS) approach is used, where
the SIC is applied only to the open shell. Hence, m coincides with the density of
the unpaired electron, which in the present work refers to the excess electron. There
have been several proposals for the scaling parameters. We have carried out our own
determination based on reproducing the MP2 electronic density for a thymine dimer
anion, obtaining the optimal values a = 0.6 and b = 0.4 [48].
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A third approach for correcting the self-interaction error is based on the optimized
effective potential (OEP) method [49]. Here the effective Kohn-Sham potential is
not state-dependent and the density is invariant under unitary transformations, thus
overcoming the main limitations of the two methods above. This comes at the expense
of having to solve the OEP equations. While this is an interesting route, we will not
pursue it any further in what follows, and refer the reader to the relevant literature [50].

2.1.3 Beyond TDLDA: Electron Attachment as an Example

TDLDA is designed to optimize the average properties of dynamical evolution. It is
not well suited for reaction channels which deviate significantly from the average
path, and even less appropriate for describing rare reactions. Such situations require
a description allowing for a mix of different mean-field configurations. This is done
in multi-configuration TDHF [51] that, however, is extremely expensive. The prop-
agation can be simplified when reducing once in a while the involved coherently
correlated state into an incoherent ensemble of mean field states. This leads to mean-
field propagation augmented by stochastic jumps between different mean fields [52],
for a recent example, see [53]. The case of rare reaction channels becomes particu-
larly simple in that respect. The jump probability is so low that it suffices to consider
one jump from the mean-field trajectory to the final state. We consider this situa-
tion for the example of electron attachment [54]. The initial state |Φ(0)〉 consists
of a molecule in its ground state (of energy E0) and an incoming electron wave
packet, denoted by |Φin〉 with a certain momentum (corresponding to an energy Ein)
and impact parameter. This state is propagated by TDLDA. The mean-field path
describes predominantly elastic electron scattering. Now we are interested in final
states where the impinging electron merges with the molecule leading to a final state

|Ψn〉 ≈ |Φpp′h〉 , En ≈ E0 + εp + εp′ − εh , (10)

out of the excitation spectrum of the new molecule (the ground state is inaccessible
directly for reasons of energy conservation). We approximate it by a 2-particle-1-
hole(2p1h) state with respect to the ground state |Φ0〉 of the original target molecule
where the excitation energy En can be expressed conveniently in terms of s.p. ener-
gies εi . Following time-dependent perturbation theory, the attachment probability
becomes

Patt(t) = 2π

�

∫ t

0
dτ

N2p1h∑
n=1

∣∣∣〈Ψn|V̂coll|Φin(τ )〉
∣∣∣2

δ(En − Ein − E0) . (11a)

Here, Vcoll is the residual interaction for the collision channel, and N2p1h the number
of 2p1h transitions fulfilling the energy conservation imposed by the Dirac function.

An exact Dirac δ-function is not applicable in a finite system with a discrete
excitation spectrum. We associate in practice a finite-width δ-function
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δ(En − Ein − E0) −→ δΔEin(En − Ein − E0) , ΔEin = 3�
2

8mΔr2
(11b)

where the width ΔEin corresponds to the energy width of the impinging wave packet
and thus to the energetic resolution of the setup.

2.1.4 QM/MM

At the level of detail allowing to address electron dynamics fully microscopically,
most TDDFT computations were performed for isolated (gas phase) systems. As
already pointed out the impact of the environment is a crucial issue and needs a
specific treatment. This may be done, to some extent, at a fully quantum level (see
examples in Sect. 3.2) but an alternative route consists in describing the environment
via a simplified (classical) approach within a scheme usually denominated Quan-
tum Mechanical/Molecular Mechanical (QM/MM). This is a typical example of a
hierarchical strategy. The idea of QM/MM is to treat quantally the active zone of
interest (typically the region subject to irradiation in our specific context) and couple
this “active” quantum subsystem to an environment treated at classical level. This
type of methods has been especially developed and used in biochemistry [55, 56],
as well as in surface chemistry [57–59]. Standard QM/MM approaches mostly deal
with geometry optimization or Born-Oppenheimer MD, but are not tuned to electron
emission and transport. We thus developed a specific modelling allowing to treat in
a QM/MM picture the irradiation (and ensuing ionization and electron transport) in
a minimal framework.

In this model, the QM part describes a Na cluster while a polarizable substrate
(rare gas, MgO) is treated in an MM fashion. The novelty with respect to a standard
QM/MM relies on the fact the substrate atoms possess two explicit dynamical degrees
of freedom, namely the atomic cores and the electronic dipoles, allowing a dynamical
(explicitly time-dependent) polarization of the substrate. This provides the minimal
requirement of account for polarization effects of the environment, in particular
the ones due to travelling electrons following ionization. The latter model has been
applied to metal clusters in contact with an insulating environment [60]. Applications
to other quantum/classical combinations, in particular in relation to a biological
environment, are possible but have not yet considered explicitly with this model.

2.1.5 Some Practical Considerations

The TDLDA calculations presented above have been carried out by means of an
implementation of the equations on a grid in coordinate space. The ground state of
the system is determined iteratively using a damped gradient method. The time prop-
agation is performed using a T -V splitting. The quantitative analysis of ionization
requires the use of absorbing boundary conditions which are presently implemented
in terms of a mask function. Details on the numerics can be found in [28, 29].
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Such TDLDA and TDLDA-MD calculations give access to several observables
both at the electronic and ionic level. We will show here both kinds of observables,
presenting: (i) a fragment analysis (Sect. 3.1.1) basically relying on total ionization
and ion dynamics, (ii) optical response (Sect. 3.1.2, obtained as Fourier transform of
electronic dipole), (iii) attachment probability (Sect. 3.1.3 and see Sect. 2.1.3 for the-
oretical detail), and (iv) an analysis of ionic motion in cluster deposition to illustrate
the role of polarisation dynamics in QM/MM modelling (Sect. 3.1.4). Details on the
computations of these observables can be found in [28, 54, 60].

2.2 Quantum Modelling of End-Point Effects

In order to study end-point effects such as LEE localization (attachment) and the
subsequent chemical reactions like bond cleavage in a sufficiently realistic situation,
the model systems must be subject to the following conditions: (1) they should be
large enough to include DNA components and the environment, (2) it should be
possible to accumulate sufficient statistics to compute thermodynamics quantities
like free energy profiles, and (3) the capability of making and breaking chemical
bonds should be retained.

Item (3) points to the use of electronic structure-based methods like DFT as
opposed to empirical force fields. The latter are given explicitly in terms of the coor-
dinates of the atoms and are thus much more efficient computationally, hence their
use in QM/MM methodologies for the MM region. However, in general they do not
allow for chemical modifications and for changes in the properties of the individ-
ual atoms according to their environment. For example, an oxygen atom in carbonyl
group has to be described differently from an oxygen radical or a carboxyl group. The
majority of the force fields, which we can group into the category of non-reactive,
describe stretching coordinates via harmonic potentials that do not allow for disso-
ciation, and also maintain the identity and properties of all the atoms. Clearly, these
limitations can be relaxed and, indeed, they have been. For instance, it is possible to
replace the harmonic bonds by Morse potentials that allow for dissociation. It is also
possible to design a strategy that, by looking at the coordination and environment
of an atom, assigns a type of bonding that evolves during the simulation. To a good
extent, this is what reactive force fields like REAXFF [61] do, or a method recently
proposed by Sushko et al. that was implemented in MBN explorer [62]. These meth-
ods are generally more expensive than non-reactive force fields, but still orders of
magnitude cheaper than first-principles calculations. The onerous (in human time)
parameterisation required for both types of force fields comes at a price of accuracy
and transferability. Therefore, a thorough validation is required. Here, by choosing
to describe interactions (potential and forces) at the first-principles level, via elec-
tronic structure calculations, we minimize accuracy and transferability issues and
we bypass the validation step, compromising on the size of the systems that can be
studied (a few thousand atoms vs millions) and the length of the simulations (tens of
ps vs hundreds of ns). This fully quantum approach limits the class of systems and
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phenomena that can be studied to a maximum of a few base stacks of the solvated
DNA double helix, e.g. an hexamer.

2.2.1 Electronic Structure Methods and Codes

In order to fulfil requirements (1) and (2), we need to use an efficient, still accurate
approach to describe the electronic structure of large molecules and periodic systems,
containing of the order of 1000 atoms. This excludes high-level quantum chemistry
methodologies based on Hartree-Fock (HF) theory like MP2 or coupled clusters,
and points towards DFT approaches. Semi-empirical quantum-mechanical methods
like tight-binding are also a possibility [63, 64], but this reinstates the onerous para-
meterisation and validation steps. Within the DFT landscape, there are two choices
to make. First is the theory level, i.e. the specific approximation to the exchange
and correlation functional. This has been discussed briefly in Sects. 2.1.1 and 2.1.2
above, and will be expanded below. Second comes the mathematical representation
of the electronic orbitals and density, i.e. the basis set. The TDDFT simulations, as
mentioned in Sect. 2.1.5, were carried out using a grid representation with absorbing
boundary conditions.

For the DFT simulations of end-point effects we have used the Quickstep module
of the CP2K package [65]. The advantages of this choice are that it has imple-
mented both DFT and HF (and hybrid) approaches including a good variety of
functionals. It also permits to carry out efficient calculations for gas-phase and peri-
odic systems, it offers both all-electron and pseudo-potential implementations of
the nuclear-electron interaction, and the electronic orbitals are expanded in efficient
Gaussian basis sets. For all-electron calculations, these are the standard Gaussian-
Type Orbitals (GTO) used in quantum chemistry packages, and they are provided
with the code distribution. For pseudo-potentials, the code uses the Goedeker-Teter-
Hutter (GTH) version [66]. Pseudo-potentials and optimized associated Gaussian
basis functions (MOLOPT) are also provided with the distribution [67]. The electro-
static potential is calculated by fast Fourier transforming (FFT) the density, which is
expanded in an auxiliary plane-wave (PW) basis set. In all-electron calculations, the
core orbitals require a large number of PW. To reduce the cost of the FFT, the density
in the core region is augmented with Gaussians. This approach is called Gaussian
and Augmented Plane Waves method (GAPW). For pseudo-potential calculations
the augmentation is not needed, so the Gaussian and Plane Wave method (GPW) is
used.

2.2.2 On the Choice of Functionals and Limitations Thereof

In this work we have used the Perdew-Burke-Ernzerhof (PBE) GGA to the exchange
and correlation functional [68]. The GGA is necessary to describe hydrogen bonds
that in the LDA are overbound and too short. GGA-PBE still lacks in a couple of
important respects, which however are not particularly relevant in the calculations
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presented here. One of the limitations is the poor representation of non-bonded
van der Waals (VDW) interactions. There are several methods introduced in past
decades to overcome this problem. The most efficient one, which is implemented
in CP2K, is the semi-empirical pair potential correction due to Grimme [69]. One
of the effects of the VDW correction is to reduce the equilibrium volume of water
and ice, thus increasing their density [70]. It also softens the microscopic structure
of water by counteracting the highly-directional hydrogen bonds with the isotropic
VDW interactions [71]. For most of the present investigations, namely solvated
nucleobases and nucleotides, these effects are secondary and we have not considered
VDW corrections. However, VDW interactions are crucial to account for the stacking
of the bases. Therefore, they have to be used for any DNA fragment involving multiple
bases. Here we have used Grimme’s correction for the trinucleotide simulations.

The other limitation of the GGA-PBE is the incomplete cancellation of the elec-
tronic self-interaction, which was already mentioned in Sect. 2.1.2. Part of the calcu-
lations presented here concern nucleobases and nucleotides. For these systems, we
have not observed signatures of an artificial electronic delocalization, and hence we
have stayed within the GGA-PBE level of theory. For larger systems with several
bases like polynucleotides or double-stranded DNA fragments we do observe delo-
calization amongst the bases, which is absent at the HF level. Therefore, in these
cases we have used the SIC described in the last paragraph of Sect. 2.1.2 [47, 48].
A similar problem arises in fragmentation events (dissociation), where GGA will
produce fractionally charged fragments, thus modifying the picture qualitatively.

2.2.3 Some Practical Considerations

In terms of basis sets, we conducted an initial validation [72] and decided to stay
at a triple-zeta plus polarisation, namely TZVP-GTH for pseudo-potentials, and
6–311G* for all-electron calculations. We checked the GGA-PBE calculations
against the DFT-HF hybrid PBE0, and found only small differences, mostly at the
level of bond cleavage barrier heights, which were underestimated by about a 20 %
in PBE [73]. This combination, GGA-PBE functional, GTH pseudo-potentials and
TZVP-GTH basis sets, turned out to be sufficiently accurate for the present purposes,
yet efficient enough to allow for long simulations (several tens of ps) on sufficiently
large systems (around 1000 atoms). It is to be remarked that this is not the absolute
computational limit. Presently we are running simulations for even larger systems,
containing around 3000 atoms.

Free energy barriers were calculated using thermodynamic integration of the
potential or mean force. This was done by identifying appropriate reaction coor-
dinates ξ like the C–O distance in the phosphodiester bond, the C–N distance in the
glycosidic bond, and the O–H distance in the hydrogen-bond for protonation reac-
tions. We then ran first-principles molecular dynamics (FPMD) simulations with
the reaction coordinate constrained to a sequence of values that interpolate between
reactants and products. The value of the Lagrange multiplier λξ associated with this
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coordinate is precisely the force required to maintain the constraint. When thermally
averaged over the simulation, 〈λ〉ξ becomes the potential of mean force. The free
energy is then computed using thermodynamic integration as FA→B = − ∫ B

A 〈λ〉ξdξ .

3 Illustrative Results

3.1 Electron Dynamics in Model Systems

3.1.1 Collision of CH4 with a Proton

We first begin with a collision process between a methane molecule and a proton
projectile [74], because ion-molecule collisions are considered to play an important
role in many fields of science [75], such as chemistry, plasma physics, material
science, astrophysics, and radiation therapy. In particular, when a projectile with
several eV collision energy hits a target, some featured phenomena can occur, such
as vibrational excitation, dissociation, charge transfer, and nuclear exchange. The
complexity of collision processes in this energy range requires a highly elaborate,
but still applicable numerically speaking, theoretical approach.

The H+ + CH4 collisions have been calculated in the framework of TDDFT-MD,
presented in Sect. 2.1.1 [74]. To compare with existing experimental data [76], The
proton is given an initial energy of 30 eV. We have simulated 9 different incident
orientations in a 72 × 72 × 72 simulation box with a grid spacing of 0.412 a0. The
collision dynamics is carried out as follows. The proton is placed at 25 a0 distant
from the methane (positioned at the origin of the numerical box and at rest) and it is
given an initial velocity corresponding to the collision energy. The impact parameter
b varies from 0 to 5 a0 in a step of Δb = 0.1 a0 and from 5 to 10 a0 in a step
of Δb = 0.5 a0. All in all, 549 collision geometries have been computed to allow a
statistical analysis of all possible reaction channels. The total simulation time is 40 fs
with Δt = 0.6 as. The small time step ensures the stability of time propagation in the
calculations. All the dynamical collision processes are considered in the laboratory
system.

To analyze the collision process, we have specifically extracted ionic trajectory
and the energy loss of proton for each event, as presented in [77]. In all collision events
considered here, 8 different types of reactions are identified: non-charged transfer,
charge transfer, proton exchange, collision-induced dissociation, proton exchange
with dissociation, protonation, hydrogen molecular formation, and hydrogen mole-
cular formation with dissociation.

We obtained in our calculations the same fragments, that is, CH+
4 , CH+

3 , and
CH+

2 , as those found in experiments [76] and other calculations [78]. The esti-
mated fragment intensities, shown in Fig. 3 are 79.6, 20.1, and 0.2 % for CH+

4 ,
CH+

3 , and CH+
2 respectively, which is in agreement with experimental values

(CH+
4 :CH+

3 :CH+
2 = 74 %:22 %:4 %).
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Fig. 3 Fragment yield in the
collision process of H++CH4
at an impact energy of 30 eV
for H+: TDLDA-MD
(black), experimental data
(blue) [76] and other
theoretical results (red) [78].
Adapted from [74]. See text
for details on the
TDLDA-MD calculations

Results from previous calculations [78] based on the extended Lagrangian molecu-
lar dynamics (single electronic potential energy surface), gave CH+

4 :CH+
3 :CH+

2 = 49 %:
50 %:1 %, which drastically deviated from the experimental ones. This indicates that
the intensity of CH+

4 was underestimated by employing the adiabatic potential energy
surface. More precisely, that of CH+

3 was overestimated. Moreover, there is a small
intensity peak at 17 amu in the experimental measurements, which is also found
by our simulations but not in the other theoretical calculations. However, the ori-
gin of this small peak might be different. It was considered as an isotope effect
(13CH4/12CH4) in the experiments, while we rather conclude that the CH+

5 fragment
may also contribute to this small intensity peak.

3.1.2 Self-interaction Error in Metal-Covalent Complexes

The second example explores the importance (or not) of SIC in mixed complexes,
namely a Na atom in contact with a H2O molecule [79]. The interest for such a system
is the mixture of a metal atom with a covalent molecule. This raises specific issues at
the side of the SIC treatment. We first compare the optical response of NaH2O with
that of the Na atom and of the H2O molecule. Results calculated in LDA, ADSIC,
see Eq. (8), and 2set-SIC, see Eq. (7), are compared in logarithmic scale in the left
column of Fig. 4.

For each system, the spectrum is generally similar for the various SIC, especially
below 5 eV with a prominent peak (a kind of plasmon peak) from the Na atom
when present. This dominant response of the metal atom, even in contact with H2O,
demonstrates that this atom can be viewed as a chromophore: if one shines a laser
with a frequency close to the plasmon peak, one can excite resonantly the complex.
Furthermore, in the presence of a water molecule, a series of peaks, suppressed by at
least two orders of magnitude with respect to the plasmon peak, are observed above 7
eV. Naturally, the Na atom does not contribute in this range. These peaks are covered
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Fig. 4 Left column: optical response calculated in LDA (black curves), ADSIC (light green curves)
and 2set-SIC (red dashes), for the Na atom, the H2O molecule and the NaH2O complex. Right col-
umn: electronic density of the HOMO in NaH2O calculated in ADSIC (top) and 2set-SIC (bottom).
Atoms are depicted by open circles with the water molecule on the left. Adapted from [79]

by signals “from” the H2O molecule and the complex gives similar gross results
as those for the water molecule alone, but there are differences in the remaining
quantum fluctuations. Note that these spectra lie in the continuum where there are
many unbound states (the ionization threshold is at 2.6, 5.6 and 4.3 eV in LDA,
ADSIC and 2set-SIC respectively). Transitions from deeper lying shells to these
states in the continuum are most probably the sources for the quantum fluctuations.

While the effect of SIC is not very large in the calculation of the optical response,
other electronic properties can be strongly influenced by the level of SIC. To discuss
this point, we show in the right column of Fig. 4 the electronic density of the HOMO
in NaH2O, integrated over the z coordinate and in the xy plane. The HOMO in
the complex resembles the s state of a single Na atom, that is an orbital which
is localized on the Na ion. However, ADSIC (top right panel) rather produces a
localization of the HOMO density around the O atom. This is far from the expected
result and demonstrates the failure of ADSIC for this system. A 2set-SIC calculation
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Fig. 5 Top: Number of
2p1h excitations N2p1h
fulfilling energy criterion
(dashed line and vertical
scale on the right) and
asymptotic value of the
probability of electron
attachment P∞

att , as functions
of the energy of incoming
electron Ein colliding on
H2O (adapted from [54]).
Bottom: Experimental
measurements in logarithmic
scale of dissociative electron
attachment of H2O yielding
H− (solid curve) O−
(dashes), and OH− (dots)
from [80]
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(bottom right panel) delivers a more reliable HOMO density which is mainly located
around the Na atom and even repelled by the water molecule. In this complex, the
bond is neither metallic nor covalent, as confirmed by the calculation of the static
polarizability (not shown here). This excludes the use of ADSIC which tends to
over-delocalize the electron cloud and therefore calls for a specific treatment at the
side of the electronic description.

3.1.3 Dissipative Effects Explored in the Electron Attachment

We now discuss the case of a calculation exploring beyond mean-field effects. We
briefly presented the theoretical framework in Sect. 2.1.3. We have explored the case
of an electron of incident energy Ein between 4 and 16 eV, colliding a water molecule.
The incoming electron is modeled by a Gaussian wavepacket and we propagate in
TDLDA-ADSIC the wave functions of the water target and the colliding electron.
The probability of electron attachment, see Eq. (11a), is accumulated along the time
propagation. Details on the numerics can be found elsewhere [54]. In the top panel
of Fig. 5 is plotted as a function of Ein the value of the probability of attachment at
the end of the calculation, P∞

att .
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As expected from measurements of the cross section of dissociative electron
attachment on water, which is less than 10−17 cm2 [81], the probability of attach-
ment is very small (<10−4). This justifies a posteriori our perturbative approach for
such a calculation. We find three distinct resonances at 6.8, 9.2 and 12.6 eV, well in
agreement with the experimental measurements in the ranges of 6.4–6.9, 8.4–8.9 and
11.2–11.8 eV, see the bottom panel of Fig. 5, and with detailed R-matrix calculations
at 6.5–6.994, 8.6–10.2 and 11.8–12.97 eV [82]. The top panel of Fig. 5 also compares
P∞

att with the total number of 2p1h transitions N2p1h which satisfy the energy con-
servation (11b). If resonances are also visible in N2p1h , they are strongly blue-shifted
with respect to those in P∞

att . This therefore demonstrates that the matrix elements
〈Ψn|V̂coll|Φin(τ )〉 entering Eq. (11a) do significantly contribute to the probability of
attachment.

We finally mention that the TDLDA calculation as such does not provide any
sign of electron attachment and furthermore, any sign of dissociation of the water
molecule. Indeed, at the end of the calculation, almost all the incoming electron
has traveled through the numerical box and very little has attached to the water
target. To be able to simulate a dissipative process such as a dissociative electron
attachment, one should truly go beyond a mean-field approach. First tests which
include 2 particle-2 hole (2p2h) transitions in a stochastic way on top of a TDLDA
propagation are encouraging [53]. The dynamics of the electron attachment can in
principle be easily treated in a similar manner since a core-excited resonance can be
viewed as a 2p2h transition decomposed as a 2p1h transition from the water wave
function and the additional incoming electron attaching an excited state of the water
target. Work in this direction is under progress.

3.1.4 Dynamical Hierarchical Approach

We end up with an example of an extension of Quantum Mechanical/Molecular
Mechanical (QM/MM) approach we developed some years ago (see Sect. 2.1.4) [60].
We here discuss the case of a dynamical deposition of a Na6 cluster on an Ar(001)
surface modeled by 6 layers of 8 × 8 squares which are copied periodically in both
horizontal directions to simulate an infinite surface. In addition, the lowest two layers
are frozen at bulk position to stabilize the underlying (supposed infinite) crystal
structure. The Na6 cluster is composed of a pentagon ring as base and an extra ion
on the symmetry axis of the pentagon. Initially, the pentagon is positioned parallel to
the Ar surface with the top Na ion above a hollow site of the surface and the center
of mass of Na6 15 a0 above the uppermost Ar layer. Na6 is initially given a kinetic
energy E0

kin = 0.82 eV and a velocity normal (=z axis) to the surface. We compare
in Fig. 6 the deposition process by looking at the time evolutions of the z coordinates
of the Na ions and the Ar cores, using three different treatments of the Ar substrate:
mobile Ar cores but no Ar dipoles (i.e. Ar dipoles frozen at static, initial value, see
upper left panel), fixed Ar cores but dynamical dipoles (see upper right panel), and
the full model (see lower panel).
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Fig. 6 Na6 with an initial kinetic energy of E0
kin = 0.82 eV and an initial velocity along the z

direction (that is normal to the Ar surface), deposited on Ar(001). Time evolution of z coordinates
of Na ions (blue thick lines) and Ar atoms (pink thin lines) for 3 levels of matrix treatment: fixed
Ar cores and mobile dipoles (top right), moving Ar cores but no dynamical dipoles (top left), and
fully active matrix (bottom). Adapted from [83]

Before 0.5 ps, that is before the impact time, the three cases exhibit a similar
dynamics of the impinging Na6. The evolutions after the collision are however qual-
itatively different. When the Ar cores are fixed (top right panel), the surface being
rather rigid, the cluster bounces with strong internal excitations where the top ion
oscillates forth and back through the pentagon. When one switches on the Ar cores
dynamics while keeping the Ar dipoles at their static position (top left panel), a
reflection of Na6 is still observed. However, since dissipation through the substrate
layers is now possible, much less excitation of internal motion of the cluster is pro-
duced. Finally, when all model components are fully active (bottom panel), more
energy absorption at the side of the Ar substrate prevents Na6 to be reflected. While
the top ion still keeps going through the pentagon, the cluster finally sticks to the
surface. This comparison highlights the importance of a full dynamical treatment of
the Ar surface, especially at the side of the dynamics of their polarizabilities through
dynamical dipoles.
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3.2 Excess Electrons in the Condensed Phase: Localization
and Bond Cleavage

In this Section we will focus on the events that follow pre-solvation. Electronic
excitation and ionization processes require electronic dynamics within the Ehren-
fest approximation, as described earlier, while inelastic scattering of electrons with
water needs a higher level description that allows for spontaneous phonon emission
[37]. Inelastic electron scattering is also important to DEA. While this has been
traditionally studied using scattering techniques like R-matrix [84], there are some
limitations in this approach. Since it consists essentially of static calculations of
cross sections, it does not lend itself easily to following the dynamics subsequent to
dissociation, which is important in the condensed phase. We are currently working
on methodologies that enable this, but they are not yet ready to attack the present
applications [38].

3.2.1 Electron Localization: From Pre-solvation to Solvation

We start then from the pre-solvated state. Since this process happens in times of the
order of fs, water molecules have not yet had the time to reorient themselves around
the excess electron, as the latter requires times of the order of ps. Therefore, the pre-
solvated electron is found in a fairly delocalized state, but far from being the plane
wave that characterises a particle propagating with high energy. This kind of state is
partly localized on the unoccupied water orbitals, which become accessible at low
energies. It appears clearly in our first-principles simulations of an excess electron in
solvated nucleobases [72], but also in other solvated species and, more importantly,
also in pure water [85]. In the left panel of Fig. 7 we show the spin density of such a
pre-solvated state for a solvated thymine molecule. The spin density is a well-defined,
measurable quantity that is accessible to DFT calculations, and tells about the spatial
distribution of the unpaired (excess) electron.

Assuming that the excess electron is in a pre-solvated state, further dynamical
evolution on the adiabatic surface, i.e. with the electronic density in the ground
state corresponding to the instantaneous nuclear configuration, leads to fast geo-
metric rearrangements that localize the electron. Notice the difference between this
adiabatic dynamics with the non-adiabatic dynamics embodied in the TDDFT sim-
ulations in Sec. 3.1. In times of the order of 50 fs, the nucleobase evolves towards a
geometry very reminiscent of the gas-phase anion, with the electron sitting in the for-
merly lowest unoccupied molecular orbital (LUMO), as shown in the right panel of
Fig. 7. The same behaviour is observed for larger fragments such as nucleosides and
nucleotides, as shown in Fig. 8 (left panel), with the excess electron always localizing
on the base, which is the region with highest electron affinity. This is one form of
the solvated electron, although this terminology is more commonly used to describe
the electron localized in cavities in water.
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Fig. 7 Spin density characterising an excess electron in water containing a thymine molecule.
Left panel: After vertical attachment of the electron to a neutral system at room temperature. This
arrangement mimics the pre-solvated state in which the electron is moving at low velocity so that its
wave function spreads over the water and thymine unoccupied (anti-bonding) orbitals. Right panel:
After 50 fs of dynamics. The excess electron has localized in the LUMO of the thymine

Fig. 8 Spin density characterising an excess electron in water containing a deoxy-thymidine
monophosphate (dTMPH) nucleotide. Left panel: After 50 fs of dynamics following vertical attach-
ment of the electron to a neutral system at room temperature. The excess electron is localized
in the LUMO of the nucleotide, which is located on the nucleobase end (thymine). Right panel:
Upon stretching the phosphodiester C–O bond between sugar and phosphate groups. The electron
moves towards the sugar-phosphate end of the nucleotide, after going through a transition state
characterised by the crossing of electronic energy levels. At the transition state, the spin density is
completely delocalized across the nucleotide [73]

3.2.2 Bond Cleavage

Further dynamical evolution of the solvated nucleotide anions does not lead to
the spontaneous cleavage of the phosphodiester or the glycosidic bond [73]. This
means that, under these circumstances, the bond cleavage process must be thermally
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activated, and then it becomes relevant to compute the free energy barriers for such
processes, as these will tell us how viable these processes are. Barriers of the order
of 10 kcal/mol are quite low and suggest that these events occur very frequently at
room temperature. Higher barriers of around 20 kcal/mol indicate that they are infre-
quent, while barriers of the order of 30 kcal/mol and above imply that these are quite
unlikely processes at room temperature.

We computed the free energy profiles for the cleavage of the phosphodiester
bond, which is associated with DNA strand breaks, by means of constrained FPMD
simulations and thermodynamic integration, and obtained values of the order of
15–20 kcal/mol [86] (the barriers reported in Ref. [73] are lower because of a poor
equilibration of the simulations). In these simulations, we have constrained the length
of the phosphodiester (C–O) bond starting at 1.2 Å and going through 1.4 Å, which
is the equilibrium length, up to 2.2 Å. The free energy increases until the transition
state (TS) at 1.8 Å and then it starts decreasing, as shown in the left panel of Fig. 9.
It is interesting to observe the behaviour of the spin density upon stretching. It starts
localized in the base, but when approaching the TS, the spin density delocalizes over
the whole nucleotide, to eventually re-localize on the sugar-phosphate end, as shown
in the right panel of Fig. 8. This has been rationalised in terms of the crossing of
occupied and empty energy levels upon stretching of the C–O bond.

3.2.3 Protonation of Nucleotides

In our earlier work [73] we noticed that all the nucleotides Exhibited similar barriers
except for the adenine-based dAMPH. Upon further inspection, we observed that
in that case the base had spontaneously protonated. A proton had been transferred
from a neighbouring, hydrogen-bonded water molecule. This did not happen in the
other nucleotides for a variety of reasons. For dCMPH and dTMPH, the equilibration
time was not sufficiently long to allow for the hydrogen bonds to form. However,
once they were formed, protonation was found to be favourable and the barriers for
protonation turned out to be very low (less than 1 kcal/mol). For dGMPH, instead,
we found that protonation was not favourable at all (see Fig. 2 in Ref. [86]). We
therefore decided to compute the free energy barriers by enforcing the nucleotide to
be either non-protonated or protonated. The results are shown in Fig. 9. When the
nucleotides are forced to be non-protonated at the base (left panel), all free energy
barriers are similar (about 15 kcal/mol) except for dAMPH, for which it is higher.
It is important to notice that, since protonation of adenine is spontaneous and the
hydrogen-bonded situation is not a local minimum, this profile is somewhat artificial
and has to be taken with care. This enforcing of the de-protonation is probably the
reason why the barrier for dAMPH turns out to be higher.

The right panel of Fig. 9 shows similar profiles but now enforcing protonation
of the base. Protonation is favourable for all nucleotides except for dGMPH. As
a general trend we see that the barriers increase upon protonation. The exception
is again dAMPH, for the reasons discussed above; the non-protonated state is not
stable and the barrier is artificially raised, while the protonated state, is in line with
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Fig. 9 Free energy profiles for the cleavage of the phosphodiester bond between sugar and phos-
phate in the four solvated nucleotides dAMPH, dCMPH, dGMPH, and dTMPH. Left panel: in the
absence of protonation of the base. Right panel: after protonation at the most favourable sites on
the base, i.e. O for thymine and N for the other bases

dTMPH and dGMPH, which exhibit barriers of the order of 20 kcal/mol. A second
protonation of the adenine is possible and, interestingly, it restores the free energy
profile to a situation similar to the non-protonated case (see Fig. 3 in Ref. [86]).
The case of cytosine (dCMPH) falls outside the norm in the sense that the barrier is
more than doubled, peaking at 30 kcal/mol. This is intriguing and, for that reason,
we have looked at signatures in the spin density that could explain this behaviour.
This is shown in Fig. 10. In the upper three panels we see the spin density for the
ground state (GS, left), transition state (TS, middle) and product state (PS, right)
in the non-protonated case. In the lower panels, we show the spin density at the
same distances, but for the protonated dCMPH. In the right lower panel, we see the
spin density delocalizes over the whole nucleotide at the distance of 2.2 Å. This
delocalization pattern is characteristic of the TS, and not of the PS. In the other
protonated nucleotides, the TS occurs at a shorter distance of 1.9 Å, so that breaking
the bond requires less stretching than for dCMPH. Why this is different in cytosine is
not completely clear yet, but it must be related to a modification of the energy levels
upon protonation, such that the crossing is displaced towards at a longer distance,
thus requiring more energy to keep stretching the bond for longer.

We have conducted similar studies also for the cleavage of the glycosidic C–N
bond between base and sugar that leads to base excision. The resulting free energy
profiles can be found in Fig. 4 of Ref. [86]. The main results are that base protonation
increases the barriers for all nucleotides except for dGMPH, but one has to keep in
mind that protonated dGMPH is unstable.

To summarise these results, we can say that the solvent has a significant effect
that cannot be easily incorporated into continuum solvation models. Surprisingly we
have found that there are marked differences between the various bases. The purine
nucleotides (dAMPH and dGMPH) have the lowest barriers to strand breaking reac-
tions and will break at the phosphodiester bond. Pyrimidine nucleotides (dTMPH
and dCMPH), meanwhile, have higher barriers to reaction but the barriers for break-
ing the phosphodiester and the glycosidic bond are similar. The question now is
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Fig. 10 Spin density characterising an excess electron in solvated dCMPH for a sequence of C–O
distances when stretching the phosphodiester bond, in the case of non-protonated (top panels) and
protonated (bottom panels) cytosine

how these differences will manifest themselves in larger DNA fragments such as
polynucleotides or double-stranded DNA pieces, where the bases are less solvent
accessible.

3.2.4 Trinucleotides

As a first step in this direction we conducted a series of simulations of solvated
trinucleotides, where the three bases are stacked at a distance of approximately 3.4
Å. Preliminary work using the GGA-PBE functional showed some alarming features.
The spin density of the excess electron was distributed amongst the three bases, and it
fluctuated between them, driven by the thermal motion of the medium. This suggested
the possibility that the poor cancellation of the self-interaction in PBE could lead
to a spurious delocalization of the spin density. We therefore set out to test various
functionals for the model case of two stacked thymines in the presence of an excess
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Fig. 11 Spin density characterising an excess electron in the gas-phase thymine dimer anion,
Thy−

2 , for various theory levels: DFT-PBE (left), unrestricted MP2 (middle), and an optimized
self-interaction corrected functional SIC (right)

electron, i.e. Thy−
2 . This was done for two different stacking distances, 3.4 and 6.8

Å. We took as a reference an MP2 quantum chemical calculation.
In the left and middle panels of Fig. 11, we show the PBE and unrestricted MP2

spin densities, respectively. It can be seen that the PBE calculation suffers from this
very common delocalization error, not only at the shorter distance, but also at longer
distances.

By splitting the density in this way, the Coulomb energy due to self-interaction of
the unpaired electron is halved. The MP2 calculation, which treats exchange exactly,
shows that this delocalization is spurious, and the excess electron should be localized
on one side or the other. In these calculations, we have used different geometries for
the two thymines, neutral (top) and anion (bottom). This is the reason why the electron
localizes in the bottom one. It is then quite remarkable that PBE still prefers to split
the charge shifting some of it to a molecule that is in an unfavourable geometry.
Clearly, the self-interaction error is large enough to overcome this. The right panel
shows the spin density for the SIC functional described in Sect. 2.1.2. Details of the
functional, optimization and validation tests will be presented elsewhere.

Figure 12 shows the spin density for a trinucleotide with all thymine bases (TTT).
The left panel shows the suspicious PBE result that motivated the study of SIC
functionals (middle panel). The latter eliminates the delocalization error and localizes
the excess electron on the central thymine. The hybrid DFT-HF functional PBE0
produces a similarly localized spin density, but at a much higher computational cost
in the condensed phase.
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Fig. 12 Spin density characterising an excess electron in the solvated TTT trinucleotide (all bases
are thymines), for various theory levels: DFT-PBE (left), optimized SIC (middle), and the PBE0
hybrid functional (right)

The study of phosphodiester bond cleavage here is more complicated than in the
case of a single nucleotide because there are four different bonds that can break. A
schematic view is presented in the inset to Fig. 13. Experimental data [87] suggests
that the bonds that are more prone to break are the C3′ -O3′ , as opposed to the C5′ -
O5′ . These correspond to the bonds indicated with the numbers 1 and 3 in the inset
of Fig. 13. For these two bonds we have run FPMD simulations by constraining
the corresponding bond lengths as reaction coordinates, both for the PBE and the
SIC functionals. The free energy curves obtained by thermodynamic integration are
shown in Fig. 13.

A first observation is that the barriers are of the order of 12–17 kcal/mol, con-
sistently with the barriers obtained for single nucleotides. Bond 1 turns out to be
weaker than bond 3 and hence should be more prone to break. This is consistent with
experimental data, where a ratio of 2.5 to 1 has been measured [87]. A second obser-
vation is that the barrier heights appear insensitive to the functional, whether PBE or

Fig. 13 Free energy profiles
for the cleavage of
phosphodiester bonds 1 and
3, defined in the inset. The
system is a solvated TTT
trinucleotide, where all bases
are thymines. For each bond
we report the profile using
the PBE and the SIC
functionals
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SIC. The shape of the free energy curve is somewhat different, with the SIC TS (the
maximum) slightly displaced towards shorter distances, and exhibits a faster decay at
larger distances, but the height is remarkably similar. A possible explanation for this
is that upon stretching the phosphodiester bonds, the excess electron quits the base
and localizes on the specific sugar-phosphate region around the stretched bond. Since
this spin density is quite localized, precisely because it is the only stretched bond,
the SIC does not appear to have a major influence. The shape of the SIC free energy
curve is somewhat worrying however, because it decays too rapidly upon breaking
the bond. A possible explanation is that this functional has not been designed with
the energetics in mind. It was done to reproduce the electronic spin density, but there
is no guarantee that energetically it will behave correctly in every situation. A pos-
sible way out of this situation consists of recalculating the energy at the PBE level,
but using the SIC density. This approach has proved successful for other systems
and theory levels other than SIC [88], and may represent a simple and inexpensive
alternative to higher level calculations such as DFT-HF hybrids.

4 Conclusions and Discussion

Connecting space and time scales in processes where microscopic ultrafast phenom-
ena lead to chemical modifications of the materials, and thus to end-point macro-
scopic effects, is never a simple task. In our case, we have to think of irradiation
producing secondary electrons and holes as well as radicals. These reactive species
propagate through the biological medium, i.e. water containing a variety of biomole-
cular entities like membranes and proteins, to eventually interact with DNA and
produce damage in the form of strand breaks, base excision, or cross-linking. The
accumulation of such damage triggers signalling pathways that terminate the cell
cycle when this becomes not viable or dangerous. Perhaps the latter is the most diffi-
cult part to model, as it involves a complex network of biochemical events triggered
by enzymatic recognition of the damage. Therefore, at the present stage, it seems
more reasonable to focus on the physicochemical processes, still multi-scale, that
begin at the irradiation stage and conclude with DNA damage in its natural envi-
ronment. We have presented here two types of such processes, considering the case
of simple model systems at the most detailed level of description, and complement-
ing these with calculations at a larger scale, accounting for environmental effects,
but still within a fully quantum description. In both cases, we have been especially
concerned with electron dynamics, which is a key issue in the field.

In the case of model systems, we have proposed a development of standard DFT-
based approaches in order to address the key question of electron attachment. We have
seen that such an extension provides realistic values of attachment probabilities. The
strategy developed for this extension of standard TDLDA is of perturbative nature,
which is well justified for electron attachment (as compared to elastic scattering)
but it does not provide a state in which the electron is actually attached to the target
molecule. Such a step, which would open the door to a direct analysis of the impact
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of the attached electron onto the dynamics of the target molecule (and thus directly
lead to a microscopic analysis of DEA) has not been taken yet and would require
some further developments, both methodological and computational.

Another important aspect concerns the actual description of ionization and the
importance of the self-interaction error. Simple strategies can be used in many cases
to solve the SIC problem at low cost. Still, there remain cases which require an elab-
orate SIC correction strategy. We have illustrated this problem in the very demanding
case of a complex associating a metal atom to an organic molecule. In such systems,
the “conflict” between localized electron orbitals associated to the organic compound
and the delocalized orbitals characteristics of metals make simple SIC approaches
inefficient. One then has to use a most elaborate approach to recover realistic ioniza-
tion properties. This elaborate approach nevertheless does not yet solve all pending
issues in SIC. One should in particular mention here the open question concerning
scaling properties of the SIC corrections when considering larger and larger systems.
This is certainly an issue to be explored further in the future, e.g. by trying the SIC
approach used here to study solvated trinucleotides, or the OEP approach.

In the case of extended systems we have seen, using first-principles molecular
dynamics simulations of solvated DNA fragments, that the role of the environment
in relation to DNA damage by low-energy electrons (LEE) can be quite dramatic
in many ways. Computation of free energy barriers for all solvated nucleotides pro-
duced values of the order of 20 kcal/mol. Interestingly, protonation from the aqueous
medium plays an important role here. It is spontaneous for adenosine monophos-
phate (dAMP), activated with a very low barrier for thymidine and cytidine (dTMP
and dCMP), and it does not occur for guanosine monophosphate (DGMP). The
most dramatic effect is on dCMP, where the free energy barrier for phosphodiester
bond cleavage, which is reminiscent of a strand break in DNA, increases twofold,
to 30 kcal/mol. Therefore, strand breaks at cytidine sites seem less favourable than
for the other nucleotides, whose barriers remain at a lower value of 20 kcal/mol. In
summary, protonation appears to protect DNA from strand breaks.

We have then studied larger fragments, starting from solvated trinucleotides, but
here the choice of functional becomes quite critical. Using standard DFT-GGA we
see an artificial delocalization of the excess electron over several nucleobases, e.g.
over the three thymines in TTT. Preliminary results show that this is an artefact
created by the poor cancellation of the electronic self-interaction in GGA. So, we
see that, as in the case of ionization, the self-interaction error crops up again. We
have endeavoured to improve the functional by means of an approximate SIC that,
however, is different from the one used in ionization studies. The use of the SIC
functional changed completely the picture with respect to PBE by localizing the
excess electron in one of the three thymines, generally the central one, although the
barrier heights remained unaltered. Some issues remain open, however. In particular,
the shape of the SIC free energy curve looks unrealistic at long distances, and this
could be a consequence of focusing the parameterization only on the spin density
while ignoring the energy.

Another important element in a realistic environment is the presence of amino-
acids from the histones around which DNA is wrapped. We have looked into this
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matter by considering a thymine solvated in glycine instead of water [89]. There
we saw that glycine (and potentially other amino-acids) also protect single-stranded
DNA by protonating the base. However, a second mechanism also plays an important
role. The amino-acids have electron affinities similar to nucleic acids so, effectively,
they compete for the excess electron, sometimes scavenging it and avoiding bond
cleavage. Ultimately, one would like to simulate solvated double-stranded DNA in
the presence of amino-acids and ions, but this is in the future. There is still a lot to
learn from simple systems by building gradually from those discussed here.
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Multiscale Modelling of Molecular Processes
for Biomedical and Nanotechnology
Applications with MBN Explorer

Andrey V. Solov’yov

Abstract This chapter introduces MesoBioNano Explorer (MBN Explorer)
(Solov’yov et al. J Comput Chem 33:2412–2439, (2012), [1]), a software package
for the advanced multiscale simulations of complex molecular structure and dynam-
ics and highlights some of its biomedical and nanotechnology applications. MBN
Explorer has many unique features, a wide range of applications in Physics, Chem-
istry, Biology, Material Science, and in related Industries. It is suitable for classical
molecular dynamics, Monte Carlo and relativistic dynamics simulations of a large
range of molecular systems of different kind, such as nano- and biological systems,
nanostructured materials, composite/hybrid materials, gases, liquids, solids and var-
ious interfaces, with the sizes ranging from atomic to mesoscopic.MBN Explorer
can be exploited together with MBN Studio (Solov’yov et al. MBN Studio, (2015),
[2]), a specially developed graphical user interface.

1 Introduction

The Meso-Bio-Nano (MBN) Science is the interdisciplinary field of research study-
ing structure-formation and dynamics of animate and inanimate matter on the
nano- and the mesoscales. It bundles up several traditional topics in theoretical
physics under a common theme. The range of open challenging scientific prob-
lems in this field is rather broad. They may include: structure and dynamics of
clusters, nanoparticles and biomolecules; clustering, self-organization, growth and
structure-formation processes, theirmultiscale nature and scaling laws; assemblies of
clusters/nanoparticles and bio-macromolecules, hybrid bio-nano systems, nanostruc-
turedmaterials; surface phenomena; nanoscale phase transitions; thermal, optical and
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magnetic properties; collective phenomena; electron/spin transport and molecular
electronics; nuclear magnetic resonance; collision, fusion, fission and fragmentation
processes; channeling effects; radiation effects; radiobiological effects and many
more. There are many important applications closely linked to the field. One of such
important applications is the Ion-Beam Cancer Therapy (IBCT). Understanding the
processes behind IBCT on the molecular, nano- and meso- scales is an open area of
intensive current research, which is widely discussed in this book. The list of topical
areas in the field grows rather rapidly facilitating also the development of the relevant
theoretical and computational methods.

Inmany areas the future ofmany industrial products is associatedwith the creation
of an integrated environment for numerical design and modeling. This encompasses
a wide range of end-products and applications in nanoelectronics, nanomaterials
and their adoption within transportation, avionics, polymer technologies, medicine,
etc. In most of these areas simulations need to operate over a wide range of scales,
ranging from the molecular and the nanoscale to the micro and sometimes even to
macro-dimensions. Such multiscale modeling usually integrates different physical
and chemical phenomena and is currently one of the hot topics of theoretical and
computational research. Multiscale modeling may save crucial time and money in
product development processes, and hence play a key role in industrial competitive-
ness. The development of multiscale modeling tools is necessarily parallel with the
development and widening of modernmethods of high-performance computing. The
implementation and success of the versatile numerical design and modeling requires
a close and wide cooperation of industrial and academic players.

Thus, the multiscale modeling is one of the most topical research fields nowa-
days. In order to fully exploit its potential in the field of IBCT, as well as for other
biomedical and nanotechnological applications, one needs to be well familiar with
the wide range of interdisciplinary topics, including

• Physics: providing the fundamental theories for the delivery of radiation and its
interactions with biological targets, or for instance, explaining the fundamentals
of variety of processes occurring during deposition of materials on surfaces and
the formation of nanostructures;

• Chemistry: describing the chemical processes induced at specific physical condi-
tions and providing tools for tailoring of nanoscale species to specific functions;

• Materials Science: searching for advanced materials with the unique properties or
functionalization of the materials on the nanoscale;

• Life Sciences: elucidating effects on the cellular level and integrating this knowl-
edge into clinical practices;

• Software Engineering and High Performance Computing: providing the basis for
advanced computational/virtual modeling of a large variety of systems and phe-
nomena on the scales ranging from atomic to macroscopic.

Any form of inanimate condensed matter, including biological, consists of many
different components linked by numerous, different interactions. Important efforts in
deepening of the molecular level understanding of different forms of condensed mat-
ter and their dynamical behaviour concern the origin, nature and evolution of various
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complex molecular systems, as well as the emergence of new features, properties,
processes and functions involving the systems with increasing their complexity. On
the meso- and nanoscales the physics and chemistry of biological and biomolecular
systems, nanosystems and materials typically deal with such behaviour. Many exam-
ples of emergence of qualitatively new features can be quoted, e.g. the development
of new collective properties when going from small molecules to large clusters or the
nanoparticle aggregation on surfaces or inside cells leading to the appearance of frac-
tally shaped morphologies. The fractal morphologies, being emerged in dynamical
systems on the nanoscale, remain characteristic for many systems, including bio-
logical ones, at practically all larger scales, and are present in practically all living
systems.

This book contains many examples of the molecular systems and molecular
processes, like DNA strand breaks, which play the important role in IBCT. Most of
these processes can be modelled and simulated using modern theoretical and com-
putational techniques. These simulations provide a basis and necessary molecular
level quantitative details for the construction of the inclusive Multi-Scale Approach
[3, 4], which is systematically introduced and widely discussed in several chapters
of this book. The best suited software package to set up the computer simulations of
various processes occurring in the irradiated molecular system on the atomic, nano-
and meso-scales is MBN Explorer [1]. MBN Explorer is equipped with an advanced
graphical user interface, the so called MBN Studio [2], enabling the construction of
input files, simple start of simulations, as well as visualisation and analysis of the
results obtained.

Below in this Chapter MBNExplorer and some of its important features are intro-
duced and illustrated this with a number of exemplar simulations and case studies.

2 MesoBioNano Explorer and MBN Studio

MesoBioNano Explorer (MBN Explorer) is a software package for the advanced
multiscale simulations of complex molecular structure and dynamics. It has many
unique features, a wide range of applications in Physics, Chemistry, Biology, Mate-
rial Science, and in related Industries, see Fig. 1. It is suitable for classical molec-
ular dynamics (MD), irradiation driven molecular dynamics (IDMD), Monte Carlo
(MC) and relativistic dynamics simulations of a large range of molecular systems of
different kind, such as nano- and biological systems, nanostructured materials, com-
posite/hybrid materials, gases, liquids, solids and various interfaces, with the sizes
ranging from atomic to mesoscopic.MBN Explorer permits computer simulations
with the sizes ofmolecular systems ranging from the atomic to themesoscopic scales.

Such knowledge is required in an enormous number of applications, e.g. in avion-
ics and automobile industry for designing of nanostructured materials, functional-
ized surface coatings, stronger and lighter materials for aircrafts and cars suitable
for high-performance at extreme conditions, in mechanical engineering for virtual
design of superhard nanostructured materials, in medical applications for nanostruc-
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Fig. 1 Illustration of different application areas of MBN Explorer. Adapted from [5]

tured implants, in cement industry for the design of superplasticizers allowing the
production of a concretewith higher compressive strength, in electronic and chemical
industry for construction of highly efficient batteries, catalyzers, in pharm industry
for drug design, etc. In many of these applications it is necessary to identify and/or
design specific properties of the system determined by its molecular structure on the
nanoscale and to ensure their transfer to the macroscopic scale in order to make them
functional and usable. Such a transition implies a multiscale modeling supported in
MBN Explorer through a combination of MD and MC simulations, algorithmic,
coarse graining and phenomenon based approaches.

The ultimate goal of MBN Explorer is to expand the understanding of struc-
ture and dynamics of complex molecular systems, mechanisms of their stability,
self-organization and growth, as well as the ways of their manipulation and con-
trol aiming a broad spectrum of application of this knowledge in nanotechnology,
microelectronics, material science and medicine.

MBN Explorer version 2.0 [1] can be exploited together with MBN Studio
[2], a specially developed graphical user interface. MBN Studio helps to set up
and start MBN Explorer calculations, to monitor their progress and to examine
the calculation results. It is supported by the graphical utility enabling to visualize
selected inputs and outputs.

A number of built-in tools allow for the calculation and analysis of specific char-
acteristics that are determined by the output of MD simulations. Examples include
diffusion coefficients of various molecular species, heat capacities and melting tem-
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peratures, radial distribution function, etc. A special modeling plug-in allows one to
construct a large variety of molecular systems quickly and efficiently. By means of
this plug-in one can easily construct molecular systems of different geometry built
of various elements of the periodic table.

Figure1 highlights a variety of molecular systems, which can be simulated using
MBN Explorer. In particular,MBN Explorer is suited to compute the system’s
energy, to optimizemolecular structures, aswell as to explore themolecular dynamics
(classical, irradiation driven, Euler, relativistic) and random walk dynamics. MBN
Explorer supports using a large library of interatomic potentials, allowing to model
a large number of very different molecular systems, which are introduced briefly
below in Sect. 4.

The first release of MBN Explorer has been the heritage of more than a decade
development. The code has been thoughtfully tested and proved to be efficient and
reliable in calculations. The structure of MBN Explorer, its main features and
capabilities are described in detail in the reference article [1] published by the Journal
of Computational Chemistry. The figures, see Fig. 2, highlightingMBN Explorer
and its 3D kinetic Monte Carlo module, were chosen for the cover page of the two
JCC issues.

Fig. 2 Figures highlightingMBN Explorer for the cover page of volume 33, issue 30 (left) and
volume 35, issue 17 (right) of the Journal of Computational Chemistry, in which the reference
article about MBN Explorer [1] and its 3D kinetic Monte Carlo module [6] were published
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The code is under continuous development conducted by the joined participation
of world-class scientists and IT developers affiliated with MBN Research Center
gGmbH, see website http://www.mbnresearch.com/.

Citing MBNEXPLORER. The authors request that all published work which
utilizes MBN Explorer include the primary citation:

[1] Meso Bio Nano Explorer—a universal program for multiscale computer simula-
tions of complex molecular structure and dynamics, I.A. Solov’yov,A.V.Yakubovich,
P.V.Nikolaev, I.Volkovets, andA.V. Solov’yov, Journal ofComputationalChemistry,
volume 33, pp. 2412–2439 (2012).
For specific algorithms the authors are requested to include additionally the following
citations in their publications:

Relativistic Integrator:

[2] Simulation of ultra-relativistic electrons and positrons channeling in crystals
with MBN Explorer, G.B. Sushko, V.G. Bezchastnov, I.A. Solov’yov, A.V. Korol,
W. Greiner, and A.V. Solov’yov, Journal of Computational Physics, volume 252, pp.
404–418 (2013).

Kinetic Monte-Carlo approach:

[3] Efficient 3D kinetic Monte Carlo method for modeling of molecular structure
and dynamics, M. Panshenskov, I.A. Solov’yov, and A.V. Solov’yov, Journal of
Computational Chemistry, volume 35, pp. 1317–1329 (2014).

Molecular mechanics with dynamical topology- reactive CHARMM force field:

[4] Studying chemical reactions in biological systems with MBN Explorer: implemen-
tation of molecular mechanics with dynamical topology, G.B. Sushko, I.A. Solovyov,
A.V. Verkhovtsev, S.N. Volkov, A.V. Solov’yov, European Physical Journal D,
volume 70, p. 12 (10pp) (2016).

Irradiation driven molecular dynamics:

[5] Molecular dynamics for irradiation driven chemistry: application to the FEBID
process, G.B. Sushko, I.A. Solov’yov, A.V. Solov’yov, European Physical Journal
D, volume 70, 217 (15pp) (2016).

3 MBN EXPLORER Main Features

Universality

MBN Explorer is designed for studying a broad range of physical, chemi-
cal and biological systems and materials by computing their energies, optimizing
molecular structures, as well as through molecular dynamics and random walk
dynamics (kinetic Monte Carlo) simulations. Universality is an important feature of
MBN Explorer, which allows modeling of a large number of molecular systems

http://www.mbnresearch.com/
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and processes (e.g. atomic clusters, fullerenes, nanotubes, polypeptides, proteins,
DNA, nanostructured materials, nanofractals, etc., composite systems like a metal-
lic nanoparticles interacting with a biomolecule, or a DNA penetrating through a
nanopore) exploiting a broad variety of interatomic potentials of different kind.

Tunable Force Fields

MBN Explorer includes a large variety of interatomic potentials. A distinctive fea-
ture of the program is the possibility to combine various interatomic potentials from
a large library of interatomic potentials available in MBN Explorer. The poten-
tials implemented inMBN Explorer include pairwise, many-body, and molecular
mechanics potentials which are widely accepted for studying bio- and nanosystems.

The file format of molecular mechanics force field used by MBN Explorer is
the same as that used by the programs http://www.charmm.org/ CHARMM, http://
cns-online.org/v1.3/ XPLOR and http://www.ks.uiuc.edu/Research/namd/ NAMD.
This compatibility allows using MBN Explorer for calculations of a broad range
of biological molecules with minimal efforts. The results of MBN Explorer cal-
culations are made compatible with standard visualization programs http://www.ks.
uiuc.edu/Research/vmd/ VMD and http://www.chemcraftprog.com Chemcraft.

Unique Algorithms

Apart from many standard algorithms MBN Explorer contains also unique algo-
rithmic implementations, being useful in particular application areas. For instance,
it allows flexible coarse graining, i.e. grouping of particles into rigid fragments,
thereby significantly reducing the number of dynamical degrees of freedom, in the
system. This algorithm is especially useful for molecular dynamics simulations of
large molecular systems, having well defined interacting constituent parts, which
could be treated as frozen. Note that most of other molecular dynamics codes do not
allow grouping of atoms in rigid bodies. Another examples include the unique algo-
rithm for simulations of relativistic particles channeling through oriented crystals,
simulation of radiation damage processes and irradiation drivenmolecular dynamics.

Multiscale Approach

MBN Explorer allows one to perform stochastic Monte Carlo dynamics of mole-
cular systems on the time scales significantly exceeding those of the conventional
atomistic molecular dynamics simulations. Such multiscale dynamics approach is
ideal for the systems, in which the details of the system dynamics on the atomic
scale are not so important, and can be parameterized through the kinetic rates for
the dominating transformations occurring in the system. This important feature of
MBN Explorer expands significantly its application areas and goes beyond the
limits of other molecular dynamics codes usually unable to deal with the multiscale
modeling.

Computational Efficiency

Despite the universality, the computational efficiency of MBN Explorer is com-
parable to and often even higher then the computational efficiency of other software
packages, making MBN Explorer often a favorable choice.

http://www.charmm.org/
http://cns-online.org/v1.3/
http://cns-online.org/v1.3/
http://www.ks.uiuc.edu/Research/namd/
http://www.ks.uiuc.edu/Research/vmd/
http://www.ks.uiuc.edu/Research/vmd/
http://www.chemcraftprog.com
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Object-Oriented Design

The primary design objective forMBN Explorer is extensibility and maintainabil-
ity of the code. In order to achieve this goal, MBN Explorer code implements an
object-oriented approach with C++. The modular design of the code allows an easy
integration of new algorithms and techniques for molecular dynamics simulations.

4 Applications of MBN EXPLORER

There are many different areas of application of MBN Explorer some of which
are briefly introduced below.

Crystals, Liquids, and Gases

With MBN Explorer one can simulate crystals, liquids, glasses and gases, and
study numerous physical and chemical phenomena involving different phase states
of matter [7, 8]. For each condensed matter state there are many examples of sim-
ulations which are collected in the library of MBN Explorer tests and examples
[9]. These examples include simulations of metallic, carbon and silicon, atomic and
molecular crystals, oxides, thin films and surface coatings, liquids and their interfaces
with metals and biocompatible materials, their various properties and processes with
their involvement. MBN Explorer also provides tools for multiscale modeling of
variousMBN systems. These tools allow one to model kinetic behaviour of such sys-
tems far beyond the time and spatial limits of the conventional molecular dynamics
simulations [6, 10] (Fig. 3).

Fig. 3 Nickel-titanium
interface. Adapted from [5]
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Fig. 4 Icosahedral atomic
cluster. Adapted from [5]

Atomic Clusters and Nanoparticles

MBN Explorer is suitable for computer simulations of structure and dynamics of
free, deposited and embedded atomic and molecular clusters, nanoparticles (NPs) of
different types, e.g. metals, noble gases, semiconductor clusters, fullerenes, carbon
nanotubes, graphene, as well as all other allotropic forms of nanocarbon materi-
als, composite and functionalized NPs, nanoalloys etc., [11–16]. The sizes of these
molecular systems could be varied from a few atoms up to a few million atoms. Pos-
sible simulations include the tasks on the structure analysis and optimization, various
thermal effects, mechanical properties, nanoscale phase transitions, diffusion and a
broad range of other dynamical and collision processes involving clusters and NPs
[17–19] (Fig. 4).

Fig. 5 Protein complex.
Adapted from [5]
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Fig. 6 C60-based nanowire.
Adapted from [5]

Biomolecular Systems

MBN Explorer allows one to simulate a large variety of biomolecules, biomolec-
ular, hybrid bio-nano systems with various interfaces [20]. Transformations of these
systems at different thermal and biologically relevant conditions, at various exter-
nal stresses can be explored. Numerous possible case studies include proteins, DNA,
lipid bilayers, interaction of these systemswithNPs, external environments andmany
more. MBN Explorer allows one to simulate structure and dynamics of proteins,
DNA, RNA and other biomolecules in ubiquitous environments [21]. Protein fold-
ing [22], antigen-antibody bounding [23], DNA unzipping [24], radiation damage
phenomena [25] and many other processes involving biomolecules can be studied
(Fig. 5).

Nanostructured Materials

Nanoscale molecular objects, such as atomic clusters, NPs, proteins, DNA frag-
ments, etc., provide a possibility to construct new types of materials, the so-called
nanostructured materials, thin films, surface coatings with the structure and prop-
erties determined by the molecular constituent building blocks. MBN Explorer
allows one to simulate a wide spectrum of nanostructured materials and to study
their properties [26]. Examples of such materials include: metals (e.g. Ni or Ti
[27]), metal NPs crystals, nanocarbon (nanosilicon) based nanostructured materials
(e.g. TMB-C60 nanowires [28–31]) and many more (Fig. 6).

Composite Materials and Material Interfaces

MBN Explorer has the necessary tools (appropriate force fields and algorithms)
to simulate many novel composite materials consisting of components of different
nature, ordered or disordered. Examples of such hybrid systems include nanoalloys,
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Fig. 7 Silver fractal on
graphite surface. Adapted
from [5]

Fig. 8 Nanoindentation of
Ti crystal. Adapted from [5]

nanofractals [10, 32, 33], crystalline superlattices of metal NPs linked by differ-
ent organic or biological molecules, or NPs placed into the biological environments
(e.g. attached to DNA, protein, or cell membrane). The latter systems appear to be of
significant interest and importance in connectionwith the analysis of toxicity of nano-
materials and the development of advanced radiotherapies exploiting nanoprocesses
and technologies [34]. With MBN Explorer one can simulate and investigate a
variety of complex multiscale dynamical processes, for instance, diffusion and sur-
face pattern formation (e.g. nanofractals, droplets etc.) in the course of NP, atomic
or molecular deposition, morphological transitions and many more [35–38] (Fig. 7).
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Thermo-Mechanical Properties of Materials

MBN Explorer can be utilized for simulations and investigation of the mechanical
properties and thermal effects of a broad variety of the materials mentioned above.
This includes analysis of elastic and plastic deformations [39] (e.g. Young’s modu-
lus, Poisson’s ratio, hardness, etc.), dynamics of dislocations, nanoindentation [8],
phase transitions [40], thermo-mechanical damage [41] and many more. For most of
these processes and phenomena the thermal dependence of various characteristics of
materials is of significant importance and interest (Fig. 8).

Collision Processes and Related Phenomena

MBN Explorer supports the most advanced molecular dynamics simulations for a
large variety of complex molecular systems.With these methods one can study many
different dynamical processes, including collisions, that occur in molecular systems
(Fig. 9).

These studies include collision and fragmentation processes involving atomic clus-
ters, NPs and biomolecules, molecular association and dissociation, nano- and
microscale conformational, morphological, and phase transitions, proteins folding,
DNA unzipping, NP and molecular diffusion, propagation of particles through a
medium (channeling, multiple scattering, track structure analysis), collision induced
thermo-mechanical medium effects, and many more. Some of these processes are
discussed in detail in several chapters of this book (Fig. 10).

Novel Technologies

MBN Explorer is a very useful and powerful tool for the exploration of the chal-
lenging problems arising in connection with the development of new technologies
[42]. There are several research areas, in which simulations performedwith the use of
MBN Explorer play an important role. One of such areas concerns the construction
of novel light sources based on charged particles channeling in crystalline undula-
tors. Another example deals with simulations of the nanoscopic molecular processes
playing the key role in the ion-beam cancer therapy [3, 43, 44]. Combined with

Fig. 9 Ion induced shock
wave interacting with
nucleosome. Adapted from
[5]
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Fig. 10 Axial channeling of
an ultrarelativistic electron
along crystal axis. Adapted
from [5]

the visualisation interface through MBN Studio or other similar visualisation tools,
MBN Explorer in many cases can help to optimise or even substitute expensive
laboratory experiments by computational modeling. Predictive power, the possibility
to visualise structure and dynamics of complex molecular systems allow to percept
the MBN Explorer based computational approach as a kind of ‘computational
nano- and microscope’.

It is suitable for relativistic dynamics simulations [42, 45–47]. Among other
applications,MBN Explorer canbeused to simulate thermo-mechanical damageof
a biologicalmedium, e.g. aDNAnucleosome,which is caused by the propagation of a
shockwave initiated by irradiationwith fast ions [48]. The results of such simulations
are used then to evaluate the efficiency of radiation with different projectiles [49]
within the framework of the multiscale approach to the physics of radiation damage
[3] and can be applied in the field of ion-beam cancer therapy [3, 49–51].

5 Exemplar Case Studies

It is impossible in one Chapter to overview all the case studies supported by MBN
Explorer. This deserves awhole book. Some of them are already introduced in other
chapters of this book, e.g. simulation of ion induced shock waves and their damaging
effects on DNA, structure and dynamics of sensitising nanoparticles, etc. Here, other
important case studies relevant to the topics of this book are briefly introduced.

5.1 Reactive CHARMM Force Fields

Nowadays, it has become feasible to study structure and dynamics of molecular
systems that constitute of millions of atoms [52, 53] and evolve on time scales
up to hundreds of nanoseconds [54] by employing the classical molecular dynamics
approach, often also calledmolecularmechanics (MM). In this approach, amolecular
system is treated classically, so that constituent atoms interactwith each other through
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a parametric phenomenological potential that is governed by the type of individual
atoms and by the network of chemical bonds between them. This network defines
a so-called molecular topology, that is a set of rules that impose constraints in the
system and permit maintaining its natural shape, mechanical, and thermodynamical
properties. The MM method has been widely used throughout the last decades [53,
55–57] and implemented in the well-established computational packages, such as
CHARMM[58], AMBER [59], GROMACS [60], NAMD [61] andMBN Explorer
(www.mbnexplorer.com, www.mbnresearch.com) [1].

Despite numerous successes, the conventional MM method is primarily capable
of studying processes where chemical reactions do not take place. This leads to
significant limitations of the method and makes it practically unsuitable for studying
highly non-equilibrium processes in biomolecular systems, e.g. thermo-mechanical
biodamage. This particular example involves rupture and formation of covalent bonds
that cannot be simulated by the conventional MMmethod due to a fixed topology of
the system.

Simulation of the rupture and formation of covalent bonds can be performed by
using Quantum Mechanical/Molecular Mechanical (QM/MM) methods or ab initio
MD simulations [62–64]. Both methods are computationally rather demanding and,
thus, the ab initio approach is used typically for studying fragmentation of small
biomolecules, such as DNA nucleobases or nucleotides [65, 66]. The size of such
systems is far from the typical sizes of systems of biological relevance, consisting
of hundred thousands of atoms, and more. This problem is addressed to some extent
in QM/MM methods where a core part of a large biomolecular system is described
quantummechanically while all the surroundings are described classically using, for
example, the conventional MM method [67, 68]. Thus, the rupture or formation of
covalent bonds can be simulated only in a small part of the system, which is treated
quantum mechanically.

In recent work [69] an extended version of the conventional MM method was
implemented in MBN Explorer. It is based on the newly introduced reactive
CHARMM force field, being an important extension of the standard CHARMM
force field. It was demonstrated that this extension describes correctly the dynami-
cally changing molecular topology of a system within the classical MD framework.
The presented modification takes into account additional parameters of the system,
such as dissociation energy of bonds, bonds multiplicity and the valence of atoms.
The functional form of the interatomic interactions is also adjusted to account for
the finite dissociation energy of the chemical bonds.

To illustrate these modifications here let us now consider the two examples that
go beyond the standard MM methodology. The first example illustrates the rupture
of a single C–N bond in an alanine dipeptide molecule, being one of the simplest
building blocks of larger biomolecular systems like polypeptides or proteins. The
second example shows the reverse process of the new bond formation.

www.mbnexplorer.com
www.mbnresearch.com
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Fragmentation of Alanine Dipeptide

To illustrate the bond breakage, following [69], let us consider the dynamics of
alanine dipeptide consisting of 20 atoms, solvated in a simulation box with 95 water
molecules. The alanine dipeptide molecule was considered with neutral terminals.

In order to clearly illustrate the difference between the standard CHARMM force
field, utilizing the harmonic interatomic potential, and the dissociative CHARMM
potential implemented in MBN Explorer, two simulations were carried out [69].
In these simulations, the rupture of the central C–N bond in the dipeptide, leading to
the formation of two isolated alanine molecules, was monitored.

To facilitate the process, let us set the initial velocity of the C and N atoms high,
which corresponds to an energy fluctuation sufficient for the bond rupture. In the
simulation performed with the standard force field, the peptide bond is modeled
through the harmonic potential, therefore, the bond cannot break. The behavior of
the C–N bond in the harmonic approximation is illustrated in the left part of Fig. 11,
and the corresponding atoms are marked with red circles. In this case, the distance
between the atoms oscillates around the equilibrium value as the atoms always return
to their equilibrium positions.

In the second simulation, the Morse potential was used for the description of the
peptide bond. In this case the C and N atoms do not oscillate around an equilibrium

Fig. 11 Snapshots illustrating dynamics of alanine dipeptide and the C–N bond rupture simulated
with the harmonic (left) and Morse (right) potentials at 0 fs (top), 8 fs (middle) and 20 fs (bottom).
Adopted from [69]
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Fig. 12 Dependence of the
C–N interatomic distance in
alanine dipeptide as a
function of the simulation
time. Adopted from [69]

position, and the structure of the system after 20 fs of simulation changes significantly
from the one considered above (see the right part of Fig. 11). It is evident from the
snapshots that the distance between the atoms increases already after 8 fs.

When the distance between the atoms exceeds a given cutoff radius (which is
equal to 2.5Å in this example), the bond is considered as broken. Once this has hap-
pened, the carbon and the nitrogen atoms remain interacting only via the electrostatic
potential and the van der Waals interactions, so that the two alanine molecules can
diffuse apart. The charge redistribution does not happen in this case because both
new fragments of the dipeptide were initially neutral.

Figure12 shows the interatomic distance between the carbon and the nitrogen
atoms as a function of the simulation time. The equilibrium distance between the
atoms is rC−N

0 = 1.354Å(dashed line). The figure demonstrates that in the case
of the simulation with the Morse potential, the interatomic distance monotonically
increases indicating that the bond is broken and that two isolated alanine molecules
drift apart.

Binding of Two Alanine Amino Acids

The second example illustrates the process of binding two alaninemolecules together
into a single dipeptide through the formation of a new covalent bond in the molecular
system [69]. In this case, six isolated alanine amino acids surrounded by 54 water
molecules were placed in a small simulation box of 24 × 24 × 24Å3 with periodic
boundary conditions, and the dynamics of the system was simulated for 80ps at a
fixed temperature of 1000K controlled by the Langevin thermostat with the damping
time constant of 1 fs. Each alanine molecule was modeled with unsaturated N– and
C–termini, i.e. having two unpaired chemical bonds.

In the course of the simulation, all distances between the different termini of
alanines are monitored. When the distance between a pair of terminal atoms became
smaller than the predefined cutoff radius (equal to 3Åin this example), a new covalent
bond is considered to be formed. Figure13a illustrates a spacial conformation of two
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Fig. 13 a Two alanine
molecules approaching each
other to form a new C–N
bond. b Dependence of the
distance between C and N
atoms for the two alanine
molecules. Adopted from
[69]

amino acids in the simulation leading to the formation of a new bond. Figure13b
gives the dependence of the distance between C and N atoms for the two molecules
shown in the upper part. At some point, this distance becomes smaller than the
cutoff radius (blue dashed line), and the two molecules become connected. Note that
after 40ps the distance between the C and N atoms oscillates around a constant value
corresponding to the C–N bond equilibrium length. Since six alanines are considered
in this simulation, more of them could self-assemble in a polypeptide chain but this
would require longer simulation. In this system, each initial alanine molecule has
a total charge equal to zero. Therefore, after the formation of a new molecule the
charge redistribution step was not necessary.

Having proven the force field to work on a simple molecules one can generalize
the framework towards macromolecules. This allows for studying the systems of
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biologically relevant sizes, on the time scales which are not accessible by means
of ab initio methods. In [69] the example illustrating the process of water splitting
and the issue of chemical equilibrium were analysed using the reactive CHARMM
force field. It was demonstrated that the results of the simulation are in a reasonable
quantitative agreement with those of the analytical calculations.

5.2 Irradiation Driven Molecular Dynamics

There are many examples in which chemical transformations of complex molec-
ular systems are driven by irradiation. Often such modifications carry important
outcomes to the functional properties of the irradiated molecular systems. Enough
to mention the radiobiological phenomena, in which living cells can be inactivated
by irradiation due to the induced DNA complex strand breaks [3], the formation
and composition of cosmic ices and dusts in the interstellar medium and planetary
atmospheres is largely a result of the interplay of the molecular surface adsorption
and surface irradiation [70], the formation of biologically relevant molecules under
extreme conditions involving irradiation [71],1 and many more. Irradiation driven
chemistry is nowadays utilized in modern nanotechnology, such as focused electron
beam deposition (FEBID) [72, 73] and extreme ultraviolet lithography (EUVL) [74,
75]. These technologies belong to the next generation of nanofabrication techniques
allowing the controlled creation of nanostructures with nanometer resolution which
is attractive in both, basic and applied research. The fabrication of smaller and smaller
structures has been the goal of the electronics industry for more than three decades
and still remains one of this industry’s biggest challenges. Furthermore, irradiation
chemistry is a key element in nuclear waste decomposition technologies [76] and
medical radiotherapies [77, 78].

Irradiation driven chemistry (IDC) is based on the quantum transformations that
are induced in molecular systems by their irradiation by external fields of differ-
ent modality (X-rays, lasers, electrons/positrons, ions, etc.) and the dynamics of
molecular system which can be also influenced by external factors like temperature,
pressure, external fields, etc. Highly perturbed dynamical molecular systems can
only be described from first principles within the time dependent density functional
theory (TDTDFT), or any of its equivalents, if the size of the molecular system is
sufficiently small, typically hundreds of atoms [79–82]. This strong limitation makes
TDDFT of limited use for the description of the IDC of complex molecular systems.

Classical molecular dynamics (MD) could be considered as an alternative for
the theoretical description of IDC. However, in spite of the manyfold advantages,
classical MD is often inapplicable for simulations of chemical reactions and IDC
processes, because it does neither account for coupling of the molecular system to
radiation, nor does it describe quantum transformations in the molecular system

1See COST Action “The Chemical Cosmos: Understanding Chemistry in Astronomical Environ-
ments” www.cost.eu/COST_Actions/cmst/CM0805.
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induced by the irradiation. In the recent work [83] these deficiencies of MD were
overcome and a new methodology for simulation of irradiation driven chemical
transformations of complexmolecular systemswas suggested. There itwas suggested
to model irradiation induced quantum transformations in a molecular system as
random, fast and local processes involving small molecular fragments (typically on
sub-nanometer scale) of the entire system. The modeled transformations include
molecular bond breakages, saturation of dangling bonds, chemical reactions in the
system, and changes in the molecular topology of the system. These transformations
are introduced according to the specific rates that are coupled to the irradiation
field and the probabilities of the corresponding quantum processes are established
through ab initio quantum approaches, such as many-body theory, DFT, collision
theory, or taken from experiments. The fundamental basis for such an approach
relies on the Born-Oppenheimer theory justifying uncoupling of the fast electronic
motion in molecular systems from the slow motion of the ionic subsystem and the
fact that the characteristic time scale for the fast quantum transformations in the
system is typically within the femtosecond range, i.e., about the duration of one time
step in MD simulations. Furthermore, the spatial dimension of the region where an
irradiation induced quantum transformation takes place is much smaller than the
size of the molecular systems under consideration. Therefore, if the outcomes of
the quantum transformations are properly accounted for on the basis of quantum
mechanics or simply taken from experiment and correctly embedded as random and
local modifications of the classical force fields, it becomes feasible tomodel structure
and dynamics of large molecular systems under irradiation through the irradiation
driven molecular dynamics (IDMD), as demonstrated in [83]. This methodology is
designed for the molecular level description of the irradiation driven chemistry of
complex molecular systems arising in various circumstances introduced above.

Classical molecular dynamics (MD) has been introduced for the description of
quantum molecular systems with the use of the classical Newtonian equations [84].
The justification of this approach is based on the Born-Oppenheimer theorem, which
separates the light electronic and heavy ionic subsystems and elucidates the quasi-
classical motion of the nuclei in the system. In this approach all the information about
the quantum-mechanical properties of the system is included in the parameters of the
classical force fields guiding the motion of the nuclei. Within the classical MD the
trajectories of atoms andmolecules are determined through the numerical solution of
Newton’s equations, where forces between the particles and their potential energies
are calculated using interatomic potentials and force fields. Such a simplification of
the description of motion of a quantum system provides significant advantages for
computer simulations as already discussed above. The method was originally devel-
oped within the field of theoretical physics in the late 1950s [85] but is applied today
mostly in chemical physics, materials science and the modelling of biomolecules.

The classicalMDapproachdoes not describe the electron dynamics and, therefore,
most of the quantum transformations that may occur during the system dynamics.
These transformations are often induced in the system through exposure to external
perturbations such as external fields or irradiation by charged particles (electrons,
protons, ions, etc.) or photons. The resulting effects may have a global character
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(electric current, spin ordering, polarisation, magnetisation, etc.) or be local (atomic
or molecular excitation, ionisation, dissociation, charge transfer, etc.).

Irradiation induced local quantum perturbations of a molecular system typically
occur on the sub-femtosecond time scale and involve only those atoms that are
directly affected by the irradiation. This results in the creation of secondary electrons,
ions, reactive species (radicals), and excited molecules, which can further interact
with themolecular system and cause further chemical transformations. This complex
local dynamics typically involves the nearest environment of the targeted molecular
site, being a small part of the entire molecular system, and is completed within
femtoseconds. During this time some of the initial perturbations of the system, such
as quasi-free electrons, electron holes, ionic charges, relax and vanish, due to the
high electronic mobility and the Coulomb attraction. The femtosecond time scale
is, however, still significantly shorter than the characteristic timescales responsible
for the motion of the entire molecular system. Indeed, in classical MD a typical
integration time step is 1–2 fs, corresponding to the oscillation period of a hydrogen
atom at room temperature.

The notable outcome of the process described abovewill be the emergence of bond
breaks in the system. These events are most significant as they affect the dynamical
behaviour and chemical transformations in the molecular system on the larger time
scales, up to nanoseconds and beyond, being the typical time frame for the classical
MD. The bond breaks arise in those parts of the molecular system which are targeted
by the irradiation. They occur randomlywith a probability depending on the intensity
and the modality of irradiation. The probabilities of these events are related to the
cross sections of the involved irradiation induced processes (elastic and inelastic
scattering, electronic and vibrational excitation, dissociative electron attachment,
collision dissociation, etc.) occurring in the system on the femtosecond time scale
and can be elaborated from the collision theory or be taken from experiment.

Irradiation conditions of amolecular systemcan differ substantially and depend on
the radiation modality, duration of the system exposure to irradiation and the system
geometry. Irradiation can be a swift single event, like a single ion track crossing the
molecular system, or it can last a certain period of time up to some nanoseconds
and even longer. In the latter case the irradiation induced bond breaks and charge
redistribution in the system occurs during the entire irradiation period. Irradiation can
be homogeneous within a certain volume or strongly inhomogeneous. The choice of
the irradiation conditions corresponds to each particular case study. In the follow up
sections we consider these for the FEBID process.

The above described scenario defines the irradiation driven molecular dynamics
(IDMD). The IDMD can be introduced as classical MD with the superimposed ran-
dom process of molecular bond breakage related to the irradiation conditions. The
bond breakage is defined as the local alteration of the system force fields, which
involves (i) creation of reactive atomic species (radicals) with dangling bonds, (ii)
the possibility of dangling bonds’ closure and creation of new molecular bonds or
molecules, (iii) accounting for molecular topology changes (in the cases when it is
defined, e.g. molecular mechanics force fields). The characterisation of these modi-
fications of the classical MD force fields can be elaborated on the basis of quantum
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chemistry methods. Examples of such characterisation for the FEBID process are
given below.

The IDMD methodology aims to account for the major dissociative transforma-
tions of the molecular system induced by its irradiation and possible paths of further
reactive transformations. The latter are sensitive to statistical mechanical factors, like
the concentration of the reactive spices, their mobility (diffusion), the temperature
of the medium, etc. All these factors are automatically accounted for in a correct
way through the Langevin MD describing the molecular system as a NVT statistical
mechanics ensemble. The local deviations from the statistical mechanics equilibrium
arising in the vicinity of the breaking bonds caused by the local deposition of energy
into the system leads to minor perturbations of the large molecular system and can
be incorporated into IDMD as a perturbation.

The concept of IDMD introduced recently in [83] is general. It is applicable to
any kind of molecular system treated with any type of classical force field. The
method is implemented in the MBN Explorer software package and can operate
with the large library of classical potentials, many-body force fields (including the
recently implemented reactive CHARMM force field [69]) and their combinations.
The limited number of parameters that determine molecular force fields, and their
irradiation driven perturbations, results in a countable number of modifications that
could occur in a molecular system upon irradiation and makes the method efficient
and accurate.

This implementation opens a broad range of possibilities for modelling of irradi-
ation driven modifications and chemistry of complex molecular systems. In order to
highlight these possibilities let us present an example of the FEBIDprocess simulated
by means of IDMD and reported in [83]. These simulations have been thoroughly
examined and compared with experiment.

A snapshot ofMD simulation of the initial irradiation phase in the FEBID process
is shown in Fig. 14. The interaction of W(CO)6 precursor molecules with the cylin-
drical electron beam depicted in green leads to the precursor fragmentation and the
formation of W clusters on the surface, illustrated in Fig. 14 in blue.

Following [83], let us now demonstrate that the morphology, the type of emerging
surface nanostructure and its composition depend strongly on the irradiation driven
chemistry of precursors. For this purpose let us consider the models A and B. In both
models, for the atoms with open bonds the algorithm of searching for the atomic
open bond neighbours of the suitable type is implemented. In the case of model A
the searching for the reactive neighbours is performed only among the atoms located
beyond the the molecular structure to which a chosen atom belongs. In the model B
the searching is performed over all open valence atoms in the system including the
molecular structure to which a chosen atom belongs.

The nanostructures presented in Figs. 15 and 16 emerge after 150ns of simulated
irradiation (15 rounds of irradiation 10 ns each at the conditions corresponding to
the e-beam current 1.2 µA). These figures show that the chained structures of W
(blue dots) with the C-O fragments attached to the most of W atoms are formed
within model A, while model B results in the formation of more compact and dense
molecular structure with the larger W content. The relative content of tungsten in
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Fig. 14 Snapshot of MD simulation of adsorption of W(CO)6 precursor molecules on a SiO2
surface in the case of model A (see text) experiencing the early stage of irradiation by the electrons
beam (shown as transparent green cylinder). The interaction of precursor molecules with the beam
leads to fragmentation of molecules and formation ofW clusters, shown in blue. Adopted from [83]

Fig. 15 Topviewofmorphologies ofWenriched nanostructures atop the hydroxylatedSiO2 surface
simulated within models A and B after 15 irradiation/adsorption cycles. Adopted from [83]
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Fig. 16 Side view of morphologies of W enriched nanostructures shown in Fig. 15. Adopted from
[83]

these nanostructures is ∼15% (model A) and ∼46% (model B). These simulations
also indicate that formation of chemical bonds within the growing nanostructure is
essential for the emergence of the crystalline-like molecular structure with higher
content of tungsten atoms. The increase of the number of bonds between W atoms
leads to the decrease of the CO content and the total number of atoms in the growing
nanostructure, i.e. its growth rate.

These simulations demonstrate that the IDMD approach provides a powerful
computational tool to model the growth process of W granular metal structures
emerging in the FEBID process at the atomistic level of detail. The morphology of
the simulated structures, their composition and growth characteristics are consistent
with the available experimental data as demonstrated in [83].Moreover, the observed
dependencies like increasing of the volume growth rate per incident electron with
decreasing the e-beam current, or the growth of the W content with increase of the
e-beam current are reproduced correctly by within the developed models.

The performed analysis indicates also the need of further wide exploitation of the
IDMDmethodology in FEBID and many other processes in which the irradiation of
molecular systems and irradiation driven chemistry play the key role.
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Fig. 17 Temporal and
spatial system scales and the
corresponding simulation
methods. Adopted from
MBN Explorer Tutorials
[5]

6 Conclusions and Outlook

The further technical development of MBN Explorer, MBN Studio and their bio-
medical and nanotechnology applications will involve the creation of new modules
allowing various types ofmultiscalemodeling by linking differentmodelingmethod-
ologies (Quantum Mechanics (QM), Molecular Dynamics (MD), Coarse Graining,
Monte Carlo (MC), Finite Element Method (FEM) and others) well-established for
different temporal and spatial scales as illustrated in Fig. 17. In the figure, lines
indicate the limits of the current version of MBN Explorer and arrows show the
directions for the further development.

One of the important directions for the further development concerns the multi-
scale approach to the ion-beam cancer therapy allowing quantitative understanding
of the medical treatments on the molecular level. The recent advances in this direc-
tion that are reported in this book will be integrated in a form of special module of
MBN Explorer. This module could be utilised for further studies of the molecular
processes behind the IBCT and the optimisation of the existing treatment planning
protocols. The similar modules have already been implemented in other areas of
application of MBN Explorer, for details see [83].

The realization of these plans should allow increasing the number of application
areas, case studies and the universality of the software package much beyond of its
current limits. Some of the above mentioned multiscale methodologies have already
been successfully implemented in the latest release of MBN Explorer [5]. This
process will be continued in the future. The complete realization of this programme
means a long term development aiming at a large number of customers and wide
exploitation of this universal and powerful software package in numerous areas of
its application.
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7 How to Get MBN EXPLORER and MBN Sudio?

MBN Explorer and MBN Studio are the software products developed by MBN
Research Center gGmbH, http://www.mbnresearch.com/. Different types of licences
for MBN Explorer and MBN Studio can be acquired fromMBN Research Center
via its website http://www.mbnresearch.com/, and the access to the software, the
user’s guide and a library of representative examples can be obtained. Inquiries
about the more detailed information on the types of licences and the prices should
be sent to info@mbnexplorer.com.

The further details about the current and future releases of MBN Explorer and
MBN Studio can be found on the website: http://www.mbnexplorer.com/.
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Thermo-Mechanical Damage of Biomolecules
Under Ion-Beam Radiation

Pablo de Vera, Nigel J. Mason, Eugene Surdutovich
and Andrey V. Solov’yov

Abstract The prediction of the relative biological effectiveness of ion beams
requires the quantification of all the biomolecular damage processes involved in the
interaction of energetic ions with biological media. Traditionally, the damage path-
ways have been classified as direct or indirect, the former being related to the direct
action of the secondary electrons produced along the ion path with DNA molecules,
while the latter are referred to the damage produced by the other chemical species
generated, mainly free radicals. However, the development over the last years of the
multiscale approach to ion beam cancer therapy has revealed the contribution of a
new damage mechanism, not present in conventional therapy with photons or elec-
trons: the thermo-mechanical DNA damage arising from the development of shock
waves on the nanometer scale around the swift ion path. The present chapter explains
the theoretical framework in which this effect is predicted and reviews the work per-
formed over the last years to try to understand the role of this damage pathway in
the mechanisms of ion beam cancer therapy.
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1 Introduction

In order to achieve a better control of ion beam cancer therapy (IBCT) an accurate
picture of its underlying physico-chemical mechanisms is needed, which includes
all the series of events that occur from the initial propagation of the energetic ions
in tissue to the final irreparable DNA damage. This mechanistic understanding of
IBCT should rely on a multiscale description, taking into account the very different
space, time and energy scales involved in the problem [1]. The events considered
start with the initial propagation of the ion beam in tissue on the macroscopic scale,
although in very short times, of the order of 10−18–10−17 s. After that, a large number
of secondary electrons is ejected, which propagate mostly on the nanometer scale,
and in times ∼10−16–10−15 s, and can damage DNA molecules by ionization or
electronic excitation. Diffusion of the generated free radicals follows, also on the
nanometer scale and in times of the order of nanoseconds. The interaction of all these
secondary species (electrons and radicals) with the biological molecules results in
their damage, which if the target is nuclear DNA might be irreparable in case the
lesions are clustered together causing cell death or mutation.

However this picture may be oversimplified and there are other events that con-
tribute to the damage of the biomolecules. For example, the work performed by
Sanche and co-workers [2] showed that even very-low energy electrons (with ener-
gies even below ionization threshold) can produce dissociation of DNA components,
a discovery that has changed our view of cellular damage which traditionally consid-
ered ionization to be themajor damagemechanism together with free radical induced
damage.

More recently a multiscale physics approach to ion beam cancer therapy has been
developed over the last years [1] in order to try to include and identify all the relevant
mechanisms involved, based on physical considerations. Such a multiscale approach
models all of the above phenomena, but in addition revealed a new effect related to
the induction of thermo-mechanical damage as the result of the generation of a shock
waves around the ion track [3].

These shock waves appear due to the large energies deposited by ion beams on
the nanometer scale, as a result of the transport of secondary electrons. Since most
of these secondary electrons are ejected with low energies (below 50 eV), they are
thermalized in liquid water within lengths of the order of one nanometer. Also, as
discussed above, the transport of the secondary electrons occurs on a time scale of the
order of several tens of femtoseconds. These times are very short in comparison with
those characterizing themechanisms capable of dissipating such energies, such as the
electron-phonon coupling, which occurs on the sub-picosecond scale, or molecular
diffusion which occurs on much longer times. Therefore, this means that the fast and
very spatially restricted deposition of energy produces high local temperatures and
pressures around the ion path starting an hydrodynamics process in a form of strong
cylindrical explosion of the excited medium or, in other words, a shock wave.

Temperatures and pressures in the shock wave can be very high and sometimes
may be sufficient to break chemical bonds. However such shock waves act on very
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short time scales (∼10 ps) and also over very short distances (∼10nm). Therefore
a careful analysis of the evolution of these high pressures and temperatures in time
and distance is needed, in order to assess to which extent such effects can produce
biomolecular damage and also whether this mechanism is comparable to the better
well known electron and radical effects. The present chapter reviews the research
performed on thermo-mechanical effects over the last years in order to establish
the current status of the topic. Section2 gives an overview of the physical origin
of the shock waves. A hydrodynamics description of the process is explained in
Sect. 3, what gives the main characteristics of the shock waves. Further evaluation
of the effects of shock waves in biomolecules is reviewed in Sect. 4, by means of
molecular dynamics simulations. The biological implications of shock waves are
analyzed in Sect. 5. Then, open questions on the topic are set out in Sect. 6, and the
final conclusions and outlook are given in Sect. 7.

2 Electron Track Structure Around Ion Tracks,
and the Onset of the Thermo-Mechanical Effects

Adetailed analysis of the track structure produced by the secondary electrons ejected
around an ion path has been performed using a multiscale physics approach to ion
beam cancer therapy [1, 4]. First of all, the characteristic energies of the electrons
ejected by ion impact were evaluated, and found to be ≤50 eV in the Bragg peak
region, irrespective of the type of incident ion and the irradiated biomaterial [5, 6].
The propagation of these electrons can be described analytically within the random
walk approximation [1, 4]. In this approximation, the electrons are assumed to prop-
agate in random directions due to the elastic scattering with the target nuclei, until
they lose their energy due to inelastic collisions. Within the simplest version of this
model, the probability of finding an electron at a given distance r from its point of
ejection at a time t is simply given by:

P(t, r) =
(

3

2πvtl

)3/2

exp

(
− 3r2

2vtl

)
, (1)

which is determined by the average velocity of the electrons v, and their elastic mean
free path l. Note that r is distance from the point of ejection, while we will refer to
the radial distance from the track as ρ. Both quantities are related by r2 = ρ2 + z2,
where z is the longitudinal coordinate. From this expression, it is possible to estimate
the average radius at which the secondary electrons travel, which is given by:

ρ =
∫

ρP(t, r)dr3 = l

√
πk

6
, (2)
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Fig. 1 Build up of the radial
dose around a carbon ion
track in the Bragg peak
region, due to the transport
of the first and second
generation of secondary
electrons, as calculated by
the random walk
approximation [4]. The right
axis shows the
correspondence with the
pressure developed along the
radial coordinate, as
explained in the text

where k = vt/ l is the number of elastic collisions experienced by time t . By compar-
ing the ratio of the inelastic to the elastic mean free paths of low energy electrons, a
good estimation of the number of elastic collisions until the electron loses its energy
by inelastic collision is k � 20 [1]. The average radius of propagation of electrons is
then given by Eq. (2) with k = 20, what gives ρ � 1 nm. Further on, we will refer to
this radius as the radius of the “hot cylinder”, since most of the energy transported
by secondary electrons is deposited within this cylinder.

This estimation is based on the propagation of the first generation of electrons. A
more complete analysis of the whole cascade of electrons was performed recently
[4]. In this work, the random walk approximation was extended to account for the
slowing down of the first generation of electrons, together with the production and
transport of a second generation. Some results of this approach are shown in Fig. 1,
where the build up of the radial dose generated around a carbon ion in the Bragg
peak region is depicted. As it can be seen, the radial dose is built up within 50 fs, and
it is quite steep, with most of the energy deposited within 1nm, as estimated above.
This correspondence arises from the fact that most of the energy is deposited by the
first generation of electrons.

The next question to be answered is what happens when this energy is deposited
quickly within a small cylinder around the track. Such a question was already raised
during the early times of the development of the multiscale approach, and the first
answers based, at the beginning, on simple thermodynamics estimates [5]. It was
observed that if the heat capacity of water is used to compute the increase in temper-
ature of the water around the track due to these energy transfers, the temperatures
might increase by more than 100 ◦C, enough to melt DNA.

Better estimates of the temperatures reachedwithin the hot cylinder were obtained
using the inelastic thermal spike model [7]. Within this approximation the energy
deposited by the secondary electrons (i.e., the radial dose) is coupled to the electron-
phonon interaction. Two heat transfer equations are used to describe the system,
one for the electronic system and another one for the nuclei system. By using this
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approach it was estimated that ∼10−13 s after ion passage the temperature of liquid
water around a carbon track in the Bragg peak region can increase up to 700–1200
K, producing pressures differences of 25–50 MPa/nm at small distances from the
track.

A similar analysis of the pressures generated by the energy depositionwas done by
means of the randomwalk approximation in Ref. [4]. The radial dose around a carbon
ion track in the Bragg peak region has been already shown in Fig. 1. In this reference
it was demonstrated that, indeed, this energy distribution profile determines as well
the pressure profile along the radial coordinate. If we define ε(ρ) as the energy per
unit volume deposited at times long enough for all the electrons being thermalized
(i.e., t ≥ 50 fs), then the energy deposited within a cylinder of radius ρ and length
L is given by:

U (ρ) =
∫ ρ

0
ε(ρ ′)2πρ ′dρ ′L . (3)

The pressure at the surface of a cylinder of radius ρ is then given by the ratio of the
force F(ρ) normal to the surface applied on the cylinder surface 2πρL . The force is
simply calculated as F(ρ) = −dU (ρ)/dρ = 2πρLε(r), which gives:

P(ρ) = F(ρ)

2πρL
= ε(ρ). (4)

This is a very interesting result, demonstrating that the radial dose profile gives the
profile of the pressure along the cylinder radius. It can be seen from Fig. 1 that the
pressure differences around the track go up to 700 MPa/nm, even larger than the
values estimated with the inelastic spike model.

It is quite obvious that such large pressure differenceswill prompt a hydrodynamic
response in the liquid medium. This feature can not be accounted for in the inelastic
thermal spike model, where the medium is considered to be static. Therefore the
problem has to be studied solving hydrodynamics equations, what is analyzed in the
next section.

3 Hydrodynamics Description: The Shock Wave

The pressures estimated around the ion path can be used to determine whether the
medium in the “hot cylinder”will produce a violent explosion or not.Watermolecules
with all their degrees of freedom available have γ = CP/CV = 1.222 (whereCP and
CV are the molar heat capacity coefficients of water at constant pressure and volume,
respectively). This gives the ratio γ+1

γ−1 = 10. The ratio of the pressure inside the
cylinder to the pressure outside it is much larger than 10, according to the estimates
given in the previous section. This satisfies the conditions for a “cylindrical strong
explosion” [8].
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A very good description of the solution of the hydrodynamic problem describing
the strong explosion regime of the shock wave, as well as its mechanical features
and limitations, can be found in Refs. [8–10]. This solution was adapted to the case
of the cylindrical geometry that characterizes the present problem in Ref. [3]. The
main results of this work are reproduced in the following paragraphs.

The flow of water and heat transfer is self similar, depending on a single variable
ξ , a dimensionless combination of the radial distance ρ from the axis (i.e., the ion’s
path), the time t after the ions passage, the energy dissipated per unit length along the
axis (i.e., the stopping power S), and the density of undisturbed water, δ = 1 g/cm3,
given by:

ξ = ρ

βt

[
δ

S

]1/4

. (5)

In this equation, β is a dimensionless parameter depending onCP andCV, and which
value was determined to be 0.86 in Ref. [3].

The radial position of the wave front at time t is given by:

R(t) = ρ

ξ
= β

√
t

[
S

δ

]1/4

. (6)

The rest of physical characteristics of the shock wave can be obtained by solv-
ing the equations of the cylindrically symmetric adiabatic flow, i.e., the continuity
equation, the Euler equation and the energy conservation equation, subject to a series
of boundary conditions along the wave front [3]. One of these boundary conditions
establishes that the pressure at the wave front should be given by:

Pfront = 2

γ + 1
δu2 , (7)

where u is the wave front speed. The latter can be straightforwardly obtained from
the derivative of Eq. (6), what gives the pressure of the wave front as a function of
its position R:

Pfront(R) = β4

2 (γ + 1)

S

R2
. (8)

Both Eqs. (6) and (8) define the main space and time characteristics of the ion-
induced shock waves. Typical values for the propagation of the wave front R with
time and of the pressure at the wave front position are given in Fig. 2, where lines
show the results predicted by this hydrodynamics model for a carbon ion and an iron
ion in the Bragg peak region. The stopping powers of these ions are, respectively,
900 eV/nm and 7195 eV/nm. The shock wave produced by the iron ion propagates
1.68 times faster than for carbon, while the pressure at the front is 8 times larger,
according to the dependences shown by Eqs. (6) and (8).

Such large velocities of propagation and pressures might have several important
consequences for DNA damage. First of all a collective mass flow is carried by the
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(a) (b)

Fig. 2 Evolution of the shock wave front for shock waves produced by a carbon and an iron ion
in the Bragg peak region. a Position of the wave front as a function of time. b Pressure of the wave
front as a function of its position. Lines are the predictions of the analytical hydrodynamics model,
while symbols represent the results from molecular dynamics simulations [17] (see Sect. 4)

wave with its maximum at the wave front. The mass flow produced by an ion along
a path length L , at the wave front, is given by [11]:

J = δfront u = γ + 1

γ − 1
πβ2

√
SδL , (9)

where δfront = γ+1
γ−1δ [3] and u is derived from Eq. (6). This equation shows that the

amount of matter transported by the shock wave is proportional to
√
S, so it can

be quite substantial for ions with large stopping powers. Since this mass transport is
expected to follow the wave front we can obtain the time needed by the front to travel

a distance ρ = R, which is, from Eq. (6), t = ρ2

β2

√
δ
S . We can compare this with the

time needed for a species to reach the same distance by diffusion, which is ρ2/D,
with D being the diffusion coefficient. The ratio of both quantities is given by:

tfront
tdiffusion

=
√

δ

S

D

β2
. (10)

The diffusion coefficients for the relevant reactive species are always <10−4 cm2/s
[12], what means that the ratio of Eq. (10) is always inferior to 10−3/

√
S(keV/nm).

This quantity is much lower than 1, even for low stopping power ions such as protons,
what may indicate that the shock wave is a means of transport of reactive species
that is much more efficient than diffusion. The biological implication of this point
will be discussed in Sect. 5.
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On the other hand, the high pressures produced by the shock waves might well
be able to break the covalent bonds in DNA or other biomolecules. This evaluation,
however, lies beyond the limits of the hydrodynamics model. Even though the pres-
sure can be calculated, such pressures will act for very short times on each specific
chemical bond. Therefore, other methods should be used to estimate this possibility.
This can be done by the use of atomistic simulations, which will be explained in the
next section.

4 Simulation of Thermo-Mechanical DNA Damage

In the last two sections we have seen how the track-structure of low energy secondary
electrons around an ion track provides the initial conditions for a shock wave, due
to the high pressure differences developed on the nanometer scale (Sect. 2), and how
the development of the shock wave propagates high pressures at high speeds around
the ion track (Sect. 3). However, the hydrodynamics model does not tell us if these
high pressures act for times long enough on the biomolecules to effectively produce
bond breaking. Such question has to be answered by means of molecular dynamics
simulations in which the detailed effect of the shock wave on the biomolecule bonds
can be studied.Molecular dynamic approaches have been explored by several authors
in recent years [3, 13–18].

The general procedure for setting up a molecular dynamics simulation of a shock
wave in liquid water consists in selecting the water molecules which have been
excited by the secondary electron shower and giving them velocities according to
the energy lost by the ion. Typically, the most convenient way of doing so is by
defining a cylinder around the ion track (the “hot cylinder”), and assuming that all
the water molecules inside it have been electronically excited. Then, after some time,
the electronic excitations will decay to the vibrational and translational degrees of
freedom, due to the electron-phonon coupling mechanism. From estimates given by
the inelastic thermal spike model [7] we know that this time for liquid water is of
the order of 0.1 ps, which is the time at which the temperatures predicted by this
model reached the maximum. This time can be considered as the starting point for
the molecular dynamics simulations. Another question is the choice of the radius
of this hot cylinder. As an estimate, it can be calculated from Eq. (2), so 1nm is
a reasonable value for this radius. Then, the velocities of the atoms inside the hot
cylinder can be scaled by a factor α, which is calculated by the following equation
[14]:

N∑
i

1

2
mi (α · vi )2 = 3NkBT0

2
+ S · L , (11)

where the sum is done over all the atoms N inside the cylinder, of mass mi and
velocity vi (at body equilibrium temperature T0). kB is the Boltmann’s constant, and
L is the distance traveled by the ion, i.e., the length of the simulation box. The left
hand side of Eq. (11) is the total kinetic energy of the atoms inside the hot cylinder
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after excitation. The first term at the right hand side is their total kinetic energy before
excitation, and the product S · L corresponds to the energy deposited by the ion inside
the hot cylinder, i.e., the stopping power S (energy loss per unit path length) times
the length of the simulation box L .

It should be noted that, according to Eq. (11), all the energy lost by the ion is
transferred to the translational and rotational degrees of freedom. This might not be
actually the case. The energy initially transferred to secondary electrons is mainly
spent in producing electronic excitations of the water molecules, which should decay
to the nuclear system by∼0.1 ps. However, a part of the energy lost by the ion is spent
in promoting the electrons to the continuum and in creating holes in the system. This
energy might be relaxed in different time scales, maybe longer than the time needed
to develop the shock wave. Therefore, it is possible that part of the energy lost by the
projectile is not effectively transferred to the shock wave. In order to account for this
fact, in Ref. [16] a 75% of the energy loss was used to scale the hot cylinder atom
velocities, as a conservative estimate. This amount was estimated from the energy
typically spent in overcoming the electronic binding energy: for a typical secondary
electron of 45 eV, the binding energy of water being ∼15 eV represents ∼25% of
the energy lost in the ionizing collision. Even though, this conservative estimate was
not used in Ref. [17], where all the energy loss was transferred to the motion of the
hot cylinder atoms. The effect of these different approximations on the simulation
results will be analyzed later on.

Before starting the discussion on the effects of shock waves in DNA, some impor-
tant results can be extracted just from the simulations in water. The shock wave
induced by carbon ions in pure liquid water was studied in Ref. [13], and some
results about the shock wave in water can also be extracted from Ref. [17]. The
results from both works demonstrate that the molecular dynamics simulations can
reproduce the properties of the shock waves in accordance with the predictions of
the hydrodynamics model reviewed in Sect. 3. The work of Ref. [13] showed how
the radial velocity distributions of the water molecules in time at different distances
from the ion track follow the front propagation predicted by Eq. (6). The evolution
of the pressure waves produced by carbon and iron ions in liquid water was studied
in Ref. [17]. The results for a carbon ion in the Bragg peak are shown in Fig. 3. The
characteristics of the wave front can be obtained from the maxima of these pressure
profiles. The results for carbon and iron ions in the Bragg peak region are shown
by symbols in Fig. 2, and compared by the predictions of the hydrodynamics model,
Eqs. (6) and (8). As it can be seen, the calculated position of the front and its pres-
sure agree with the analytical model. The molecular dynamics results from these two
works, then, reinforce the theoretical prediction of the shock wave effect.

A biological molecule can now be placed inside the simulation box to study
the effect of the shock wave on its chemical bonds. The most important molecule
is DNA since any damage to it has biological consequences. Several works have
focused on DNA in its native form in cells, wrapped around histone proteins to form
the nucleosome [14–16], while in others simpler DNA strands in water have been
used for the evaluation [17, 18]. As a visual example of the most obviouseffects of
shock waves in DNA, Fig. 4 shows some snapshots of the evolution of the geometry
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Fig. 3 Time evolution of the
pressure wave produced by a
carbon ion in liquid water in
the Bragg peak region, as
obtained from molecular
dynamics simulation [17]

of a short DNA strand impacted by shock waves induced by carbon and iron ions in
the Bragg peak region (S = 900 eV/nm and 7195 eV/nm, respectively) passing by
at 1nm distance from the DNA surface [17]. The atoms represented as spheres are
the ones initially inside the hot cylinder. As time passes, they produce an explosion
that expels matter in the radial direction, creating nano-cavities. This cavity is larger
for iron than for carbon, since the stopping power of the former is eight times larger
than the latter. At some point, the shock wave impacts the DNAmolecule, distorting
its structure, the more heavily the larger the stopping power of the ion. As another
illustration, a movie showing the effect of a carbon ion induced shock wave on a
nucleosome located at the same distance from the ion path can be watched in the
supplementary material of Ref. [16]. The evolution of the system is quite similar,
with the difference that the free DNA strand in water can be more stretched by the
shock wave.

A visual inspection of Fig. 4 just reveals the rupture of the secondary structure of
the DNA, what is a reversible process. Therefore it is interesting to analyze whether
covalent bonds are broken or not, damage that might be permanent. For that purpose
it is possible, during the molecular dynamics simulation, to monitor the potential
energy stored in the covalent bonds of DNA. This is specially important for the
backbone bonds, since their rupture may lead to a single strand break (SSB). The
simulation of biomolecules such as DNA is generally done using the CHARMM
forcefield [19]. This forcefield takes into account the geometrical constrains to which
chemical bonds are held, due to the molecular orbital hybridization. The force acting
on the atom i is obtained from the potential energyU (R) as

∑
j 	=i Fi j = dU (R)/dri

which corresponds to a given set of atomic coordinates R = {ri} and is expressed
as a combination of energies arising from the distances between pairs of bonded
atoms, the angles formed between groups of three sequentially bonded atoms, the
dihedral torsion angle formed by groups of sequentially four bonded atoms, the
improper angles formed between groups of atoms that should form a plane, and the
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(a) (d)

(b) (e)

(c) (f)

Fig. 4 Snapshots of the structure of aDNA strand in liquidwater, impacted by shockwaves induced
by a carbon and an iron ion in the Bragg peak region. Panels a–c correspond to times 0, 5, and
10 ps, respectively, for carbon in water, while panels d–f correspond to the same times for iron in
water [17]

nonbonded interactions represented by the pure Coulomb force and the van derWaals
interaction between pairs of atoms:
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U (R) =
∑
bonds

Kb(b − b0)
2 +

∑
angles

Kθ (θ − θ0)
2 +

∑
dihedr.

Kχ (1 + cos (nχ) − Δ) (12)

+
∑

improp.

Kϕ(ϕ − ϕ0)
2 +

∑
i

∑
j 	=i

qi q j
ε ri j

+
⎡
⎣σi j

(
Rmin,i j

ri j

)12

−
(
Rmin,i j

ri j

)6
⎤
⎦ .

In this equation b is the bond distance between two bonded atoms, θ is the bond angle
between every triplet of sequentially bonded atoms, χ is the dihedral torsion angle
formed by every four atoms connected via covalent bonds and ϕ is the improper tor-
sion angle, used to maintain planarity between groups of sequentially bonded atoms;
b0, θ0 and ϕ0 correspond to the equilibrium quantities, while n and Δ determine
the periodicity of the dihedral interaction. Kb, Kθ , Kχ and Kϕ are the correspond-
ing force constants. The Coulomb interaction is characterized by the atomic partial
charges qi , the interatomic distances ri j and the effective dielectric constant ε. The
van der Waals interaction is defined by a 6–12 Lennard-Jones potential with well
depth σ and the minimum energy distance Rmin. All of these parameters can be
obtained for many biological molecules, including nucleic acids and proteins, from
the CHARMM potential [19].

Thus, the potential energy of a particular covalent bond can be obtained from the
first term in the right hand side of Eq. (12) as a function of time. Figure5a shows, as
an example, the bond distance of given bond in the DNA backbone, when exposed
to a shock wave produced by a iron ion in the Bragg peak region, as depicted in
Fig. 4. Figure5b shows the corresponding potential energy of this bond. If this energy
overcomes the given dissociation threshold then it can be assumed that this bond is
broken. The dissociation energies for the bonds present in the DNA backbone range

(a) (b)

Fig. 5 Evolution of a the bond length and b the bond potential energy on time, for a DNA backbone
bond during an iron-ion induced shock wave in the Bragg peak region. The dashed line in panel
a represents the equilibrium length of the bond, while the dashed line in panel b marks a bond
breaking threshold energy of 3 eV
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between 3 and 6 eV [20]. However, these energies can be as low as 0.3 eV, due to
the interaction of the reactive species present in the medium due to irradiation [21].
An example of bond breaking can be seen in Fig. 5, when the potential energy goes
above the dashed line, representing a given bond breaking threshold of 3 eV.

The distribution of energy deposited in DNA backbone bonds can be obtained
by monitoring all the energy deposition events, which we will define as all the local
maxima in the bond potential energy profiles, as shown in Fig. 5b. Then, all these
events can be represented in an histogram, where the number of events betweenUbond

and Ubond + dUbond is represented. Such histograms are shown in Fig. 6 for carbon
(S = 900 eV/nm) and iron (S = 7195 eV/nm) ions induced shockwaves in the Bragg
peak region, both for the nucleosome [16] and the DNA strand [17] targets, both
located at 1nm from the ion path. As can be seen the systematics are quite similar for
both targets, with an increase in the number of high energy events with the increase
in the stopping power of the ion. For iron, a slightly larger probability of high energy
events is observed for the case of the free DNA strand (full squares) as compared
with the nucleosome (open squares). This difference comes mainly from the fact
that, in Ref. [17], all the energy lost by the ion was used for the development of the
shock wave, while only 75% was used in Ref. [16], as explained when discussing
Eq. (11). Even though, it can be checked that, when only 75% of the energy is used
in the case of the free DNA strand, the distribution is much closer to the one of the
nucleosome, as it can be seen by the diamond symbols presented in the figure. This
reveals that the geometry of the system is not very relevant for the evaluation of the
high energy deposition events. Also, it is clear that the amount of energy considered
for the development of the shock wave can affect the results. This is why, in the

Fig. 6 Distribution of energy deposition events in the DNA backbone bonds, for shock waves
produced in the Bragg peak region by a carbon and an iron ion passing by at 1nm from DNA. Filled
symbols are the results for a short DNA duplex [17], while open symbols are results for nucleosome
[16].Orange diamonds are calculations for the DNA duplex, assuming that only 75 % of the energy
loss by the ion is used for the shock wave. See the text for the details
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following, the conservative estimate of 75% will be used, although it is clear that
the effects can be even larger.

A systematic analysis of these trends for the case of nucleosomewas performed in
Ref. [16] for a series of ions in the Bragg peak region having different stopping pow-
ers: carbon (S = 900 eV/nm), neon (S = 1700 eV/nm), argon (S = 4700 eV/nm)
and iron (S = 7195 eV/nm). The bond energy distributions for neon and argon lies in
between of those shown for carbon and iron in Fig. 6. All of them are characterized
by a linear behavior in the linear-log scale, evidencing the fact that they correspond
to Boltzmann distributions of the type:

1

N0

dNevents

dUbond
= 1

kBT
exp

[
−Ubond

kBT

]
, (13)

corresponding to some characteristic temperature T . N0 is the total number of
recorded energy deposition events used to normalize the distributions. These two
parameters can be obtained by fitting to the molecular dynamics results. Having
taken into account that the equilibrium temperature is T0 = 310 K (body temper-
ature), it was found from the analysis of the data in Ref. [16] that the increase in
temperature of the system follows a linear behavior with the stopping power S:

T − T0 = μS , (14)

where μ = 494 K nm keV−1.
An advantage of the identification of the energy deposition profiles with Boltz-

mann distributions is that this allows us to determine the number of above-threshold
events as:

Nbreaks =
∫ ∞

U0

dNevents

dUbond
dUbond = N0 exp

[−U0

kBT

]
, (15)

where the parameters T and N0 have been already obtained from simulation results,
so we can readily obtain Nbreaks as a function of the stopping power S. U0 is the
threshold energy considered for bond dissociation.

5 Estimation of Biological Effects

The number of broken bonds obtained from molecular dynamics simulation can be
used to estimate the probability of single strand break (SSB) induction in the DNA
backbone. Considering Nbreaks obtained from Eq. (15) as the average number of SSB,
we can use Poisson statistics to obtain the actual probability of producing ν SSB as:

P(ν) = exp (−Nbreaks)N ν
breaks

ν! . (16)
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Fig. 7 Probability of SSB
induction by shock waves
produced by ions with
different stopping powers,
assuming three different
threshold energies for bond
breaking U0. The results are
compared with the
probability of SSB induction
by chemical effects [16]

Then, the probability of having at least one SSB in a given segment of DNAmolecule
is:

PSSB = 1 − P(0) = 1 − exp (−Nbreaks) . (17)

This probability is represented as a function of the ion stopping power in Fig. 7
for three values of the threshold energy for breaking bonds U0, 2, 2.5, and 3 eV. Of
course, the choice of U0 influences this calculation. However, a better picture of the
relevance of shock waves on the induction of SSB is got by comparing these values
with the probability of inducing SSB by chemical effects (i.e., secondary electrons
and free radicals) in a similar DNA segment located at the same distance. Such an
estimate can be obtained from the multiscale approach as [1, 16]:

Pchem
SSB = κ

S

S0
, (18)

where S is the ion’s stopping power, S0 = 0.9 keV/nm is the value for carbon, and
κ = (1.1 ± 0.5) × 10−3. The result from this expression is also shown in Fig. 7. For
the most conservative estimate of U0 = 3 eV, the shock wave starts to produce SSB
at S ≥ 4 keV/nm, and it actually overcomes other effects by 5 keV/nm. Therefore,
these results mean that, for ions heavier than Ar, passing by at distances shorter than
2nm from the DNA, the shock wave is the dominant mechanism of SSB induction
[16].

Even though, as already discussed in Sect. 3, the biological role of the shock wave
does not only consist on the direct production of SSB by thermo-mechanical stress.
Even for lower stopping power ions, such as protons or carbons, the radial transport
of chemical species by the collective flow is much faster than diffusion. Indeed,
owing to the diffusion coefficient of the relevant secondary species (<10−4 cm2/s
[12]), it would take about 9 ns for them to reach distances of 5nm from the track,
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while their lifetimes are shorter than 5 ns [12, 22, 23]. Therefore, the shock wave
might be the only means of transporting these species away from the track. This
idea, indeed, has been used to estimate the effect of radicals on the biological effects
in the multiscale approach, where it was assumed that they were propagated by the
shock waves at distances up to 10 nm [1]. However, a more refined estimation of this
effect, considering the exact transport of the reactive species by the shock wave, is
still pending.

6 Open Questions and Recent Developments

The previous sections have manifested the physical origin for the development of
shock waves in liquid water by swift ions, as well as their main physical properties,
their effects on DNA and, thus, their biological significance. However, all the works
reviewed do not cover the whole problem, and some open questions remain to be
clarified.

First of all, the simulations of DNA damage described in the previous section
correspond to one specific impact parameter of the ion with respect to the DNA
molecule, either it is the nucleosome or the DNA strand. In both studies, the impact
parameter was set to 2nm from the center of the DNA to the center of the track
[16, 17]. In Ref. [16], some estimations about the radius of predominance of the
shock wave effect over chemical contributions were made, based on the predicted
properties of the shock wave front by the hydrodynamics model. However, it has
to be taken into account that, as it has been shown in Fig. 3, the shock wave profile
widens with time, so the front is less defined as the time increases. This fact might
have some consequences on the dependence of the shock wave effect with distance.
Also, the case of direct ion traversal through DNA was studied in Ref. [18]. From
the analysis shown in this work, the probability of inducing SSB seems to be quite
larger, even having into account that these authors consider lower stopping powers
that the considered in Sects. 4 and 5. Moreover, different orientations between DNA
and the ion track can also produce different effects. Therefore, all these aspects have
to be taken into account in more systematic studies.

There are twomore different aspects between the work performed in Ref. [18] and
the results shown in Sects. 4 and 5. One of them is the definition of the “hot cylinder”
radius. While we have shown in Sect. 2 that it is possible to estimate it in 1 nm, based
on physical considerations, the authors of Ref. [18] use a radius of 2 Å. It is still a
question how this choice may affect the results. Even though, future work could even
disregard the choice of this radius: the results from the random walk approximation
shown in Sect. 2 [4] very clearly establish the initial conditions of the shock wave,
in terms of the radial pressure distribution arising from the energy deposition by the
electrons (see Fig. 1). As shown in Sect. 2, this pressure profile is built up within 50
fs after ion’s passage. According to the estimations from the inelastic thermal spike
model [7], the transfer of this energy from the electronic excitations to the vibrational
and translational degrees of freedom does not occur until ∼0.1 ps. Therefore, the
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pressure profile around the ion track at the initial time of the shockwave development
is the one given by the track structure calculation (Fig. 1), so it can be directly used
to set up the molecular dynamics simulation, avoiding the problem of choosing a
given hot cylinder radius.

The second difference from the work reported in Ref. [18] and the results shown
previously in this chapter is the forcefield used. In all the simulations previously
reported, the CHARMM forcefield [19] was used to describe the biomolecules. This
forcefield is developed to reproduce the properties of biomolecules in equilibrium, so
it uses harmonic potentials to describe the bond, angle, and improper angle energies.
This means that such a potential does not allow bond dissociation, for what a poten-
tial which becomes less powerful as the bond length increases is needed. In turn,
the reactive forcefield ReaxFF [24] is used in Ref. [18]. This forcefield is especially
designed to allow bond breaking and reformation through chemical reactions. There-
fore, the differences between the forcefields used might contribute to the different
results reported by these two groups. It is worth to note, though, that a new reactive
CHARMM forcefield has been recently implemented [25] in the simulation package
MBN Explorer [26], program that has been used to perform some of the simulations
reported in Sect. 4 [17]. This reactive CHARMM forcefield has demonstrated, for
example, to be able of reproducing the known reactions of water splitting occurring at
high temperatures [25]. Therefore, the use of this forcefieldwithin theMBNExplorer
software will allow to better study the bond breaking in DNA within the CHARMM
forcefield, what may compare better with the results reported in Ref. [18], and will
represent an improvement on the estimations of the biological relevance of shock
waves. Also, the water dissociation itself can be studied as a consequence of the
shock wave, what might contribute to the total number of chemical species present
in solution. Finally, molecular dynamics simulations can also be used to study in
detail the propagation of all these secondary species by the collective flow.

7 Summary, Conclusions and Outlook

In this chapter, we have reviewed the research developed during the last years on
thermo-mechanical damage of biomolecules under ion beam irradiation, what is a
newly proposed mechanism of biodamage in ion beam cancer therapy. First of all,
the physical origin of the thermo-mechanical effects has been explained in Sect. 2,
where it has been shown how the space and time scales characteristic of the secondary
electron propagation around the ion track give place to the large temperatures and
pressures that can induce the hydrodynamic response of the liquid medium.

The solution to this hydrodynamics problem has been reviewed in Sect. 3, where
it has been demonstrated how the pressure differences built up around the ion track
satisfy the conditions for a strong cylindrical explosion, i.e., to develop a shock
wave in the nanoscale. The main physical properties of these shock waves, namely
their speed of propagation and pressure, have been also determined on the basis of
this hydrodynamics model. These results show that ion tracks induce an important
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collective flow of matter, that can transport reactive species faster than diffusion,
and that the high pressures developed might be able of breaking chemical bonds in
biomolecules.

This aspect has been analyzed in detail in Sect. 4, where results from molecular
dynamics simulations have been used to determine the number of bond breaks hap-
pening in DNA molecules located within nm distance of the ion track as a function
of the stopping power of the ion. In Sect. 5, the previous results have been used to
estimate the biological significance of the shock waves. From the number of broken
bonds calculated by molecular dynamics, Poisson statistics has been used to obtain
the probability of single strand break (SSB) induction by the shock waves. It has
been compared with the probability for SSB induction owing to chemical effects
(i.e., secondary electrons and free radicals), and it has been determined that, for the
short distances analyzed (≤2 nm), the shock wave effect, in terms of SSB induction
by thermo-mechanical stress, overcomes that of chemical effects for ions having
stopping powers larger than 5 keV/nm, i.e., ions heavier than Ar in the Bragg peak
region.

Finally, some open questions have been set out Sect. 6. It turns out that a more
systematic analysis of the dependence of shock waves effects on the DNA-track
distance is required, including the possibility of direct ion hit, what might produce
larger numbers of SSB. Also, better estimations of the biological effects may be
got by the use of reactive forcefields, such as ReaxFF, or the recently implemented
reactive CHARMM forcefield in the MBN Explorer simulation package. The use of
these reactive forcefields will yield better predictions of bond breaking, as well as the
contribution from the reactive species generated around the ion track, which transport
by the shock wave and its interaction with DNA should be better understood. Once
a better understanding of all the properties of ion induced shock waves has been got,
it might be possible to design experiments in which some of these properties can
be observed, what will be needed for the final confirmation of this newly proposed
damage mechanism.
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Abstract This chapter presents recent achievements in validation of the Multi-
scale Approach (MSA) to the physics of radiation damage with ions. An analytical
recipe for the assessment of biological damage, developed using the phenomenon-
based MSA, has been applied to numerous experiments, where survival curves were
obtained for different cells and irradiation conditions. Contrary to other, in essence
empirical methods for evaluation of macroscopic effects of ionizing radiation, the
MSA predicts the biodamage based on the physical effects related to ionization of the
medium, transport of secondary particles, chemical interactions, thermo-mechanical
pathways of biodamage, and heuristic biological criteria for cell survival. An exten-
sive comparisonwith experimental data for cell survival probability demonstrates the
validity of the MSA to predict the macroscopic effects of ionizing radiation through
an understanding of biological damage on the nanoscale. The analysis performed
allows us to conclude that the biodamage can be accurately predicted in both aerobic
and hypoxic conditions. Therefore, we anticipate this method to give great impetus
to the practical improvement of ion-beam cancer therapy and the development of
more efficient treatment protocols.
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1 Introduction

The damaging effects of ionizing radiation have been studied formany years. Regard-
less whether the goal is to kill cancerous cells using radiotherapy or to protect cells
exposed to radiation, the relation of physical conditions to the biological effects has
always been themajor challenge for radiobiology [1].Historically, this relation is pre-
sented as the dependence of the clonogenic cell survival probability on the deposited
dose. These dependencies are known as survival curves and they are the starting
point for any treatment plan. Having an objective of inactivating certain fraction of
cells in a given region, radiation oncologists determine the dose that has to be deliv-
ered in this region. Photons have been the most common radiation used for therapy
and a vast experience has been gained for different cells in different conditions. The
biological diversity of survival curves is such that there was no hope to predict their
shape theoretically.

When ion-beam modality [2, 3] became a reality in 1990s [4], the survival
curves for ions were obtained by and large either experimentally or semi-empirically,
based on the photon experience. However, the MultiScale Approach (MSA) to the
assessment of radiation damage with ions suggested a possibility to predict the sur-
vival curves theoretically based on major physical effects [5]. This possibility arises
because in the case of ions the physical and chemical actions may be more definitive
for the biological response. The MSA considers these effects on different scales in
space, time, and energy, and explores their relation to biological damage. The real-
ization of the goal of the MSA was described in the form of a recipe for calculating
survival curves [5].

In both x-ray and ion-beam irradiations, secondary electrons, free radicals, and
other reactive species do the major damage to the cells, but the qualitative features
such as the dose dependence of the probability of cell survival are different for these
radiation modalities. When tissue is exposed to x-rays, the dose distribution in the
plane perpendicular to the beam axis on the cellular (∼10 µm) scale is uniform.
Therefore, the model for determining the probability of cell survival can be built on
a single physical quantity such as dose [1]. With ions, the above picture changes
since the radial distribution of dose varies on the nanometer scale and the dose on the
cellular and sub-cellular scales becomes a probabilistic function of a number of ions
traversing a given target [5]. Physical parameters, such as number density of reacting
species or their fluence, describe radiation damage in a more straightforward way.
This is why all semi-empirical approaches [6, 7] (incorporated in existing treatment
protocols) based on the linear-quadratic (LQ) model,

− ln F = αd + βd2, (1)

where F is a surviving fraction of cells, d is the dose, with the coefficients α and β

being determined empirically, become artificial. However, the full potential of ion-
beam therapy can only be realized if the fundamental mechanisms [8–10] leading to
lethal damage of cells under ion irradiation arewell understood. This understanding is
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fostered by means of theMSA. Having been developed specifically for ions [11, 12],
this approach joins the knowledge about ion stopping in the medium, the production
of secondary electrons and other reactive species in the vicinity of ion’s path, the
transport of these species, the interaction of secondary particles with biomolecules,
relaxation of energy in the medium that leads to thermo-mechanical damage due to
the formation of nanoscale shock waves [13–15], and the interaction of secondary
species with DNA molecules to calculate the probability of important lesions, such
as double and single strand breaks (DSBs and SSBs) per unit length of ion’s path [5].
On this basis, a criterion for lethality of damage is established, and, finally, the
probability of production of lethal lesions is obtained. All these features make the
MSA unique because it can predict the macroscopic effects of ionizing radiation,
based on the inclusive scenario and fundamental science.

In this chapter, we present the results of evaluation of radiobiological effects
due to ion beams by means of the MSA. An analytical recipe for the assessment
of biological damage has been applied to numerous experiments, where survival
curves were obtained for different cells and irradiation conditions. Capability and
predictive power of the MSA is demonstrated by an extensive comparison with
experimental data for numerous mammalian cancerous and normal cell lines, such
as A549, AG1522, A172, CHO, V79, HeLa, and NB1RGB. The analysis performed
allows us to conclude that the macroscopic effects of ionizing radiation can be accu-
rately predicted through an understanding of biological damage on the nanoscale.
The understanding of the phenomena at play on a solid physical basis is crucial for
technological advances of new treatment techniques.

2 Calculation of Cell Survival Probability Within the MSA

The MSA is a phenomenon-based approach that aims at obtaining knowledge about
biological damage on the nanoscale and finding the relation between the characteris-
tics of incident particles and the resultant biodamage [5]. Contrary to other methods
which are mostly based on a number of empirical parameters, the MSA elucidates
physical, chemical, and biological effects that happen on a variety of temporal, spa-
tial, and energy scales, and thus allows one to assess relative biological effectiveness
(RBE) of ionizing radiation. A comprehensive description of different aspects of the
MSA is given in Ref. [5] and Chap. 1 of this book. In this section, we briefly outline
the formalism used for the estimation of radiobiological effects within this approach.

The calculation of a survival curve starts with establishing the relation between
physical effects and the lethality of radiation damage. In regard to irradiation with
heavy charged particles, the key assumption adopted in theMSA followingRefs. [16–
18] is that the leading cause of cell inactivation is the complexity of nuclear DNA
damage. However, this may change in different conditions, e.g., when biodamage
takes place in presence of sensitizing nanoparticles [19, 20]. It is currently established

http://dx.doi.org/10.1007/978-3-319-43030-1
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that radiosensitizing nanoparticles delivered to the cells are preferentially localized
outside the cell nucleus [21, 22], so that the damage of other organelles may become
more important.

In this work, we have focused our attention on cell damage brought about by
pathways that involve only nuclear DNA damage. The criterion for lethality of dam-
age suggested in Ref. [5] is based on the well-established hypothesis that among
different DNA lesions caused by interaction with reactive species (e.g., secondary
electrons, free radicals, and solvated electrons), the multiply damaged sites with a
sufficient complexity may not be repaired [16, 18, 23]. In the formulated recipe for
the assessment of biodamage [5], it was postulated that a complex lesion combined
of a DSB and at least two other simple lesions such as SSB within two DNA twists
is lethal for a cell. This criterion required further justification that has been carried
out in the work summarized in this chapter.

The multiple damage sites containing clustered damage are brought about by
several independent agents [24, 25]. In this analysis, the number of simple lesions is
equated to the number of agents (secondary electrons, free radicals, or other reactive
species) attacking aDNAsegment. The averagenumber of lesions per target produced
at a distance r from the ion’s path is defined as:

N (r) = Ne(r) + Nr(r) = ΓeFe(r) + ΓrFr(r) , (2)

where the functions Ne(r) and Nr(r) define the average number of lesions like
SSBs, base damages, etc., done by secondary electrons and other reactive species,
respectively.

The calculation of the probability for the clustered damage to occur starts with
the calculation of the number of secondary electrons incident on a given DNA seg-
ment [24]. This number is averaged over all angles and as a result the number of hits
with secondary electrons,Fe(r), is obtained as a function of distance from the ion’s
path. The functionNe(r), is then calculated by multiplyingFe(r) by the probability
of inducing a lesion per hit, Γe. The same is done for free radicals and other reac-
tive species. Function Fr(r) includes the physics pertinent to transport of reactive
species, such as the relaxation of ionization energy in the medium and the (predicted)
cylindrical shock wave around the ion’s path [5, 13].

Then, the criterion for lethality is introduced as

Pl(r) = λ

∞∑
ν=3

[N (r)]ν

ν! exp [−N (r)] , (3)

where ν is the number of simple lesions per cluster. The DSBs consequent to SSBs
are more probable than those due to independent nearby SSB events [26–28]. This is
accounted for by introducing the factor λ that is a probability of conversion of an SSB
into a DSB. The introduction of this factor relies on experimental findings [26, 27]
that the DSBs caused by the electrons with energies higher than about 5 eV happen
in one hit. In this case, the subsequent break in the second strand is due to the action
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Fig. 1 Dependence of cell survival after irradiation with ions on the criterion for lethality of
radiation damage. All the calculations performed in this work were carried out assuming that at
least three simple damages within two DNA twists are required in order for damage to be lethal (the
sum in Eq. (3) starts with ν = 3). The variation of this criterion, i.e. when it is supposed that lethal
damage is done by at least two (ν = 2) or by four (ν = 4) simple damages, leads to systematically
incorrect survival curves (dashed lines). Symbols denote the experimental data for the Chinese
hamster V79 cell line [29]

of debris generated by the first SSB. In the cited works, it was shown that if a single
electron causes an SSB, the same electron causes a DSB with a probability of about
0.1–0.2 of that to create an SSB. The value λ = 0.15was suggested earlier [5] and has
been left unchanged in the presented analysis. It was utilized in all the calculations
presented.

The sum in Eq. (3) starts with ν = 3, which means that at least three simple
damages (one ofwhich should convert into aDSB)within a certain region are required
in order for damage to be lethal. This criterion, introduced in Ref. [5] heuristically,
is fully applicable for quantitatively correct prediction of cell survival, while the
assumption that lethal damage is done either by a smaller (ν = 2) or by a larger (ν =
4) number of simple damages, yields systematically incorrect results (see Fig. 1).
Function Pl(r), Eq. (3), represents the radial distribution of lethal lesions. Finally, it
has to be integrated over the area perpendicular to the ion’s path and multiplied by
the number density of sites on chromatin, ns, (assumed to be uniform) to obtain the
number of lethal lesions per ion’s path dx :

dNl

dx
= ns

∞∫
0

Pl(r) 2πr dr = ns σ , (4)

whereσ = ∫ ∞
0 Pl(r) 2πr dr is the effective cross section of the complex damage site,

which depends on linear energy transfer (LET) [5]. The latter quantity is approxi-
mately equal to the stopping power, dE/dx , with E being the ion’s energy and x
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Table 1 Values of parameters used in calculations

Parameter Value Reference (in Ref. [5])

Fe(r) Eq. (20)

Γe 0.03 Sect. 4.3.1

Nr (normal) 0.08 Sect. 4.4

Nr (hypoxic) 0.04 This work

λ 0.15 Sect. 4.3.1

Pl(r) Sect. 6.1 and Fig. 13

the longitudinal coordinate. A detailed analysis of fluence of secondary electrons on
a cylinder enwraping a DNA twist was performed in Ref. [30] where the results of
the analytical approach were compared to those of Monte Carlo simulations. Values
of the parameters entering Eqs. (2)–(4) as well as the references for more detailed
explanation of these numbers are summarized in Table1.

The number density of targets, ns, is proportional to the ratio of base pairs accom-
modated in the cell nucleus to the nuclear volume, ns ∼ Nbp/Vn. The coefficient
of proportionality takes into account that a target represents a double DNA twist
comprising 20 bp [5]:

ns = Nbp

20 Vn
= 3π

8
× Nbp

20 An z̄
, (5)

where the cross sectional area, An, of the cell nucleus, its diameter, Dn, and an
average length of ions’ traverse through a nucleus, z̄ = πDn/4, are listed in Table2.
Taking into account the chromatin dynamics during the cell cycle and that diploid
cells contain a double set of chromosomes, one gets the final expression for ns:

ns = 1.67 × 2

20
× 3π

8
× Ng

An z̄
= π

16
× Ng

An z̄
, (6)

where Ng is genome size, equal to 3.2 Gbp for human cells [31] and to 2.7 Gbp for
Chinese hamster cells [32], which we have considered in this study. The factor 1.67
arises because of dependence of Nbp on the phase of the cell cycle. During interphase,
the number density ns remains constant during G1 phase, which takes about 1/3 of
the total cell cycle duration (Tc) in human cells [33], but becomes doubled in the S
and G2 phase after DNA replication has taken place. Averaging the number density
of DNA over the different phases, one gets

Nbp = 2 Ng

Tc

Tc∫
0

f (t) dt = 2 Ng

Tc

(
1

3
Tc + 2 × 2

3
Tc

)
= 2 Ng

Tc
× 1.67Tc = 3.33 Ng .

(7)
The obtained number density of targets ns for all cell lines considered in this study
is listed in Table2.
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Table 2 Characteristics of the cells studied. Cross sectional area, An, and diameter, Dn, of the
cell nucleus, as well as an average length of ions’ traverse through a nucleus, z̄, and the number
density of complex damage sites on chromatin, ns, for different cell lines considered in this study.
Experimentally measured values of An and Dn are taken from the indicated references

Cell line An (µm2) Dn (µm) References z̄ (µm) ns (nm−3)

A549 9.6 [34] 7.5 1.2 × 10−3

AG1522 144 ± 45 13.4 [35] 10.6 4.2 × 10−4

HeLa 219 ± 3.5 16.7 [36] 13.0 2.2 × 10−4

NB1RGB 172 ± 2.2 14.8 [37] 11.6 3.1 × 10−4

A172 209 ± 3.2 16.3 [38] 12.7 2.4 × 10−4

V79 88 10.6 [39] 8.2 7.2 × 10−4

CHO 127 ± 1.2 12.7 [36] 9.9 4.2 × 10−4

The probability Γe that a single electron hitting a DNAmolecule induces an SSB,
was taken to be equal to 0.03 in all the calculations. This value was estimated in
Ref. [5] by fitting the experimental probability for SSBs induced in plasmid DNA
by secondary electrons as a function of dose [40].

The effect of free radicals was also considered in Ref. [5]. Since the exact radial
distribution of the number of SSBs induced by radicals is not known, it is assumed
to be uniform within a certain distance from the ion’s path:

Nr(r) =
{
Nr , r ≤ Rr

0 , r > Rr ,
(8)

where Rr is the effective distance for free radicals propagation which depends on
the projectile’s velocity and charge. In the below presented analysis, we considered
this value in the range between 5 and 10 nm (see Fig. 2). A uniform distribution
of radicals within a certain distance from the ion’s path implies that the reactive
species, formed in the nearest proximity to the path, are transported by a shock wave
(SW) and their number density is nearly uniform inside the cylinder that enwraps
the decayed SW [5]. It was estimated that a SW produced by a single carbon ion
at the Bragg peak (LET ≈ 900 keV/µm) propagates free radicals to the distances
of about 10nm from the ion’s track [13], and this value gradually decreases with
decreasing projectile’s velocity and charge. In the plateau region of the depth-dose
distribution (LET∼ 10–20 keV/µm), the shock wave is much weaker, if at all signif-
icant, and the reactive species may produce damage to the DNA in a narrower region
around the ion’s path [41]. For the low-LET irradiations considered in this work,
an effective distance of free radicals distribution is taken equal to 5 nm (see Fig. 2).
This value corresponds to a characteristic diffusion range for radicals in mammalian
cells. Beyond this distance, the probability of DNA damage induced by OH• radicals
rapidly decreases [42, 43].
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Fig. 2 Dependence of the
probability for complex
damage, Pl (r), to be induced
by secondary electrons (solid
lines) and electrons together
with other reactive species
(dashed lines) on the radial
distance from the ion’s path.
See the text for further
explanation

The average number Nr of SSBs caused by free radicals to take place was esti-
mated as 0.08 from the comparison of the experimental results [40] for plasmid DNA
dissolved in purewater or in a scavenger-rich solution. However, this value is affected
by environmental conditions of an irradiated target. In the case of hypoxic condi-
tions, the value Nr is reduced because the radical-induced damage may be repaired
if oxygen is not present. The quantitatively correct description of the experimental
survival probabilities of cells irradiated under hypoxic conditions was achieved by
utilizing the value Nr = 0.04 which is two times smaller than that in the aerobic
environment; this corresponds to experimental data on the induction of DSBs and
non-DSB clustered DNA lesions in mammalian cells at normal concentration of oxy-
gen and at deep hypoxia [43]. Further work, however, is needed to explore, in more
detail, how the probability of lethal lesion production by free radicals depends on
the environmental conditions, e.g. at intermediate concentrations of oxygen [44].

According to the analysis of Ref. [5], the effect of each ion can be treated inde-
pendently from others, since the average distance between the paths is considerably
larger than the radii of tracks. Then, the number of lethal lesions per ion, traversing
distance z through a cell nucleus is given by dNl

dx z and the average number of lethal
lesions per cell nucleus is given by [5]

Yl = dNl

dx

∞∑
i=1

zi i Pi (d) , (9)

where the sum
∑∞

i=1 zi i Pi (d) = z̄
∑∞

i=1 i Pi (d) yields an average length of tra-
verse of all ions passing through a cell nucleus for a given dose. The probability

Pi (d) = Ni
ion

i ! e−Nion (10)
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that exactly i ions traverse the cell nucleus depends on the average number of ions
traversing it, Nion. The latter in its turn depends on dose, LET, and the size of cell
nucleus: Nion = An d/Se, where An is the cross sectional area of the cell nucleus and
Se = |dE/dx | is a part of LET spent on ionization of tissue. At large values of Nion,
z̄ becomes dose-dependent. For values of Nion relevant for this study, Nion � 102, z̄
is nearly constant and substitution of Eq. (10) into (9) yields a linear dependence of
the number of lethal lesions per cell nucleus on dose:

Yl = dNl

dx
z̄ Nion(d) = π

16
σ Ng

1

Se
d . (11)

Equations (9) and (11) give the number of lethal damage sites per cell nucleus,
therefore the probability Πl of producing damage lethal to the cell is given by,

Πl = 1 − e−Yl , (12)

since a single lethal lesion is sufficient for the cell inactivation. Then, the probability
of cell’s survival as a function of absorbed dose is given by unity less the above
probability,

Πsurv = e−Yl . (13)

3 Results and Discussion

3.1 Survival Probability for Different Cells Lines

In this section, the above presented formalism is utilized to evaluate survival proba-
bility for various cell lines irradiated with ions. Figure3a, b shows the survival curves
for human adenocarcinomic A549 cells and normal fibroblasts AG1522, irradiated
with protons and alpha-particles at different values of LET. The calculated curves
(lines) are compared to the experimental data (symbols) on survival of the same cells
in the same conditions. Different cell lines have different cross sectional area of their
nuclei, and, thus, the average distance z̄ of the ion’s traverse through the nucleus (see
Table2). This results in different slopes of the survival curves calculated for A549
and AG1522 cell lines at comparable values of LET. More comparisons of calcu-
lated survival curves for other human cell lines, such as glioblastoma A172 cells and
normal skin fibroblasts NB1RGB, with experiments are presented in Fig. 3c, d.

For amore complete picture, we also analyzed thewidely studiedChinese hamster
V79 cells irradiated with protons and alpha-particles (see Fig. 4), thus confirming the
capability of the MSA to reproduce a large number of experimental results, based on
the understanding of fundamental molecular and nanoscale mechanisms of radiation
damage. With this understanding, it becomes possible to evaluate the probability of
cell survival under different environmental conditions of irradiated targets. This issue
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Fig. 3 Survival curves for different human cell lines: adenocarcinomic A549 cells (a), normal
fibroblasts AG1522 (b), glioblastoma A172 cell line (c), and normal skin fibroblasts NB1RGB (d).
The calculated survival probabilities are shown with lines and experimental data from Refs. [45,
46] (A549), Refs. [35, 47, 48] (AG1522), Refs. [38, 49] (A172) and Refs. [37, 38] (NB1RGB) are
shown by symbols

Fig. 4 Survival curves for
Chinese hamster V79 cell
line. The calculated survival
probabilities are shown by
lines and experimental data
from Refs. [29, 35, 50, 51]
are shown by symbols.
Experiments performed
under normal and hypoxic
conditions are depicted by
open and closed symbols,
respectively
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is crucial for medical applications because in many clinical cases, especially in the
center of large tumors, one can find regions with reduced oxygen concentration [44].
It is established that the presence ofmolecular oxygen substantially changes chemical
interactionswith biologicalmolecules as it affects both the content of reactive species
and the possibility of damage fixation. The survival curves calculated for the V79
cells irradiated under aerobic and hypoxic conditions are presented in Fig. 4 alongside
with the corresponding experimental data [29, 35, 50, 51].Under hypoxic conditions,
the experimental studies (closed symbols) were performed at high level of hypoxia,
since they were carried out in the atmosphere of nitrogen with no addition of pure
oxygen.

3.2 Evaluation of the Oxygen Effect

Evaluation of cell survival under different environmental conditions allows one to
analyze the oxygen enhancement ratio (OER). It is defined as the ratio of the dose
delivered under hypoxic conditions to that under normal aerobic conditions, leading
to the same biological effect, such as the probability of an irradiated cell inactiva-
tion [1]. TheOER is about 3 for low-LET radiation and gradually approaches unity as
the LET of the radiation increases. In Fig. 5, we present the OER at the 10% survival
level calculated for Chinese hamster CHO and V79 cells irradiated with carbon ions.
The calculated curves cover a broad range of LET and are compared to existing exper-
imental results for carbon and heavier ions. The MSA adequately describes the main
features of the OER as a function of LET, namely it predicts the decrease of the OER
with increasing the LET and its asymptotical value equal to unity at high LET. It also
provides good quantitative agreement with experimental data [52] in a broad range
of LET. At the LET ranging from approximately 100 to 150 keV/µm,where the RBE
for carbon ion beams reaches its maximal value [52], the OER is within the range
from 1.5 to 2.0 and nicely agrees with different experimental measurements [44, 53,
54].

The effect of reacting species formed near ion paths strongly depends on their
transport. If the latter were driven exclusively by diffusion, free radicals would not
be able to propagate further than a few nanometers from the ion’s path. Their high
reactivity in the region of their high concentration would result in their annihila-
tion [41]. Shock waves predicted in Ref. [13] significantly change this picture as
they are capable of effectively propagating the reactive species to much larger dis-
tances. As mentioned above, a shock wave produced by a single carbon ion at the
Bragg peak (LET ≈ 900 keV/µm) propagates free radicals to the distances of about
10nm from the ion’s track [13]. In the plateau region of the depth-dose distribu-
tion (LET ∼ 10 − 20 keV/µm), the shock wave is much weaker and the reactive
species may produce damage to the DNA in a narrower region around the ion’s
path [41]. The low-LET (less than 20 keV/µm) survival curves, shown in Figs. 3 and
4were calculatedwith an effective distance of free radicals distribution equal to 5 nm,
which corresponds to a characteristic diffusion range for radicals in mammalian cells
[42, 43].
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Fig. 5 Oxygen
enhancement ratio at the
10% survival level for V79
and CHO cells irradiated
with carbon ions. Symbols
denote the experimental data
taken from Refs. [44, 52–54]

The probability for lesion production by free radicals is also sensitive to environ-
mental conditions of irradiated targets. At the early stages of the radiation-matter
interaction, a decrease of the concentration of diluted oxygen in the cell environment
can modify the water radiolysis process that results in modification of primary DNA
damage yields [55]. On the other hand, it has been discussed that the effect of oxy-
gen can be explained mainly by chemical repair or oxygen fixation of primary DNA
damages, which come into play at later stages of the radiation-matter interaction
depending on the oxygen concentration [43, 55]. In the case of hypoxic condi-
tions, the damage induced by secondary species may be repaired chemically through
reduction of DNA radicals by endogenous thiols such as glutathione or other sulfur-
containing cellular constituents [56], thus decreasing the number of individual and
clustered DNA lesions processed by enzymatic repair mechanisms. All these mecha-
nisms suggest that in hypoxic conditions, the average probability for radical-induced
lesion production at a given distance from the ion’s path should be smaller than that
in the aerobic environment. Experimental survival probabilities of cells irradiated
under hypoxic conditions (Fig. 4) are nicely described with the probability which is
two times smaller than that used to describe aerobic conditions; this corresponds to
experimental data on the induction of DSBs and non-DSB clustered DNA lesions
in mammalian cells at normal concentration of oxygen and at deep hypoxia [43].
Reduction of the oxygen concentration under hypoxia results in a decrease in the
rate of formation of free radicals and, thus, in a decrease in the effectiveness of free
radicals to produce DNA damage.

3.3 Analysis of Survival of Repair-Efficient Cells

As described above, the probability of cell survival, Πsurv, decreases exponentially
with respect to the yield of clustered damage events, Yl , and the latter linearly
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increases with dose if the probability of at least one ion to traverse a cell nucleus is
sufficiently large (see Eqs. (9)–(11)). This results in an exponential dependence of
cell survival on dose (see Fig. 3), which is a common feature for cells irradiated with
ions [5].

However, in some cases, there is an evidence that survival curves as a result of
irradiation with ions can be “shouldered” consequent to successful damage repair;
i.e., in the language of LQ model, Eq. (1), the coefficient β may be noticeably
large [57]. In the framework of the MSA, this means that in these cases, some
complex lesions can still be repaired. The appearance of shoulders in survival curves
have been observed in experiments for specific cells [39, 58]. An example for such
curves for the more repair-efficient cervical cancer HeLa cells and Chinese hamster
CHO cell line is shown in Fig. 6. In what follows, we present an extension of the
MSA formalism which allows one to account for an enhanced repair capability.

The deviation from a purely exponential behavior of survival probability can be
explained by a possibility of repair of complex lesions. In these cases, a biological
parameter, the probability of a successful repair of a complex lesion, χ , is introduced
and Eq. (13) transforms into

Fig. 6 Survival curves for
repair-efficient HeLa (upper
panel) and CHO (lower
panel) cell lines. The
calculated survival
probabilities are shown with
lines and experimental data
from Ref. [59–61] (HeLa)
and [39, 58] (CHO) are
shown by symbols. The
survival curves are calculated
using Eq. (16) with the
probability (15), where
χ0 = 0.08 and χ1 = 0.07 for
HeLa cells and χ0 = 0.4 and
χ1 = 0.045 for CHO cells
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Πsurv = e−Yl +
∞∑

μ=1

χμ Y
μ

l

μ! e
−Yl = e−(1−χ)Yl , (14)

where each term in the sum represents the probability of exactly μ complex lesions
to be induced multiplied by χμ, since all of these lesions must be repaired.

The probability of repair of a complex damage may depend on the cell’s response
to radiation, which involves specific biological mechanisms of damage repair [62].
Although the exact form of this dependence is unknown, the simplest function of
probability, χ , can be introduced as a linear function of Yl ,

χ = (χ0 − χ1 Yl) Θ(χ0 − χ1 Yl) (15)

where the positive parameters χ0 and χ1 of the function of probability are likely
to depend on a cell line, cell phase, and irradiation conditions, and Θ(x) is the
Heaviside step function. A more detailed study of these dependencies as well as
biological reasons for such a functional dependence requires a significant effort; this
analysis will be presented in future works on this topic. The probability χ gradually
approaches zero with increasing the number of lesions until it becomes equal to zero
at a critical value, Ỹl = χ0/χ1, which depends, in particular, on dose and LET.

When the probability of repair of complex lesions is taken into account, the
survival probability transforms into

Πsurv = exp [−(1 − χ0)Yl − χ1Y
2
l ] (16)

below the critical value Ỹl and into Eq. (13) above it. These equations explain the
meaning of the critical value Ỹl as the transition point in the survival curve from
the linear-quadratic to the linear regime. Such a behavior can be observed in the
experimental curves presented in Figs. 3 and 6. The survival curves for CHO cells
(the lower panel of Fig. 6), which describe irradiation with carbon ions with LET =
32, 70 and 103 keV/µm, were obtained with the values χ0 = 0.4 and χ1 = 0.045.
Depending on the value of LET, the maximal dose at which repair of complex lesions
is still possible ranges between about 4.5 Gy (for LET = 103 keV/µm) and 11 Gy
(for LET = 32 keV/µm). At higher doses, the probability of repair, χ , is equal to
zero and the survival curves become purely exponential functions of dose. Survival
probabilities for different human cell lines, presented in Fig. 3, are calculated with
χ = 0, i.e., these probabilities decrease exponentially even at small doses. We note
that some of these survival curves can be improved by introducing χ . However, we
want to stress that rather good agreement with experimental data can be achieved
in many cases without accounting for the damage repair and thus the associated
empirical inputs.

When the probability of a successful repair of a complex lesion, χ , is introduced,
Eq. (13) transforms into Eq. (16) which can be represented as a function of the system
parameters,
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− lnΠsurv = (1 − χ)Yl = Yl − Θ(χ0 − χ1Yl) (χ0 − χ1Yl) Yl . (17)

At Yl < χ0/χ1, the survival probability in virtue of Eq. (11) is as follows,

− lnΠsurv = (1 − χ0)
π

16
σ Ng

d

Se
+ χ1

( π

16
σ Ng

)2 d2

S2e
. (18)

This result provides the molecular-level justification of the empirical LQ parameters
α and β for doses d ≤ 16

π

Se
σNg

χ0

χ1
:

α = (1 − χ0)
π

16
σ Ng

1

Se
, β = χ1

( π

16
σ Ng

)2 1

S2e
. (19)

At Yl > χ0/χ1, i.e. at d > 16
π

Se
σNg

χ0

χ1
, one derives the linear regime,

− lnΠsurv = π

16
σ Ng

d

Se
, (20)

and the parameter α then transforms into

α = π

16
σ Ng

1

Se
. (21)

To justify the applicability of the above relations, we have analyzed the depen-
dence of the parameter α on LET for the CHO cells. Figure7 compares the values

Fig. 7 Dependence of the parameter α on LET for the CHO cells. Solid green line shows the values
of α calculated using Eq. (19) with χ0 = 0.4. Open symbols represent the values obtained by fitting
experimental data in Refs. [39, 44, 58, 63] with the LQmodel (open symbols).Dashed line presents
the best fit of the array of data taken from the four indicated experimental papers
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of α, calculated using Eq. (19) (solid green line) with χ0 = 0.4, with the values
obtained by fitting experimental data in Refs. [39, 44, 58, 63] with the LQ model
(open symbols). The figure demonstrates that thus calculated values of α are in very
good agreement with the best fit for the array of data taken from the four indicated
experimental papers (dashed line).

4 Conclusions and Outlook

In conclusion, novel techniques of radiation therapy, such as ion-beam therapy, can
be fully exploited only after the complete scenario of biological damage consequent
to irradiationwith ions iswell understood. This understanding is fostered bymeans of
the MultiScale Approach to the physics of radiation damage with ions—an analytic
approach that constructs the scenario of biodamage accounting for the key physical,
chemical, and biological effects that take place on different spatial, time, and energy
scales. Our extensive comparison with experimental data on survival probability of a
broad range of cell lines, irradiated with protons and heavier ions at different values
of linear energy transfer and under aerobic and hypoxic conditions, demonstrates
the capability of this method to accurately predict the probability of cell survival
and related phenomena such as oxygen enhancement ratio. The advantages of the
method allow one to extend it to many other cell lines, including radiosensitive and
radioresistive cells, different cell phases, irradiation conditions (e.g. in the presence
of sensitizers) and make predictive evaluation of radiobiological effects. This analy-
sis will be continued as the predictions are experimentally verified in the future.
Then, judgements on practical implementation of the new methodology in treatment
planning can be made.
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1 Introduction

Cancer remains amajor health concern. Around 50%of patients receive radiotherapy
as part of their cancer treatment. The main limitation of this treatment is the lack
of tumor selectivity, which causes severe side effects, and radioresistance. The most
promising developments to improve the performances of radiation-based therapies
are the use of fast ion-beam radiation (proton and carbon therapy) and nanoparticle-
enhanced therapies.

The new FP7 European multi-ITN (Marie Curie Action Initial Training Network)
project, named “Advanced Radiotherapy, Generated by Exploiting Nanoprocesses
and Technologies” (ARGENT), has been in progress since March 2014. This project
was built upon the strong foundations of the Nano-IBCT community and the “Nano-
IBCT” COST Action [1]. The main objective of the intersectoral and multidiscipli-
nary ARGENT ITN is to create a new generation of researchers and experts able
to develop and propose to society new tools and concepts for the improvement of
cancer therapy treatments.

ARGENT brings together world-leading researchers of different disciplines,
namely, physicists and medical physicists, chemists, biologists, medical doctors,
and small or medium-sized enterprises (SMEs), with the aim of understanding and
exploiting the nanoscale processes induced by ionizing radiation. The consortium
aims at training 13 Early Stage Researchers (ESRs) whose research activities are split
into three work packages, entitled “Nanodosimetry”, “Therapeutic Nanoagents”, and
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“Preclinical Evaluation”. The ARGENT scientific objectives, which are the main
concerns of these work packages, are the following:

• to advance understanding of the physicochemical processes initiated by the inter-
action of various forms of radiation with biological matter in the perspective to
predict and control the effects of new treatments;

• to develop new nanodrugs able to direct and improve the application of these
nanoscale phenomena for best patient benefit;

• to further the understanding of how the effects of these nanoscale phenomena can
change clinical practice, and to evaluate the use of the new methods and tools
developed in this project for better patient outcomes.

The “Nanodosimetry” unit combines experimental and computational techniques
to answer the most fundamental questions regarding the mechanisms present in
radiation-induced damage in cells. A group of ESRs study biomolecules, nanoa-
gents and their mutual interaction when activated by slow and fast incident charged
particles. This approach is crucial for the optimization of the interactions of potential
nanodrugs with radiotherapy protocols.

The “Therapeutic Nanoagents” unit is composed of ESRs with a background in
chemistry, pharmacy, biology and medical physics. This multi-disciplinary approach
aims at synthesizing, characterizing and testing the properties and effects of potential
new generation nanodrugs able to amplify radiation effects and to improve diagnostic
performance. Cell uptake and localization of the nanoagents are also included to
complete the investigation. The combination of nanoparticles with medical radiation
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(X-rays and fast ions used in radiation therapy) is studied from molecular to cellular
scales, up to in vivo.

The “Preclinical Evaluation” unit combines their efforts to establish a link between
nanoscale interactions and clinical effects, through investigating how nanoscale
processes initiated by the interaction of radiation with living matter affect biological
responses. Combining advanced experimental, theoretical and modeling tools, this
team investigates nanoscale interactions for preclinical testing in cell-based models
and explores their clinical applicability. The major goal of this team in ARGENT is
to evaluate the use of the new methods and tools developed in the project for better
patient outcomes.

This chapter provides an overview and background on activities that are being
carried out within the ARGENT project. The chapter is organized as follows.

Sections2–9 are devoted to experimental and theoretical studies of the properties
of nanoparticles (NPs) proposed for radiation therapy applications and their interac-
tion with cells. Section2 introduces the idea of using NPs in radiation therapy and
outlines different types of the systems used in ARGENT. Section3 gives an overview
of different techniques for the NP synthesis and characterization. Section4 is devoted
to functionalization of NPs by different ligands aimed for a better localization of NPs
in tumors. Section5 is devoted to the computational modeling of NPs and the inves-
tigation of their properties. Section6 presents an overview of the NP toxicity studies.
This problem is of crucial importance because the biological response induced by
NPs is governed by physical and chemical properties that impact important cellular
processes. Section7 describes recent studies of the structure and stability of blood
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proteins upon interaction with NPs. Section8 provides a description of the cell lines
which are used within ARGENT to perform experimental studies with different in
vitro models. Section9 describes the methods for measuring the NP uptake into
different cells and makes an overview of preliminary results of the corresponding
experiments.

The physical and chemical phenomena appearing due to interaction of biomole-
cular systems with ionizing radiation are the main topic of the research described
in Sects. 10–13. Section10 gives a background for particle track simulations along
with a deeper discussion of the computer codes used in the project. Section11 is
devoted to the computational simulation of nanoscale shock waves induced by fast
heavy ions traversing biological media. This mechanism of radiation damage may
affect the distribution of free radicals and other reactive species formed after irradia-
tion. The production of free radicals and the oxygen effect are described in Sect. 12.
Section13 describes experimental and theoretical methods for analyzing the effects
of secondary species formed due to radiation on biomolecules and water.

Sections14–16 are devoted to experimental and theoretical studies of the inter-
action of NPs with ionizing radiation and the impact of nanoscale phenomena on
the resulting biological damage. Section14 describes experimental studies of elec-
tron emission from ion-irradiated metallic NPs; the emission of low-energy sec-
ondary electrons induced by ionizing radiation is currently considered as one of the
main mechanisms underlying the radiosensitizing properties of NPs. The impact of
nanoscale processes on biodamage complexity is covered in Sect. 15. It describes
some results obtained up to date towards the understanding of the physicochemi-
cal processes initiated by the interaction of various forms of ionizing radiation with
biological matter. Section16 describes the various modes of experimentation and
pre-clinical trials to be undertaken by the ARGENT group—using both photon and
ion radiation in vitro and in vivo. These studies should allow us to define optimal
treatment protocols that are able to improve tumor treatment whilst decreasing the
side effects on healthy tissue.

Finally, Sect. 17 briefly summarizes the different aspects covered in the chapter.

2 Exploration of Nanoparticles for Radiation Therapy
Applications

Nanoparticles (NPs) represent the diverse set of colloidal structures that encompasses
metals, inorganicmaterials (e.g., carbonor silica), peptides, proteins, bio- or synthetic
polymers or hybrid compounds in conjugated or unconjugated forms.Althoughmany
different shapes have been reported, the spherical model has been widely studied
and often discussed in this context with the expected size range of 10–100 nm.
Nanoparticles having this size can be expected to be preferentially accumulated in
the cancerous tissue owing to the widely cited phenomenon “Enhanced Permeation
and Retention (EPR) Effect” [2].
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Different aspects need to be taken into account when developing new NPs, such
as the composition, size and shape, as well as surface coating and charge. These
parameters can influence the uptake by cells, their biological response and interaction
with radiation.

Metallic NPs composed of elements with high atomic number (high-Z elements)
have been widely investigated because of strong electron emission after interaction
with ionizing radiation, which is more pronounced as compared to small metal-
containing molecular agents, good biocompability, an easy surface functionalization
by attachment of ligands, and the possibility of synthesis in a wide range of sizes
[3–9]. The use of NPs for radiosensitization was first demonstrated by Hainfeld
et al. [10] using 1.9nm gold nanoparticles (AuNPs) delivered systemically prior to
irradiation inmice exhibitingmammary carcinomas. Othermetal-basedNPsmade of
platinum and silver have also been successfully used to radiosensitize cells although
they are not as easily functionalized as gold, and silver has less biocompatibility
and more toxicity [3, 6, 11–14]. Another choice is gadolinium which is used mainly
for its contrast properties for magnetic resonance imaging (MRI). Gadolinium is
toxic for cells and therefore must be chelated onto a core of another material such as
polysiloxane or gold, thus reducing its cytotoxicity [15, 16] (see Sect. 3).

Some of the physical properties of NPs heavily influence their biological com-
patibility, effect and range. In this section, we detail some of the main properties
that can be controlled in the synthesis process and the choice of NPs used within the
ARGENT project.

2.1 Effects of Nanoparticle Size on the Uptake

The size of NPs used for radiosensitization not only affects how they interact with
the biological system, but also how they interact with the radiation source. Moreover,
biodistribution and the route of elimination from the body are also dependent on the
NPs size.

Avoiding accumulation of NPs in non-targeted organs such as the heart and liver
is a major concern as it may potentially cause long-term side effects; therefore,
non-biodegradable NPs should be designed to be rapidly eliminated from the body.
Elimination ismainly achieved through renal clearance,whichhas beendemonstrated
for NPs smaller than 6nm [17–19].

Although experiments have a tendency to point to a maximum cell uptake of NPs
between 20 and 60nm [20–23], smaller NPs can accumulate in cancer tissues due to
porous blood vessels near tumors [19]. Smaller NPs can diffuse further into tumor
tissue and, therefore, present a more even distribution in larger tumors than larger
NPs. This may counteract the fact that the actual cell uptake is less than that of larger
NPs [20, 23]. Moreover, if the NPs are small enough, they can enter a cell directly
by diffusion through the cell membrane [24].
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In regards to the interaction between NPs and radiation, the latter interacts mostly
with the interior of theNPs; therefore, if theNP size is increasing, the dose deposition
of radiation in the medium from this interaction decreases [4]. Carter et al. [8] found
that the production of low-energy electronswas larger for 3nmNPs than for 6nmNPs
exposed to X-rays, and Lin et al. [25] found improved cell killing in their theoretical
study of the X-ray and proton irradiation for 2nm AuNPs compared to sizes up to
50nm.

2.2 Effects of Nanoparticle Charge on the Uptake

The bi-lipidmembrane of a cell is negatively charged, which has led to the suggestion
that positively charged NPsmight exhibit improved uptake due to electrostatic forces
[20, 26–29]. However, the optimal charge on NPs for cell uptake is still unclear [26].

da Rocha et al. [30] simulated the uptake of differently charged NPs into cells and
found that passive uptake (diffusion) was favored for neutral or slightly negatively
charged NPs while for positively charged NPs endocytosis mediated uptake was
dominant. Positively charged NPs have also been shown to interfere with certain cell
functions, such as ion transport, and to perturb the membrane potential due to the
stronger interaction between the positive NPs and the negative membrane [20, 26].
Furthermore, in vivo studies show that a positive charge of the NPs is associated with
opsonization and therefore quicker elimination from the bloodstream [18]. However,
this can be circumvented by properly coating the NP, as discussed below.

2.3 Active and Passive Targeting

To specifically target tumor tissue, the coating of NPs is an indispensable tool and
can be used in mainly two ways: passive targeting and active targeting [31], which
are discussed below.

Passive targeting relies on EPR and the fact that tumor tissue tends to see higher
uptake of macromolecules (e.g., NPs) from the bloodstream due to the presence of
leaky vasculature and reduced lymphatic clearance from the tumors compared to
healthy tissue [17]. The abnormal blood vessel growth near tumors, induced by these
cells’ growth mechanisms, create pores in nearby healthy blood vessels [32]. The
size of the pores can be as large as 200–1000nmwhich allows NPs to extravasate the
blood vessels and accumulate in the tumor. In addition, tumor tissue has subnormal
lymphatic clearance, which means that anything that is absorbed tends to be retained
for longer [32].

In the body, specialized opsonin proteins found in blood serum tend to adsorb
onto the surface of any foreign substance, labeling it for clearance from the body [7].
To take advantage of the random uptake during passive targeting, a protracted blood-
stream circulation time is required. It has been shown that NPs coated with the
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molecule poly(ethylene glycol) (PEG) reduces opsonization, thereby increasing the
NP circulation time by effectively giving it a “stealthy” nature [17, 33]. The mecha-
nism for the reduced opsonization has been linked to a repelling force from the PEG
molecules when opsonins attempt to adsorb and cover the NP [34, 35]. The uptake
dynamics of NPs changes when they become covered by opsonins [36]. The reduced
interaction granted by a PEG coating thus ensures that uptake properties are more
controllable [34, 37].

Active targeting involves the attachment of molecules on the NPs for which suit-
able receptors exist on the surface of cancer cells. One example is the growth factor
Her2, which is overexpressed in a large portion of human breast cancers. By attaching
the antibody anti-Her2, NPs can be specifically targeted towards these cells [38].

Another,more general, kind of targeting exploits the higher and faster proliferation
of cancer cells compared to healthy cells. The increased growth of cancer cells
requires more glucose for their metabolism, therefore glucose-coated NPs tend to
have a higher interaction with cancer cells [39–41].

It is also possible to combine passive and active targeting by coating NPs with
a combination of PEG and a targeting molecule. However, this requires carefully
balancing the two coating molecules: too much PEG will reduce the effect of the
targeting molecule, whereas too much targeting molecule will reduce the circulation
time [38]. Furthermore it has been shown that the length of the PEGmolecules should
not exceed the length of the targeting molecules to avoid hindering their interaction
with their targeted receptors [42].

2.4 Nanoparticles Used in ARGENT

ARGENT industrial partners, Nano-H and Chematech, have developed 3 different
NPs, named Au@DTDTPA, Au@DTDTPA-Gd and AGuIX (see Fig. 1). Au@DT-
DTPA are gold-based NPs with a ∼2.4nm core coated by dithiolated diethylenetri-
amine pentaacetic acid (DTDTPA), presenting ∼6.6nm of total diameter (Fig. 1a).
These NPs have shown encouraging experimental results in combination with ioniz-
ing radiation (see Sect. 16). To improve the imaging and possibly the radiosensitiz-
ing potential, the Au@DTDTPA NPs were chelated with gadolinium ions (Fig. 1b).
The Au@DTDTPA-Gd50 NPs (50 ions of gadolinium per NP) promote a contrast
enhancement in MRI and the gadolinium ions do not change the size of the particles
since there is no change in the spectrum of the gold NPs colloid [18]. These NPs
have shownpromising resultswith low toxicity, theranostic (therapeutic + diagnostic)
properties, and easy excretion from the body [18, 43].

AGuIX (Activation and Guidance for X-ray Irradiation) are ultrasmall (under
5nm) NPs that are made up of a polysiloxane core grafted with Gd3+ DOTA (1, 4, 7,
10-tetra-azacyclododecane-1-glutaric anhydride-4, 7, 10-triacetic acid) chelates and
primary amines (Fig. 1c). The AGuIX NPs can also be used for theranostics as they
can be imaged by both MRI and CT scan [19]. Experimental studies performed by
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Fig. 1 Au@DTDTPA (a), Au@DTDTPA-Gd (b) and AGuIX (c) nanoparticles which are studied
experimentally within the ARGENT project. Figures are adapted from Refs. [16, 19]

ESRs within the ARGENT project are mostly carried out with these three types of
NPs. Small platinum NPs with the size of less than 5nm are also tested; a radioen-
hancement effect produced by these NPs was demonstrated earlier [3].

3 Synthesis and Characterization of Nanoparticles
for Cancer Treatments

3.1 Synthesis Methods

“Metal based nanoparticles for biomedical applications” is a very wide field of
research including many different structures published in literature. Therefore, a
very wide range of synthesis methods have been introduced to date, as summarized
in Fig. 2. Generally, the first step is the synthesis of a metal or a metal oxide core. The
second step is usually the formation of a coating around the core for biocompatibility.
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Fig. 2 Illustration of various methods for synthesizing and coating some inorganic nanoparticles
used for radiosensitization in cancer therapy

3.1.1 Methods for Synthesizing Metal Cores

For noble metals, such as gold (Au) or platinum (Pt), the most common methods
are the reduction of respective salts by different reductants to create metal particles
[3, 44]. Gold nanoparticles (AuNPs) can be synthesized from HAuCl4 mainly by
threemethods dependingon the targeted size [44]. Thefirstmethod to produceAuNPs
was proposed by Turkevich et al. [45, 46]; this produces NPs in the range from 15
to 150nm using citrate as a reducing agent. Ultrasmall AuNPs of less than 10nm
can be achieved from the method described by Brust-Schiffrin [47] with NaBH4

as reductant and alkylthiols as stabilizers. The AuNP coated by DTDTPA, one of
the nanoparticles commonly used in the ARGENT project (see Fig. 1a), is an exam-
ple of this method [48]. Bigger NPs might be achieved with the Perrault method
which utilizes hydroquinone to slowly reduce Au(III) onto small AuNP seeds [49].
Pt nanoparticles (PtNPs) are classically synthesized from K2PtCl4 using hydrogen
gas as the reducing agent [50]. Different kinds of polymers such as sodium poly-
acrylate, polyvinylpyrrolidone (PVP) or ethylene glycol are used to stabilize the
solution [51]. Porcel et al. [3] have applied a radiolytic reduction method using γ -
rays to synthesize ultrasmall PtNPs of ca. 3nm; these NPs are studied in ARGENT
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as radiosensitizers. In the cited work, radiolytic reduction of platinum complexes
was performed in an aqueous solution, containing or not different polymers used as
a coating [3].

3.1.2 Methods for Synthesizing Metal Oxide Cores

For other heavy metals, e.g., for gadolinium (Gd), oxide cores are mostly created
from their salts [52]. Gd2O3 particles are usually produced by reacting GdCl3 or
Gd(NO3)3 with sodium hydroxide in polyethylene glycol (PEG) or diethylene glycol
(DEG). This method called “polyol approach” takes advantage of the high viscosity
and high boiling temperature of polyols to prevent the aggregation of particles and
induce thermolysis of hydroxide into oxide [53, 54].

3.1.3 Methods for Coating Metal Based Nanoparticles

It is almost impossible to use metal NPs in biological medium without a biocom-
patible coating, due to the fact that metal oxides like Gd2O3 can be easily dissolved
in water to produce toxic Gd3+ ions. Even with inert and biocompatible materials
such as Au or Pt, a coating layer might offer higher colloidal stability which leads
to longer shelf life and stealth effect which prevents protein adsorption, macrophage
clearance and finally liver accumulation [55]. Normally, AuNPs are naturally coated
with a layer of citrate or alkylthiols after the synthesis based on the Turkevich or Brust
method, respectively. However, these layers are either quite weakly bonded (citrate)
or hydrophobic (alkylthiols) and therefore not biocompatible. The most commonly
usedmaterial for coating is PEG [56]. OnAuNP, mercaptopolyethyleneglycol (PEG-
SH) can be readily used [57]. A wide range of macromolecules, i.e., natural and
synthetic polymers or dendrimers, have also been used as thiol derivatives to coat
AuNP [56]. In the case of metal oxides, silane precursors can be used to form stable
chemically bonded silica coating layers on their surfaces [54, 58]. Other polymers,
e.g., oleic acid or PVP have also been reported to form stable coatings on Gd2O3

surface [59].
In some studies, the coating layer may provide other functionalities. For example,

in Au@DTDTPA NPs, the gold core is coated by a layer of dithiol DTPA, a strong
chelator which can be used later to incorporate Gd3+ or radioisotopes such as 111In
or 99Tc in order to turn the particle into an efficient MRI contrast agent and gamma
emitters for scintigraphy [18].

3.1.4 Methods for Synthesizing Silica Cores

Instead ofmetal andmetal oxide cores, other authors have created silica nanoparticles
(SNPs) and coated them with metals, for example gold as in Auroshell� [60], or
functionalized them with different chelators which strongly coordinate metals [61].
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There are twomainmethods used to synthesize SNPs, namely the Stober method and
water-in-oilmicroemulsion [62]. The former is based on the hydrolysis-condensation
reaction of a silane precursor catalysed by bases, e.g., ammonia in mixtures of water
and alcohol to form polysiloxane 3D networks [63]. This technique is simple and
easy to scale up but unable to create homogeneous SNPs under 10 nm. However,
recently, different terminating approaches have been introduced to achieve ultrasmall
SNPs [64, 65]. The microemulsion approach is basically the Stober process carried
out in tiny water droplets separated by oil and surfactants. Although this method is
believed tobe able to producehomogeneous small SNPs, it suffers fromacomplicated
and time-consuming purification procedure to get rid of the oil and surfactants [66].

Gadolinium-based AGuIX NPs (Fig. 1c) are produced from an original top-down
approach starting from a conventional Gd2O3 NP coated with a silica layer function-
alized by DOTA, a macrocycle chelator which is very stable and commonly used
for Gd3+. The presence of DOTA, a thin silica coating layer and an acidic synthe-
sis solution accelerate the dissolution of Gd2O3 core, break down the silica coating
layer into pieces and allow Gd3+ ions to be chelated by DOTA finally leading to
the stable AGuIX NP [61]. A description of the AGuIX structure and properties by
different analytical tools as well as an exploration of the synthesis and functional-
ization of these NPs are the main topics of the ESR research project “Development
of lanthanides based nanosensitizers for theranostics”, carried out by Vu-Long Tran
in Lyon, France. His project is supervised by François Lux and Olivier Tillement
(University Lyon I) and Cédric Louis (Nano-H).

3.2 Characterization Techniques

Aswith synthesismethods, a verywide range of characterization techniques have also
been developed and adapted in order to control the quality of the NPs. Some of these
techniques are classified and briefly described below according to the characteristics
of the particles they are able to characterize.

3.2.1 Determination of Particle Size and Shape

The size of NPs can be determined by several techniques. The most straightforward
method is scanning/transmission electron microscopy (SEM/TEM) which offers
direct observation of the size of particles. However, this technique requires compli-
cated equipment and sample preparation [67]. Meanwhile, the most commonly used
method is dynamic light scattering (DLS) which deduces the diffusion coefficient of
the particles in the solution from the correlation function of scattering light intensity
over time. Then, the hydrodynamic radius of the particle, which is the radius of a
hypothetical hard sphere that has the same diffusion coefficient as the particle, can
be calculated from the Stokes-Einstein equation [68]. Another optical spectroscopy
technique that is used tomeasure particle size is small angleX-ray scattering (SAXS).
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This method allows determination of the radius of gyration which is defined as the
root-mean-square distance of all elemental scattering volumes from their center of
mass weighted by their scattering densities [67]. Diffusion ordered nuclear magnetic
resonance spectroscopy (NMR DOSY) can also be described as a method for size
determination. This technique utilizes an encoding/decoding process of the nuclear
magnetization by spin-echo pulses to probe translational diffusion so that the result
will be a 2D plot of diffusion coefficients and chemical shifts of studied nuclei e.g.
1H, 13C or 29S [69, 70]. Through diffusion coefficients, hydrodynamic diameter can
be inferred again from the Stokes-Einstein equation. However, this method cannot
be used to study paramagnetic materials such as Gd because they can dramatically
shorten the relaxation time and broaden the width of chemical shift peaks so that it
makes the encoding process impossible to achieve. In reality, several methods need
to be exploited in order to have a precise idea about the size of particles [71]. Some
of the above techniques might be used also to determine their shape. SEM/TEM can
undoubtedly reveal the morphology of particles. Also, the ratio between radius of
gyration and hydrodynamic radius can give an idea of the particle morphology [67].

3.2.2 Determination of Overall Elemental Composition,
Mass and Morphology

Another level of control highly demanded in the case of NPs is the knowledge of ele-
mental composition and crystallinity. The former can be investigated with standard
methods such as inductively coupled plasma mass spectrometry (ICP-MS), induc-
tively coupled plasma optical emission spectroscopy (ICP-OES) or X-ray photoelec-
tron spectroscopy (XPS). Meanwhile, the average mass of NPs can be determined by
electrospray ionization (ESI) or matrix assisted laser desorption ionization (MALDI)
mass spectrometry. These data may help to establish the average molecular formula
of the particles. Interestingly, in the case of AGuIX, STEMwas used with high-angle
annular dark-field imaging (HAADF) and electron energy loss spectroscopy (EELS)
imaging approaches to visualize different elements within individual particles [61].
The crystallinity of the particles, especially their core in core-shell structures, might
be answered by high resolution transmission electronmicroscopy (HRTEM) orX-ray
diffraction [72].

3.2.3 Determination of Surface Charge

Surface charge of nanoparticles can be determined by measuring the zeta potential
existing between the first ion layer surrounding a particle and the ions in solution [68].
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3.2.4 Detection and Quantification of Functionalized Ligands

Existing NPs in the literature are highly varied in terms of functionalized ligands.
Hence, numerous techniques have been utilized to quantify the ligands of inter-
est including thermogravimetric analysis (TGA), chemical assays, infra-red spec-
troscopy (IR), NMR and MS. In functionalized inorganic NPs, TGA can be used to
determine the presence and quantity of organic content by weight loss as a function
of increasing temperature. This method has been applied for Au@DTDTPA [48].
However, this technique cannot give precise structural information about the grafted
functions. Chemical assays such as the quantification of free DOTA by Eu3+ used in
AGuIX development can be a very useful approach [61]. Nevertheless, this technique
requires handling many samples. Therefore, it might be time and material consum-
ing. IR is a handy and well developed technique that allows detection of chemical
changes by the shift of the infrared absorption band ofmaterial. This approach is very
frequently used in literature for detecting functionalized ligands and has also been
used for AGuIX and Au@DTDTPA but is hardly quantitative [48, 73, 74]. Similarly,
MS can hardly be used as a quantitative method due to its complicated procedure of
nebulization, ionization, ion selection and detection although it is a powerful quali-
tative technique for determining the grafting of ligands [73, 74]. Finally, NMR is a
technique with great potential for both detecting and quantifying the grafted organic
functions on particles as long as the spectra are not too complicated to have good peak
resolution. Interestingly, with the NMR-DOSY technique, the presence of organic
ligands can be directly correlated to the integrity and the size of the particle. This
allows a straightforward approach for evaluating the stability of degradable NPs [61].
However, as previously mentioned, it is limited to non-magnetic materials.

3.2.5 Evaluation of Stability, Purity and Degradation

Since NPs applied in the biomedical field are strictly regulated, their stability, purity
and degradation are of great importance and can be evaluated by high performance
liquid chromatography (HPLC) in combination with optical detectors (UV-Vis, Flu-
orescence) or MS, as shown in the work of Truillet et al. [75].

3.2.6 Characterization of AGuIX and Au@DTDTPA Nanoparticles

Specific NPs might be evaluated very differently in terms of efficacy depending
on their applications. In the case of radiosensitizers, no ready method has been
developed to test the radiosensitization effect before in vitro and in vivo studies.
However, with theranostic NPs such as AGuIX and Au@DTDTPA, their efficiency
as contrast agents might be rapidly tested with relaxometry. This gives the value of
longitudinal relaxivity, r1, and transverse relaxivity, r2. Higher r1 indicates better
efficacy as positive contrast agents [77].
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Many of the techniques described above have been applied to AGuIX and
Au@DTDTPA NPs that are used in the ARGENT project. The results of charac-
terization of these NPs are summarized in Table1.

4 Functionalization of Nanoparticles for Tumor Targeting
and Biocompatibility

Active targeting of nanosized structures is an exciting avenue in terms of adding
the exceptional ability of localization into tumor tissue. Active targeting harnesses
the capability of affinity ligands to selectively bind to the receptors predominantly
overexpressed on the cancer cells. The approach based on the premise of the “Magic
Bullet” is aimed towards maximizing the interactions between NPs and cells, thus
augmenting the internalization of NPs containing drugs without altering its overall
biodistribution [78]. This section details the importance and options for targeted
ligand attachment, the various methods for conjugation of ligands, and the status and
future outcomes of using nanomedicines for targeted therapeutic treatments.

At present, active targeting has been a widely pursued strategy to complement the
enhanced permeation and retention (EPR) effect and further enhance the efficacy of
nanomedicine. The current research in the context of nanomedicine is mainly ded-
icated towards the delivery of chemotherapeutic drugs in the oncology space. The
ARGENT program aims to widen the scope of nanomedicine through the develop-
ment of nanotechnological tools to improve the outcome of the radiotherapy, which
so far has not been rigorously investigated. The ESR research project “Nanoagent
functionalization aiming at tumor targeting and biocompatibility” is carried out by
Vivek Thakare at Chematech and University of Bourgogne (Dijon, France) under
the supervision of Frederic Boschetti (Chematech) and Franck Denat (University of
Bourgogne). The project is focused on the development of novel strategies to synthe-
size NPs for the imaging and therapy of cancer. The project also aims to conjugate
these NPs with suitable bio recognized ligands so as to selectively dart the cancerous
tissue. Such an approach demands substantial manipulation and investigations at the
chemical/biophysical level.

4.1 Targeting Ligands

Active targeting encompasses anchoring the affinity ligands onto the surface of the
NPs. These ligands could be small molecules such as sugars, lipids, peptides, pro-
teins, antibodies or antibody fragments. The design of actively-targeted NP drug
carriers is an intricate affair owing to the NP’s supramolecular architecture, the lig-
and conjugation chemistry and the several types of ligands at scientists’ disposal. The
key determinants for the development of ligand based nanotherapeutics include: the
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target/receptor on the cancer cells of interest, surface chemistry of the nanoparticles,
ligand structure and the associated linker chemistry [79].

Several factors determine the success of active targeting, however the basic
premise is that the NP needs to reach sufficient concentration at the cancerous site so
as to affect the advantage of ligand conjugation. In most of the instances, particularly
with smaller ligands, the pharmacokinetics and biodistribution of the NPs may not
be affected and hence they form the best choice. However, off target accumulation
of the targeted NPs may occur in cases where the receptors for the ligands are also
expressed in the healthy tissue (e.g., folic acid). To some extent this can be resolved
through the use of highly specific ligands like monoclonal antibodies.

From the viewpoint of ARGENT, it is interesting to integrate different modali-
ties to sensitize cancer cells to the ionizing radiation. For instance, chemotherapeutic
platinumbased drugs like cisplatin have been shown to improve radiotherapy through
their synergistic effects on theDNAdamage [80].Monoclonal antibodies also exhibit
their ability to sensitize cells to ionizing radiation through their effects on the sub-
cellular machinery [81]. The project delves to integrate the above modalities into
nanoparticulate platform so as to harness and maximize their synergy.

4.2 Conjugation Strategies

Bioconjugate chemistry used for the grafting of ligands on the NP surface is typically
based on aqueous reactions owing to instability of the NPs/ligands in organic sol-
vents. One widely explored strategy is the so-called “EDC-NHS” chemistry, which
involves activation of the carboxylate groups on the NP surface with a zero length
linker 1-Ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride (EDC) and
ester/intermediate stabilizer N-Hydroxy Succinimide (NHS) followed by reacting it
with the amine group present on the ligand (Fig. 3a). The reaction can be performed
vice-versa depending on the functional groups present on the NP or ligands. The
efficiency of the reaction depends on the pH of activation and coupling, ratio of
NP/ligand concentration and concentration of activating agents [82].

Another strategy that has found widespread mention is the maleimide chemistry
(Fig. 3b). The focus on this chemistry has gained relevance owing to the increased
number of approved biologics/protein based drugs which could also be used as
ligands (e.g., monoclonal antibodies). The reaction involves the maleimide group
(typically present on NPs) and the thiol group (typically present on protein/peptide
ligands) resulting in the formation of the 3-thiosuccinimidyl ether bond. If free thiol
groups are not present on the proteins they could be generated through partial reduc-
tion of proteins or through thiolation using Traut’s reagent or other thiolation strate-
gies [84].

“Click chemistry” (Fig. 3c) also deserves a mention here, although it is not as
popular as the above two methods owing to the synthetic modifications required
for both the ligands and the NP. The copper(I)-catalyzed azide-alkyne cycloaddi-
tion (CuAAC) occurs in the presence of copper(II) (e.g., copper(II)sulfate) and a
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Fig. 3 Conjugation strategies: EDC-NHS coupling chemistry (a), maleimide-thiol chemistry (b),
and click chemistry (c). The figure is adapted from Ref. [83]

reducing agent (e.g., sodiumascorbate) to produce Cu(I) in situ and is regarded as
a bioorthogonal chemistry for site specific bioconjugation. Azides and alkynes are
highly energetic functional groups with selective reactivity resulting in the formation
of triazole providing good yields hence referred to as “click chemistry”. The reaction
occurs at room temperature, showing a high degree of solvent and pH insensitivity
and high chemoselectivity [85].

4.3 Future Challenges in Nanomedicine Development

Nanomedicine is a burgeoning field with a diverse set of applications across sev-
eral disease areas, but so far the progress witnessed in the oncology space has been
overwhelming. More than half a dozen products are already approved while many
more are undergoing clinical trials. These products mainly address the drug deliv-
ery issues with the chemotherapeutic drugs, however it should not be surprising
to see the applications in imaging or theranosis making their headway. With the
advances in the immunological tools for cancer therapy, the biologics/protein based
drugs have assumed a prominent role in adding value to nanomedicine and repre-
sent an integrated approach towards developing targeted therapeutics. In the future,
nanomedicine has the potential to improve the outcome of radiotherapy through its
complex interactionswith biological systems,which remain to be fully elucidated and
explored. The objective of ARGENT is to steer in this direction, so as to contribute
to maximizing the outcome of radiotherapeutic strategies. However, development
of nanomedicines is bridled with several challenges in terms of the manufacturing,
the biological efficacy and the lack of an established approval pathway unlike other
conventional drugs. At the chemistry, manufacturing and control (CMC) level, the
challenge is to produce nanomaterials that are rigorously characterized and repro-
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ducible across all scales. Moreover, this needs to be strongly justified through the
stringent safety and efficacy data from clinical trials that validate the potential of
such nanometric tools over the existing standard therapeutics. Nonetheless, the pace
at which the advances in this field have been made certainly forecast nanomedicine
to be a bright spot in the future of cancer therapy and diagnosis.

5 Computational Modeling of Nanoparticle Coatings
and Shapes

The coating and the shape of nanoparticles (NPs) is a crucial tool in manipulating
their properties and behavior [6]. Due to the vast number of parameters involved in
optimizing the shape and the composition of NPs (e.g., which coating molecules to
use, how many, should they have a specific charge), it is a daunting task to system-
atically go through each of them experimentally. Modeling the different parameters
with computer simulations can provide a significant speedup in this process.

5.1 Modeling of Coatings

TheESRproject “Development of newmodules forATKcode formodeling radiosen-
sitizing nanoagents” is carried out by Kaspar Haume at the Open University (Milton
Keynes, UK) in close collaboration withMBNResearch Center (Frankfurt amMain,
Germany) and QuantumWise (Copenhagen, Denmark). This work is coordinated by
Nigel Mason (The Open University), Andrey Solov’yov (MBN Research Center)
and Kurt Stokbro (QuantumWise). The research project aims to study the structure
and behavior of the coating on NPs intended for use in cancer treatment. One of the
tasks is to determine the optimal number of coating molecules to obtain a realistic
system, one suitable for further simulations regarding the interaction of these NPs
with radiation and the intracellular environment. Currently, the focus is on 1.5nm
gold nanoparticles (AuNPs) coated with polyethylene glycol (PEG).

In the simulations, between 32 and 60 PEG molecules are attached to the AuNP,
and the system is then annealed from 1000K down to 0K. In this way, we can make
sure that the coating molecules have had enough energy to overcome local barriers,
and have been free to attain their optimal structure.Additionally, by doing this,we can
extract information about the behavior of the coating at intermediate temperatures
not just related to body temperature (310K).

In this project, classical molecular dynamics (MD) simulations are employed to
model the structure and behavior of the coating of NPs for different combinations of
NP material, shape and size, and coating molecules [86].

ClassicalMD is basically the solution of Newton’s equations of motion for a set of
atoms. From an initial starting point, forces are calculated on all atoms,which leads to



398 M. Bolsa Ferruz et al.

an acceleration on all atoms as given by Newton’s law, F = ma. By integration of the
acceleration with respect to time (for given infinitesimal time steps dt), new positions
are given to all atoms and the process starts again. Temperature effects are included
by perturbing the equations in a suitable way, given by the used thermostat. More
specifically, the positions of atoms are updated by solving the following equation,
known as the Langevin equation [87]:

mi
d2ri
dt2

=
∑
j �=i

Fi j − 1

τd
mivi + f i , (1)

where
∑

j �=i Fi j is the total force acting on atom i as a consequence of its interaction
with all the rest of atoms j (i.e., second Newton’s law). The second and third terms
in the right-hand side of Eq. (1) correspond to the thermostat, used to keep the
temperature of the system nearly constant to T , when coupled to a thermal bath.
In the simulations performed within the project of Kaspar Haume, the Langevin
thermostat is used, which acts as a viscous force on each particle of velocity vi . τd is
the damping time of the thermostat, while fi is a random force with zero mean and
dispersion σ 2

i = 2mikBT/τd, with kB being the Boltzmann’s constant.
The force in Eq. (1) is given by the applied force field, which takes into account

various parameters, such as bond distance, bond angle, and others. Utilizing a suitable
force field for the given task is a crucial part of doing good MD simulations.

For biomolecular systems, which are the topics of interest in ARGENT, the struc-
ture of the molecules is not only dominated by interatomic distances, but also by the
geometric configuration of groups of atoms, due to the molecular orbital hybridiza-
tion. In this case, it is common to use specialized force fields describing such inter-
actions, such as the CHARMM force field [88], which is one of the most commonly
used force fields for describing the interactions of biomolecules. The force acting on
the atom i is obtained from the potential energy U (R) as

∑
j �=i Fi j = dU (R)/dri ,

which corresponds to a given set of atomic coordinates R, and is expressed as a com-
bination of energies arising from the distances of bonds between pairs of atoms, the
angles formed between groups of three sequentially bonded atoms, the dihedral and
improper angles formed by groups of four bonded atoms, and the non-bonded inter-
actions, represented by the pure Coulomb force and the van der Waals interaction
between pairs of atoms.

One of the parameters we monitor is the radius of the system versus the number
of coating molecules, see Fig. 4. It is clear from the figure that the radius of the
coated NP increases with increasing number of coating molecules and for increasing
temperature of the system. The increase with number of coating molecules is related
to themutual repulsion of themolecules. The PEGmolecule is composed of aC–C–O
backbone which makes it almost linear in its native state. By increasing the coating
concentration, the PEG molecules will repel each other and enter an increasingly
linear structure, to increase their mutual distance, which leads to a larger radius of
the system.



New Research in Ionizing Radiation and Nanoparticles … 399

Fig. 4 The radius of the
system as a function of the
number of coating PEG
molecules

The increase in radius for increasing temperature is likely related to the mutual
interactions as well. Increasing the kinetic energy of the PEGmolecules will increase
the interaction between them, and this is again reduced by attaining a more linear
structure.

Other results from simulations include the density distribution of the coating, the
penetration of water molecules into the coating, the energetic stability of the coating,
and more. All of this will aid in enabling future calculations of electron production
under irradiation, propagation of electrons through the coating, and interaction with
biological compounds of the cell such as proteins and DNA.

5.2 Impact of the Nanoparticle Shape on Its Electronic
Properties

Within ARGENT, one of the goals is to investigate how shape and size influence the
yield of electrons emitted from radiosensitizing NPs. In the ESR project “Validation
of low energy scatteringmodel inmedical radiation planning”, carried out byAli Tra-
ore at CSIC (Madrid, Spain) under the supervision of Gustavo Garcia, this problem
is partially covered by performing the simulations of the electromagnetic properties
of irradiated AuNPs. Using the Metallic Nanoparticle Boundary Element Method
(MNPBEM) toolbox of Matlab, it is possible to calculate the electron energy loss
spectra (EELS) which give information about the electron yield; the latter is related
to the radiosensitization efficiency of NPs [89, 90]. The goal of this work is to deter-
mine the size and the shape which provides the highest efficiency in terms of electron
yield.

Up to date, this study has considered a 60 keV electron beam, primarily for val-
idation with existing experimental data available at that energy [89]. The study of
electromagnetic properties is performed by solving the classical Maxwell equations
around the NPs. EELS of AuNPs were computed from the surface charges and cur-
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rent distribution calculated with the BEM approach at the NP boundaries embedded
in a water dielectric environment [91]. The BEM method is based upon a rigorous
numerical solution of Maxwell’s equations in the Fourier domain, assuming that the
materials involved in the structure are described in terms of frequency-dependent
dielectric functions. The dielectric functions of gold were extracted from the hand-
book of optical data and the Drude-Lorentz formula [92] and the impact parameter
was taken equal to 5 nm.

For several sizes of gold NPs three distinct geometries have been investigated,
namely a sphere, a rod, and a torus with equivalent volumes determined by the
nanosphere radius (Fig. 5). These various structural shapes should give insights into
other types of geometry. Preliminary results demonstrate that the NP’s geometry
affects the EELS of AuNPs. Among the shapes investigated, the metallic structure
in the form of a rod yields the highest EEL spectrum. Future work will be devoted
to the analysis of the coating effects on electron production following the method-
ology schematically illustrated in Fig. 6. Such investigations should provide a better
understanding of nanoparticle radiation physics applied to biomedical applications.

Fig. 5 Investigated geometries of NPs of equivalent volume: a sphere, a rod and a torus. The volume
determined for a spherical NP of 5nm radius is 523.6nm3

Fig. 6 Methodology for modelling coated and non-coated metallic nanoparticles in MNPBEM
Matlab toolbox
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6 Nanoparticle Toxicity

The range of biological responses induced by NPs is governed by chemical and
physical properties that impact a number of important cellular processes includ-
ing biocompatibility, biodistribution, toxicity and cellular uptake. Gold has gained
increased attention as it exhibits good biological compatibility, low cytotoxicity and
is relatively easy to synthesize. Elemental gold has been considered to be biologically
inert, however, on the nanoscale, it has been shown that the surfaces of gold NPs are
chemically reactive [93]. This occurs for NPs below 5nm as they react differently
with the environment and generate an electromagnetic field due to surface plasmon
resonance effects [94]. This phenomenon is due to a coherent oscillation of the free
electrons which generates the electromagnetic field on the surface of the gold NPs.
Othermetal NPs such as platinum, silver and gadolinium have also been investigated.
However, they are generally more toxic to cells [3, 6, 11, 12, 14].

The biodistribution and elimination of NPs from the body is an important consid-
eration in the context of NP toxicity. It is desirable for non-biodegradable NPs to be
rapidly eliminated from the body to avoid long-term side effects. This is achieved
through renal clearance which prevents accumulation in organs such as the heart and
liver [18]. If the NPs are smaller than 5–6nm in size, they are usually eliminated by
renal clearance independently of their charge. These small sized NPs are excreted
faster [17, 19] and are taken up less by cells [20, 23] but they present a more even
distribution as they diffuse further within the tumor [20, 23]. It has been reported
that NPs with a size range of 6–10nm are cleared by the liver, particularly when
positively charged. In contrast, NPs greater than 10nm are retained by the liver [18].

Biodistribution studies of gold NPs with a DTDTPA coating (Au@DTDTPA)
have revealed accumulation in the heart and liver, which has been shown to grad-
ually decrease as the signal increases in the bladder and kidneys after 30min. This
indicates that the main elimination pathway was through renal clearance with non-
specific uptake by the mononuclear phagocyte system, which is reduced due to the
NPs negative charge. For Au@DTDTPA-Gd NPs, contrast enhancement for MRI
was achieved in rats with low toxicity observed for a 72h exposure, despite the
known toxicity of gadolinium. These results may be attributed to chelation onto the
surface coating of the AuNP [16]. These NPs start to accumulate in the kidneys
3min after intravenous injection in mice and reach a maximum concentration in the
tumor 3–7min after injection. No accumulation in vital organs or aggregation was
detected 6 weeks after injection. AGuIX NPs significantly improve image enhance-
ment with MRI shortly after being injected into mice (1min), and this remains con-
stant for 24h. Furthermore, 95% of these NPs are excreted by renal clearance during
a period of 18 days. AGuIX NPs also have very low toxicity. No visible accumula-
tion in the healthy tissues, inflammatory processes or pathologies in the lungs were
detected [95].

AuNPs toxicity can varywith the characteristicsmentioned above but also differ in
various cell types. For example, Pan et al. [96] showed that the toxicity of AuNPs on
different types of cells, including mouse fibroblast, macrophages and HeLa cervical
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cancer cells, is size-dependent but does not depend on the type of coating or the
cell type [97]. However, differences in toxicity were observed in HeLa cells using
AuNPs with different coatings [96, 98] Moreover, a study presented in Ref. [99]
explored the toxicity of 33 nm AuNPs on three types of cells, namely on the A549
carcinoma lung cell line, the BHK21 baby hamster kidney cell line, andHepG human
hepatocellular liver carcinoma cells. It was demonstrated that these NPs were toxic
only in the A549 cells [99].

To explore the potential toxic effect ofNPs usedwithin theARGENTnetwork, dif-
ferent NPs have been tested in vitro using a range of different exposure times, concen-
trations and cell assays such as the MTT, MTS short term viability assays and clono-
genic assays. The clonogenic assay gives information about the long term prolifera-
tive capacity whereas the two colorimetric assays, theMTT (3-(4, 5-dimethylthiazol-
2-yl)-2, 5-diphenyltetrazolium bromide) or the MTS (3-(4, 5-dimethylthiazol-2-
yl)-5-(3-carboxymethoxyphenyl)-2-(4-sulfophenyl)2H-tetrazoli-um) give informa-
tion about cell metabolism.

Two ESRs Sophie Grellet and Vladimir Ivošev are working specifically on
“Uptake dynamics of nanoagents and effect on radio-enhancement” and “Exploring
site specificity, structure and sequence dependence of radiation-induced damage”,
respectively. The project of Sophie Grellet, conducted at theOpenUniversity (Milton
Keynes, UK), is supervised by Jon Golding, Nigel Mason and Malgorzata Smialek-
Telega at a multidisciplinary level. The project of Vladimir Ivošev is conducted at the
Molecular Sciences Institute of Orsay (ISMO, France) and is supervised by Sandrine
Lacombe. Another research project devoted to the nanoscale understanding of cell
signalling and biological response in the presence of NPs and radiation is conducted
by the ESR Soraia Rosa at the Centre for Cancer Research and Cell Biology, Queen’s
University Belfast under the supervision of Karl Butterworth and Kevin Prise.

7 Blood Toxicity

When NPs interact with proteins, even non-covalently, they may cause structural
and conformational variations in proteins thereby inducing unexpected biological
reactions and ultimately, leading to toxicity. Recent clinical studies have indicated
adverse health effects of exposure to NPs through breathing. It has been evidenced
that the addition of NPs may induce changes in blood viscosity and blood clotting
capacity [100]. Medical use of NPs requires administration by intravenous injection.
In order to design the next generation of NPs, it is necessary to measure the structure
and stability of blood proteins upon interaction with NPs (see Fig. 7).

Circular dichroism (CD) is an excellent and sensitive method for rapidly evaluat-
ing the secondary structure, folding and binding properties of proteins, and recently
has also been used to detect structural changes of proteins interacting with NPs. The
use of synchrotron radiation (SR) to perform CD experiments (SRCD) shows several
advantages with respect to the conventional CD technique. The major advantage is
the high flux provided by a SR source with respect to a conventional xenon lamp
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Fig. 7 Illustration of
nanoparticles passing
through the blood stream

that allows CD data to be measured both with very low amounts of proteins and in
the presence of highly absorbing chemicals, such as suspensions of high-Z (com-
posed of high atomic number elements) NPs [101, 102]. The high photon flux in
the far-UV region, small cross section size, and highly collimated synchrotron radi-
ation beam from the DISCO beamline at SOLEIL Synchrotron (St. Aubin, France)
have allowed the group of Sandrine Lacombe at the Molecular Sciences Institute of
Orsay (ISMO, France) to measure the SRCD spectra using cells with low volume
capacity. The effect of Gd-based AGuIX NPs on the structure of blood proteins has
been studied within the ESR research project “Improvement of the hadrontherapy
protocols using nanosensitizers” carried out by Marta Bolsa Ferruz at ISMO under
the supervision of Sandrine Lacombe. Human serum albumin (HSA) has been cho-
sen for this study since it is the most abundant protein in the circulatory system and
a multifunctional transporter molecule. The inactivation of HSA would lead to life
threatening problems. The goal of this study is not only to assess the toxicity of
AGuIX under intravenous injection but to optimize a sensitive test of NPs toxicity
in blood.

8 Cell Lines

The scope of the ARGENT project is to better understand the processes of radio-
therapy at the nanoscale in order to develop a new generation of radiation-based
therapies able to treat different types of cancer. Towards this aim, several ESRs are
performing experimental studies using a wide range of different in vitro models. In
addition, the potential selective effect of NPs is explored in cancer cell models and
also in appropriate normal tissue cell models. Here we detail the cell lines under
investigation and the rationale for their selection.

One of the cancer types that we are focused on is prostate cancer as it corresponds
to 8% of the total of newly diagnosed cases and 15% of the diagnosed cancers in
men [103]. We are using prostate cancer cell lines, such as PC-3 and DU-145, and
comparing these with normal epithelial prostate cells such as PNT2-C2. As PC-3
cells are derived from bone metastasis and DU-145 from brain metastasis, this gives
us the possibility of comparing different behaviors of metastatic cells that occupy
distinct microenvironments.

Astrocytoma is also a cancer of interest. The national cancer institute estimates an
incidence rate of two to three per 100,000 adults per year and it represents 17% of all
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brain tumours. The life expectancy with standard treatment is about 2–3 years [104].
We are using the U87 cell line in our experiment, a model of glioblastomamultiform,
which represents a high grade of astrocytoma and the most challenging brain tumor
to treat [104].

Pancreas cancer follows the same tendency. The estimated incidence of pancre-
atic cancer is 4.1 per 100,000 adults per year. This cancer is almost always fatal.
Approximately 5% of adults in England survive 5years after being diagnosed [104].
Indeed, it is the seventh most common cause of death from cancer. The cell line used
as a model of pancreatic cancer is BxPC-3. It was derived from the pancreas of a 61
year old female patient. The morphology of this cell line is epithelial and the cells
are adherent in cell culture.

Breast cancer is the leading killer among women aged 20–59 years world-
wide [103] and was the cause of 521,000 deaths worldwide in 2012. For studying
the effect of NPs on this cancer we used MCF-7 as a model of breast cancer and
MCF-10A as its respective healthy tissue.

We are also interested in squamous carcinoma skin cancer. It is the second most
common skin cancer after basal carcinoma and is also the most likely to metastasize.
About 5.4 million of these two types of cancers are diagnosed each year [105]. The
first line of treatment involves excision but it can also include radiotherapy [106].
In ARGENT, we use two different cell lines, the HSC-3 cancer line and the HaCaT
normal skin keratinocyte line.

Cervical cancer (represented by HeLa cells) is explored in this network since it
is the second most common cancer in women living in developing countries [103].
HeLa is a human adenocarcinoma cell line extracted from the cervix of 31 year old
African female patient. Its morphology is epithelial and it is adherent in cell culture.
It is also a goodmodel of a radioresistant cancer. Since this cell line has been used for
many decades it is well understood and can give key information on NPs response
and radiosensitization.

In some experiments conducted by theARGENT consortium, other cell lines have
been utilized. For instance, the studies of NP uptake (see Sect. 9) considered also U-
CH1 (human chordoma cancer) cells derived from the sacral bone of a 56 year old
Caucasian male patient and primary dermal fibroblasts that are human fibroblasts
derived from the foreskin of a male African new-born.

9 Gold Nanoparticle Uptake and Retention in Cancerous
and Healthy Cells

Improving our knowledge about the dynamics of nanoparticles’ (NPs) uptake by
cancer cells and effects on radiosensitization is essential [107]. The goal of the ESR
project “Uptake dynamics of nanoagents and effect on radio-enhancement” carried
out by Vladimir Ivošev at the Molecular Sciences Institute of Orsay (ISMO, France)
and supervised by Sandrine Lacombe is to better understand the uptake of gold
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nanoparticles (AuNPs) in different human cell lines. The methods detailed in this
section can measure the uptake of NPs into cells, and techniques that give insight
into the mechanisms of cellular NP uptake for different cell lines are also described
along with preliminary results.

To measure the cellular uptake, inductively coupled plasma mass spectrometry
(ICP-MS) is one of the best quantitative techniques. In ICP-MS, the sample is ionized
and passed through amagnetic field to separate and quantify the ions produced, on the
basis of their charge and size. This technique can give high specificity and excellent
limits of detection [93].

The uptake of NPs by cells can also be explored by transmission electron
microscopy (TEM). This technique takes advantage of the high electron density
of AuNPs or other high atomic number NPs. It uses electromagnetic lenses and
directs high intensity beams of electrons through the samples [108]. It can give an
image resolution of 1 nm. In addition, dynamic light scattering can be performed on
living cells to visualize the location of AuNPs by using their elastic light scattering
properties. Fluorescence microscopy can also be used on living cells to study NPs
localization in specific organelles by using fluorescent probes [109] but it can also
follow the NPs inside cells if a fluorophore is attached to it. All these microscopy
techniques allow one to gain special information and the precise localization of NPs
in cells.

Small AuNPs (<10nm) studied in this research project were synthetized by
S. Roux and collaborators [110]. These NPs are advantageous as they amplify the
effects in vivo of gamma rays and can be detected by imaging. In this study, the
AuNPs are coated with dithiolated diethylenetriaminepentaacetic acid (DTDTPA).
For the purpose of our experiments AuNPs were tagged with an organic dye,
cyanine 5.

The following cell lines have been considered: U87-MG (human glioblastoma),
HeLa (human adenocarcinoma), PC-3 (human prostate cancer), BxPC-3 (human
pancreatic cancer), U-CH1 (human chordoma cancer) and primary dermal human
fibroblasts (see the description of different cell lines in Sect. 8). All cell lines were
bought from ATCC, Manassas, Virginia, USA.

Uptake of the AuNPs in the cells was measured by flow cytometry. Two-photon
fluorescence-lifetime imaging microscopy (FLIM) was used to confirm the uptake
of AuNPs in cells. Finally, ICP optical emission spectroscopy (ICP-OES) was used
to quantify the number of AuNPs internalized.

The first results have demonstrated that the uptake of AuNPs varies significantly
between the different cancer cell lines. The internalization ofNPs is often attributed to
endocytosis [111]. In this work, we investigated the role of other uptake mechanisms
by using various chemical inhibitors [112, 113]. These preliminary results show that
the route of uptake is also cell type dependent. First results demonstrate that cell lines
with low uptake levels of AuNPs are less sensitive to the inhibitors of endocytosis,
which indicates that the uptake takes place by other routes and it needs to be further
analyzed. Lastly, the measurement of retention times of AuNPs in cells show that the
NPs tend to be stored in cancer cells (tumors) at high concentrations for more than
48h, whilst they are efficiently excreted from primary fibroblasts (healthy tissues).
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This work highlights how diverse and complex the response of cancer cells to a
perturbation, such as the presence of NPs, is, and how specific treatment must be
in order to be effective. More importantly, the results have shown that the NPs used
for radiotherapy tend to reside longer in cancer cells compared to healthy cells, even
in in vitro conditions. This fact gives NPs a promising future as radio enhancers in
radiotherapy and increases the likelihood of their use in clinical conditions. However,
improvements of NPs in terms of targeted tissue specificity and harmless elimination
from the organism after the tumor eradication are essential for their future application
in radiotherapy.

10 Particle Tracks

Understanding how the physical interaction of primary ions, photons and electrons
with biological media guides dose deposition is a fundamental issue in clinical treat-
ment planning. Indeed, the different dose deposition patterns arising from photon and
ion interaction with biomaterials are responsible for their different relative biological
effectiveness (RBE). While photons mainly interact with the condensed phase target
by Compton scattering, producing a large number of high energy electrons, ions
mainly transfer their energy to the system by glancing collisions with the target elec-
trons, producing a large number of low-energy electrons. This fact differentiates the
track structure of both radiation qualities: photons deposit dose in a quite homoge-
neous manner (photoelectrons generally travel large distances and experience many
collisions), while the low-energy electrons ejected by ion beams experience a lower
number of elastic and inelastic collisions, creating a nanometer track structure around
the ion’s path. As a consequence, intense radial doses are deposited around the ion’s
path, which produces a larger number of clustered damage events in surrounding
molecules, leading to an increased RBE. Experimental quantification of radiation
damage at the molecular scale is considerably more difficult than performing a pre-
dictive numerical experiment covering all the physical channels leading to energy
deposition. This section presents a description of the background of particle track
simulations along with a deeper discussion of the two codes used in the ARGENT
project.

In fact, an essential task of medical physicists is to fit the actual dose delivered by
the ion beam (or any incident radiation modality) within the patient as close as possi-
ble to the dose calculated by the computerized treatment planning system [114, 115].
Since hadron therapy (aswell as conventional radiotherapywithX-rays) involves sev-
eral stochastic processes due to the enormous number of collisions, dose planning is
performed by computer simulations. A direct consequence of this is the development
of dose calculation algorithms mostly using theMonte Carlo approach, which can be
divided into two areas: radiation transport and track structure codes.While the former
are more suited for macroscopic dose calculations in the whole irradiated volume,
the latter are focused on a small portion of the track in order to study the particular
type of dose delivery on the nanoscale, e.g., its density, which is thought to correlate
with the biological efficiency. Within the ARGENT project, we preferentially select
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the latter since it allows a complete understanding of the nanoscale radiation effects,
including secondary species such as radicals and secondary electrons. However, it
should be noted that other kinds of Monte Carlo codes, useful for specific pur-
poses, have been discussed within this book, e.g., in the Chap. “Propagation of Swift
Protons in Liquid Water and Generation of Secondary Electrons in Biomaterials” by
P. deVera, R.Garcia-Molina, and I. Abril. As examples of track structure codes, PAR-
TRAC [116], KURBUC [117], NOTRE DAME [118], EPOTRAN [119], Geant4-
DNA [120], LEPTS [121] and TRAX [122] have been designed for track structure
simulations, among others [123, 124]. Within ARGENT, two track structures codes,
namely LEPTS and TRAX, are being improved and undergoing validation studies
for late biomedical applications. Therefore, in what follows we focus on these two
modeling approaches.

LEPTS (Low Energy Particle Track Simulation) tracks the secondary electrons
produced by the primary projectiles by sampling the appropriate cross section data
and the corresponding energy loss spectra [121, 125]. A more detailed descrip-
tion of this code and its capabilities are provided in another chapter of this book
(see the Chap. “Monte Carlo-Based Modeling of Secondary Particle Tracks Gener-
ated by Intermediateand Low-Energy Protons in Water” by A. Verkhovtsev, P. Arce,
A. Muñoz, F. Blanco, and G. García). The total scattering cross sections are based on
calculations and transmission beam experimental data and ultimately define themean
free path of the electrons, hence the spatial location of the interaction. Then the energy
loss distribution, taken from experimental data, determines the amount of energy
transferred. These are discussed in further detail in Sect. 13. Throughout the scatter-
ing process until thermalization the path is modified by the integral and differential
elastic cross sections, both derived from measurements and calculations. Finally,
Monte Carlo sampling according to the integral and differential inelastic interaction
probability function drive the multiscale electron-driven processes responsible of the
radiation damage [123].

The ultimate goal of the simulation procedure is to provide a full track of the
primary ion (or photon or electron) and its secondaries, down to 1eV, tracking bio-
molecular dissociations that occur. In order to build up a full energy depositionmodel,
LEPTS is run jointly with classicalMonte Carlo codes. For instance, Geant4 or Pene-
lope can be used above 10 keV and LEPTS can take over below 10 keV to account
for quantification of low energy physics based on reliable cross section data for ion-
ization, electronic excitation, vibrational excitation, rotational excitation, electronic
attachment and neutral dissociation [123]. These low energy scattering processes are
difficult to take into account in a physical, clinical detector, and require technical
expertise not yet present for medical physicists working in radiation oncology. The
numerical experiment, usingLEPTS, offers an excellent alternative to reach themole-
cular level of dosimetry for an accurate description of secondary species’ (radicals
and low energy electrons) interactions. The validation of the LEPTS methodology
by a comparison with the outcomes of commercial treatment planning systems is
the task of the ESR research project “Validation of low energy scattering model in
medical radiation planning” carried out by Ali Traore at CSIC (Madrid, Spain) under
the supervision of Gustavo García.

http://dx.doi.org/10.1007/978-3-319-43030-0_2
http://dx.doi.org/10.1007/978-3-319-43030-0_3
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TRAX is a Monte Carlo particle track structure code developed during the last
20 years at GSI (Gesellschaft für Schwerionenforschung, Darmstadt, Germany).
This code has been designed to simulate the passage of ion and electron radiation in
dosimetric devices and radiation damage in biological systems. The software can,
then, cover a range of radiation energies compatible with these applications: from a
maximum energy of few hundred MeV/u for ions and few hundred keV for electrons
to a lower threshold of between 10 and 1 eV. The lower threshold and then the
accuracy of the simulations are given by the available cross sections. These cross
sections can either be calculated from semi-empirical and analytical formulae or read
from external cross section tables.

The ions and electron tracks are simulated considering ionization, excitation and
elastic scattering interactions with the target material. The target material can be
atomic or molecular or a mixture of atomic and molecular materials. Some complex
materials like air or plastic are included as well. In more recent versions of TRAX,
information regarding the yield of Auger electrons is included in the target char-
acterization, and plasmon excitations for solid state material (volume plasmon) are
also accounted for [126]. Thanks to the capability to follow the secondary electrons
down to very low energies, the code allows the calculation of many relevant radia-
tion quantities, such as the radial dose distribution, depth dose distribution,W-values,
micro-dosimetric quantities such as the lineal and specific energy transfer, secondary
electrons spectra and the ionization distribution. Recently the effect of radiosensi-
tization of gold NPs has been also implemented in TRAX. This code, indeed, has
proven to be very suitable for such applications since it can simulate the electron
paths on a nanoscopic scale and can handle complex geometry, such as NPs in water
solutions [127].

11 Computer Simulations of Ion-Induced Shock Waves

As explained before, one of the main characteristics of the interaction of energetic
ion beams with tissue is that most of the energy is lost by ejection of low energy
secondary electrons, mostly with energies around or below 50 eV around the Bragg
peak region, irrespectively of the biological target considered [128–130]. The further
propagation and interaction of these electrons with the biological environment can
be studied by different techniques, including track-structure Monte Carlo simulation
codes, as explained in Sect. 10, or analytical techniques such as the random walk
approximation [128, 131].

A recent analysis of the track-structure performedwithin the randomwalk approx-
imation revealed not only the well-known feature of the very intense and steep radial
dose deposited around ion tracks, but also that this radial dose is built up very quickly,
in around 50 fs [131]. As a result, a large amount of energy is deposited in very small
volumes (cylinders with a radius of ≤1 nm), and in a time scale much shorter than
the times in which the electron-phonon coupling operates, the mechanism capable
of dissipating this energy. As a consequence, large amounts of energy will be deliv-
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ered at once to the translational and vibrational degrees of freedom of liquid water
surrounding ion tracks (what we will refer to as “the hot cylinder”), which posses the
initial conditions for a violent explosion. Such observations are in agreement with
previous estimates, based on the thermal spike model that suggested large increases
in temperature around ion tracks in the sub-ps scale [132, 133]. Therefore, it is quite
clear that the conditions for this violent explosion of “hot” nanocylinders surround-
ing ion tracks are plausible and may lead to the formation of cylindrical shock waves
on the nanoscale.

Such ion-induced shock waves were first analyzed in terms of a classical hydro-
dynamics model [133]. Based on the initial conditions explained above, the hydro-
dynamics equations for the self-similar flow of water were solved for the cylindrical
case of energy deposition around an ion track on the nanoscale. Several useful quan-
tities characterizing the ion-induced shock waves were obtained, such as the velocity
of propagation of the front and its pressure. The front velocity is proportional to the
stopping power to one fourth, while the pressure of the front is directly proportional
to the stopping power [133–135]. From these dependencies, it is possible to predict
the main features of ion-induced shock waves, depending on the stopping power of
the incident ion. The space and time scales in which shock waves operate can also be
known: shock waves damp in times of about 10ps, and they propagate in distances of
a few tens of nanometers [133]. This time scale lies in between the initial propagation
of secondary electrons and the further chemical effects produced by the diffusion
and reaction of free radicals.

Although the main shock wave characteristics can be predicted by the hydro-
dynamics model, its effect on biological molecules cannot be obtained. For these
purposes, it is possible to use atomistic simulations, such as the classical molecular
dynamics described in Sect. 5, to predict whether the high pressures produced during
the shock wave are enough to produce damage of biomolecules such as DNA.Within
the ARGENT project, this analysis is being performed by the ESR Pablo de Vera
under the supervision of Andrey Solov’yov (MBN Research Center, Frankfurt, Ger-
many), Frederick Currell (Queen’s University Belfast, UK) and Nigel Mason (The
Open University, UK). The objective of the project is to theoretically characterize
the features and effects of ion-induced shock waves, and also to provide data that
can be checked experimentally, to demonstrate the existence of these shock waves.

Several works have been performed in this direction over the last few years
[135–138], where, most significantly, it was shown that shock waves can deposit
enough energy to produce single strand breaks (SSBs) in DNA, with probabilities,
for high stopping power ions, even larger than the effect of free radicals [136].

More recently, within ARGENT, another molecular dynamics study has been
performed by Pablo de Vera on the effects of ion-induced shock waves in short DNA
duplexes [135]. This study showed thatmolecular dynamics simulations can perfectly
reproduce the main wave front features predicted by the hydrodynamics model.
Such results are relevant, since these characteristics are found in agreement from
two different methodologies, this gives more support to the theoretical prediction of
shock waves.
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Final confirmation of the existence of shock waves should come from their exper-
imental observation. Several quantities related to the effects of shock waves in DNA
molecules might be observed experimentally, such as their geometrical distortion or
the number of strand breaks produced. If we take into account that backbone bonds
can be broken with energy deposition events ≥2.5eV (as a conservative estimate), it
is quite obvious that the probability of producing an SSB by carbon ions is not very
large, according to the molecular dynamics simulations results. However, it is much
more important for the case of heavier ions, such as iron [135, 136]. Such results for
the short DNA duplex are compared with the previous results for the nucleosome. It
has also been shown how heavier ions (iron) produce larger nano-channels in liquid
water, as a result of the nano-cavitation effect induced by the shock waves [135].
Thus, the use of ions heavier than carbon would be more convenient for experimental
evaluations.

We expect that any of the above described events (production of single strand
breaks, production of nano-channels, bending/fragmentation of DNA) could be
observed experimentally in the near future, and that the simulations described might
help on the setting up and interpretation of potential experiments for shock wave
detection. This, among other possibilities, such as the detection of the shock wave
signature on the distribution of free radicals after irradiation (due to the veloci-
ties of the shock wave, much faster than diffusion) [136] are being considered within
ARGENT, for a combined experimental and theoretical study of the biological effects
of ion-induced shock waves. Further and more detailed explanations of all the top-
ics discussed can be found in Chap. “Thermo-Mechanical Damage of Biomolecules
Under Ion-Beam Radiation” of this book.

12 Radical Production

When describing the effect of radiation on biological media, it has to be considered
that up to 70%of the radiation damage is induced indirectly by the action of thewater-
derived free radicals. Water radiolysis produces highly reactive free radicals able to
inflict severe damages on biologicalmedia,mostlyOH·, H·, ·O· and e−

aq. Among them,
hydroxyl radicals (OH·) are supposed to be the most injurious as they are believed
to be the main component responsible for cell killing via indirect damage [139].
Being very powerful oxidizers with high electron affinity, OH· radicals can bond
with free electrons produced during the irradiation preventing their recombination
with the positive ion. In addition, two very toxic species (hydroperoxyl radical, HO·

2,
and hydrogen peroxide, H2O2) are generated by the interaction of OH· with water
molecules from the medium and other free radicals produced during the radiolysis.
In this section, the radical production, oxygen effect, influence of NPs on these and
their respective timescales are articulated.

In radiation chemistry, the quantity used for describing the yield of free radical
production is the G-value. This is the number of radicals produced per 100 eV
of energy deposited by radiation in the medium. Experimentally this quantity can

http://dx.doi.org/10.1007/978-3-319-43030-0_10
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be established with high time resolution by means of pulsed radiolysis experiments.
Useful information on the impact of the indirect damage can, in addition, be obtained
by performing experiments with radical scavengers. In these experiments the direct
and indirect damage are disentangled by the use of chemicals able to interact with
reactive species, such as free radicals, thereby blocking the indirect effect of radiation.
Dimethylsulfoxide (DMSO), for example, is a scavenger commonly used to inhibit
the effect of OH· radicals. With this approach, a significant decrease of the indirect
effect has been observed for high linear energy transfer (LET) radiation [140, 141].
In particular, a drastic decrease of the yield of hydroxyl radicals has been measured
with the increase of the LET. This kind of behavior, also predicted from several
simulation tools [117, 142–144], is supposed to be related with the track density: for
high LET the track is more dense and recombination processes between radicals are
more likely to happen [145].

Another important parameter, which significantly affects the impact of the indirect
damage, is the oxygenation level of the irradiated material: the increasing radiore-
sistance of hypoxic tumors seems to be strongly related with the indirect effect of
radiation [146] and in particular with the yield of OH radicals [147]. This effect is
generally explained as a combination of two main phenomena. On one hand, the
molecular oxygen in the solution reacts with the radical species generated during
the irradiation and increases the yield of production of HO2 and H2O2. On the other
hand, the oxygen seems to be able to fix the DNA damage caused by radicals making
it permanent. Reacting with a radical, the DNA can be ionized becoming DNA·. In
absence of oxygen this damage can easily be repaired and come back to its original
state of DNA-H; however, if there is a molecular oxygen in the proximity, the DNA·
can react with it leading to the formation of a hydroperoxyde radical, in this case the
damage is fixed and irreparable. This process is described by the following reactions:

DNA· + O2 → DNA − O − O· (DNA peroxide radical)

DNA − O − O·H· → DNA − O − OH (DNA hydroperoxide).

Recently a significant increase in radical production has been observed in the pres-
ence of gold and platinum NPs [148, 149]. This phenomenon seems to be related
to surface effects such as a high concentration of low-energy electrons due to the
surface plasmon effect [150], catalytic interaction between the metal surface and the
water dipole [148], or geometrical factors like the surface/volume ratio for high-Z
materials [149]. Even though this effect has still to be deeply investigated and a thor-
ough theoretical description is not available, these observations are very promising
in the context of using noble metal NPs as radiosensitizers, especially in conditions
where the suppression of the indirect damage is the main cause of radioresistance,
e.g., in the case of hypoxia.

Despite the high relevance of the indirect damage in the radiation effect, many
theories are still not completely proven and amechanistic description able to describe
the impact of the indirect effect fromdifferent irradiation conditions is yet to be devel-
oped. At the moment only a few Monte Carlo particle track structure codes are able
to describe the evolution of the track on the chemical level as well: PARTRAC [143],
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CHEM-KURBUC [117], RITRACKS [142], and GEANT4-DNA [144]. In all these
software the effect of radiation is represented as a three-stage process. These stages,
characterized by different time scales, are identified, according to the standard par-
adigm of radiation damage, as: the physical stage, the pre-chemical stage and the
chemical stage.

Physical stage: this lasts for the first 10−15 s after the irradiation. The primary
particles and secondary electrons excite and ionize the water molecules. This phase
corresponds to the direct effect of radiation.

Pre-chemical stage: in this stage the chemical species produced by the ionization
and the dissociation of the ionized and excited water are generated. Ionized water
molecules generate H3O+ radical ions and OH· radicals. Excited water molecules
instead have different channels of dissociation depending on the molecular excita-
tion level. The species produced by the dissociation of excited water molecules are
H2O, OH·, ·O·, H·, H2, H3O+ and sub-excitation electrons. This stage ends with the
thermalization of all the chemical species around 10−12 s after the irradiation.

Chemical stage: includes the Brownian diffusion and the reactions between all
the chemical species generated during the pre-chemical stage. During this phase the
track evolution is generally described by a step by step approach. During each time
step, t , the radicals diffuse randomly with a step size dependent on their diffusion
coefficient, D; the distance traveled, l, is sampled by a Gaussian distribution with
a root mean square calculated according to the Smoluchowski diffusion equation:
〈l〉 = √

6Dt . The reactions between radicals are instead defined via a proximity
parameter generally indicated as the reaction radius, a: two radicals interact if their
separation is smaller than 2a. The definition of the reaction radius changes depending
on if the reactions are assumed to be diffusion controlled (as in CHEM-KURBUC),
partially diffusion controlled (as in PARTRAC) or if more complex models are taken
into account (as in RITRACKS). The chemical stage lasts up to 10−6 s; after that
time the chemical development of the track is supposed to be over and the radical
yields are assumed to be constant.

Within the ARGENT project, the action of water-derived free radicals is investi-
gated, theoretically and experimentally, under different irradiation and oxygenation
conditions. This is the main task of the ESR research project “OER prediction on the
nanoscale for a target tissue in different conditions of irradiation and oxygenation”
carried out by Daria Boscolo at GSI (Darmstadt, Germany) under the supervision
of Emanuele Scifoni and Marco Durante. For this purpose a chemical extension of
TRAX is currently under development and experiments in collaboration within the
ESR project of Marta Bolsa Ferruz, “Improvement of the hadrontherapy protocols
using nanosensitizers” are currently ongoing (see Sect. 16).

13 Collision-Induced Processes

The in-depth understanding and ongoing research described above for the produc-
tion of secondary species, be they electrons or radicals, ions and neutrals, are vitally
important for understanding the total impact of radiation on living tissue. The cas-
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cade of low-energy (<5000eV) particles produced in photon and ion radiotherapy,
with and without the presence of nanoparticles, is capable of inducing irreparable
damage in living cells through a range of low-energy physical processes [151–154].
A full understanding and control of nanodosimetry, the effect of the radiation dose in
nanovolumes in the cell, plays an important role in the effectiveness of radiotherapy
modeling [155]. This is the major work of the ESR Lilian Ellis-Gibbings, a physi-
cist working under Gustavo García in the Institute of Fundamental Physics, Consejo
Superior de Investigaciones Científicas in Madrid, Spain. This section describes
experimental and theoretical methods for the production of statistical data relating to
the effects of secondary species of irradiation (electrons and anions) on biomolecules
and water.

The channels these low energy secondary particles follow for their physical dis-
tribution and damage to important biological molecules include elastic scattering,
rotational, vibrational and electronic excitations, as well as electron attachment and
ionization. Appropriate modeling of these interactions within particle tracks is com-
monly and effectively undertaken using Monte Carlo codes [156], which require
precise and accurate cross sections of interaction on both the medium and the mole-
cules of interest [157]. This data, primarily in the form of total, differential (in angle
and energy) and integral cross sections, along with the energy loss spectra, can be
determined experimentally and theoretically. The theoretical methods have varied
accuracy under different physical energy regimes [158, 159].

Electronsmake up the bulk of secondary particles from photon and ion irradiation,
and the majority of them are produced with less than 50eV [160]—as such the
interactions described above are possible before the electron thermalizes [151]. Since
these electrons are clearly able to impact and damage biological material, part of this
study is in the experimental and theoretical determination of the interaction types and
cross sections for the collisions of low energy (0–5000eV) electrons with molecules
of biological importance.

Theoretical calculations of electron–molecule (and positron–molecule) impact
collisional cross sections follow several main themes. Ab initio calculations are
highly accurate and methods based on the close-coupling expansion, such as the
R-matrix, the Kohn variational principle, and the Schwinger variational principle are
popular amongst these [158, 161]. Unfortunately they are computationally expensive
and inappropriate for complex molecules at intermediate to high energies [162]. In
order to produce the cross sections necessary for radiotherapy particle track simula-
tions (see Sect. 10), approximate methods have been developed. A popular starting
point is the Independent Atom Model (IAM), which has proved fruitful due to its
accuracy above approximately 100 eV and the ease of calculation. The IAM pos-
tulates that the scattering cross section of a molecule can be substituted with the
scattering cross sections of each of the atoms in their respective positions within the
molecule. It assumes each atom scatters independently, there is no multiple scatter-
ing within the molecule, and the molecular orbitals of electrons are ignored [163].
This simplification breaks down at low energies, where interference and multiple
scattering begin to have an effect.
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Equation (2) describes the basic additivity rule (AR) of the IAM for anymolecule,
derived through application of the optical theorem, where σ denotes a cross section.
The first modification of this approximation is a correction to the additivity rule—
based on the fact that at lower incident energies, scattering cross sections become
much larger to the point of overlapping—so to sum them completely effectively
counts some areas twice and hence overestimates the calculated molecular cross
section [164, 165].

σmolecule =
∑
atoms

σ atoms. (2)

Equation (3) describes the Screening Corrected Additivity Rule, where si is the
screening coefficient dependent upon the cross section of the other atoms in the
molecule, and αi j a term that gives the overlap of the cross sections within the
molecule. This treatment managed to bring the accuracy of the IAMmethod down to
6 eV for C3F2 and has since been used in the >10eV incident energy range, for total
and differential elastic and inelastic cross sections. The differential cross section is
treated with a redispersion factor described in detail elsewhere [165] which deals
with the shielding of waves both into and out of the molecule. Multiple scattering
events are included [159, 162] and are shown to be necessary between 1–300eV
incident electron energy.

σmolecule =
∑
i

siσi si = 1 − 1

2

∑
j �=i

σ j

αi j
. (3)

These improvements in the calculations for cross sections of low energy electron-
molecule collisions are verified by experiment and ab initio calculations, and both
experimental and calculated values are used as data tables in particle track simu-
lations. Experiments also provide information on electron energy loss spectra and
fragmentation pathways that are difficult to ascertain using approximations as simple
as the IAM. Experimental criteria include low energy spread, simplistic experimental
setups to enable appropriate analysis, and close approximation to the physical reality.

Within our group, total cross sections and electron energy loss spectra for colli-
sions of electrons with various biomolecules in the gas phase can be collected for
incident electron energies between 80 and 5000 eV. These are collected using a
transmission experiment shown in Fig. 8. The total cross section is the probability
of any interaction between the incoming particle and the target molecule—in the
transmission experiment described this is defined using the Beer-Lambert law by
measuring the drop in intensity of the incident beam of electrons as a function of
the gas pressure in the scattering chamber. These values are used in simulations to
define howmany of the electrons at each energy will interact with their surroundings.
Electron energy loss spectra are primarily used for identifying the excitation reso-
nances and ionization energy of the targetmolecules (Fig. 9). They are recorded in the
same transmission experiment as the total cross section, see Fig. 8. The characteristic
energies and relative probabilities of amolecule to undergo electronic excitation, ion-
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Fig. 8 Apparatus for both total cross sections and energy loss spectra, located in Madrid, Spain.
Electrons from the electron gun cross biomolecules in the interaction chamber, and are analyzed by
energy in a hemispherical analyzer and channeltron

Fig. 9 Electron-molecule
collisions result in various
energy loss processes for the
initial electron. As an
example here you can see
clearly the electronic
excitation peak in pyrimidine
of the 1A1, 1B2 π → π∗
transitions at 7.6eV. The
initial energy of the
impacting electron is shown
in the legend. The figure is
adapted from Ref. [166]

ization and autoionization following excitation are all clear in the spectra. With some
deconvolution it is also possible to determine detail about the vibrational excitation
and highest energy inner shell ionization.

Through their interactions with the medium, electrons, like the incident thera-
peutic radiation, are capable of ionizing molecules and creating radical species such
as negative ions. As mentioned, these species are an immensely important part of
radiation damage. Reactive oxygen species, such as the superoxide radical O−

2 , are
particularly important in DNA damage and have been studied in biological experi-
ments to prove their potential. As yet, no experimental cross sections of low energy
anion–biomolecule collisions are available, despite their importance to radiotherapy.
The following experimental setup is designed to bridge this gap.

A technique for investigating collisions of low-energy (<400eV) negative ions
with neutral biomolecules is being developed to provide details of fragmentation
pathways through detection of positive, negative and neutral fragments [167]. The
experiment shown schematically in Fig. 10 consists of a pulsed hollow cathode dis-
charge, whereby the negative ions are formed in the plasma afterglow by electron
attachment. The electron temperature in a hollow cathode discharge is typically
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Fig. 10 Schematics of the
experimental setup. V,
pulsed supersonic valve; C,
hollow cathode discharge; A,
anode; F, focusing lens; DP,
deflecting plates; BR, beam
reflector; MB, effusive
molecular beam; MCP,
multi-channel plate detector;
EG, electron gun; OD,
optical detector. The figure is
adapted from Ref. [167]

<10eV, and it is well known that the electron attachment cross sections for small
molecules have resonances in this range, with excited species also having enhanced
attachment cross sections at resonant energies [168–170]. Once formed, the negative
ion beam is guided using electrostatic ion optics to the interaction region where it
crosses with an effusive beam of a biomolecular gas. Negative ions can act as elec-
tron donors for electron attachment [171], and the presence of the neutral species
following this can serve to stabilize the new anion. This charge transfer leads to the
formation of a transient negative ion in the target, which can subsequently autoion-
ize or fragment as a relaxation pathway from this energetically unstable state. The
fragmentation products of these processes are analyzed using time of flight mass
spectrometry (TOF-MS), including the neutral fragments, which are investigated
with an electron gun.

All of these interactions contribute to the biological dose, and they occur at
much lower energies than the incident radiation. Their contributions are slowly being
uncovered and tabulated, implemented in particle trackmodeling, giving direction for
radiosensitization, and slowly added to clinical radiotherapy software to increase the
accuracy of life saving treatment. With strong data from experiment and calculations
we are able to improve our modeling far beyond the initial particle in radiotherapy,
to the end goal of modeling the survival of cell lines under different conditions with
different radiosensitizers.

14 Experimental Study of Electron Emission from
Ion-Irradiated Metallic Nanoparticles

As mentioned above, one highly promising idea in the field of nanotechnology
enhanced radiation therapy is the administration of high-Z metal-based nanopar-
ticles (NPs) composed, for instance, of gold, platinum, or gadolinium, as potential
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radiosensitizers during treatment. Their therapeutic effects are proven on the cellular
level by irradiation of cell cultures and observation of the corresponding survival
curves [172]. However, the full explanation of their radiosensitive properties on the
fundamental level is yet to be determined. It has been associated with mechanisms
that appear on different time scales, among which one of the most important is the
emission of secondary low energy electrons induced by radiation and the catalytic
(redox) properties due to the high surface/volume ratio that can enhance the produc-
tion of the reactive oxygen species in the cellular environment [15].

In this context, it is important to determine the number of electrons which are
emitted during the interaction of a specific ion with the NP. This value depends on
the ion charge and velocity, thematerial of theNP, its size and itsmolecular coating as
well as on the chemical environment in which the collision takes place. A theoretical
approach is difficult to perform due to the large size of the radio-sensitizing system.
As such the experimental approach is a promising alternative, while also representing
a great challenge. Such an approach is realized in the framework of the activity of the
AMAGroup in the CIMAPLaboratory in Caen, France within the ARGENT project.
This work is undertaken by Arkadiusz Mika under the supervision of Bernd Huber
in the ESR project “Molecular efficiency of radiosensitizers in ion-induced radiation
damage processes”. The main goal is to construct and develop the experimental
setup where under high vacuum conditions (<10−8 mbar) a molecular beam of NPs
will collide with highly charged ions and the resulting products (charged molecular
fragments and electrons) will be detected. This experiment is under development,
and preliminary experiments with ion irradiation of thin gold foils [173], as well as
the irradiation of gold NPs by X-rays [174] have been performed.

14.1 Development of the Experimental Setup

14.1.1 Production of Nanoparticles

In order to perform a systematic study of the electron emission occurring in collisions
of ionswith various nanoscale targets, the first step is to createwell-definedmolecular
beams containing biomolecules (e.g., nucleobases) in their natural cell environment
(nano-solvated)with/without the presence of radiosensitizing agents ormetallic clus-
ters. This experimental approach is based on the use of a magnetron gas-aggregation
cluster source [175]. Such a device is composed of 2 main elements—the condensa-
tion chamber cooled to liquid nitrogen temperatures and themagnetron head carrying
the metallic target, for example a gold disk (see Fig. 11). A magnetic field-assisted
discharge is ignited by a voltage of about 300V in an argon atmosphere (∼1mbar).
As the metallic target serves as the cathode, Ar+ ions are accelerated in the E × B
field towards the metal surface, forming a metal vapor via sputtering. The formation
of clusters occurs outside of the discharge in the cooled condensation region.
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Fig. 11 A schematic view
of the magnetron based gas
aggregation cluster source
with pick-up cell. The
drawing of a NP was made
by Kaspar Haume

Fig. 12 Mass spectrum of small (a few atoms) silver clusters (left panel), the size distribution of
size selected copper clusters (middle panel) and their deposition on a HOPG surface (right panel).
The figure is adapted from Ref. [176]

Themetallic clusters can be neutral or positively/negatively charged.After leaving
the source they pass through a skimmer into a low pressure chamber where they
traverse through a so called pick-up cell (Fig. 11). Here the molecular environment
around the NP can be formed by the attachment of water molecules or evaporated
(bio)molecules.

The thermodynamic conditions inside the source strongly influence the size and
intensity of the produced NPs. These depend on the number of collisions in the
aggregation source and, therefore, can be varied and controlled using the buffer
gas pressure and the position of the magnetron head. For example, the formation
of larger clusters is favored when the condensation length is longer. Some typical
results [176] obtained with this source are given in Fig. 12. The left part shows the
mass distribution of small positive, singly charged silver clusters containing between
10 and 30 atoms. In the middle part of Fig. 12, the size distribution of larger singly
charged Cun+ clusters is shown corresponding to particle diameters of ∼3nm. The
right part demonstrates the homogeneity of Cu clusters deposited on a clean highly
oriented pyrolytic graphite (HOPG) surface, immobilized onto defects induced by
prior ion bombardment.
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Fig. 13 The geometry of the
extraction region with arrows
showing the directions of the
beams and products before
and after the collision

14.1.2 Multicoincident Detection of Molecular Fragments
and of the Number of Emitted Electrons

Extraction region: A technological challenge is represented by the coincident detec-
tion and separation of the collision products, either in the form of positive molecular
fragments or the number of free electrons. For this purpose the ion extraction region
(Fig. 13) was designed to be coupled with an electron statistics counter. Simulations
using the SIMION software have been performed to optimize the electric fields and
particle trajectories. The positively charged fragments are extracted along one direc-
tion (perpendicular to the axis of molecular beam and ion beam) into the Wiley
McLaren Time-of-Flight Mass Spectrometer, whereas electrons are extracted in the
opposite direction to a Passivated Implanted Planar Silicon (PIPS) detector that is
kept at a high potential (more than +20 kV).

14.1.3 Electron Detection—PIPS Detector

One of the most challenging tasks is the detection of the signal coming from just one
emitted electron (of the order of 0.4mV) and a successful decoupling of this signal
from the high voltage potential. As the PIPS detector and the connected electronics
(pre-amplification and amplification stage) operate at a high potential, it is necessary
to use an optical fiber data link to successfully decouple the energy and time signal
for the multicoincidence hardware (FASTER developed at LPC Caen).

The collision process between low energy projectile ions (P) and the NP target
(T ) is described by the equation:

Pn+ + T → P (n−s)+ + Tm+ + (m − s)e−. (4)

Here Pn+ is a projectile with charge n+, Tm+ stands for the target with charge m, s
is the number of electrons stabilized at the projectile and (m − s) is the number of
emitted electrons. The last remaining element to provide full information about the
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Fig. 14 Scheme of the experimental setup currently being developed for multicoincidence mea-
surements between emitted electrons, molecular fragments and the projectile charge state after
ion-nanoparticle collisions

collision process is the detection of the charge state of the projectile after collision.
This will allow determination of the initial charge state of the mostly fragmented
multiply charged target. In the experiment, this will be realized by the installation of
a PSD type detector and the deflection of the charged projectiles after the collision
with an electrostatic field.

The overall schematics presenting all elements of the experimental setup capable
of characterizing the efficiency of radiosensitizing agents at the molecular level is
shown on Fig. 14.

15 Impact of Nanoscale Processes and Nanoagents
on Biodamage Complexity

Even though both x-rays and ion beams are ionizing radiation, and in both of them
secondary electrons, free radicals, and other reactive species do the major damage
to the cells, the qualitative features such as the dose dependence of the probability
of cell survival are quite different for low- and high- linear energy transfer (LET)
radiation [128, 177, 178]. The complexity of biodamage, which is an important
distinction between the actions of high and low LET radiation, reduces the chances
of damage repair and thus strongly affects the relative biological effectiveness (RBE)
of ionizing radiation. This quantity is defined as the ratio of the dose delivered by
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photons to that delivered by different radiation modalities (e.g., electrons, protons,
or heavier ions) leading to the same biological effect, such as the probability of
an irradiated cell inactivation. Determining the impact of nanoscale processes and
nanoagents on RBE is also one of the goals of the ESR research project carried
out by Alexey Verkhovtsev at CSIC (Madrid, Spain) and MBN Research Center
(Frankfurt amMain, Germany) under the supervision of Gustavo García (CSIC) and
Andrey Solov’yov (MBN-RC). This project aims to improve the understanding of the
physicochemical processes initiated by the interaction of various forms of ionizing
radiation with biological matter.

A nanoscale understanding of radiotherapy requires evaluation of the effects of
dose deposition on the nanoscale, i.e., nanodosimetry. The research conductedwithin
this ESR project should give new physical and chemical insights necessary for devel-
oping a nanoscale model of radiation nanodosimetry. This concept aims at a detailed
description of the interaction processes occurring in nanometer-size volumes of
the medium and of implications of these processes in terms of radiation damage,
such as the number of ionization or dissociative events, type of generated secondary
species, etc. For that purpose, deep knowledge of numerous interactions induced by
charged particles traversing living matter is strongly essential and can be obtained,
for example, bymeans ofMonteCarlo track-structure simulations (see Sect. 10). This
approach is discussed in more details in the Chap. “Monte Carlo-Based Modeling
of Secondary Particle Tracks Generated by Intermediateand Low-Energy Protons in
Water” of this book.

This research project aims to quantify the effects of the presence of nanoagents
on the complexity of biodamage—damage of biomolecules, such as DNA, leading
to tumor cell death. Up to this date, particular attention has been paid to the assess-
ment of direct and indirect damage of living cells as a function of LET and has
been performed within the MultiScale Approach (MSA) to the physics of radiation
damage with ions (see Ref. [128] and references therein). It has been demonstrated
that the phenomenon-based MSA is capable of making quantitative predictions of
macroscopic biological effects caused by ion radiation on the basis of physical and
chemical effects related to the ion-medium interactions on a nanometer scale. Using
this approach, evaluation of the survival probability for different cell lines has been
performed. We applied the MSA to describe numerous experiments, where survival
curves were obtained for different mammalian cell lines under various irradiation
conditions. The details of this analysis are described in the Chap. “Predictive Assess-
ment of Biological Damage Due to Ion Beams” of this book. The advantages of the
MSA allow one to extend it to many other cell lines, including radiosensitive and
radioresistive cells, different cell phases, irradiation conditions (e.g., in the presence
of radiosensitizers) and make predictive evaluation of radiobiological effects.

Future research in this direction should include the effects due to radiosensitizing
NPs. Recently we completed the first step in this direction by performing a theo-
retical and numerical analysis of secondary electron production by small metallic
NP irradiated by fast ions [90, 179]. Nanometer-size NPs composed of gold, plat-
inum, silver and gadolinium, which are of current interest for application in cancer
treatments for reasons discussed above, have been considered. With this analysis, we

http://dx.doi.org/10.1007/978-3-319-43030-0_3
http://dx.doi.org/10.1007/978-3-319-43030-0_11
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provided a physical explanation for enhancement of the low-energy electron produc-
tion by sensitizing metallic NPs irradiated with fast ions. It has been demonstrated
that metal NPs significantly enhance the electron yield due to the collective response
to an external electric field of a charged projectile. The role of collective electron
excitations in the formation of secondary electron spectra inmetal clusters andNPs is
discussed in greater detail in the Chap. “Irradiation-Induced Processes with Atomic
Clusters and Nanoparticles” of this book.

16 Radiation Experiments with Radiosensitizing
Nanoparticles

Metallic nanoparticles (NPs) have been proposed as enhancers of radiation treat-
ments in cancer therapy. Their high atomic number gives them higher mass energy
absorption coefficients than soft tissue. Functionalized NPs can target cancer cells
which allows more selectivity of the dose deposition within the tumor whilst sparing
the surrounding healthy tissue. The use ofNPs for radiosensitizationwas first demon-
strated by Hainfeld et al. [10] using 1.9nm gold nanoparticles (AuNPs) delivered
systemically, prior to irradiation, in mice exhibiting EMT-6 mammary carcinomas.
The authors reported a 1 year survival of 86% in animals treated under these con-
ditions compared with only 20% in those irradiated without AuNPs injection. The
functionalization of NPs provides further benefit in the clinical setting by increasing
contrast properties in radiological imaging and MRI.

In vitro experiments have shown the potential of the gadolinium-based AGuIX
NPs to amplify radiation-effects under X-ray irradiation in the keV and MeV range.
The efficiency of AGuIX has also been demonstrated in vivo. The median survival
time in mice was 112 days when combining AGuIX with radiation compared to
77 days for the radiation only treatment [19]. Gadolinium compounds can be used
as theranostic agents due to their magnetic properties leading to improved MRI
contrast. This would allow monitoring of the NPs within the tumor, providing a
more precise definition of the uptake and biodistribution within the tumor. Another
possibility is to attach gadolinium to metallic NPs, e.g., composed of gold. When
usingAu@DTDTPA-GdNPs (see Sect. 2), it is possible to obtain the same biological
effect in prostate cancer cells under gamma irradiation using half of the radiation dose
[18, 43]. An improvement of the efficiency of heavy ion radiation using AGuIX NPs
was observed for the first time by Porcel et al. [15]. This has opened the perspective
of using theranostics approaches in hadrontherapy. An enhancement of 18.5% and
11.3% for carbon and helium ions respectively, was demonstrated in mammalian
cells [15].

The efficacy of platinumNPs (PtNPs) to amplify ionizing radiationwas quantified
using plasmid DNA as a nanobiodamage probe [3]. When metallic compounds are
added, additional ionizations take place due to the high ionization cross section of
high-Z atoms. Incident ionizing particles and secondary electrons produced along the

http://dx.doi.org/10.1007/978-3-319-43030-0_7
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track may excite inner and outer electron energy shells of the metal atom. The ion-
izations in inner shells in particular are followed by Auger de-excitations processes,
which result in an amplification of the electron emission by the metal. The presence
of high-Z atoms in the medium locally amplifies the density of ionization and the
dose deposition. When DNA is loaded with platinum, Auger electrons may either
interact with the DNA directly and induce stand breaks or interact with surrounding
water molecules to produce clusters of radicals that may further damage DNA. The
role of free radicals and reactive oxygen species (ROS) has been investigated by
adding dimethyl sulfoxide (DMSO) radical scavenger. In the case of pure DNA as
well as in DNA loaded with platinum compounds, the induction of single and double
strand breaks (SSBs and DSBs) was strongly reduced [3]. This result confirmed that
the induction of DNA damage and the amplification of radiation effects due to the
metal are mostly related to the production of water radicals close to the NP [180].

On a cellular level, the interaction between NPs and the ionizing radiation pro-
duces photons and electrons [181]. The interaction of these particles with water and
oxygen yields ROS that will alter the activity of biomolecules in the vicinity of the
radiosensitizers. In vitro experiments have shown an increase of the cell surviving
fraction when adding DMSO [147, 182]. The different studies mentioned previously
confirmed that the amplification of radiation effects due to metallic NPs are mostly
related to the production of water radicals close to the metal. Furthermore, the level
of oxygen in cells plays an important role in ROS production and therefore in cell
killing (see Sect. 12).

The precise mechanism of how the NPs act as radio-enhancers and the crucial NP
characteristics required to improve this effect remain unclear. Within the ARGENT
project, a set of radiation experiments on cell and animal models is planned in order
to further understand mechanisms to amplify radiation-induced cell killings. The
radiochemical mechanisms involved in this effect will be studied as well as the
increase of radio sensitivity of cells at low levels of oxygenation. To achieve this,
different LET radiation and ions are being combined with diverse NPs, such as gold,
gadolinium and platinum.

This section details the various necessary modes of experimentation and pre-
clinical trials to be undertaken by the ARGENT group, using both photon and
ion radiation in vitro and in vivo and the analysis techniques undertaken by the
researchers involved.

16.1 In Vitro Studies Under Photon Radiation

Different types of AuNPs are investigated in combination with radiotherapy within
ARGENT. The first types of AuNPs, with an average size of 5nm, are used with
different coatings to explore their toxicity and biocompatibility potential, in combi-
nationwith radiotherapy. The second type ofNPs tested, alsowith an average of 5nm,
are provided by the ARGENT industrial partners (see Sect. 2). These NPs are com-
posed of gold and gadolinium (Au@DTDTPA, Au@DTDTPA-Gd and AGuIX), and
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their properties of amplifying the effects of photon and ion beam irradiation have
been explored above. Given their theranostic properties, good biocompatility and
low toxicity [18, 19, 43] they will be further characterized and tested regarding other
cancer cell lines and other radiation sources.

Kilovoltage and Megavoltage X-ray radiation ranges have been shown different
effectswhen interactingwithNPs [183, 184]. The photoelectric effect is predominant
at the kilovoltage range of energy and is responsible for a high photon absorption
by the NPs [183]. Therefore, the radiosensitization effect of AuNPs has been mainly
explored using kilovoltage photon energies. Although this energy is still used for
brachytherapy treatment, Megavoltage X-rays are the main approach used to achieve
an adequate dose deposition to deep tumors [185]. Despite the fact that theoretical
models generally predict a lower radiosensitization effect of NPs in combinationwith
MeV X-rays [181, 183], several groups have reported an enhancement with MeV
irradiation when using gold NPs [4, 183, 184]. Therefore, a collaborative study
between different laboratories within the network is exploring these two radiation
energy ranges to better characterize the NPs in use. Experiments using kV and MV
X-ray radiation are being performed at Northampton Hospital and Linford Wood
Genesis Care Medical Centre (Milton Keynes, UK), conducted by the research team
from the Open University, and also at the Centre for Cancer Research and Cell
Biology in Queen’s University and the Northern Ireland Cancer Centre (Belfast,
UK), conducted by the research team from the Queen’s University. In addition,
a comparison within the ARGENT network between theoretical predictions and
experimental results on AuNPs radiosensitization with X-rays of different energies
will allow us a better understanding of this effect.

16.2 In Vivo Experiments Under Photon Radiation

Moving towards translational research, our studies need to focus in vitro initially
and then in vivo. Our experimental in vitro results will allow us to determine the
best radiosensitization conditions for each cell line and NP type. As these conditions
are established, providing significant radiosensitizing results with minimal toxicity,
in vivo experiments will be undertaken in the Centre for Cancer Research and Cell
Biology (Belfast, UK) to validate these findings. These experiments will not only
allow the evaluation of the radiosensitizing capacity of the NPs in a tumor microen-
vironment, but they will also assess the imaging potential to fully characterize the
theranostic potential. Within this project it will be possible to make a comparative
study involving gold, gadolinium and combinations of these regarding their thera-
nostic properties.
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16.3 In Vitro Experiments with Heavy Ion Radiation

As mentioned above, the low oxygen level in tumor cells is responsible for the
decrease of radiosensitivity of solid tumors. Heavy ion radiation has been positioned
as a possible solution to eradicate hypoxic tumors. When the therapeutic effects of
ions are compared with those of photon radiation, the ions have the advantages of a
large RBE [140, 186] and a small oxygen enhancement ratio (OER) [187, 188] due
to the increasing ionization density and high LET. Clinical studies show that the large
RBE and the small OER of ions are responsible for enhanced biological effects and
improved response in overcoming hypoxia-induced radioresistance [189, 190]. A
few studies have been reported on the LET dependence of OER [191]. The objective
is to evaluate OER for different ions and LETs, including carbon, helium and oxygen,
in the presence and the absence of diverse NPs such as gold and platinum. Since the
OER may also depend on other characteristics of the beam quality, such as the dose
rate, the existing techniques to shape beam distribution on the tumor will be tested:
passive beam at the Heavy Ion Medical Accelerator in Chiba (HIMAC, Japan) and
active beam at the Heidelberg Ion Therapy Center (HIT, Germany). These radiation
experiments will be conducted by the research team from theUniversity of Paris-Sud.
The theoretical study of the OER will be done in collaboration with the GSI research
team (see Sect. 12).

It has been demonstrated that the contribution of indirect damage to cell killing
decreased with increasing LET. Nevertheless, indirect action still played a significant
role in cell killing and contributed around 30% to cell killing even at an LET of 2106
keV/µm[140]. A thorough study of the indirect contribution of ROS in hypoxiawhen
NPs are present and how it varies regarding the nature and the quality of the beam is
planned. NPs open the possibility of increasing cell killing in hypoxic radioresistance
cells.

16.4 Analysis

For the data analysis of both photon and ion beam experiments, we mainly use
clonogenic assays. These quantify reproductive cell death after treatment with ion-
izing radiation, but can also be used to determine the effectiveness of other cytotoxic
agents. The survival fraction (SF) of cells is plotted versus the dose and the result
can be modeled, for instance, by the linear-quadratic law, SF(D) = e−(αD+βD2). The
coefficient α corresponds to the contribution of lesions, which are directly lethal for
the cell, whereas β is attributed to the contribution of additive sub-lethal lesions.
The efficiency of NPs to amplify radiation-induced cell deaths can be quantified by
calculating the enhancing factor, EF = (D10

control − D10
NPs)/D

10
control. Here, D

10 repre-
sents the radiation dose used to reach 10% of cell survival in the control (D10

control)
and in cells loaded with NPs (D10

NPs). The dose at 50% of cell survival is also used
for comparison of the EF depending on the nature of the radiation.
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Alongside clonogenic assays DNA damage is an important readout of biological
efficacy. Radiation itself is known to induce DNA DSBs which can be imaged using
immunofluorescent staining to quantify the number of foci present in each sample.
An increased number of foci is associatedwith radiation exposure and directly related
to cell death [192]. One of the potential radiosensitizing mechanisms of action of
NPs could be due to an increase in DNA damage post-irradiation or interference
with the repair mechanisms of the cell. An indication of such consequences can be
identified by looking at early (1h post-irradiation) and late (24h post-irradiation)
DNA damage. After only 1h of being exposed to radiation, cells present increased
foci numbers. However after 24h these have been reduced due to repair mechanisms.
If NPs are present, they can potentially increase the initial yields of DNA damage.
Moreover, if there are differences after being exposed to radiation in the presence of
NPs compared to the controls at 24h this may indicate that there is interference in
the repair mechanism. Thus, analyzing DNA damage could further lead to a better
understanding of NPs’ radiosensitizing mechanism by providing clues towards how
they affect cells.

The comparison between different radiation sources, beam types, NPs and cell
lineswill allowus to define optimal treatment protocols that are able to improve tumor
cure whilst decreasing the side effects on healthy tissue. Moreover, the theranostic
potential of these NPs will be exploited to combine both diagnostic and treatment
possibilities while maintaining the same therapeutic effect. These should improve
the therapeutic outcome and benefit the patient’s life after treatment.

17 Conclusions

As has been shown throughout this chapter, the current status of nanoparticle assisted
medicine and in particular enhancement of radiation (photon and ion) for cancer ther-
apy is improved in a big way by interdisciplinary studies and collaboration amongst
research leaders in their respective fields. From the beginning, expertise is required
in understanding the synthesis and effects of different nanoparticle properties on not
just the cancer cells, but the entire organism, and then to go further and fundamentally
control those effects. The nanoparticles show high cell specificity, complex uptake
dynamics, and their effect is highly dependent on their surface coatings, shape, size
and target cell type. Their interaction with radiation in biological material is being
investigated alongwith a deepening understanding of the initial and secondary effects
of ion and photon irradiation, along with the cellular and systematic effects of these
combination therapies in high and low oxygen environments. All of the areas of
research described here are in a perpetual feedback loop, generating direction and
improvements back and forth from simulation and experiment to provide the best
possible environment for a full understanding of the essentially human problem of
advanced cancer treatment. The ARGENT ITN is dedicated to advancing this vast
and growing field, and expects to see large scale introduction of nanomedicine to
society over the coming decades.
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Biophysics Modeling to Optimize Ion Beam
Cancer Therapy

Michaël Beuve

Abstract The optimization of treatments by Ion Beam Cancer Therapy (IBCT)
relies on modeling to simulate the transport of the incident ions (and the secondary
particles) into patients, and, to predict the biological effects induced by all these
particles. Considering the complexity of biological systems, multi-scale approaches
seem necessary to build the bridge between the primary physical and chemical events
and the consequences for patients both in healthy tissues and tumors. After a brief
history of IBCT in France, this chapter presents models used to estimate the proba-
bility of tumor control by IBCT, showing the importance of predicting the survival
of biological cells to complex irradiation. Then, follows a presentation and analysis
of models predicting cell survival to irradiation with ions, including: the procedure
developed in Japan for cancer treatments with passive beams; the microdosimetry
models TDRA and MKM, and, the MMKM, a modified version of MKM used for
active beam in Japan; the Katz models and the LEM, which is presently used by the
European centers of therapy with carbon ions. Then, as perspectives, modeling based
on nanodosimetry will be addressed with a focus on the NanOxTM model.

1 Brief History of Hadrontherapy in France

The story of IBCT (Ion BeamCancer Therapy) started in France with proton therapy.
The Orsay Protontherapy Center (CPO) was created in 1991 using, as accelerator,
a synchrocyclotron, previously dedicated to nuclear research. Then followed the
first ophthalmological treatment in 1991 and the first intracranial treatment in 1994.
In parallel, in June 1991, the Center Antoine-Lacassagne (CAL) in Nice treated
a first patient with a proton beam produced by a 65-MeV cyclotron (Biomedical
MEDICYC). The idea of treating patients with carbon ions came soon after, in 1998.
Named ETOILE in 2002, the project of creating in Lyon a center combining treat-
ment rooms and a room fully dedicated to research was developed in the European
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context. The development of hadrontherapy, including research and projects of cen-
ter construction, was increasing in Europe. The ENLIGHT network was thus created
in 2002 to coordinate the development of hadrontherapy with light ions. ETOILE
members contributed to its creation and dynamics. In parallel, a research commu-
nity, strongly interdisciplinary, has been created around the Rhône-Alpes Research
Program in Hadrontherapy. To facilitate the cooperation between the actors of this
research program and the ENLIGHT community, the structuration of this program
was decomposed in similar working packages, covering all the aspects of carbon-ion
therapy. As a complementary project to ETOILE and based on the experience of
GANIL in the construction of accelerators, was developed the idea of constructing
in Caen an accelerator for carbon-ion therapy. In 2003, ASCLEPIOS, a project sim-
ilar to ETOILE was presented to the French government by the Basse-Normandie
Region [1] and evolved to ARCHADE project. The aim of ARCHADE was to build
a non-clinical center for the development of technologies.

In 2005, the French government decided that the first national carbon-ion center
would be built in Lyon and in 2007 agreed to fund ETOILE center. Some years later,
it imposed the creation of a public-private consortium. This constrain led to a strong
increase in the center cost and constituted an important reason for the end of ETOILE
project. Beside, ARCHADE recently signed an agreement to build a proton therapy
center. It also supports the project of building a center to host the development, in
cooperation with IBA, of a cyclotron to accelerate carbon ions with 400 MeV/n. In
case of success, a research roomwouldbe set-up to perform research in hadrontherapy
with the carbon ions produced by this accelerator. Although ETOILE did not lead to a
center of IBCTwith carbon ions in Lyon, the project actors successfully initiated and
led the creation of the infrastructure France HADRON to enable the consolidation
of all medical, scientific and technical teams involved in hadrontherapy in France.
The actors, mainly federated by universities and national public research institutions
(CNRS, CEA, INSERM, IRSN) have gathered themselves to present the France
HADRON project in response to the call for projects “National biology and Health
Infrastructure”. In April 2012, the project got the label Investments for Future and
was financed with 15 Me. The France HADRON objectives are to:

1. coordinate and organize the national program of research and training in hadron-
therapy. This program goes from particle physics to clinical research through
dosimetry, radiation biology, imaging, control of positioning target, and quality
control instruments;

2. organize, facilitate and finance the access of researchers to the particle beams
required for experimental work;

3. finance methodological research to increase the research-platform efficiency;
4. finance part of the equipment of the research platforms;
5. and finally ensure participation in international programs such as those already

existing and highly invested by the French teams: ENLIGHT, Partner, ULICE,
ENVISION, ENTERVISION.

Research is distributed throughout France and concerns over twenty research
teams. In France HADRON, nodes are a geographical grouping of research teams
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Fig. 1 Geographic localization of the France HADRON nodes

around a therapy or research platform, existing or in project. France HADRON relies
on 5 nodes, Lyon, Caen, Orsay, Nice and Toulouse (see Fig. 1). The research program
is organized around four Working Packages:

• WP1 – Clinical research
• WP2 – TPS optimisation
• WP3 – Radiobiology
• WP4 – Instrumentation.

2 Biophysics Modeling to Optimize IBCT

Planning and improving cancer treatments by ion beams (IBCT) relies on modeling.
First, a faithful description of the transport of the beam through patients is required.
Second, the consequences of a treatment on both tumors and healthy tissues need to
be predicted in terms of biological effects. A key point of IBCT is that the dose (and
dose-rate) cannot possibly be the only physics quantity to consider for the predictions
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of these biological effects, contrary to conventional radiotherapy. At a given dose,
the biological effects depend also on the type of particle and its energy. This fact
is on one hand a severe complexity, but on the other hand, it is at the origin of the
enhancement of the cell-killing effects induced by light ions in tumors, in addition
to the increase of physical dose at the Bragg peak.

Transport models have to accurately describe not only the spacial distribution of
dose deposited within patients, but also the distribution in type and energy of all
the particles that are at the origin of this dose. Moreover, biophysics models are
required to convert these complex distributions into bioeffects, which depends on
biological parameters, like for instance, the considered tissues, the cell population
that constitutes them or the cell environment. The following sections address this
later point, considering is solved the transport problem. Given the complexity of
the biological systems, the numerous scales the implied mechanisms cover, both in
time (from femtoseconds to years) and space (from atoms to patients), a multi-scale
approach is necessary.

2.1 Multi Scale Approach: From Atom to Patients

2.1.1 Cell Survival: A Key Biological Endpoint

The biological endpoint to model is a crucial element to take into consideration at
first since the Relative Biological Effectiveness (RBE) clearly depends on it. Damage
in DNA, like the induction of mutations, may be a key endpoint if one considers the
risk of radiation-induced cancers. However, except for pediatric situations, this risk
is not really considered in practice, in particular when dealing with radioresistante
tumors: curing patients is a prioritywhen patient survival over five years is low. These
tumors are indications for treatments with carbon ions, when they are localized.
Instead, the so-called deterministic effects (by opposition to stochastic effects) are
considered for both healthy tissues and the tumor volumes. Cell survival is therefore a
better biological endpoint, as a quantification of all death pathways that may follow
irradiation (necrosis, apoptosis, senescence, mitotic catastrophe, autophagy). Cell
survival is even explicit in the modeling of tumor control using Poisson law.

2.1.2 Probability of Tumor Control

In the framework of models aiming at predicting the probability of tumor control
(TCP) after treatments, theTCPare directly connected to cell survival throughmodels
based on Poisson law. Within these models, the TCP is set to be the probability that
not any tumor cell survives. Assuming a Poisson distribution, it reads:

TCP = exp (−N ) (1)
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where N is the mean number of survival tumor cells.
The simplest expression of these models assumes the tumor contains a given

number of “cancer” cells N0 and that it is irradiated by a uniform dose D of low-
LET radiotherapy. The TCP is then given by:

TCP = exp (−N0 × S(D)) (2)

where S(D) is the probability of cancercell survival after a dose D. This survival is
generally approximated by a Linear Quadratic (LQ) model:

S(D) = exp(−α.D − β.D2) (3)

where α and β are radiobiological constants, which depend on the cell line but
also on other biological parameters (cell cycle position, cell environment). This
approximation is valid provided the dose does not overcome a certain level above
which this approximation is inadequate. The dose needs however to be high enough
since at low doses, typically lower than 0.5 Gy, curves of cell survival may be
characterized by a structure showing hypersensitivity or increased radioresistance in
comparison to the LQ tendency.

The value of N0 depends on the size of the tumor. Consequently, the dose pre-
scription so should. Its determination is all the more difficult that the definition of
cancer cells is not clear. Cancer cells may refer to clonogenic cells or instead steam
cells, then the value of N0 may varies by several orders of magnitude.

Adding a level of complexity allows to take account for the heterogeneity in the
spatial distribution of dose, cell population, cell radiosensitivity (due for instance to
different level of oxygenation). The previous expression then becomes:

TCP = exp

⎛
⎝−

∫∫∫
tumor

n (r) S (r, D (r)) dr3

⎞
⎠ (4)

where n (r) represents the cell density at the position r.
Considering the decomposition of the patient geometry into a regular grid of

voxels j of volume v , the integral is converted into a discrete summation:

TCP = exp

⎛
⎝−v

∑
j

n j S j
(
Dj

)⎞⎠ (5)

While the dose distribution may be reasonably estimated, the other sources of
heterogeneity still constitute a limitation to a full application of this expression.
Moreover, even at a given position, cell population is heterogeneous and evolves
over the whole period of radiotherapy.

Other effects has to be integrated, like for instance the effect of fractionation
treatment into n sessions of dose d. Assuming the independence of the response in
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between sessions leads, for the cell survival to the full treatment, to the expression:

S = S (d) × S (d) × ...S (d) (6)

and then, for a LQ model, to the expression:

S = exp (−D [α + βd]) (7)

This effect is included for instance in the TCP model by Pedicini et al. [49],
who added moreover a doubling time Tpot, a time T separating treatment sessions
and a delay Tk for cell multiplication after irradiation. Tpot corresponds to the time
necessary by cancer cells to multiply by a factor two their number. TCP became then:

TCP = exp

[
−N0 exp

(
−D (α + βd) + ln (2)

(T − Tk)

Tpot

)]
(8)

An important and specific effect to introduce in the planning of IBCT is the effect
of the particle type and energy. In principle, this is simply done by replacing, in
the TCP expression, the survival to a session dose d of low-LET radiation by the
actual survival to a mixed field of ion impacts. Therefore, estimating accurately cell
survival to a mixed field of ion impacts is a key point for the optimisation of IBCT.
This estimation is a key point for the control of tumors, but as mentioned above, also
for the complications induced in healthy tissues.

2.2 Cell Survival to a Mixed Field

The approximation proposed by Kanai et al. [33, 34] leads to a simple and fast
estimation of cell survival to mixed fields. The authors assumed that cell survival to
ion irradiation could be approximated by a LQ model, whatever the irradiation field,
mixed or not. Then the couple of αmix and βmix values is estimated by a process of
averaging weighted in dose, according to:

αmix =
∑
k

fkαk (9)

and √
βmix =

∑
k

fk
√

βk (10)

where αk and βk are LQ parameters for the cell survival to irradiation with ions of
type Tk and energy Ek ; fk is the fraction in dose of these type and energy for the
mixed field. Due to the numerous transport processes, including energy loss and
nuclear fragmentation, on the one hand, and to the beam field optimisation, on the
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Fig. 2 Example of TCP
curves for prostate cancer
with different risk (Low,
Intermediate, High) treated
with carbon ions. The
calculation were based on
LEM I using different values
of threshold dose Dt . Figure
extracted from [8]

other hand, the fraction in dose is different from one voxel to another. Finally, within
this approximation, the calculation of cell survival to a mixed field simply requires a
pre-calculated table gathering the αk and βk for a list of couples ion type and energy.
This simplification makes possible a clinical application of biophysics models since
directly calculating cell survival during a treatment planning would require too much
time. Figure2 illustrates a calculation of TCP curves using this approximation and
the LEM I model to calculate the table of (αk , βk).

2.3 The Original Procedure Used in Japan

The first approach used in clinics was developed at the National Institute of Radio-
logical Sciences (NIRS) in Japan [31]. The list of αk and βk was derived empirically
from survival of in-vitro human salivary gland (HSG) tumor cells [21]. It was by
this approach assumed that the moderate radiosensitivity of HSG cells was a typical
response of tumors to carbon beams. This allowed to predict a distribution of ‘radio-
biological RBE’. However, this ‘radiobiological RBE’ values were then rescaled to
clinical RBE values, using the RBE values observed within clinical studies with
fast neutron treatments, to account for the difference between the in-vitro response
and clinically required in-vivo response. The radiobiological RBE-weighted dose
was referred to as the biological dose, while the clinical RBE-weighted dose was
referred to as the clinical dose.

This procedure, pragmatic and simple, was essential to develop IBCTwith carbon
ions since not any clinical data was available at this time. It was validated later on by
determining curves of TCP for non-small-cell lung cancer [35]. But, considering the
development of biophysics models, this procedure might be modified or replaced.
The renormalization of the biological RBE to estimate the clinical dose should,
for instance, depend on the prescription dose. Moreover, all tumors could not be



442 M. Beuve

represented by the HSG cell line. Further improvements to take account for effects,
like hypoxia, combined effects of radio sensitizers, dose-rate. . . , appear complicated
within this procedure and NIRS changed their approach at least for active beam
moving to microdosimetry (see Sect. 2.4.3).

2.4 Microdosimetry

2.4.1 Principle

The theory of dual radiation actions (TDRA) [41] was the starting point for the devel-
opment of the most recent microdosimetry models. The key point of microdosimetry
was to consider that the concept of dose needed to be reconsidered when the size of
the irradiated objects matches with microscopic scale. Indeed, despite a well-defined
macroscopic dose, the energy deposited into such objects may strongly fluctuate.
The level of fluctuations depends on the size of the object, on the dose of irradiation
and on the particle characteristics, i.e. the type and the energy. Then, the concept of
specific energy is introduced according:

z =
∑

i εi

m
(11)

where εi is one of the energy-transfer points (energy deposition at a point) deposited
into the object of mass m by the ionizing radiation. Another convenient quantity
introduced in microdosimetry is the lineal energy y defined by:

y =
∑

i εi

l
(12)

where l is the mean cord of the object along the beam axis.
While z may strongly vary, it averages over all configurations corresponding to

a macroscopic dose D exactly equals this dose. In the same way, the mean of y is
related to the LET.

Microdosimetry models are based on the postulate that ionizing radiations may
induce sub-lethal lesions, which may interact if close enough, leading then to a
lethal lesion. Mathematically a sphere is defined to represent microscopic domains
in cells. Its radius sets the critical distance beyond which interaction between sub-
lethal lesions cannot occur. The number of created sub-lethal lesions is assumed to
scale the specific energy:

Nsub = c.z (13)

and the probability that sub-lethal interaction leads to lethal lesions scales the square
of z:

nlethal ∝ z2 (14)
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Averaging the number of lethal lesions over all irradiation configurations leading
to a macroscopic dose D gives a LQ expression:

nlethal = αD + βD2 (15)

β is a constant and α a coefficient that depends on the radiation quality (type and
energy) according to:

α/β =
∫
dz1 f (z1) z21∫
dz1 f (z1) z1

(16)

with f (z1) the distribution of specific energies by a single-event. For irradiation with
charged particles, like ions or electrons, a single event corresponds to the impact of
‘one’ charged particle that deposits energy into the domain, directly or through the
electronic cascades it induces. For neutral particle, like photons or neutrons, a single
event corresponds to the interaction of ‘one’ neutral particle that deposits energy into
the domain through the kicked secondary charged particle.

This model was not the first radiobiology model of cell survival. Target theory has
already been considered sooner (see for instance [45]), but it was a breakthrough for
radiobiology modeling and led to the development of microdosimetry. This model
allowed to consider fluctuations of energy deposition at microscopic scale, deducing
a LQ expression consistent with experimental evidences for mammalian cells. More-
over, the α coefficient, dependent on the radiation type and energy, could be deduced
from a calculation of the specific energy distribution (for instance usingMonte Carlo
simulation) or from a measurement using small and low-density ionization chamber,
like the tissue equivalent proportional counter proposed by Rossi and Failla [51],
Rossi and Rosenzweig [50] and Srdo [54].

Beside, some shortcomings of thismodel required improvements. First, thismodel
relies on avery specificmechanismof cell killing: the interactionof sub-lethal lesions.
Thismechanismmay correspond to the induction of chromosomal aberrations during
the process of non-homologous end-joining (NHEJ). Then the sub-lethal lesions
would correspond to double-strand break (DSB) DNA damage. But it may not be the
only mechanism. Second, the number of sub-lethal lesions was assumed to scale the
specific energy, without any explicit dependency with the type of particle. Therefore,
this model discards any detail on the spatial distribution of energy at nano-scale
despite the fact that the sub-lethal lesions seem to be nano-scale DNA damage. Last,
the direct predictions issued from this model is an average number of lethal events
per cell and not cell survival. The link to cell survival was found by assuming a
Poisson distribution for this number of lethal events. Then, cell survival reads:

S(D) = exp(−nlethal) (17)

However this approximation is not valid for high-LET ions when the ion energy per
nucleon is of the order of few MeV/n.
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Finally, this model was the starting point for the development of other micro-
dosimetry models, like shortly after, the GTDRA proposed by the same authors [40].
The next section focuses on one of the them, the MKmodel, since one of its versions
is now used in Japan for IBCT with active beam of carbon ions.

2.4.2 Microdosimetric-Kinetic Model (MKM)

The Microdosimetric-Kinetic Model (MKM) was been proposed by Hawking in the
90s [29, 30] as an combination of the Repair-MisRepair model (RMR) [12] and
Lethal Potentially Lethal model (LPL) [14, 15]. This model stands within the micro-
dosimetry framework. As in the TDRA, the interaction of sub-lethal lesions may
induce a lethal lesion. The lethal lesions correspond to the formation of chromoso-
mal aberrations that prevent cells from proliferation. However is added a kinetic of
DNA repair. Some sub-lethal lesions can be repaired preventing from the creation
of lethal lesions. Conversely, some of the sub-lethal lesions may be converted into
lethal lesions through a first order process. They may also be neither repaired, nor
combined with another sub-lethal lesion during a period following creation. If this
period exceeds a threshold period, they become lethal.

As in the TDRA, micrometric domains of interaction are defined to calculate
the specific energy deposited by irradiation. In the MKM they are represented by
a distribution of size. The mathematical formulation of the MKM leads to a set
of differential equations, offering the possibility to predict cell survival also as a
function of the irradiation dose-rate, or any time structure of irradiation. Considering
the specific case of an instantaneous irradiation, which applies to a session of a
treatment with IBCT, leads, after approximations, to a simple expression for the
mean number of lethal events, which then follows a linear quadratic expression, as
for the TDRA. As for the TDRA, the β coefficient is also constant. The expression
of the α coefficient is different and reads;

αp = α0 + γβ (18)

where α0 is a constant and γ is the dose-weighted average of the dose deposited by
a single event, known as z1D in microdosimetry:

z1D =
∫
dz1 f (z1) z21∫
dz1 f (z1) z1

(19)

For a spherical domain of diameter d and mass m, its expression is given by:

γ = < E2 >

m < E >
+ 0.229

d2
L (20)
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Fig. 3 Impact of the nucleus
cross-section (Curve I
σ = 100 cm2, Curve II
σ = 50 cm2) on RBE,
calculated by Hawkins as a
function of the LET with the
MKM. The third line
represents a calculation
without the non-Poisson
correction and the symbols
experimental data for human
kidney cells. Figure
extracted from [28]

where < E > and < E2 > are respectively, the mean and the quadratic mean of the
energy E transferred at each of the points of interaction along the track of an ion
traversing a straight-line cord through the domain. L is the LET of this particle.

Finally theMKMbrought tomicrodosimetry a kinetic aspect and amore complete
cell death mechanism. On the other hand, this model still relies on a scaling of the
number of sub-lethal lesions with the specific energy, disregarding nano-scale, while
the formation of DSB are known to depend on the details of tract structure at such
a small scale. Moreover, the relation between cell survival and the mean number of
lethal lesions is based on the assumption of a Poisson distribution.

To correct this later point, Hawkins [28] introduced a non-Poisson correction in
defining a geometry for the cell nucleus. Precisely, the αp coefficient is multiplied
by the factor:

1 − exp
(−αp Z1Dn

)
αp Z1Dn

(21)

where Z1Dn is the dose-weighted average of the specific energy deposited by a single
event in this nucleus. This quantity is calculated by the equation:

Z1Dn = 0, 16
yD
σ

(22)

Here, σ is the nucleus section and yD is the mean dose lineal energy, i.e. the mean
of the lineal energy y (see Eq. (12)) weighted in dose. Figure3 illustrates the impact
of this correction on RBE calculations.
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2.4.3 Modified Microdosimetric-Kinetic Model (MMKM)

The original MKM was also modified by Kase et al. [37] to take account for the
reduction of RBE due to overkill effect in a region of very high specific energy. With
regard to the first version of the MKM, proposed by Hawkins, the survival is still
deduced from a Poisson distribution for the number of lethal events:

S = exp (−〈Ln〉) (23)

However, the mean number of lethal events is corrected by substituting z1D by
z∗
1D in the equation that gives the mean number of lethal events. This equation
becomes then:

〈Ln〉 = (
α0 + z∗

1Dβ
)
D + βD2 (24)

The ‘saturation-corrected dose-mean specific energy’ z∗
1D contains a saturation

effect through the introduction of zsat:

z∗
1D =

∫
dz1 f (z1) zsatz1∫
dz1 f (z1) z1

(25)

zsat is defined by the two equations:

zsat = z20
z

(
1 − exp

(
z2

z20

))
(26)

and

z0 = (Rn/rd)
2√

β
(
1 + (Rn/rd)

2
) (27)

Here, Rn and rd represent the radius of respectively the cell nucleus and the micro-
metric domains.

Beside, Kase et al. [36] introduced an amorphous track-structure model to calcu-
late the energy deposition instead of usingMonte Carlo simulation. For this purpose,
the KieferChatterjee track-structure model [9, 42] was used for the radial dose dis-
tribution around the trajectory of the ions. This replacement is quite convenient since
it simplified the calculation. However, as it will be discussed later on (see Sect. 2.5),
this substitution may create severe artifacts. Nevertheless, they found that the MKM
calculation was useful for predicting the survival curves of the mammalian cells in
vitro for mono-energetic 3He-, 12C- and 20Ne-ion beams. The MMKM model is
now implemented in a TPS for IBCT with active beam of carbon ions [32]. Figure4
shows an example of application of the MMKM for a treatment planning and com-
pares them to experimental data and to calculations performed with historical NIRS
procedure. The agreement appears better for the calculations based on MMKM.
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Fig. 4 Measured survival values (symbols) compared with the planned survival curve (dashed
curve) based on the NIRS radio-biological model [33] using the response of the ‘old’ HSG tumor
cells. Recalculated survival curve (solid curve) based on the modified MKM in which the current
response of the HSG tumor cells was reflected through the value of α0. Figure extracted from [32]

2.5 Biophysics Models Based on Amorphous Track Structure

2.5.1 Radial Dose

This class of models was developed in parallel to the models based on microdosime-
try. As microdosimetry models, these models considered that the macroscopic dose
was not a sufficient parameter to predict the induced bioeffects. However, instead
of using a fully stochastic description of the energy deposition, they introduced the
concept of radial dose to represent the capacity of ions to deposit high concentrations
of energy along their tracks.

The radial dose is defined as the mean dose deposited at a given distance to one
ion trajectory. Due to the cylindrical symmetry, around the ion trajectory, of the ion
collisions with matter, the average dose indeed depends only on the distance r to the
ion trajectory. Contrary to the specific energy, which cannot be calculated without
fixing a target size and geometry, the radial dose can be defined at a point with a
point-like volume, because radial dose is a mean quantity. However, to quantify it
by Monte-Carlo simulation, a finite target is defined. This target is chosen as small
as possible to get good resolution, but large enough to get enough statistics and then
an estimation of the mean value with acceptable fluctuations.

In practice, cylindrical shells are defined around the ion trajectory (see Fig. 5).
Then, a track is simulated by Monte-Carlo and the energy deposited in each shell
is calculated by summing the energy of the transfer points standing in this shell.
This energy is normalized to the shell mass and averaged over many track simula-
tions. Generally, the models that were used to performed theMonte-Carlo simulation
assumed the matter that is traversed by the ion was made of liquid water. The actual
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Fig. 5 Scheme of the
geometry used to calculate
the radial dose by
Monte-Carlo simulation. The
points correspond to the
energy-transfer points
generated in an ion track, the
trajectory of which being the
axis of the cylindrical shell
characterized by its radius r
and thickness �r

Fig. 6 Radial dose
normalised to the square of
the effective ion charge Zef f
calculated for different
values of ion energy. The
figure is extracted from [43]

distribution of molecules was not considered and was instead approximated by a
uniform statistical distribution. Such models of track are thus known as ‘amorphous
track structure models’.

Figure6 shows examples of radial dose calculated by krämer et al. [43]. The
radial dose was normalized to the square of the effective charge used by the authors
to calculate the cross-section for ion collision with water molecules. Within this
approximation, the normalized radial dose did not depend on the projectile charge
in their model, while the radial dose did. The radial dose strongly depends on the
ion energy per nucleon. At the lowest ion energy, the dose deposition is limited to
the ion track core. For higher ion energy, the energy is spread out to higher radial
distances because ions can eject fast electrons, which carry out energy far away from
the position they are ejected from. The energy transport increases as the probability
of ejecting fast primary electrons increases and therefore increases with the ion
energy. Finally, the dose deposition in the track core decreases with the ion energy
not only because the value of LET does, but also because of the transport to high
radial distances of the energy initially transferred by the ions.

The shape of the radial-dose curve depends on the model of track simulation, in
particular at short radial distances. A common point of all the radial-dose models is
that the dose can be very huge for high LET-ions. It can overcome millions of Grays
for carbon ions in the Bragg peak. At higher radial distances, the curve generally
shows a decrease according to a 1/r2 law. This tendency applies up to a cut-off radius,
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beyondwhich radial dose falls down steeply to zero. The cut-off radius corresponds to
the range of the highest-energy primary electrons. Thus, the cut-off radius increases
with the ion energy.

The 1/r2 decrease is due to two effects. One is related to the combined effect of the
cylindrical symmetry and the heavymass of the ions.Due to the cylindrical symmetry,
the transferred and transported energy is normalised to the mass of the cylindrical
shell around the ion trajectory. This shell mass scales with the radial distance r and
leads to a first decrease factor of 1/r . This factor could be smoothed by the angular
diffusion of the ion, but due to its mass, this angular straggling is low for fast ions
and the ion trajectory can be approximated by a straight line over micrometers. The
second reason for the radial-dose decrease is related to the probability law for the
ejection of electrons by ion collision. This latter decreases with the electron energy
E , roughly in 1/E . The energy deposition at high radial distances is strongly related
to the electron energy E . Therefore, the probability of energy deposition decreases
with the radial distance.

As it was shown by the microdosimetry theories, the fluctuations of deposited
energy at microscopical scale is crucial whenmodeling the biological effects induced
by ion irradiation. Although the radial dose is an average quantity, biophysics mod-
eling based on radial dose can contain some effects of fluctuations: the ones related
to the distribution of distance between the ion trajectory and the biological targets.
For instance, when an ion directly impacts a target, the deposited dose into this target
can be large, quite larger than the macroscopic dose of irradiation. The radial dose
may be also used to describe effects that are linear with the energy deposited into the
targets, or at least linear over a range of energy wider than the range of fluctuations in
deposited energy. However, for small targets, for which the energy fluctuations could
be huge (see for instance [13] or [4]) and for non-linear functions, radial dose may
not be appropriated at all for the prediction of bioeffects induced by ions. This can be
illustrated by a look at some orders of magnitude. As can be seen on Fig. 6, the radial
dose is generally extremely low in the penumbra (i.e. the track region out of the core).
The radial dose appears too low to induce damage in molecules, like DNA. However,
this very low value is due to the averaging process mentioned above. Actually, the
track penumbra is built by electronic cascades, and thus, contains ionization clusters
that may induce molecular damage.

The definition of the radial dose and the limitations that were addressed in this
section are useful to well understand the biophysics models that are based on this
radial dose.

2.5.2 Katz Model

The model proposed by Katz, developed in the late 60’s was the first biophysical
model based on the use of an amorphous track structure model [39]. At this period
the computing resources were quite limited and the use of the radial dose instead
of a full track description by Monte Carlo simulation was convenient. The model of
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Katz was strongly related to the modeling of damage induced by ions into matter,
like radiosensitive films or track detectors.

Within Katz model, cell inactivation arose from two mechanisms: the ion-kill
and γ -kill modes. Cell-surviving fraction is the product of the surviving fraction
associated to these modes:

S = Πion−kill · Πγ−kill (28)

Ion-kill mode referred to intra-track processes and aimed at representing the high
capacity for ion to kill cells by the deposition of high energy concentration, in par-
ticular in the track core at high LET. Instead, γ -kill mode referred to inter-track
processes and aimed at representing the effect of track superposition. For both these
modes, the critical target in mammalian cells was assumed to be a ‘substructure’ of
the cell nucleus. The nucleus contained several of these substructures, ‘like beans in
a bag’, for which the extension a0 was of the order of one micrometer.

Since the superimposition of tracks corresponds mainly to the superimposition of
track penumbras, and therefore of fast-electron tracks, γ -kill mode was modeled by
a probability law of cell survival to a dose of Dγ of γ -rays. Using the multi-target
single-hitmodel [45]with an inactivation dose D0 and a target numberm, the survival
reads:

Πγ−kill =
[
1 − exp

(
−Dγ

D0

)]m

(29)

Conversely, cell killing by ion-kill mode is induced by intra-track processes and
is described by a cross-section σ according to:

Πion−kill = exp (−σ · F) (30)

F is the irradiation fluence and σ is given by:

σ =
∫ +∞

0
dt2π t

[
1 − exp

(
−D (t)

D0

)]m

(31)

In this equation, D (t) is the mean dose deposited by an ion into a target for which
the center stands at a distance t from the ion trajectory. This distance is assumed to
be the same for all targets. This approximation may appear surprising, in particular
for short distances t . D (t) was calculated by using an amorphous track-structure
model [59]. For a fixed ion type, σ increases with ion LET to a plateau σ0 and then
may decrease, depending on the target number (see Fig. 7). This decrease is referred
as to ‘track thinning down’. As explained in the previous section, this is due to the
reduction of the fast-electron energy when the ion energy decreases.

Inter- and intra- track processes are both triggered by dose deposition by ions into
targets. At this stage, one may suspect a double counting of the energy. However, the
total dose D is shared in two contributions through the introduction of a fraction P .
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Fig. 7 Calculated values of the average cross sections σ normalised to their saturation or plateau
values σ0 plotted as a function of LET. The family of curves were calculated for m-target detectors
(m = 2, 5) of D0 = 1 or 10Gy and of a0 = 1 or 10 µm, irradiated by ions of charges ranging
between 1 and 100, and speeds ranging between β = 0.05 and 0.99. The figure was extracted from
[60]

The contribution Dγ to the delivered dose D that corresponds to γ -kill mode is then
given by:

Dγ = (1 − P) D (32)

The fraction P is expected to be close to zero for fast ions since the inter-track
processes dominate. Instead, it may increase to one for thin tracks. Katz proposed an
estimation of P with a simple expression that leads to a transition from γ -kill mode
to ion-kill mode when the ion LET increases:

P = σ

σ0
(33)

Finally, Katz model required four parameters only: m and D0 to represent the
survival to γ rays, a0, which is crucial for ion-kill mode and σ0, which controls
the transition from a mode to the other. This model was simple to apply and did
not require important computer resources. It constituted an important contribution
to the modeling of killing effect of ions. With regard to microdosimetry models, it
was the first model able to describe the saturation and decrease of cell inactivation
cross-sections at high values of LET. The separation into two killingmodes was quite
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innovative and may have been inspired by the observations of damage created by
high-LET ion into materials, as compared to the one produced by γ -rays.

On the other hand, using multi-targets single-hit model to represent cell survival
to γ -rays prevents the model from predicting a slope in cell survival curves. The
calculation of the dose deposition into the targets can be also questioned. First, the
model set as equal the distance between the targets and the ion trajectory. Second,
despite of the strongly non-linear relation between the cell-killing probability and
the dose deposited into targets, this dose is calculated using the radial dose. As it
was explained in the previous section, this may lead to incorrect results. Last, the
fraction P is given by an expression that does not depend on the irradiation dose D.
However, as overlapping of tracks increases with dose, inter-track effects should do.
Recent calculations by Monte-Carlo simulations [4] of the actual energy deposition
into micrometric targets showed that the actual dose deposition (specific energy)
increased with the irradiation dose, as a resulting of an increase in the overlapping
of tracks.

2.5.3 Local Effect Model LEM I, II III

The Local Effect Model was developed in the 90s within the context of the pilot
project of carbon therapy in the GSI Helmholtzzentrum fr Schwerionenforschung in
Germany. The original version [52], known as the LEM I, is the biophysics model
presently incorporated into the TPS of the European centers for IBCT with carbon
ions.

Like Katz model, the LEM I describes the dose deposition by an ion with the
radial dose. However, the principles of the LEM I are quite different. A detailed
analysis of this model can be found in [2, 3]. Here are presented the LEMmain lines
and some important elements of analysis.

The key point of the LEM I was the definition of lethal events. These biological
events result from physical or chemical events induced by cell irradiation and one
such event is sufficient to kill the irradiated cell. The LEM I assumes that the number
of lethal events follows a Poisson distribution. Therefore, the probability of cell
survival is related to the mean number of lethal events Nlethal according to:

S = exp (−Nlethal) (34)

As a second postulate, the lethal-event extension was assumed to be small enough
to allow the definition of local lethal events. Here local has to be understood as
‘point-like’. This assumption justified then the definition of the probability dP for
an irradiation to induce at least one lethal event at the position r in the volume dr .
According to the authors, these lethal events refereed to the formation of complex
damage DNA Complex damage in DNA. The sensitive part of the cell was assumed
to be uniformly distributed over the cell nucleus, viewed as an effective nucleus.
In the LEM, the nucleus is represented by a cylinder for which the radius is not
necessary the radius of the actual nucleus.
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Another important postulate of the LEM I was to assume that the density prob-
ability dP

dr is a function of the local dose D(r) deposited by the irradiation at the
position r:

dP

dr3
= ρlethal (D(r)) (35)

The local dose was considered by the authors as an expected quantity defined for
an irradiation with ions as the superimposition of the radial dose associated to each
ion.

The mean number of lethal events is obtained by summing the density probability
over the nucleus volume:

Nlethal =
∫∫∫

r∈Nucleus
ρlethal (D(r)) · dr3 (36)

The function ρlethal contains almost all the biological information on the cell
response to radiation. It is determined from the cell survival SX(D) to an irradiation
with a dose D of low-LET X-rays. To derive this expression, the local dose was
approximated by the macroscopic dose D for an irradiation with X-rays. It is then
easy to show that:

ρlethal(D) = − ln(SX(D))

VNucl
(37)

where VNucl is the nucleus effective volume. Since the ion trajectories were approx-
imated by straight lines parallel to the axis of the cylinder that represents the cell
nucleus, only the effective nucleus radius is required finally.

Gathering all these equations, the cell survival to a configuration of ion irradiation
is finally given by:

Sionconf. = exp

⎡
⎣ ∫∫∫

r∈Nucleus

ln(SX (D(r)))
VNucl

· dr3
⎤
⎦ (38)

A configuration gives the number of ion impacts in or close the cell and the position
of each impact, which are necessary to calculate the local dose. To be compared
to experimental data, this estimate of survival needs to be averaged over many of
these configurations leading in average to a macroscopic dose D. Figure10 shows
an example of cell survival calculations. This process of averaging is very important.
It is necessary for instance to reproduce the over-killing effect. More recently, for
the purpose of fast (α, β) estimations [44], this procedure was simplified by adding
some other approximations.

The version I, II and III of the LEM are based on the principles and approxi-
mations that are mentioned above (see [16, 17]). Figure4 gives an illustration of
calculations and compares them to results obtained with the MMKM. The only dif-
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ferences between all these versions are the shape of the radial dose and the expression
of the cell survival to X-rays SX . Whatever the version, the cell survival is described
by a LQ model for dose D lower than a threshold dose Dt and extrapolated for
larger doses. In the LEM I, the extrapolation is linear, assuming a continuity for both
the cell survival and its derivative. The extrapolation of the latest versions are more
complex. The description of the radial dose is also more complex.

The extrapolation of the cell survival to X-rays is necessary since the local dose
D(r), as the radial dose, can reach very huge values (more than millions of Grays).
It is impossible in practice to measure cell survival at such high doses. Therefore, as
explained in [5, 38] the parameters used to describe the extrapolation need to be fitted
to get a good agreement between the experimental estimations of cell survival to ion
irradiation and the predictions. For instance, for the LEM I, which is the simplest
version, four parameters have to be determined: the effective nucleus radius RNucl ,
the α and β parameters for the cell survival to X-rays and the threshold dose Dt .

However, beyond the practical questions, Eq. (38) common to all the three LEM
versions raises many questions. The local dose D(r) refers to very microscopic
mechanisms. It is deposited by each ion within femtoseconds, at least less than
microseconds if one includes the chemical processes. It is defined at local scale,
therefore the scale of nanometer. The biological mechanisms that are associated to
this local dose are the formation of molecular damage, like the formation of damage
clusters in DNA. Yet, this microscopic quantity is used as the parameter of the
cell survival to X-rays in Eq. (38). The parameter of the cell survival should be a
macroscopic dose. A dose lower than few tens of Grays, deposited within minutes
and defined at a scale larger than thewhole cell.Moreover, the biologicalmechanisms
that are associated are mechanisms that concern the whole cell, like the triggering of
apoptosis or necrosis. Last, if it was possible to measure cell survival to millions of
Grays, the temperature of the whole cell would be larger than ebullition temperature
and these kinds of experiments could not provide any information on the local events
at all.

The reasons for these contradictions are largely explained in [2, 3]. Roughly, the
main reason is due to the use of an expected quantity, the local dose, to describe
nano-scale processes. At such a scale, the fluctuations of deposited energy are huge
and cannot be ignored whatever the irradiation source, low-LET X-rays or high-LET
ions. The level of fluctuations is visible on Fig. 8, which compares the distribution
of specific energy deposited in nanotargets by an irradiation of 1Gy with photons
or ions. Finally, if one considers the actual local dose instead of the expected local
dose, some of the equations given above does not hold true.

Another problem that is linked to the use of an expected quantity is related to the
prediction of the shoulder in the curves of cell survival when plotted as a function
of the irradiation dose D. In the microdosimetry models, the shoulders are the same
whatever the irradiation particles since the β coefficient is predicted to be constant. In
the model by Katz, the shoulder is reduced for high-LET ions because the fraction P
of dose D associated to ion-kill mode increases when the inactivation cross-section
increases. In the LEM, the shoulder also decreases for high-LET ions because of
the following reason. The shoulder in the LEM is due to the superimposition of the
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Fig. 8 Distribution of local
dose calculated for a water
sample of 50 × 50 × 10
µm3 irradiated at a dose of 1
Gray with a beam of Co60

γ -rays, H[10 MeV] and
C[10 MeV/n]. The mesh
resolution was 10 nm. Figure
extracted from [4]

radial doses associated to the impacting ions. Indeed, the density of lethal events
ρlethal is a nonlinear increasing function of the dose. Therefore, for an irradiation
with several ions, the effects induced by a superimposition of radial doses is larger
than the superimposition of the effects induced by the radial dose of each ion taken
separately. The later superimposition leads to a curve of cell survival that decreases
as a pure exponential. The former superimposition instead leads to non linear terms
and therefore to a shoulder. When the ion LET increases, the radial dose profile
becomes thinner, the superimposition decreases and the shoulder as well.

However, when considering the actual local dose instead of the expected dose,
the probability that two tracks overlapped at nano-scale resolution is extremely low
for the dose that is used in IBCT. This is illustrated by Fig. 9 and proved in [4].
Therefore, the generation of lethal events, as defined in the LEM, cannot actually
lead to shoulders in curves of cell survival.

2.5.4 LEM IV

The last version of the LEM, as described in [20], strongly differs from the three
precious versions. The notion of local events, these lethal point-like events that are
very specific to the LEM, disappeared in this new version. Instead, as for the MKM,
the cell nucleus is divided into micrometric domains. In the LEM IV, these domains
correspond to the ‘giant loops’ of DNA for which the size was set to 0.54 µm.
The irradiation may create double strand breaks (DSBs) in these DNA loops. As
for the sub-lethal lesions in the MKM, the DSB are not necessary lethal. The mean
number of such events is deduced from the energy deposited in the domains. As in
the MMKM or in the Katz model, the energy is calculated using the radial dose.
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Fig. 9 Scheme of track
overlapping. The points
represent the energy-transfer
points generated by two ions.
The cercles illustrate the
superimposition of radial
dose

Artificial non
local effects

Artificial non
local effects

-

However, in the LEM, ‘a potential enhancement of the DSB induction results from
a combination of SSB in close vicinity as a consequence of the extremely high local
doses in the track center’. As in the microdosimetry model, the creation of several
sub-lethal events in the domains increases the possibility for cell killing, but the link
between the lethality and the number of sub-lethal events is different. In the LEM
IV, a coefficient C of damage complexity is defined by:

C = NcDSB

NcDSB + NiDSB
(39)

where NiDSB (resp. NcDSB) is the number of cell domains that suffered one (resp.
two or more) DSBs. This complexity coefficient is determined by a Monte-Carlo
process, which generates the number of DSBs in a grid of domains, calculates NiDSB

and NcDSB and finally determines a mean value of complexity C over many con-
figurations. The cell survival to ion irradiation is derived from the cell survival to
an irradiation with photons through an equivalent photon dose inducing an equal
complexity.

Regarding, the problem of track overlapping pointed out by [2–4] for the pre-
vious versions of the LEM, it is now better treated since the domain extension is
micrometric: two ion tracks can contribute to the number of DSB in a micrometric
domains.

The LEM IV is very different from the previous versions. In particular, the notion
of local effects has been given up. Thismodel is closer toKatzmodel and theMMKM.
Target size is clearly defined and matches micrometric scale. The energy transferred
to the domains is calculated using a radial dose. The notion of sub-lethal lesions is
also introduced (Fig. 10).
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Fig. 10 1, 10 and 50% survival doses of CHO cells as a function of LET for 12C-ion beams. The
closed square, circle and triangle symbols respectively show the 1, 10 and 50% survival doses of
the experimental results. The solid lines indicate the 1, 10 and 50% survival doses calculated by the
MKM using the KieferChatterjee track structure model. The dotted lines show the LEM calculation
with the LEM I track structure model and the dashed lines with the LEM II track structure model.
Figure extracted from [36]

2.6 Nanodosimetry

The interest for considering nano-scale to model biophysics effects induced by ion
irradiations is not new.For instance,Goodhead et al. supported the idea that clusters of
DNAdamage could play an important role in biological effects, by facing experimen-
tal evidences and Monte-Carlo simulations of the energy deposited into nano-targets
[25, 26, 48]. Beside, Chetioui et al. [10] pointed out a correlation between the cross-
section for cell inactivation and the cross-section for core ionization when plotted
as a function of LET (see Fig. 11). They proposed a scenario, known as model K,
in which core ionizations could efficiently induce lethal events and quantified it in
comparing cell killing induced by soft X-rays with photon energy below and above
the binding energy of core electrons (see [57] for details and [6] for an analysis).

More recently, the interest in nano-scale mechanisms as a cause of many induced
biological effects has increased probably because of theoretical and experimental evi-
dences. Computing resources give nowadays the possibility to performmore exhaus-
tive and realistic simulations for the deposition of energy, the formation of damage
and the modeling of more complex biological structures. The most popular code is
the PARTRAC code, which was used to estimate DNA damage [18] and chromoso-
mal aberrations [19]. More recently the GEANT4-DNA collaboration undertook the
development of an open source code similar to PARTRAC.
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Fig. 11 a Experimental cross section for cell inactivation by heavy ions of various LET: mammal
cells, yeast, bacillus subtilis; arrows indicate the geometrical cross section of the cell nucleus or
of the DNA concentration. b Calculated cross sections for the induction of at least one efficient
K-vacancy in cell nucleus (from [56])
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Another reason for the growing interest in nanodosimetry may be attributed to the
development of nano-detectors [27]. The notion of experimental nanodosimetry was
extended to quantities other than the specific energy. It is indeed possible to estimate
experimentally the size of ionization clusters ν, by collecting either the electrons [11,
47] or the ions [23] that are generated by the penetration of an ion beam into a small
volume of low-pressure gas. New quantities were then introduced to characterize
the level of ionization: the mean cluster size M1 and, more generally, the high-order
moments Mξ ; the cumulative probabilities Fk of forming a cluster size ν ≥ k; the
cluster yield Y that gives the number of clusters for which the size stands in a defined
interval.

These nanodosimetric indicators have been expected to be closely related to the
formation of DNA damage. For instance, [22] proposed a simple model, based on
combinatorial analysis, to convert distributions of ionization cluster size into predic-
tions of the yield of DSB and non-DSB.

However, the link to more complex biological endpoints like cell survival is less
direct. Schulte et al. proposed an estimation for the α and β coefficients of LQ
model in introducing the cluster yield Y for the cluster-size intervals 2–5 and 6–
10 to represent respectively the repairable and irreparable DNA lesions [53]. They
successfully applied their model for V79 cells irradiated with low-energy protons
and helium ions, but a more exhaustive benchmark should be undertaken to estimate
the potential of this model for IBCT. Beside, the model presented in [61] is based
on energy deposition at two nano-scales, 5 and 25 nm. They also introduced the
definition of three functions F1, F2, F3 corresponding to the probability of depositing
energy into these nano-targets within three different intervals. Then, a prediction of
cell survival was derived, in a similar way as in the MKM. This model has been
tested only for low-energy protons and helium ions, since the field of applications
was related to irradiation with neutrons.

Regarding, treatment planning, not any nanodosimetry model has been incorpo-
rated in a clinical TPS to now. Casiraghi et al. recently proposed a novel treatment
plan optimization strategy based on measurable nanodosimetry quantities instead of
biophysical models [7]. In particular, a biological indicator Mbio

1 was defined for
evaluating the radiation quality of the mixed radiation field in terms of clusters with
2–10 ionizations. In the context of Biologically Effective Dose (BED), a quantity
that was introduced to better manage the fractionating effects in clinical treatments,
Lindborg et al. proposed to extend the framework of microdosimetry to nanodosime-
try. Precisely, they reported that the lineal energy deposited into a volume of about
10–15 nmwas approximately proportional to the α-parameter of the linear-quadratic
relation used in fractionated radiotherapy in both low- and high-LET beams. This
correlation was explored for a very limited number of particle types and energies
[46].

Finally, despite of the research dynamics in the field of nanodosimetry, an impor-
tant effort is required to take advantage of nanodosimetry for the optimization of
IBCT. While LEM I, II and III were constructed to predict cell survival from a
description at nano-scale of the energy deposition by ions, the use of expected quan-
tities has introduced many artifacts (see Sect. 2.5.3). Considering the relevance of
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predicting cell survival for clinical applications, models based on nanodosimetry still
need to be developed to make the bridge between the descriptions of initial radiation
events at nano-scale and biological endpoints useful for IBCT. The development of
the NanOxTM model has been undertaken in this context.

2.6.1 NanOxTM

As it has been addressed in someof the previous sections, the fluctuations in deposited
energy are very important and cannot be ignored when looking at microscopic scale.
They need to be even more considered when nano-scale processes are involved. One
important motivation to set up NanOxTM model was then to propose a mathematical
framework to develop modeling consistently with the stochastic nature of energy
deposition by radiations.

A secondmotivation for developing NanOxTM was to suggest other quantities than
the specific energy as relevant parameters to describe the induced biological effects.
For instance, some authors [58] suggested to take account for the thermal spike
generated by high-LET ions. Parameters related to the shock wave that follows this
thermal spike could also be considered [55]. Distributions in ionization clusters size,
as discussed in the previous section, or even descriptors of damage in DNA could be
quite relevant as well. NanOxTM is the acronym of NANodosimetry and OXydative
stress to suggest that mechanisms occurring at nano-scale may play a crucial role in
the specificity of the biological effects with regard to the incident particle, and, that
the production of radicals may stand within the important parameters. The effects of
radiations on living systems are complex to model. At this state of knowledge and
computing resources, it seems impossible to predict complex biological endpoints
like cell survival without adding some empirical ingredients and phenomenological
descriptions. However, scientific progresses, in particular on the initial physical and
chemical processes, and the inclusion of new knowledge into biophysics models
should help in reducing the empiricism for better andmore sophisticated predictions.

A third purpose of NanOxTM is not only to provide a framework, but also to
propose a predictive model reasonable in terms of computing requirements and able
to produce data for IBCT TPS.

NanOxTM is based on a rigorous mathematical formulation, which is long and can-
not be summarized easily. Therefore, the following presentation avoids this rigorous
but a bit heavy formulation. Instead, the following main lines aim at giving a view
of the basic NanOxTM principles, without any demonstration.

Considering a number N of cells irradiated with a source of ionising radiation, a
number n among them will survive to this irradiation configuration. The purpose of
NanOxTM is not to predict this actual number, but instead to predict a mean number
of surviving cells. This mean number corresponds to the average of n over the space
of cell and irradiation configurations that match the protocol of the experiments for
which one wants to predict the issues.

The cell configurations should take account for the spatial distribution of cells,
the heterogeneity in the population and, for each cell, its particular state. In this
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first version of NanOxTM, a representative cell is considered and, in particular, the
communication between cells is assumed to be implicitly incorporated in the repre-
sentative cell response. Although this approximation is done in the other models and
in experimental work related to cell survival, it is not explicitely mentioned.

An irradiation configuration cK corresponds, for ion beams, to the number K of
ions that impact the representative cell (directly or through the electronic cascades)
and, for each ion, a track configuration ck , made of physical and chemical events
described at nano-scale. For non-chargedparticles, the number K refers to the number
of particle interactions that lead to energy deposition into the cell. Thus, the mean
cell survival reads:

S = 〈
cK S

〉
cK

(40)

In this version of themodel, the irradiation dose-rate is assumed to be high enough
to ignore, for instance, the description of the repair kinetics. Then, cell killing is
assumed to be independently induced by local and non-local events. The survival
fraction is the product of the cell survival to local (SL ) and non-local (SNL ) events
according to:

cK S = SL × SNL (41)

The local events are defined as directly lethal events produced by physical and
chemical events at local scale. Local scale is defined as a scale small enough so that
only one track significantly contributes to energy deposition into a local volumewhen
the dose value of the global irradiation corresponds to clinical doses. Typical clinical
doses delivered during a treatment session are lower than tens of Grays and local
scale matches therefore nano-scale. The non-local events correspond by definition
to any event other than local events.

The definition of an irradiation configuration is largely inspired by the framework
of microdosimetry. It is nevertheless generalized to include chemical events. More-
over, these configurations are not only used to derive a number of lethal lesions but
directly the cell survival. The expression of the cell survival as a product of the cell
survival to two independent mechanisms is inspired by Katz model. It is moreover
possible to prove that the cell survival to local effects can be described by a cross-
section, as for the ‘ion-kill’ mode. However, the target size are not the same, being
micrometric for Katz model and nanometric for NanOxTM.

The local lethal events can be triggered by various events at nano-scale, like
energy deposition, chemical events, thermal spikes or shock waves. The creation of
lethal events is represented by the knock-out of nano targets. In the current version
of NanOxTM (NanOxTMI), these targets are uniformly distributed over a sensitive
volume and the probability of knock-out a target is a function of the specific energy
deposited into this target. These nano targets might represent groups of DNA base
pairs. Thus, the sensitive volume is taken to be the cell nucleus and the nano targets
are approximated by cylinders of size 10-nm.
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Since, one target knock-out is sufficient to create one lethal event, then the cell
survival to lethal events obeys:

SL = exp(−n∗
L) (42)

where n∗
L is an effective number of lethal events derived from an effective local

function F and from the distribution of energy deposited into the nano-targets. F
contains all the information on the cell response to radiations in terms of local lethal
events. Several arguments led us to test the form:

F(z) = h

2

[
1 + erf

(
z − z0

σ

)]
(43)

for which z is the specific energy deposited into a nano target and h, z0 and σ
parameters that are fitted to get a good predictions for the cell survival to irradia-
tion measured for different particle types and energies. The results obtained for this
example of function form were satisfactory for both V79 and HSG cell lines, and,
already competitive with regard to LEM and MKM predictions. The calculation of
the energy deposition into targets were achieved by using theMonte-Carlo code LQD
[24], but it could be calculated by any code able to simulate tracks with a nano-scale
resolution.

Regarding non-local events, the interaction of sub-lethal lesions, as defined in
the framework of microdosimetry, matches the requirement of NanOxTM. However,
as an attempt, it is proposed in NanOxTM I to introduce the notion of global events.
These global events are at the extreme opposite of the local events since the target
volume associated to these events is closer to the volume of the cell rather than to
the local targets. For the sake of simplicity, this volume is set equal to the volume
containing the local targets. A LQ form is taken for the cell survival to global events
but the parameter of this function is not the specific energy deposited into the global
sensitive volume. Instead, a level of oxidative stress induced by irradiation is chosen
as parameter. A chemical dose is even defined for convenience in the same way as
the biological dose but for the production of radicals. For the first implementation of
NanOxTM, the index of oxidative stress was represented by the production in hydroxyl
radicals, calculated at 10 ps using the Monte-Carlo code LQD [24].

The model NanOxTM is relatively recent and needs to be challenged extensively
with available experimental data. Whatever the accuracy of the predictions, it aims at
evolving with the state of knowledge. Although it was not possible to detail the dosi-
metric aspects in this very brief presentation, NanOxTM has been built as a framework
for modeling cell survival based on dosimetry at micro- and nano-scales. It may be
used to test scenarios that may be involved in the triggering of cell death by ionizing
radiations. This model may also evolve to predict other outcomes useful for IBCT.
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1 Introduction

Radiotherapy, particularly particle therapy, is one of the main techniques used for
the treatment of cancer today. The medical use of protons, with energies ranging
from 60 to 250 MeV, is expanding all over the world, including in France. Since
1980, thousands of patients in France have been treated for a variety of different dis-
eases by particle therapy. One neutron (1980–2007) and two proton (1991) facilities
were opened in Orleans, Nice and Orsay, respectively. Early applications of protons
concerned ophthalmological treatments (1991), followed by adult and paediatric
intracranial or skull base tumours (1993), and then spine and sacrum sites (2012),
while the use of neutron therapy stopped in about 2007. This experience gave rise
to several carbon research or therapy projects in France (Lyon, Caen) as well as
several other proton therapy projects. The first accelerators used for particle therapy
were derived from facilities dedicated to nuclear physics research, mainly cyclotrons,
synchrotrons or synchrocyclotrons. A clinical environment was then added to com-
plement these installations: passive beam lines, treatment planning systems and dose
algorithms were all developed in-house, before being commercially available. Scan-
ning techniques will likely become the dominant proton or ion therapy modalities in
the near future, and considerable attention has recently been paid to the development
and improvement of physical models in dose calculation algorithms (still widely
based on analytical approximations such as ray-tracing and pencil-beams), as well
as in dosimetry equipment for quality assurance or commissioning. Due to their bal-
listic properties, small angular diffusion and precise depth dose distributions, protons
and light ions allow highly conformational dose deposition and fairly good protec-
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tion of organ at risks. In turn, this type of therapy requires a more accurate planning
system (submillimetric) for calculation of geometries and 3D dose distributions, for
example using Monte Carlo methods.

This chapter will discuss the technical and clinical aspects of proton beam treat-
ment planning, as many similarities exist between proton and ion therapy. This
chapter includes a summary of the physics and approximations used in proton dose
algorithms, including the impact of accelerator and nozzle modelling, a descrip-
tion of conventional delivery approaches such as passive scattering or pencil beam
scanning, immobilization specificities and the need for accurate imaging of patient
geometry. The issues of neutron generation, risk of second cancers, and radiobio-
logical effectiveness (RBE) of protons will also be discussed. As several of these
aspects are common to proton and ion therapy, one section of this chapter will be
devoted to the differences between these techniques, especially the biological effects
of radiation. Finally, recent developments and perspectives in the planning process
will be presented.

2 Treatment Planning Process

The aimof treatment planning is to optimize and simulate dose distributions to a target
volume and the surrounding normal tissues. This step is generally performed before
the patient’s first irradiation session, and allows prediction of treatment outcome
based on the knowledge of specific dosimetric or biological parameters represen-
tative of local tumour control or probabilities of normal tissue complications. The
treatment planning system (TPS) is software designed to perform these simulations
and manipulate physical doses in order to deliver a uniform biological equivalent
dose to the target volume, sparing the surrounding tissues as much as possible.

Several tasks are mandatory and strongly dependent in the treatment planning
process. First of all, the patient’s anatomy must be reconstructed in 3D.

2.1 Conversion of CT Information for Dose Calculation

Ion beam treatment planning is based on computed tomography (CT) imaging,
acquired at kilovoltage X-ray energies. The information provided by CT images
is used to account for attenuation and scattering of particle beams in dose calcu-
lations, and also to delineate target volumes and normal tissues. The relative ion
stopping powers (stopping power ratio or SPR) in human tissues are deduced from
Hounsfield units (HU) or CT numbers.
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2.1.1 Principle

A commonly applied methodology to obtain an accurate relationship between HU
values and SPR has been proposed for charged particle therapy [49, 63, 65]. This
multistep stoichiometric calibration procedure has been described in the literature
and is used to determine a tissue substitute calibration curve:

• A set of materials with known elemental composition and mass density close to
tissue samples is scanned in the CT imaging system and the corresponding HU
values are measured. Tissue samples are scanned individually in the centre of a
water-equivalent phantom in order to ensure the same photon spectrum for each
sample [63].

• The parameterization used for calculation of photon total attenuation coefficient
([36], Eq.1) is defined from the known chemical composition and HU measure-
ments of the tissue samples.

• This parameterization is used to compute the HU values of a selection of tissue
samples and the SPR are calculated, for example from the Bethe Bloch equation
for these tissue samples (Eq.4).

• A final calibration curve (HU values vs. SPR) is fitted to the data: linear fits are
calculated separately for adipose tissue, organ and muscle and bone categories, in
order to divide the final curve into several segments (Fig. 1).

Fig. 1 Variation of relative proton stopping power as a function of HU values, for a 120 kV CT
scan with a phantom diameter of 200 and 2 mm slice thickness. The different lines correspond to
the linear fits to the biological tissues grouped into categories (adipose tissue, organ, muscle and
bone)
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Depending on the dose calculation model, the calibration curves (HU values vs. SPR
or mass density) are then stored in the treatment planning system database for each
CT scanner protocol. An internal material list, typically composed of a few dozen
materials, mass densities, elemental composition andmean ionization energy, is used
to associate HU values with material properties for each voxel of CT images. CT
conversion methods have also been applied to Monte Carlo (MC) dose calculations,
essentially based on conversion to mass density and elemental composition assigned
to materials rather than water equivalent properties [40, 66, 76].

2.1.2 Basic Equations

Total Attenuation Coefficient

For a mixture of elements, the total attenuation coefficient μ can be obtained in the
“Jackson and Hawkes” form [36], using Rutherford’s parameterized cross-section of
scattering processes:

μ = ρNg(Z, A)
{
KphZ3.621 + KcohZ1.862 + KKN

}
(1)

where ρNg is the electron density and Kph, Kcoh and KKN are constants that char-
acterize the cross-sections of the photoelectric effect, coherent scattering and the
cross-section of Klein Nishina, respectively. These constants are dependent on the
scan technique used, and parameterize the response of the CT scanner. Ng, Z1, Z2,
and λi are given by:

Ng =
∑
i

Ni
g = NA

∑
i

wiZi
Ai

(2)

Z1 =
[∑

i

λiZ
3.62
i

]1/3.62

Z2 =
[∑

i

λiZ
1,86
i

]1/1,86

λi = Ni
g

Ng
(3)

where NAis Avogadro’s number, Zi is the atomic number, Ai is the atomic weight of
the ith element

Relative Proton Stopping Power in Human Tissues

The relative mass stopping power can be calculated for human tissues, based on the
Bethe-Bloch equation [65]:

SPmw = ρme ρw

ρwe ρm

{
ln

[
2mec2β2/Im(1 − β2)

] − β2
}

{
ln

[
2mec2β2/Iw(1 − β2)

] − β2
} (4)

where β = v/c is the ‘normalized’ velocity (v the projectile’s velocity, c the speed of
light), me is the electron mass and Im,w are the mean ionization energies of atoms
for medium and water. The value of ln(Im) for a mixture can be calculated using the
Bragg additivity rule:
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ln(Im) =
(∑

i

wiZi

Ai
lnIi

) (∑
i

wiZi

Ai

)−1
(5)

with Zi, Ai Ii andwi atomic number, atomic weight, ionization energy and percentage
contribution by weight of ith element i in tissue, respectively. The relative electron
density of medium to water can be calculated using:

ρme ρw

ρw
e ρm

= Nm
g

Neaug

(6)

where ρ is themass density andNg is the number of electrons per unit volume defined
in Eq. (2).

2.1.3 Uncertainties and Perspectives

Potential errors in the prediction of beam range in patients, derived from the conver-
sion process, noise and partial volume effects in images, metallic implants or beam
hardening artifacts, were estimated to be between 1–3 mm [48]. The approximation
of relative biological effectiveness values in clinical practice and underestimation
of its value at the end of the Bragg peak (also see an example Fig. 7) can generate
an extension of the biological range of the order of 1 mm [53]. Moreover, different
values have been obtained for the ionization energy of water, typically estimated to
be around 75 eV that can lead to uncertainties in the depth of the Bragg peak by up to
several millimetres [1].

Consequently, in practice, the gradient at the distal end of particle dose distribu-
tions is also rarely used (or used for a small fraction of the total dose) to spare critical
normal tissues due to uncertainties about their exact position, and safety margins
proportional to a few % of the range are added to the planning target volume (PTV).
Recently, dual energy (DE) or megavoltage (MV) computed tomography has been
investigated in order to improve elemental mass fraction predictions, potentially mit-
igate beam hardening and metal artifacts which limits the accuracy of kV-CT [13].
Photon attenuation is strongly dependent on the energy spectrum used and can vary
with the size of the phantom and the position of the heterogeneity, and metallic
implants induce artifacts leading to inaccuracies in the calculated ion beam range.

Moreover, several alternatives are also being explored to manage range uncer-
tainty: proton tomography is being investigated by several teams as a means to
improve treatment planning in terms of range and dose deposition predictions. The
use of proton imaging could provide supplementary information on the stoichiomet-
ric composition of the tissues and cross-sections for nuclear interactions and could
reduce uncertainties in the final proton range [4, 12]. Proton radiography is also
expected to achieve submillimetric spatial resolution with low imaging dose deposi-
tion to the patient, for example when using a filtered-backprojection reconstruction
algorithm with estimation of the most likely path of protons [57]. Finally, evaluation
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of tissue activation or detection of prompt gamma rays produced by nuclear interac-
tions [24, 39, 43] could lead to an in vivo estimation of the position of each individual
Bragg peak delivered during the treatment session. Visualization and quantification
(offline and/or online) of carbon-11, oxygen-15 isotopes or prompt gamma emission
produced in the patient before the beam stops has been made possible by the use of
new PET, single- or multiple-slit cameras in or adjacent to the treatment room.

2.2 Segmentation

Structure segmentation constitutes a second step in the treatment planning process.
In this task, the tumour and volumes (Planning Target Volume—PTV), organs at
risk (OAR) and other structures are defined, for example according to the published
recommendations for prescribing, recording and reporting radiation treatments (for
example ICRU report 78, addressing proton beam therapy). This task, similar to
segmentation in standard3Dconformal radiation therapy, is generally performedwith
conventional segmentation software and has no specific characteristics in particle
therapy, one of the several treatment modalities that will benefit from recent software
developments in terms of deformable registration and dose accumulation.

2.3 Dose Calculation Algorithms

The next steps in the treatment planning process consist of definition and optimization
of treatment parameters and calculation of the resulting dose distributions. A few
definitions, useful for a better understanding of dose calculation algorithms without
discussing the details of analytical models, are presented below.

2.3.1 Proton Beam Algorithms

Range-Energy Relationship, Bragg Peak Model

Assuming a continuous slowing down approximation (CDSA), i.e. the range of a
particle is given by integrating the total stopping power from 0 to the initial energy, a
power law relationship known as the Bragg-Kleeman rule describes the range-energy
relationship of the particle. For therapeutic protons in water with E0 <200MeV (see
Eq.7), the power p and the factor α have been determined based on ICRU 49 by p =
1.77 and α = 2.2 × 10−3 [5].

R0 = αEp
0 (7)

This equation can be used to derive an analytical model of the Bragg curve [5],
which includes an empirical model of nuclear fragmentation (primary fluence reduc-
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tion due to nuclear interactions) based on data fitting, energy spread of polyenergetic
beams (Eq.8), which accounts for range straggling distribution with depth z caused
by the statistical fluctuation in the energy loss process (Eq. 9).

D̂(z) = φ0
(R0 − z)1/p−1 + (β + γβp) (R0 − z)1/p

ςpα1/p (1 + βR0)
+ εφ0

(R0 − z)1/p

ςα1/pR0 (1 + βR0)
for z ≤ R0 − 10σ

(8)

D(z) = 1√
2πσ

∫ R0

0
D̂(z) × e

−(z−_
z)2

2σ2 dz̄ for R0 − 10σ < z < R0 + 5σ (9)

where R0, φ0, σ and ε are nominal range, primary fluence, standard deviation of the
Gaussian distribution and fraction of the primary fluence contributing to the ‘tail’ of
the energy spectrum, respectively. This type of model, sometimes modified with a
combination of parabolic functions of R0 [82], can easily be simultaneously fitted to
experimental data with sufficient accuracy to allow interpolation from data and to be
used in dose calculation algorithms for routine treatment planning.

Ray-Tracing Algorithm

Accurate dose algorithms must include models for the sharp lateral penumbra and
the rapid fall-off of the dose of protons or light ion beams. Fast broad-beam ver-
sions of such algorithms, giving accurate results for penumbra calculation, were first
developed and based on ray-tracing techniques applied to CT images. The dose to
a point of interest P with coordinates (X, Y, Z) is obtained from water-equivalent
depth calculations (based on CT images information) and linear interpolation of
reference depth dose curves measured in a water phantom. However, ray-tracing
algorithms usually do not fully take into account straggling effects emerging from
complex inhomogeneities, body surface irregularities, lateral spreading of the beam
from beam-modifying devices upstream of the patient such as apertures and com-
pensators. To achieve better modelling of the collimator edge effects, a lateral dose
profile of a broad beamwas therefore defined as the product of a central axis dose and
a beam profile function [42]. This lateral dose profile function can model the radial
distribution of protons induced by multiple Coulomb scattering through the media
along the beam path, particularly scattering of the beamline elements and within the
patient. A semi-experimental method was subsequently developed [51] to determine
the beamline contribution from lateral penumbra measurements in air, and to take
into account complex apertures using a sector integration method for irregular fields
based on the Clarkson and Cunningham algorithm.

Pencil Beam Algorithm

As broad beam algorithms do not fully take into account internal inhomogeneities in
the patient, the most commonly applied dose calculation algorithm for particle ther-
apy is pencil beam. For example, in most models, the proton pencil beam algorithm
factorizes into a depth-dependent term, proportional to the central axis depth dose
curve for a broad beam, and a lateral fluence distribution that includes the effect of
multiple Coulomb scattering. The lateral fluence distribution is usually decomposed
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into a large number of small pencil beams, whose parameters are scaled to model
the effects of media heterogeneities. In the case of pencil beam scanning (i.e. beam
delivery system), the same algorithm is used but modified as a discrete summation.

The central axis depth-dose curve can be described by analytical approximations
([5], Eqs. 8, 9), taken from measurements or from theoretical calculations [74]. The
lateral fluence distribution for any pencil beam can, at first approximation, be analyt-
ically described by a Gaussian shape with a standard deviation σ or small angles, but
deviates from the Gaussian shape for larger angles (an accurate multiple Coulomb
scattering theory was developed by Molière in 1948). Empirical formulae and para-
meterizations based on a theoretical background were then described to predict σ as a
function of beam energy and depth in media [19, 32, 33]. An experimental procedure
for the determination and verification of the parameters used in a proton pencil beam
algorithm has been presented [71], as well as approximations that may be used for
the lateral fluence distribution, beam energy modulation and lateral penumbra in the
presence of compensators. An improvement of the algorithm for heterogeneous slab
geometries and based on an additional 2D scaling of the lateral proton fluence was
then described [72], and was further generalized to any heterogeneous geometry and
scattering power model [80].

The first component of the lateral fluence distribution is then described analyti-
cally, based on a two-dimensional symmetric Gaussian function, given by Eqs. (10)
and (11):

D1(X,Y ,Z) = D(Z) × 1(
2πσ(Z)2

) exp

⎛
⎝−

[
(X − X0)

2 + (Y − Y0)
2
]

2σ(Z)2

⎞
⎠ (10)

σ(z)2 = σbeamline(z)
2 + σtissue(z)

2 (11)

where (X0, Y0) are the coordinates of the pencil beam axis, σ escribes the total lateral
spread of the beam, σbeamline and σtissue account for the beamline dependent scattering
and multiple Coulomb scattering within the tissue at depth z, respectively.

Dose Algorithms for Scanned Pencil Beams

In high-energy particle beams, nuclear reactions are responsible for removal of pri-
mary particles from the incident beam, as well as production of fragment particles,
resulting in a tail of the beam lateral dose distribution at more than three standard
widths away from the central axis. As shown in Fig. 2, the main reaction products
for a proton pencil beam are secondary protons, including alphas and deuterons. The
most important dose contributions are those from secondary protons (as much as
10% of the total dose).

The effects of these large-angle scattered fragments (produced by nuclear inter-
actions) or large angle Coulomb scattering of primary particles on the physical dose
distribution are accounted for in treatment planning systems by a sum of Gaussians
fitted with measured or simulated data. As proposed by several authors [55, 69] for
protons, the transverse dose profile of a scanned particle beam is modelled as the
superimposition of at least two Gaussian distributions. In this model (see Eq.12),
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Fig. 2 Lateral profile of a pristine 160 MeV proton beam (sigma in air of 5 mm) in water at
mid-range (at depth = 8.5 cm) showing the transverse dose distribution for different secondary
components. Data are from GEANT4.9.3/GATE6.2 simulations

the first Gaussian component (G1) describes the primary particles, whereas the sec-
ond component (G2) describes the beam halo from large angle scattered particles.
Figure3 presents an example of comparison between Monte Carlo simulated data
and calculations based on a three Gaussians parameterization (from TPS ISOgray,
Dosisoft).

As the exact extent of nuclear contribution at large scattering angles is not properly
validated by calculation models nor separately accessible by measurements, several
analytical approximations or fitting procedures have been described to determine the
weight w and functional form of the second component in Eq. (12) for proton beams
[69] or ions [34, 68]. Different parameterizations based on accurate measurement for
a 177 MeV proton beam and description of the distinct components from a physics
point of view have also recently been proposed [20].

D(X,Y ,Z) ≡ D(Z) × [(1 − w)G1(X,Y ,Z) + wG2(X,Y ,Z)] (12)

Monte Carlo Simulations

However, fast analytical algorithms present several limitations in terms of accuracy
of calculation and more accurate dose calculation codes are needed, for example
in very heterogeneous geometries where the effects of diffusion might be exces-
sively smoothed and hot or cold spots may be underestimated. Monte Carlo dose
calculations are considered to be the most accurate method to compute doses in radi-
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Fig. 3 Lateral profile of a pristine 180 MeV proton beam (sigma in air of 4 mm) in water at
mid-range (at depth = 10 cm) showing the transverse dose distribution: simulated data from
GEANT4.9.3/GATE6.2 (solid line), model with a superimposition of three Gaussians (crosses).
The contributions of the different terms in the fit are also shown

ation therapy, as Monte Carlo simulations take into account the physics of particle
interactions on a particle-by-particle basis using theoretical models or experimental
cross-section data for electromagnetic as well as nuclear interactions. Monte Carlo
dose calculations also consider tissue inhomogeneities by using material properties,
atomic elemental composition, electron density, mass density or ionization potential,
and secondary particle tracking. Themain advantages of these codes in radiation ther-
apy are that they can be used as references for validation purposes, for simulations of
the components of the treatment head and to extract parameterized phase spaces for
complex beam delivery systems. They can also validate or be used for the commis-
sioning of beamdelivery systems, and the quality assurance of clinical beamdelivery.
Therefore, although the main well-known Monte Carlo codes (MCNPX, GEANT4,
and FLUKA) were initially designed for simulations in particle and nuclear physics,
all of them have been successfully used in the field of particle therapy, as illustrated
by the following examples.

In the framework of research studies, the Centre Antoine Lacassagne installation
has been modelled in MCNPX [30, 31] to provide absolute dosimetry and indepen-
dent monitor unit calculations for ophthalmological proton beam therapy. Also with
MCNPX, a partnership between several French teams (Institut Curie, CEA/IRFU,
IRSN) has led to the modelling of all Institut Curie passive beam lines [61, 70], and
extensive comparisons of proton and neutron dose calculations versus experimental
measurements have been performed. The MCS algorithm of MCNPX was modified
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Fig. 4 Comparison of central axis depth dose in water (120 mm diameter field, 140 MeV SOBP
and pristine Bragg peak). Data are from CC13 ionization chamber measurements (solid line) and
GEANT4/GATE MC simulation (circle)

in order to improve the modelling of multiple Coulomb scattering in the case of thin
foils [70].

GATE (Geant4 Application for Emission Tomography) is an advanced and versa-
tile open source software,which contains tools dedicated to radiotherapy applications
[37, 38, 60]. A Monte Carlo simulation of the IBA active scanning system with this
platform, a reference physics list and a list of optimized parameters have been pro-
posed for proton therapy [21–23]. An example of calculation using this platform is
shown in Fig. 4 for a spread-out Bragg peak (SOBP) of a passive beam line.

In the framework of nuclear imaging for hadron therapymonitoring, nuclear mod-
els implemented in GEANT4/GATE and FLUKAwere compared for monoenergetic
protons and carbon ions, showing discrepancies between the two codes in terms of
the spatial and time distributions of secondary particles [58].

Until very recently, Monte Carlo dose calculation, including treatment head sim-
ulation and dose calculation for passive scattering or beam scanning delivery were
not commercially available. The main challenges for fast and reliable MC codes are
to decrease the computer calculation time, while maintaining reliability, and to pro-
vide users with tools for automatic conversion of HU values, DICOM RT-ION and
3D dose or phase space outputs. Consequently in collaboration with several French
teams (CEA/LIST, InstitutCurie,DOSisoft, CentreAntoineLacassagne,CEA/IRFU,
INSA Lyon), a code (called PROUESSE) based on the Monte Carlo code PENE-
LOPE [59] has been developed for proton-induced dose calculations and is currently
in the process of validation. Furthermore, parallel architecture, for example based on
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graphical processing units (GPU), is now very frequently addressed in new versions
of Monte Carlo codes [3] or dose calculation engines in TPS, opening the way for
four-dimensional or real-time treatment planning.

3 Beam Delivery Techniques

Three main delivery techniques are used in particle therapy. One is called passive
or double scattering (DS) and consists of producing a broad beam, and is the deliv-
ery technique most commonly used worldwide. The two other delivery techniques
are called uniform (US) and pencil beam scanning (PBS) and consist of magneti-
cally scanning several pencil beams over the target volume, with the possibility of
modulating the path, energy and intensity of the beams.

3.1 Passive Scattering Technique

To achieve the necessary uniformity of the radiation field required for clinical treat-
ments (within a few percent), many methods for lateral spreading of particle beams
have been investigated. The passive systems, composed of single or double scatterers,
are one of the main techniques used to achieve conformal beams [50]. In a double
scattering beam line, the dose is delivered with good conformity to the lateral and
distal edges, but not to the proximal edge of the tumour. For this purpose, the range
of different Bragg Peaks is adjusted with a range-shifter, while a second scatterer
laterally enlarges the beam size. A dynamic wheel (e.g. aluminium propeller), that
can be synchronized to the beam source in each case, is used to adjust the modulation
value (a characteristic spread-out Bragg peak is shown in Fig. 4). Sets of collimators
along the beam line limit secondaries, and divergent brass collimators, personal-
ized to each patient, are used to obtain a smaller lateral penumbra at the end of the
beamline. A range-compensator is used to achieve accurate distal target dose con-
formation. For example, at Institut Curie, compensators are made of Lucite blocks,
manufactured with a computer-controlled drilling machine according to the target
volume and each individual patient’s anatomical data. Patients are usually preferably
treated in the horizontal position, immobilized on a patient table, but sometimes in
supine, prone or seated positions. To irradiate patients with all degrees of freedom,
patient supports are usually mounted on robotic arms, which allow rotations and
translations with few angular restrictions [47].

3.2 Uniform Scanning

The Uniform Scanning systems (for example those of IBA for proton beams) can
deliver uniform transverse dose distributions up to 40x30 cm2 treatment area. The
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beam is scanned continuously according to a predefined scanning pattern. Two per-
pendicular dipole magnets scan a large spot along a fixed pattern at a constant fre-
quency. The optimal beam spot size is determined by the system to achieve the
required field size and uniformity for all layers. The scanning amplitude is also
related to the field size and beam diameter: the scanning area is defined as the uncol-
limated proton field projected at the isocentre plane. Patient-specific apertures and
range compensators are used to laterally and distally shape the radiation field appro-
priate for treatment. Minor, if any, modifications of the treatment planning system
dose calculation algorithms are assumed from double scattering to uniform scanning.
Indeed, the main differences between US and DS concern the transverse characteris-
tics and absolute values of lateral penumbras, usually customizable in the TPS beam
data library. The uniform scanning method also has a few advantages over passive
beam delivery systems, mainly due to a smaller thickness of scattering material, as
the transverse and distal penumbra widths show a slight improvement in comparison
to those achieved with scattered beams for an equivalent field size. The maximum
field size, the maximal range in water as well as the modulation width of a spread-out
Bragg peak (SOBP) can also be slightly increased at a given accelerator energy.

3.3 Pencil Beam Scanning

With intensity-modulated particle therapy (IMPT) techniques, a narrow pencil beam
is scanned magnetically over the target volume, while both the energy and the inten-
sity of the beamaremodulated: pristineBragg peaks of a fewmillimetres are obtained
and can be scanned transversally at average speed of a few m/s. Between two spot
irradiations, the beam is usually turned off during magnet and energy modifications.
Just as IMRT with photons led to vast improvements in conventional radiotherapy,
simulations show that IMPT can provide significant improvements and much more
conformal dose distributions. For IMPT, a discrete fluence map is optimized and
converted into a set of continuous time-functions describing the beam position and
current required for continuous beam scanning.

Twomethods can be used for intensity-modulated proton therapy: the first is called
single field uniform dose (SFUD) and the second one is called intensity-modulated
proton therapy (IMPT). In SFUD, the extent of the spread-out Bragg peak is matched
to the thickness of the target volume on each pencil beam axis. The modulation of the
pencil beams is limited in the transverse plane in order tominimize the proximal dose
to the target volume and to maintain a uniform dose distribution in the tumour. With
the IMPT technique, Bragg peaks are distributed in three dimensions throughout the
volume with free optimization of the intensity of each individual Bragg peak. As
shown in Fig. 5, the definition of spot geometry and assignment of initial weights
depend on the optimization procedure and must take into account accurate beam
modelling to ensure correct coverage of the target.
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Fig. 5 Diagrams and representative depth-dose curves for a SFUD and b IMPT approaches to
pencil beam scanning proton therapy (from [44])

4 Treatment Plan Optimization

Many special issues in treatment planning optimization for particle therapy are cur-
rently being addressed: multi-criteria optimization, sensitivity to the delivery uncer-
tainties for inhomogeneous fields, radiobiological effects that can be included in
pencil-beam based inverse optimization (through linear energy transfer (LET) calcu-
lations). The degeneracy of solutions in treatment planning can be used to incorporate
management of uncertainties, especially in the optimization process. However, opti-
mization techniques differ between the main beam delivery methods (i.e. passively
scattered and scanned beams). With the double-scattering technique, optimization is
based on manual operations and a set of practices and tools. For example, some of
the following parameters can be adjusted: the compensator can be enlarged to guar-
antee target coverage even in the presence of small misalignments, narrow target
extensions, or internal organ motion, the beam angles can be optimized to mini-
mize or avoid consequences from high-gradient changes in density (bone-air) and
reduce integral dose to healthy tissues, beams that pass throughmetal implants can be
avoided because of range uncertainties associated with artefact in images especially
near critical structures, and field overlapping on skin is usually alsominimized. Treat-
ment angles are also selected manually (only a few beams are usually used in pencil
beam scanning or ion therapy, as dose conformation is excellent), sometimes with
the help of accurate 3D visualizations available in TPS. Intensity-modulated particle
therapy, made possible by pencil beam scanning, is based on inverse planning and
can lead to significant improvements in particle therapy [44]. A discrete fluence map
is optimized by the treatment planning system, and is converted into a set of beam
weights. The optimization problem is based on the minimization of the cost function
that expresses the difference between the planned dose D0 and the calculated dose
Dj (Eq.13) for the set of beam weights w (Eq. 14). Iterative algorithms are used to
find the solution of this problem, which reflects the physician’s requirements by the
use of dose-volume constraints and objectives.
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There is a linear relationship between the dose Dj to the point of calculation j and
the beam weights wi:

Dj(x, y, z) =
∑
i

wi × Dij(x, y, z) (13)

where Dij is the dose contribution of pencil beam i to the point of calculation j.

w = [wi] = min
w

⎧⎨
⎩

∑
j∈structure

gj2 × (
Dj(x, y, z) − D0

)2
⎫⎬
⎭ (14)

where gj is the importance factor to the point of calculation j.
The problem in Eq. (14) can be reduced to solving a quadratic equation. Boundary

conditions have to be added to take into account the non-negativity or minimum
constraints for beam weights (for example, depending on the machine, there is a
minimum value for monitor units and beam-on time), and possibly constraints on
calculated doses for certain points. The projected conjugate gradient with penalties
is a relevant algorithm for such problems and is implemented in some TPS (ISOgray,
Dosisoft).

4.1 Robustness

Range uncertainties constitute themost significant risk in particle therapy, andmay be
initially managed by applying margins that expand the distal target volume (the cur-
rent standard is to use linear scaling of stopping power and apply a range-uncertainty
margin of ≈3% + 1 mm). However, this approach does not guarantee robustness
of the treatment plan, as uncertainties may combine and distort the dose in a non-
linear way.

Table 1 Indicative overview of strengths (+) and weaknesses (−) of the various beam delivery
techniques, as these parametersmay vary according to acceleration type and optimization algorithms

DS US SFUD 3D-IMPT

Optimization No No Single-field Multi-field

Homogeneity Yes Yes Yes no

Integrated boost No No No yes

Robustness (setup errors) − − + +

Robustness (motion errors) + + − −
Target size − + + +

Treatment time ++ + − -

Neutron contamination − + ++ ++

Conformity − + + ++
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Various other approaches to ensure robust IMPT have been investigated by dif-
ferent teams worldwide: the “worst case scenario” [45] selects the best plan, while
considering minimum and maximum doses in the target and healthy volumes for a
limited number of range errors and shifted positioning scenarios. This strategy was
subsequently refined assuming prior knowledge of the probability distribution of
the uncertainty [75]. A multi-criteria optimization (MCO) framework has also been
introduced to investigate the trade-offs between conformity and robustness when
selecting clinically achievable plans [9] (Table1).

5 Clinical Aspects and Status

The clinical experience acquired worldwide in hadron therapy at the end of 2014
exceeds 118,000 patients and 15,000 patients for proton therapy and carbon ther-
apy, respectively [41]. For example, current indications for protons and carbon ions
include unresected or incompletely resected locally aggressive tumours located close
to healthy critical structures, while paediatric malignancies that require improved
tolerability of radiation are considered to be a priority for proton therapy. Detailed
information can be found in recent articles and reviews [26].

5.1 Particle Type Selection

Although selection of the optimal type of ion remains a relevant topic of discussion,
new facilities are now offering proton and carbon ions (for example, a manufacturer
such as IBA, is developing hybrid systems), usually close to the photon therapy
facility, raising the question of the preference of one type of particle over another.
On the one hand, limited data are available concerning the toxicity of particle-based
treatments and there is insufficient evidence to recommend the use of particles in
many disease sites, making further clinical research programmes essential. On the
other hand, reduction of the integral dose and increased RBE in the distal part of
the physical dose distribution makes ion therapy highly attractive in challenging or
radioresistant tumours. For example, in the case of skull base tumours, the overall
conformality of combined photon-proton treatments has been discussed [18] to assess
the clinical benefit of exclusive particle therapy. In the case of spinal locations, 3D
conformal, IMRT, VMAT, tomotherapy and proton therapy have been compared in
terms of dose escalation possibilities [77]. As discussed in Habrand 2009, the major
advantage of proton therapymight concern paediatrics due to the potential for sparing
normal tissues, butmore clinical data and careful assessment of long-term side effects
in children are needed. Prospective studies will inevitably be conducted, in parallel
with optimization of dose delivery over time (dose escalations, hypofractionation),
integration of particles into multimodal treatment and their implications on treatment
planning.
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5.2 Matching and Patching Fields

To improve conformality and reduce the dose to organs at risk, a dose delivery tech-
nique called “patching”, specific to passive scattering in particle therapy, can be used.
A multiple beam ballistic (usually two or three beams) is used to partially cover a
complex shaped target volume while avoiding critical structures. In two-field patch-
ing, the beams are combined so that the distal edge of the first patch field is designed
to stop on the lateral penumbra of the second through field (two typical examples are
shown in Fig. 6). The distal fall-off of the first field and the lateral penumbra of the
other field are matched to the 50hot spots. However, the dose distribution along the
patch junction is generally non-uniform because of tissue heterogeneities, hetero-
geneous dose gradients and a lack of analytical tools in treatment planning systems
to take the scattering effects into account in the design of compensators. Therefore,
patching and matching are always located within the target volumes, sometimes with
small overshoots, as hot spots may not be detrimental if they are located within the
target areas. To reduce the uncertainties, several patching fields are usually combined
in order to create different shifted junctions that can be alternated every day and to
minimize the dose delivered by each field.

5.3 Plan Review

Treatment planning review and assessment of doses distributions in proton or ion
therapy use the same tools as in 3D conformal radiation therapy. For instance, many
important parameters of an organ at risk or target volume dose distribution can

Fig. 6 AxialCT imageswith dose display in percent for typical chordomacases,with a combination
of patch/through fields: a three fields which irradiate anterior and posterior portions of the target
while avoiding brainstem, b two fields avoiding spinal cord
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be evaluated by inspection of the cumulative dose-volume histogram (DVH). The
probability of achieving tumour control (called tumour control probability TCP), or
complications for healthy structures (called normal tissue complication probability
NTCP) can be used to describe the dose–response relationships for normal tissues or
targets, using sigmoid-shaped formulas. In particular, generalized equivalent uniform
dose (gEUD) can be used as an input parameter for such probability models (Eq.15).
ThegEUD,whichmeasures the physical dose for non-uniformly irradiated structures,
while taking into account a biological dose response, is given by:

gEUD =
(∑

i

(
viD

a
i

)) 1
a

(15)

where vi is the volume fraction of the dose bin corresponding to the dose Di and a
characterizes the dose response behaviour of the OAR.

gEUD, with a value expressed in Gray, provides a simple method to compare
treatment plans from different optimization results, can be a better prognostic pre-
dictor for late effects than the mean or maximum doses usually considered and can
be easily used to formulate objective functions for IMRT or IMPT optimization. For
example, this concept has been applied to determine optimal parameters of a gEUD-
based NTCP for a group of patients with long-term follow-up data after skull base
proton therapy [12].

6 Protons and Ions: Similarities and Comparisons

Clinical experience with the various types of ions is limited and is now becoming
overwhelmingly dominated by carbon ion therapy. A comparison between proton
and carbon ion therapy has been proposed [78] that includes many aspects of therapy
in practice. A few aspects are highlighted here.

For example, proton beams have a lower RBE (1.1) than carbon ions (1.5–4): the
uncertainties in the RBE and actual dose calculations are smaller for protons, but the
increased RBE in the Bragg peak of carbon ions may increase TCP for challenging
tumours. The angular spread of charged particles and the lateral penumbras increase
in both beam line and patient. However, the angular spread for heavy ions is much
smaller than for protons or X-rays (particularly for high beam energies for which
scattering can even be neglected in some dose calculations) and constitutes a partic-
ular advantage of heavy ions compared to other radiations. In addition, as multiple
scattering in air is an important contributor to lateral penumbra, especially at low
energies, the use of patient apertures (even with scanned beams) and minimization
of the air-gap between the aperture (or if necessary the range-shifter) and the patient
may be required to achieve best penumbras. The dose of secondary lighter fragments
created by nuclear fragmentation in the case of heavy ions produces a tail (which
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does not exist for protons) in the depth dose curve at large depths: this nuclear frag-
mentation must be modelled to obtain a sufficiently accurate model of RBE and dose
distribution for spread-out Bragg peaks. Range straggling with depth is markedly
reduced for carbon ions compared to protons: the distal fall-off is much smaller for
carbons, thus potentially requiring the use of a ridge-filter to improve the flatness in
the spread-out Bragg peak, taking into account the biologically effective dose.

7 Radioprotection, Neutron Contamination

The high energies of the primary beam (from several dozen to several hundredMeV)
commonly used in particle therapy are able to generate secondary neutrons through
nuclear reactions within the different beamline components and the patient himself.
In addition, the TPS used in routine clinical practice do not take into account sec-
ondary neutrons when calculating doses from primary particles and do not consider
the elevated biological effectiveness of secondary and scattered neutrons from the
treatment head.

Dosimetric studies on neutron doses have shown that particle therapy, especially
with scanning techniques, could possibly lead to a further reduction in second malig-
nancies because of the following factors: higher conformality because of the much
lower entrance dose and no exit dose, less neutron scatter and, in many cases, fewer
beams are needed to achieve good dose conformation. However, these findings may
vary according to the beam delivery technique. As reported by Zheng et al. [83], a
similar behaviour of neutron dose equivalent dependence on patient-specific beam
parameters is expected betweenpassive scattering anduniformscanningprotondeliv-
ery systems. The neutron dose equivalent per absorbed dose is also expected to be
slightly lower for uniform scanning beams than for passive scattering beams. The
contribution of secondary neutron is expected to be the lowest for pencil beam scan-
ning techniques, due to the absence of scattering devices in the treatment nozzle,
patient apertures or compensators [16]. In reality, these findings could be mitigated
by the possibility of using a range-shifter and the recent reintroduction of shaping
devices to improve lateral penumbra. After having precisely characterized the sec-
ondary neutron doses received by paediatric patients treated for intracranial tumours
[62], some authors are now developing facility-specific analytical models that could
replace time-consuming MC calculations to assess accurate doses to healthy organs
[17]. Furthermore, comparisons of the neutron contaminationbetweenphoton, proton
and ion therapy (for passive and scanning techniques) have shown that the out-of-field
dose from secondary neutrons was lowest for ions (protons followed by heavier ions)
delivered by scanning, followed by passive modulation, and finally by high-energy
IMRT photons [73].
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8 Biological Modelling

The biological effect of a given dose distribution differs between protons and other
light ions. A constant relative biological effectiveness (RBE) equal to 1.1 is usually
assumed for protons, while the RBE for other light ions varies substantially and must
be estimated by mathematical models. Consequently, the radiobiological response
of cells to particle deliveries has been extensively studied and its dependence on
dose/fraction, position in the irradiated volume, beam energy and tissue has been
characterized. The fraction of surviving cells as a function of dose is usually described
by the linear-quadraticmodel (Eq.16), whereα and β are the parameters of themodel,
associated with initial slope and curvature for a single dose D. As experimental
observations indicate a linear trend at high doses, the model has been modified and
extrapolated by a straight line at doses higher than a threshold Dt [2].

S =
{
exp

(−αD − βD2
)

exp
(−αDt − βD2

t − (α + 2βDt) · (D − Dt)
) for

for
D < Dt

D ≥ Dt
(16)

The RBE is defined as the ratio of the doses required by two radiations to cause
the same level of effect. At a certain particle dose DP, the RBE can then be expressed
(Eq.17) as a function of the parameters αX, βX and αP, βP (X refers to the reference
radiation while P refers to the ion radiation).

RBE(αX , βX , αP, βP,DP) =
√

α2
X + 4βXDP(αP + βPDP) − αX

2βXDP
(17)

8.1 Microdosimetry

Microdosimetry can be defined as the estimation of the energy probability distribu-
tion imparted in an irradiated volume of matter, whereas dosimetry is the estimation
of themean energy imparted at one point of an irradiated volume ofmatter. In particle
therapy, the spatial distribution of energy depositions (linear energy transfer analo-
gous) and the amount of energy deposited in a volume (dose analogous) influence
the relative biological effectiveness of radiation and must be defined experimentally
or theoretically. Depending on the application area (microscopic or macroscopic),
different physical quantities (stochastic or mean values) are then essential to define
the biophysicalmodels of radiation effects. For example, the LET concept, based on a
meanvalue, has beendeveloped as an approximationof the energy transfer by charged
particles. The lineal energy y and the (frequency or dose) mean lineal energy, being
stochastic values, are microdosimetric quantities that are commonly used to estimate
biological effectiveness on scales similar to a mammalian cell nucleus (see section
RBEmodelling for ions). As a detailed review of the radiobiological modelling based
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on these concepts is beyond the scope of this chapter, only a few definitions and a
brief summary of some recent improvements in the main models used in particle
therapy will be presented in the next sections.

8.2 RBE Modelling for Protons

The use of a generic RBE of 1.1 at 2Gy in clinical proton therapy appears to be
reasonable in view of the lack of experimental data to define accurate RBE models
and the lack of clear clinical evidence for RBE variations [54]. Experimental in vivo
and clinical data have also shown that this generic RBE value seems to be appropri-
ate. However, many authors have reported variations of the RBE with depth in the
spread-out Bragg peak proton beams used for treatment [6, 11], as well as signif-
icant differences in the final range and linear energy transfer, which can modulate
biological effectiveness [53]. Indeed, wide-angle proton-proton scattering, nuclear
interactions, and internally or externally produced neutrons are part of the physical
processes involved in proton therapy. Some of these physical processes are not com-
pletely modelled in dose calculations by treatment planning systems, mostly based
on measured data and water equivalent approximations. To account for this variable
RBE in treatment planning, a few RBE models have been specifically developed for
proton beams.

8.2.1 Definitions

Based on the observations that the maximum RBE for proton beams is observed
at LET values around 30 keV/μm and that high LET values are of little practical
relevance in clinical proton therapy, most biophysical models for the prediction of
the RBE have been developed by assuming a linear relationship between RBE and
LET. A few common definitions are provided below.

The dose-averaged LET (LETd) distributions can easily be obtained from Monte
Carlo simulations (Eq.18) as a function of local particle spectrum and stopping power
S taking into account primary particles, or from analytical calculations (Eq. 19) as a
function of the mean stopping power:

LETd(z) =
∫ ∞
0 ϕE(z)S2(E)dE∫ ∞
0 ϕE(z)S(E)dE

(18)

where ϕE is the local particle spectrum at depth z with energies ranging between E
et E +dE.

LETd(z) =
〈
S (z)2

〉
〈S (z)〉 (19)

where 〈S(z)〉 is the mean stopping power at depth z.
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The absorbed dose D (or energy imparted per unit mass) can be expressed as a
function of the beam fluency and LET (Eq.20):

D = 1.6 × 10−5 ×  × LET

ρ
(20)

with D in Gy, σn cm−2, LET in keV/μm, and ρ the mass density in g/cm3.
For example, assuming a 0.5 keV/μm LET value for a 200 MeV proton beam,

the fluency to deposit 1Gy in water would be 1.25 Gp/cm2, (i.e. 12 p/μm2). This
means that a cell nucleus (≈5μm diameter) would be crossed by 235 particles, each
0.25μm apart. For alpha particles or gamma rays, this value would vary between a
few tracks and a thousand tracks, respectively.

8.2.2 LET-RBE Models

The RBE can then be obtained by several parameterization as a function of LET,
dose and tissue-specific parameters α/β, s described below:

• For one selected type of cells and a LET less than several dozen keV/μm (Eq.21,
[81], Eq.22, [10]), the following two approximations have been proposed:

αP(LET) = α0 + λLET (21)

or

αP(LET) = α0 + 1 − e−λ1.LET 2

λ2
(22)

(α0 and λi have to be fitted to the experimental data for the tissue considered).
To ensure equality between low LET protons (≈0.5 keV/μm) and photons, as
frequently observed experimentally, the following assumption can be adopted
(Eq.23):

α0 = αX − 0.5.λ (23)

• Fits to a dozen cell lines result in the following two parameterizations of the
previous linear relationship (Eq.24, [79], Eq.25, [8]):

αP(LET) = αX(1 + 0.434 × βX

αX
× LET) (24)

or

αP(LET) = αX

(
0.843 + 0.154 × 2.686 × βX

αX
× LET

)
(25)
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• In most of the literature, the quadratic parameter β is assumed to be constant (βP =
βX) and LET-independent. However, several authors have shown experimentally
that the β values for some cell lines appear to be LET-dependent. Therefore, one
model (Eq.26) explicitly assumes a dependency of β on LETand proposes a fit to
experimental data (V79 Chinese hamster cells with mean (α/β)X = 2.686 Gy) of
the behaviour of

√
(βP/βX) as a function of LET [7, 8]:

βP(LET) = βX

(
1.09 + 0.006 × 2.686 × βX

αX
× LET

)2

(26)

An example of calculation of the RBE-weighted dose with the “Wedenberg” para-
meterization for a spread-out Bragg peak is given in Fig. 7.

8.3 RBE Modelling for Ions

The complex dependencies of the RBE for ions (with depth in tissue, applied dose,
cell type, biological endpoint, particle type) have led to the development of several
models to estimate RBE. Two main radiobiological models have been proposed,
based on different physical and biological models already integrated into existing
TPS (not yet used in France except for research purposes): the first one is used in

Fig. 7 Comparison of simulated LETd, measured (circle) and calculated (dotted and dashed lines)
RBE-weighted dose (for D37 endpoint, HeLa cells) of 58 MeV proton beams
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Japan (HIMAC, NIRS) and is based on the microdosimetric kinetic model (MKM)
developed by Hawkins [27–29], whereas the secondmodel is used in Germany (GSI)
and is based on the local effect model (LEM), now in its 5th version [67].

• The MKM combines assumptions from microdosimetry with kinetic relations for
lethal lesions and sublethal lesions that are not repaired. Cell survival is then
correlated with stochastic dose deposits in the volume of a small sensitive site
(called domain with diameter d < 1μm) within the cell nucleus.

αP(E) = α0 + βX × 4ȳd(E)

πd2
(27)

In Eq.27, the term 4ȳd (E)

πd2 stands for an approximation of the mean specific energy
deposited by a single event in a spherical domain composed of water, and is
calculated from the mean lineal energy yd. For high LET (above 100 keV/μm),
the mean lineal energy is usually corrected for a saturation effect of the RBE. In
practice, and according to the Wilkens model (Eq.21), α0 and βx are independent
of the radiation quality and equal to the cell-line parameters in the limit of zero
LET.

• The LEM relates the response of biological systems after ion irradiation to the
response after X-ray irradiation, and uses a parameterized dose-response curve
derived from experimental photon data. It assumes that the biological effect of
irradiation is determined by the spatial dose distribution inside the volume of a
small sensitive site within the cell nucleus (nm scale as compared to the μm scale
ofMKM). By doing so, it also takes into account the biological effectiveness of the
various nuclear fragments. LEM has been further improved to take into account
clustered DNA damage [15].

9 Conclusions

In this chapter, we have provided an overview of the treatment planning procedure
in proton and particle therapy. The main advantages and uncertainties of the cur-
rent delivery systems have been described and, in particular, the special issues in
planning for pencil beam scanning that are currently being addressed (multi-criteria
optimization, sensitivity to delivery uncertainties, radiobiological effects that can be
included in inverse optimization by LET calculations). The very promising results
demonstrated with Monte Carlo codes (considered to be the most accurate methods
to compute doses in radiation therapy) have led the community to evaluate fully
integrated Monte Carlo dose calculations, which could also validate or be used for
the commissioning and quality assurance of clinical beam delivery. In contrast with
photons, protons and ions present the advantage of stopping at a given depth (at
the site of the tumour) with reduced straggling, implying a significant reduction of
integral dose to surrounding tissues. However, range uncertainties still represent one
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of the major limitations to clinical application of the full potential of hadron ther-
apy, and accurate modelling of relative biological effectiveness also remains highly
challenging.
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