Detecting Inconsistencies in Revision
Problems

Fabian Schmidt, Jorg Gebhardt and Rudolf Kruse

Abstract When dealing with complex knowledge, inconsistencies become a big
problem. One important aspect of handling inconsistencies is their detection. In this
paper we consider approaches to detect different types of inconsistencies that may
occur in the formulation of revision problems. The general discussion focuses on the
revision of probability distributions. In our practical analysis, we refer to probability
distributions represented as Markov networks.

1 Introduction

One important aspect of maintaining knowledge for knowledge based systems is
the ability to react to changes in beliefs quickly and frequently. Therefore, methods
have been developed to properly adapt knowledge to new beliefs. One important
aspect of proper adaptation is formulated in the principle of minimal change [9],
which states that in order to incorporate given new beliefs, only absolutely necessary
changes have to be made in a knowledge base. This means, after the incorporation of
the new beliefs, the knowledge base should be as close to the original one as possible,
in an information theoretic sense. The revision operation has been introduced as a
belief change operation that applies new beliefs respecting this principle [7]. From
the perspective of knowledge based systems, further properties a revision operation
should satisfy have been formulated as postulates in [1, 5, 13]. How to approach
revision algorithmically has been outlined in [6], and computational considerations
have been made in [18]. Our work focuses on the revision of probability distribu-
tions as it has been introduced in [10]. In this context the revision operation has been
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successfully implemented for Markov networks [2, 11] using iterative proportional
fitting [21, 23]. This method is well known in the area of statistics and shows bene-
ficial properties for our context. Markov networks are a suitable tool to decompose
high-dimensional probability spaces into a number of smaller low-dimensional prob-
ability distributions. They belong to a group of techniques called graphical models
[15, 16, 19, 24].

The growing complexity and interconnectedness of knowledge bases and an
increasing number of new beliefs lead almost inevitably to inconsistencies in the
formulation of revision problems. In almost any type of knowledge based sys-
tems, inconsistencies render the underlying upon useless and should consequently
be addressed. In this contribution we focus on inconsistencies during the revision of
probability distributions. This is a multi-facet problem and different aspects of it have
been introduced in [22]. Furthermore, two types of inconsistencies and a revision
control algorithm have been described in [12].

In this work we focus on the important aspect of detecting the presence of inconsis-
tencies in a given revision problem. In Sect. 2 of this paper, we will formally introduce
the revision operation, specify what a revision problem is, and define revision incon-
sistencies. Section 3 then discusses how the problem of detecting inconsistencies can
be approached, deals with different classes of possible solutions as well as a short
analysis on the usability of the given classes in our scenario. In Sect.4 we look at the
detection of inconsistencies from the point of view of an application using Markov
networks. Section5 then concludes the paper and provides some ideas for future
research.

2 Fundamentals

In this section we will describe the revision operation, define the revision problem,
and specify what inconsistencies are in that context.

2.1 The Revision Operation

This work focuses on the revision of probability distributions and we therefore define
it in this context.

As mentioned before, the goal of (probabilistic) revision is to compute a poste-
rior probability distribution which satisfies given new distribution conditions, only
accepting a minimal change of the quantitative interaction structures of the underly-
ing prior distribution.

More formally, in our setting, a revision operation (see [2, 12]) operates on a joint
probability distribution P(V) on a set V = {X}, ..., X, } of variables with finite
domains £2(X;),i = 1, ..., n. The purpose of the operation is to adapt P (V') to new
sets of beliefs. The beliefs are formulated in a so-called revision structure X =
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(0'5)521. This structure consists of revision assignments o, each of which represents
alow dimensional (conditional) probability assignment. The pair (P (V), X') is called
revision problem.

The result of the revision, and solution to the revision problem, is a probability
distribution Py (V) which

e satisfies the revision assignments (the postulated new probabilities)
e preserves the probabilistic interaction structure as far as possible.

By preserving the interaction structure we mean that, except from the modifi-
cations induced by the revision assignments in X, all probabilistic dependencies
of P(V) are to be invariant. This requirement ensures that modifications are made
according to the principle of minimal change.

It can be proven (see, e.g. [2]) that in case of existence, the solution of the revision
problem (P (V), X) is uniquely defined. This solution can be determined using itera-
tive proportional fitting [23, 24]. Starting with the initial probability distribution, this
process adapts the initial probability distribution iteratively, one revision assignment
at the time, and converges to a limit distribution that solves the revision problem,
given there are no inconsistencies.

2.2 Inconsistencies in the Context of the Revision Operation

Inconsistencies in the context of revising probability distributions have been analysed
in [12], and two types of inconsistencies of revision problems have been distin-
guished, which are inner inconsistencies and outer inconsistencies, respectively.

Inner consistency of a revision structure X' is given, if and only if a probability
distribution exists that satisfies the revision assignments of X'; otherwise we refer to
inner inconsistencies of X.

In Fig. 1, a simple example is shown where the given revision assignments con-
tradict each other and hence do not form a single probability distribution. The filled
entries in the left table represent the revision assignments. In the right table conse-
quences for the rest of the table are shown and one conflict is highlighted.

Given that there is a probability distribution that satisfies X, it is still possible
that due to the zero probabilities of P(V') the revision problem (P(V), X') is not

06 03 0,6 03 [0
027025 | [02025]0,0 |6/ (0.2+0,25=0,45)
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Fig. 1 Inner inconsistency
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Fig. 2 Outer inconsistency 0,1 05 0,4 0,1 05 0,4
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solvable. This is the case when one of those zero values would need to be modified
in order to satisfy the revision assignments. Such a modification of the interaction
structure of P (V') is not permitted during a revision operation. Therefore, a second
type of inconsistency is defined as follows:

Given that X has the property of inner consistency, the revision problem
(P(V), X) shows the property of outer inconsistency, if and only if there is no
solution to the revision problem.

Figure?2 illustrates an outer inconsistency. In the left table again the numbers
represent revision assignments. This time there are additional circles representing
zero values that cannot be changed during the revision operation. As before, the right
table shows consequences for the remaining table entries as well as an inconsistency.

3 Detection

Detecting the presence of inconsistencies amounts to calculating the posterior prob-
ability given some evidence and is therefore NP-hard [3, 25]. Hence, to determine
consistency we have to attempt the construction of a posterior probability distrib-
ution. If the construction is successful, the revision problem shows the property of
consistency. This is true for both types of inconsistencies we defined earlier. In fact
both problems can be transformed into one another. If one can solve the first problem,
one can solve the second problem by adding revision assignments representing the
zero values. The second problem is actually a generalisation of the first one - there
are simply no zero values present. Hence, by solving the second problem one can
solve the first one as well.

From this observation, we can infer that both problems have roughly the same
degree of complexity, where the first problem most likely needs less effort to calcu-
late. In the literature we found two general approaches to construct a high dimensional
probability distribution from lower dimensional probability statements, namely algo-
rithms that find either an approximating solution or exact solutions if there is one.
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3.1 Approximative Algorithms

There is a whole class of algorithms for finding entropy maximising solutions based
on the uniform distribution. More specifically, for Markov networks there are, for
example, parameter estimation methods based on maximum likelihood and maxi-
mum entropy [8, 15, 20]. These methods are potentially faster than the exact methods
and always give a result (either the exact one in case of consistency or an approx-
imation in case of inconsistencies). In order to use this kind of methods to detect
inconsistencies, one can follow a two-step process:

1. Create a candidate probability distribution
2. Check whether all revision assignments (and zero values) are satisfied

The first step is potentially faster than using an exact method. The second step,
which becomes necessary because we don’t know whether we have an exact solution
or an approximation, may require a significant number of checks.

3.2 Exact Algorithms

Methods based on iterative proportional fitting that do not use approximations to
speed up the process find entropy maximising solutions, can be based on any prob-
ability distribution, not just the uniform distribution. However, in case of inconsis-
tencies there are multiple limit distributions satisfying different subsets of revision
assignments. A single unique solution can only be obtained in the case of consis-
tency. In addition to this disadvantage, they are potentially slower since they are not
sacrificing accuracy for performance.

From a mathematical point of view, detecting inconsistencies with these methods
is straightforward. In case of consistency the iterative proportional fitting converges
towards a single unique probability distribution, which then also solves the revision
problem. Otherwise, it will find multiple limit distributions, each of which is satis-
fying a different subset of revision assignments. In practice, the problem is to decide
which of the two cases is present.

3.3 Further Remarks

In practical applications, detection is often embedded in the process of revising
probability distributions. For that reason, it is interesting to analyse whether the
constructed distributions already sufficiently solve the actual revision problem.
The approximative methods always deliver a distribution, even if inconsistencies
are present. This is a useful property for working with real world problems. However,
those methods maximise entropy towards the uniform distribution which is not what
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we need in our application. We found approaches in the literature that ,theoretically,
would make those methods maximise towards a specific non-uniform distribution
[4]. However, that would entail adding a large number of constraints to indicate all
the deviations of the wanted prior distribution from the uniform distribution. We
believe that the necessary effort then neglects the performance advantage due to the
additional constraints.

The exact methods work with any kind of prior probability distribution and max-
imise entropy against those. If they find a unique solution, it is also a suitable solution
for our revision problem. If inconsistencies are present, no unique solution can be
obtained. Nevertheless, for the revision of Markov networks, an approach has been
proposed in [14], that can resolve inconsistencies in a way that the resulting dis-
tribution solves the revision problem that is information theoretically closest to the
original problem.

4 Practical Application Using Markov Networks

In our practical application we use Markov networks to efficiently represent proba-
bility distributions. In this application the detection of inconsistencies is not a sep-
arate processing step, but it is embedded in an overall revision control mechanism
that detects inconsistencies, removes them and finally calculates the solution for the
(then possibly) modified revision problem. Consequently, we use an exact approach
based on iterative proportional fitting and the automatic elimination of inconsisten-
cies proposed in [14].

Since we use the revision of Markov networks we can leverage the benefits of
a decomposed probability distribution. This is done implicitly through the revision
algorithm, which uses propagation. The propagation algorithm as described in [17]
efficiently exploits the decomposition.

As mentioned previously, the problem of detecting inconsistencies in this setting
is to decide whether the algorithm converges towards a single distribution or is
oscillating between multiple competing distributions.

We identified several interconnected challenges when trying to decide whether
convergence is reached. In industrial applications any algorithm has to deliver a result
within a reasonable amount of time. Consequently, the number of iterations is usually
limited. Therefore, after that limit, the algorithm has to decide whether convergence
will be reached or not. We use a measure based on the sum of the differences between
revision assignments and their actual value in the distribution. This method works
well in many cases. However, we still have problems when the process converges
slowly, or runs into a local minimum.
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5 Conclusion

Detecting inconsistencies in revision problems is an important topic when using
revision to adapt knowledge to new beliefs. In this work we discussed different
approaches to detect inconsistencies in revision problems when using probabilistic
revision. Both presented types of inconsistencies can be detected using very similar
approaches. In this work we analysed two different classes of methods to detect
inconsistencies using constructive approaches. Both classes have their advantages
and disadvantages. In our setting we prefer the exact methods since, with slight
modifications, they allow us to use the detection and elimination of the occurring
inconsistencies in one step, and at the same time, they provide a usable solution to
our revision problem. However, under different requirements approximative methods
can potentially be better suited.

In the future our findings need to be verified by running tests on data from different
real world applications. Furthermore, although we did not find an approach to test for
inconsistencies other than to attempt the construction of a probability distribution,
there might be techniques in areas like statistics that obtain a solution faster and with
less calculation. Additionally, the problems with slow convergence and local minima
are of interest.
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