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Abstract. The evaluation of human-robot interaction (HRI) is still a major
methodological challenge. Despite the interdisciplinary nature of the field, socio‐
logically inspired contributions are still rare. This paper aims to introduce a
theory-driven method according to a sociological interaction concept to evaluate
HRI and identify aspects of successful and satisfying interaction experiences. It
combines Harold Garfinkel’s breaching experiments with a frame analysis
inspired by Erving Goffman. Sociologically, the method relies on a definition of
social interaction based on the symbolic interactionism paradigm.
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1 Introduction

The normative criteria for a successful interaction in the field of HRI usually relates to
the interaction being pleasant for the human being involved – without specifying further
how this pleasure is defined or measured. A common goal is to create an interaction
experience similar to the interaction with other human beings. Reflecting these trends,
two questions are of major interest: Firstly, which factors are important in evaluating an
interaction experience (reflecting critically on the assumption that it should be fluid and
smooth or as “natural” as possible)? And in direct connection with this, secondly, to
what extent and in which situations is an interaction similar to human-human interaction
preferred? With regard to this second question, the field of sociology – and especially
sociological theory – is promising in identifying factors constitutive of human-human
interactions and transferring them situationally to human-robot interactions.

In this paper, we want to present the outline of a theory-driven method for evaluating
HRI, which can address both questions at once. To this end, we primarily consulted
Erving Goffman’s “Frame Analysis” [1, 8], presented in his “Microstudies on Social
Interaction” [2, 3] combined with Har-old Garfinkel’s “Ethnomethodology” and
breaching experiments [4]. Both authors assume that every social interaction is shaped
by situation-specific – and therefore context dependent – expectations. Goffman
primarily focuses on how these expectations can kept stable over time, whereas
Garfinkel is primarily interested in the mechanisms (or methods) that the interacting

© Springer International Publishing Switzerland 2016
J.T.K.V. Koh et al. (Eds.): Cultural Robotics 2015, LNAI 9549, pp. 55–64, 2016.
DOI: 10.1007/978-3-319-42945-8_5



entities use to negotiate an alignment of expectations and to elucidate to one another
how their actions should be understood. Garfinkel used breaching experiments to deter‐
mine these ethno-methods. Combining these with a frame analysis, we are endeavoring
to develop a method that is independent of particular cultural contexts, as it operates
within the culturally defined boundaries of what is commonly considered to be a func‐
tioning interaction. This is especially important in light of the fact that comparative
studies for Europe and Japan have reached the conclusion that the concepts of robot
agency, as well as an appropriate user-robot interaction, differ significantly [5–7].

To introduce our sociologically inspired methodological HRI evaluation approach,
in Sect. 2 we present general assumptions regarding HRI from a sociological point of
view. The field of biomimetic robotics is a research area that revolves around human-
centered construction and design – which therefore provides a promising application
context for our method. The general assumptions of biomimetic robotics are discussed
in Sect. 3, whereupon we want to show the potential of sociologically inspired evaluation
methods for HRI, comparing two studies that used similar methods and outlining the
advantages (as well as probable disadvantages) of our proposed method, combining
breaching experiments with frame analysis (Sect. 4). The paper closes with some
concluding remarks (Sect. 5).

2 General Assumptions Regarding HRI from a Sociological Point
of View

Most of the research on HRI adopts a psychological view and therefore selects –in
sociological terms – a methodologically individualistic approach (see e.g. [10, 11], and
most of the paper presented in [12]). These approaches focus on the individual and
disregard socially constructed reality. Genuine sociological contributions – using
models, definitions, or theories of social (inter-)action – are still rare (see e.g. [13, 14]).

We use an interactional approach that procedes from George Herbert Mead’s concept
of symbolically mediated interaction [15]. Interaction is symbolically mediated because
the meaning of a symbol (e.g. what is the right gesture for a greeting) is negotiated in
an interaction between ego and alter. The meaning of a symbol depends on the reaction
of alter on an action of ego and is therefore determined ex post – although intersubjec‐
tively between the two subjects ego and alter. Social reality and social meaning are the
effect of successful interactions between social actors, as a reaction of alter is always
related to the prior action of ego and is what gives ego’s action meaning. In the end the
understanding I have of myself also derives from the way that I see myself from others’
point of view.

Within the scope of sociological work and thought, adopted theories and approaches
are connected with the genealogic motivation of criticizing Talcott Parsons’ predomi‐
nant Structural Functionalism from the late 1950s up to the early 1970s. The main goal
was – and in part still is – to show how social order is (literally) created by individuals.
A systemic view of society and social reality puts the individuals in the shadow of
functional necessities, normative expectations, and predefined role sets. Garfinkel’s and
Goffman’s theories opposed this view of society. Their strength relied in proponing
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theories that could explain the emergence of social order as a bottom-up phenomenon
(and not the other way around). However, there are major differences between these two
approaches. Garfinkel’s assumes an extreme position with regard to the importance of
the subject and his or her performance to establish a stabile social system of reference.
Goffman on the other hand assumes a position in the middle ground between interac‐
tionist theories and system theories, insofar as he relies heavily upon the concept of role,
role sets, role expectations and so on.

Garfinkel’s approach, ethnomethodology, begins from the very radical assumption
that in every interaction, social actors have to readjust their understandings, beliefs, etc.
regarding a situation. What actors have in common are the methods that they use to
achieve that goal. In contrast, Goffman builds his theory of the relevance of frames on
the assumption that a certain amount of meaning is pre-established by prior interactions.
Even if the meaning of actions, words, and other symbols relies on the actors’ re-affir‐
mation, the main effort for them is to learn the specific codes of the culture they live in
and interpret them correctly. The next goal is to determine the frame of reference in
every given situation to quickly interpret the actions of alter ego successfully. The two
theories are similar in a broader view of social theories. They both consider social reality
as the result of the interpretation and affirmation (or establishment) of the meaning of
actions with respect to words/symbols. They both rely on a constructivist view of
sociality. In this regard, they are easily transferable to HRI settings. However, they
represent one cornerstone of the possible assessment of a typical HRI situation. If HRI
is seen as an equivalent to Human-Human-Interaction (HHI), these theories could be
adopted to analyze the situation in terms of robots being participants in the construction
of social reality. The benefit of using these theories would be to address the consequences
implied by most social robot developments. To realize a HRI that is very similar to a
HHI means inviting robots as equal social partners in the construction of what humans
have (so far) claimed to be exclusively their product. On the other hand, using these
theories could also reveal to what extent HRI is and should be similar to HHI. Adopting
them to understand the details of HRI is the litmus test for the precise amount of genuine
sociality involved. In newer concepts sociality isn’t limited to humans. The agency of
non-humans is taken into account in the Actor-Network-Theory, for example. None‐
theless, using two traditionally constructivist theories that focus purely on humans as
social actors is still legitimate because (the development as well as the study of) social
robotics is explicitly based on this very grounds.

These assumptions, presented here very briefly, are crucial for the question at stake:
In terms of HRI, they become extremely important for knowing who or what could be
an appropriate social actor and serve as alter for ego’s interactions. Whether reality and
identity can emerge from interaction depends on an entity’s capability of being alter.
This frame is of paramount importance in establishing a clear definition, especially when
related to an interaction with a robot. As a human, alter is an entity that is usually seen
as a fully social actor who has all the skills needed to recognize an action from ego as
an offer. This capability provides a reaction that could be identified as the act of drawing
a distinction. In this case, the interaction proceeds smoothly. If alter is a machine, ego
will not expect to be able to create social meaning with it. If the robot’s reaction is not
the one I expected, it will not be able to alter my identity, beliefs, or definitions of reality.
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As long as machines lack the ability to participate in symbolically mediated interaction,
they won’t be attributed the status of fully social actors.

In many cultures today, humans are the only entities who qualify as social actors [16,
17, 18]. This is not surprising in plural, complex modern societies, as it means a reduction
of complexity to define entities capable of being social actors merely as humans. Other‐
wise ego would constantly have to decide if alter is a proper interaction partner and can
react in an adequate way in order to build a common social reality, including identity
and horizons of indisputable facts and meaningful questions. Gesa Lindemann states
that social actors usually don’t need a special indication or a referee to know which
entity is suitable to interact with, because everyone knows that humans are valid social
actors. For this reason, framing is vital in establishing an HRI setting that is suitable for
analysis with breaching experiments: If the status is unambiguous and ego is fully aware
that alter is just a robot or a machine, ego can deal with failures of communication and
interaction flaws. If the status is not completely clear, if ego doesn’t know whether the
robot is just a machine (as would be clear for example with a washing machine) or if
the robot actually possesses skills similar to human skills, the interaction is deeply
disturbed. The possibility of implementing a breaching experiment is strictly linked to
this observation and therefore to the correct framing of the whole situation. Conducting
HRI research in different cultural contexts can benefit from breaching experiments with
proper frame analyses, but only if symbols and triggers for crises are implemented
cautiously [19].

3 General Assumptions Regarding a New Paradigm of Compliant
Robots for Human-Centered HRI

The method presented here is highly suitable to be adopted with robots developed in the
rather new paradigm of compliant robotics. This is because compliance is a central
requirement for human-centered HRI and therefore approaches an HRI similar to HHI.
Interesting approaches have come from the field of bionics or biomimetic robotics. The
basic motivation behind the transfer of biological solutions to technological applications
is the assumption that optimized biological structures have developed over the course
of 3.8 billion years of evolution. To date, over 2.5 million different species have been
identified and specific characteristics described to a great extent. Thus, in terms of
biomimetics there is an enormous pool of ideas available for solutions to technical
problems.

Biomimetics is the application of research and development approaches to techno‐
logical applications that use knowledge gained from the analysis of living systems to
find solutions to problems, create new inventions and innovations, and transfer this
knowledge to technological systems. The idea of transferring biological principles to
technology is the central element of biomimetics. A commonly accepted definition of
biomimetics is:

“Biomimetics combine biology and technology with the goal of solving technical
problems through the abstraction, transfer, and application of knowledge gained in
interdisciplinary cooperation from biological models” [20].
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A biomimetic solution usually includes several steps of abstraction and modification
with regard to the specific biological solution at hand and is characterized by the creative
transfer of ideas. The field is genuinely interdisciplinary, as biologists and engineers, as
well as physicists and computer scientists are involved. In biomimetic robotics, biomi‐
metic solutions are applied similarly in the design, control, and operation of robots.
Potential applications are lightweight design, flow optimization, or animal-like behavior
in navigation, motion control, and decision-making.

A common definition of a biomimetic robot is:
“A robot in which at least one dominant biological principle has been implemented

and which is usually developed based on the biomimetic development process” [21].
The benefits gained from the use of biomimetic robots can be derived from inherent

physical properties as well as from biomimetic-based “behavior.” These two compo‐
nents complement one another. In biologically inspired robotics, some objects of study
have proven to be particularly interesting. In these cases, the focus is on biological
concepts (such as neural networks) or physical concepts (such as energy storage),
depending on the initial perspective. These objects of study, further classified in terms
of biological principles, include the following:

• Energy storage and recovery
• Structure and lightweight design
• Efficiency and power-to-weight ratio
• Neurobiomimetic feedback control
• Adaptive behavior /neural networks
• Sensor fusion
• Complex kinematic chains
• Protection /self-protection /protection of others

The mechanics of robotics deals with the motion of bodies (kinematics) and estab‐
lishes relationships between the motions, mass, and forces acting on a body (dynamics).
Current industrial robots are characterized by rigid kinematics that allow precise control
using known methods. Since these robotic systems are powerful and fast, they fulfill
their tasks very well in industrial environments, but they cannot be used at the present
time for human-machine interaction without implementing additional measures. Prop‐
erties such as strength, quickness, and precision lose their meaning in this case because
the humans to which the robots need to adapt (and not vice-versa) are only moderately
strong and move relatively slowly and with little precision. Instead, properties such as
lightness and compliance (passive, active) become more important and are primary
subjects of research at the present time.

The new paradigm is therefore promising in developing robots with whom HRI is
not only successful, but satisfying. Following the assumption that HHI is the best refer‐
ence for HRI one question to what extent the robot should be humanoid or humanized.
One assumption is that the more biological principles are implemented in a biomimetic
robot, the more the robot approaches its biological role model in its behavior and prop‐
erties. As fully humanoid robots are not technologically possible at this point in time,
an evaluation might be undertaken to evaluate certain human-like aspects. Examples
might include a hand shake as a greeting or the passing of objects between a humanoid
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robot hand and a human hand. Possible influences in this scenario would be optical
properties (e.g. five fingers) or haptic properties (e.g. compliance in the movements).
One hypothesis that could be tested in HRI scenarios with breaching experiments and
frame analysis is that the more similarities the robotic and the human hand have, the
more successful and satisfying is the interaction.

4 Evaluating the Quality of HRI with Breaching Experiments

Several studies have made use of breaching experiments or similar experimental setups in
HRI research [9, 22–29], but without developing a systematic approach with the goal of
establishing a generic evaluation method for HRI. There are two main reasons behind
breaching experiments’ suitability for HRI settings. Firstly, breaching experiments operate
on a high level in terms of the demands of social interaction. Secondly, the results aren’t
biased by social desirability – as is the problem with most survey and interview methods.

In ordinary HRI experiments, the experimentees are asked several questions after
the performed interaction about the quality and subjective impressions of the interaction
experience. Compared to HHI, HRI is often disappointing, as the experimentee has to
carry out most of the interaction sequence. The human fills the gaps created by the robots’
inabilities, which in contrast often leads to a more positive assessment of the experienced
interaction. This is due to the fact that many experimentees try to emphasize their own
efforts and frame their behavior as a response to the researchers’ expectations.

With breaching experiments, one indicator for the success of an interaction is the
adoption of repair strategies in case of flaws in interaction. These repairs can be observed
and will only be adopted if the interaction is seen as worthy of repair.

These assumptions have to be combined with a situational frame: Muhl and Nagai
[9] adopted a similar approach in their study and were able to identify six different
strategies that experimentees adopted to repair an interaction with a robot. They used a
deception strategy, which led to a reframing of the situation. In a laboratory experiment,
they invited people to show objects to a robot and teach it some tasks related to these
objects. The robot (or agent) was an animation on a screen and appeared as a baby face
with eyes, eyelids, eyebrows, and mouth that could move expressively [30]. It had a
biologically inspired saliency mechanism and followed the most important features in
the scene with its gaze [31]. This is how the robot could display attention or address its
human interaction partner without acoustic sensors or speech processing systems [9].
The deception strategy consisted in directing the robot’s gaze temporarily in a wrong
direction. Even though the interaction is rudimentary, the experimentees’ repair strat‐
egies showed a certain belief in the robot’s interaction capabilities. They tried to re-
attract the robot’s attention, for example by pointing to the object, showing it to the robot
more closely, or making noise [9].

The interaction crisis was induced systematically. Ego applied cognitive framing
about the state of its interaction partner alter, which is in turn a selection of how to
approach alter. After a crisis arises, ego tries to repair the frame as long as it seems
worthwhile. When realizing the breach, the frame is changed and no more attempts are
made to repair the interaction.
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Awareness of the frame is important in terms of another aspect: As a researcher, one
can achieve a high degree of transparency by checking the realizability of the breaching
experiment itself. Muhl and Nagai [9] showed that it is possible to achieve meaningful
results in a laboratory setting. By comparing these results with research conducted in a
stationary care facility for elderly people [14], Compagna & Muhl showed that the
instrument can have different effects in different settings. In an everyday situation,
people did not put forth any effort to repair an interaction sequence with a service robot.
In contrast to this, a test person suffering from dementia went through the interaction
sequence perfectly. A service robot had the task of serving a drink to the inhabitants,
addressing the person by speaking [32, 33]. Most people didn’t reply to the robot at all
or preferred to talk to the other people present. Even if they accepted the drink and the
robot thanked them, they didn’t respond. This was due to the robot’s inability to react
flexibly, e.g. by turning a rejection into a request. In this situation, the reaction of alter
cannot be semantically constructed as following an action of ego. Interaction in socio‐
logical terms is not only endangered by its possible failure, but doesn’t occur at all. In
contrast to these cases, the person with dementia saw the robot as a fully social actor
and interaction partner, even if the robot failed to react or if the robot’s reaction was not
what it was expected to be.

Within the setting (and framing) of an everyday life situation, the adoption of
breaching experiments constitutes a stricter test and should therefore only be imple‐
mented with care. As in the previously mentioned example, interaction experiments in
a laboratory setting may be more fruitful, as the invited participants’ motivation is higher
and the situation is controlled – suppressing the tendency to address by-standers.

There should be no doubt that framing and context of an interaction are of paramount
importance. Nevertheless, further research is needed to learn more about central aspects
related to the frame in which the HRI is carried out.

5 Summary

The presented method of breaching experiments combined with frame analysis is highly
suitable as an instrument in evaluating interactions between a human and a robot from
a sociological point of view. A main indicator of the quality of the interaction is whether
and how an explicitly induced crisis is repaired in a meaningful way. This approach can
also highlight differences between individuals [9, 14] or broader cultural contexts.

Framing should also be reflected upon for the experimental setup. Findings of HRI
breaching experiments have to be reanalyzed with respect to framing. If a proper frame
analysis is conducted and the frame is set correctly, the findings can be very helpful in
determining the quality of an interaction.

When meaningful repair strategies show that the robot is ascribed the status of a
social actor, the interaction can be described “as if” it was a social interaction. One
peculiarity of HRI is that humans tend to treat robots as if they were entities with the
properties of social actors, although they may well be aware of the robots’ inability to
repair the interaction (one might also say that the robot is not able to process double
contingency [16]). The analogy of interacting with a child could be helpful for further
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understanding the asymmetrical capabilities between the interacting entities. These
differences in social interaction between humans and “as if”-social interaction between
humans and robots need further consideration in future research. For the present state,
we can assume that an “as if”-social interaction is of higher quality than an unsocial
interaction.

In conclusion, observable repair strategies are a huge advantage of breaching experi‐
ments that can evidence the quality of the HRI, but only if the framing is considered and
chosen wisely. Evaluation results can be used to further develop social robots with
interactional skills.
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