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5. Clocks

Ron Beard, Ken Senior

This chapter provides an overview of clock tech-
nology and typical clocks (Cs, Rb, H-Maser) in
use today for onboard and ground systems and
identifies future trends such as fountain clocks,
etc. Concepts such as clock drift, trend, random
variations and the statistical methods for their
characterization (Allan deviation (ADEV), etc.) are
introduced and performance characteristics of
global navigation satellite system (GNSS) onboard
clocks are presented. The handling and impact
of special and general relativity on timing mea-
surements are discussed. Finally, the generation of
a GNSS time from an ensemble of ground clocks is
described.
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Today’s time and frequency standards range from the
most sophisticated reference standards to the smallest
oscillators for handheld radios. The technical require-
ments and technologies needed are different for the var-
ious applications but they derive from similar physical
concepts. These different technologies can be catego-
rized into four major areas: reference standards, mobile
systems, handheld and space systems. These areas are
the core areas of time and frequency standard applica-
tions and different areas of technology are needed to
address them.

Clocks and oscillators are needed by reference
timescale centers such as those that contribute to the
international time scale, Universal Time Coordinated
(UTC). This specialized area requires the most highly
stable and accurate time standards that are maintained
under controlled environmental conditions. Their out-
puts are processed with special ensembling algorithms
designed to produce an absolute reference for all sys-

tems. For example, the current suite of clocks used at
the US Naval Observatory (USNO) consists of many
commercial cesium beam frequency standards and hy-
drogen masers, and specially built rubidium fountain
standards. These clocks are physically separated and
operated in a tightly controlled environment. Size,
weight and power are not issues pertinent for these
clocks; primary emphasis is on performance, mostly for
intervals of days and much longer.

Clocks used in mobile applications are typically
crystal oscillator-based devices and small atomic clocks
or oscillators used for positioning, communications or
internal to other remote sensing systems. The require-
ments for mobile devices typically emphasize size,
weight and power rather than time and frequency per-
formance so their performance requirements are not
particularly demanding or rigorous.

Devices used in handheld applications are the most
demanding in terms of size, weight and power. They
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commonly use small quartz crystal oscillators. How-
ever, in recent years there have been several efforts
to develop extremely small atomic standards. These
small atom standards offer better accuracy and sta-
bility than crystal oscillators in an extremely small
package. Although their performance exceeds that of
crystal oscillator-based devices they have yet to per-
form as well as their larger mobile or timing center
devices, although there are efforts underway to attempt
to improve performance. The technologies developed
for these devices have benefited from development in
atomic interrogation different from that used by the
conventional commercial standards and will be de-
scribed later.

Space-qualified atomic standards constitute
a unique class of frequency standards next to ground-
or aircraft-based standards. They were essential for
the development and deployment of global navigation
satellite systems (GNSS), which are currently the dom-
inant user of highly precise and stable space-qualified

atomic standards. These types of standards provide
high stability for navigation performance and a large
part of the development of these space devices has
been to reliably provide high stability. The GNSS user
receiving equipment and the timing capability resulting
from their use of the atomic standards in the GNSS
satellites produce an inexpensive alternative to high-
precision atomic clocks. By displacing higher cost,
higher performing atomic clocks, GNSS user equip-
ment receivers or timing receivers with low quality
clocks are being deployed in a wide variety of systems.
For example, naval tactical and strategic systems are
currently utilizing hundreds of Global Positioning
System (GPS) units, which are displacing systems on
larger ships that may have previously used multiple
cesium beam standards on board. Secondary standards
such as rubidium vapor cell and crystal oscillators are
being used extensively in aircraft, shipboard and man-
portable applications, since virtually every system has
a clock or oscillator of some quality contained in it.

5.1 Frequency and Time Stability

The oscillator is the basic unit on which clocks, time-
keeping and timescales are founded. The fundamental
relationship between frequency and time is

f D 1

�
; (5.1)

where f is the frequency of the oscillator, and the pe-
riod � is the time interval that a clock uses for time
keeping. A clock mechanism added to an oscillator ac-
cumulates or counts the number of time intervals to
measure elapsed time thereby generating a clock. The
intimate connection between oscillators and clocks is
sometimes confused by calling a clock a frequency
standard or vice versa. A generic clock system is illus-
trated in Fig. 5.1.

However, oscillators are not perfect and various
types have been developed for different requirements
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Fig. 5.1 Generic clock system

and applications. The determination of oscillator or
clock performance under different conditions ranging
from ideal laboratory conditions, to harsh field environ-
ments, such as military field radios, is an area of special
concern.

Oscillators or frequency sources produce noise that
appears to be a superposition of causally generated
signals and random, nondeterministic noises. Random
noises include thermal noise, shot noise, and noises
of undetermined origin, such as flicker noise. The end
result is time-dependent phase and amplitude fluctua-
tions. Measurement of these fluctuations can be used to
characterize the oscillator in terms of amplitude mod-
ulation (AM) and phase modulation (PM) noise, and
the combination is more commonly called frequency
stability. This section describes the basic concepts and
measures used to describe the frequency and time sta-
bility of precision clocks.
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5.1.1 Concepts

Frequency stability encompasses the concept of random
noise, intended and incidental noise, and any other fluc-
tuations in the output frequency of a device. In general,
frequency stability is the degree to which an oscillator
produces the same frequency throughout a specified pe-
riod of time. It is implicit in this general definition that
the stability of a given frequency decreases if it is any-
thing except a perfect sine wave.

The oscillator produces a signal, whose voltage out-
put may be written as,

V.t/ D ŒV0 + ".t/� sin Œ2 �0t +	.t/� ;

where V0 is the nominal peak voltage amplitude, �0
is the nominal fundamental frequency, and where ".t/
and 	.t/ represent the fluctuations in amplitude and
phase of the oscillator from their nominal value, and t
represents elapsed time. The instantaneous angular fre-
quency of the oscillator is defined as the time derivative
of its total phase

!.t/ D d

dt
Œ2 �0t +	.t/�

and therefore its instantaneous frequency as �.t/ D
!.t/=.2 /, or

�.t/ D �0 +
1

2 

d	

dt
: (5.2)

For precision oscillators the amplitude fluctuations "
may generally be neglected as they are usually very
small compared to the nominal amplitude and there-
fore have no substantial influence on the frequency or
phase. Also, the second term of (5.2) is quite small as
compared to the nominal frequency �0 and so it is more
convenient to define the normalized (or factional) fre-
quency as

y.t/ D �.t/ − �0
�0

D 1

2 �0

d	

dt
; (5.3)

which is unitless and which may also be used as a basis
for comparing oscillators operating at nominally differ-
ent frequencies. The phase may then be expressed in
units of time as

x.t/ D 	.t/

2 �0
; (5.4)

that is,

y.t/ D x0.t/ :

A generally applicable model of the time error of
a clock, T.t/, at an elapsed time, t, after synchronization
with another, presumably better clock, can be expressed
as

T.t/ D x0 + y0t +
1

2
D0t

2 +

tZ

0

E.t/dt + ".t/ ; (5.5)

where x0 represents the synchronization error or offset
at t D 0, y0 represents a constant rate or frequency off-
set of the clock and D0 represents a constant frequency
drift, and ".t/ represents all the random deviations of
the clock’s error. The quantity E.t/ represents any re-
maining systematic nonconstant rate difference due to
environmental effects (temperature, radiation, accelera-
tions, etc.).

Although the environmental effects are not usually
explicitly modeled such effects can be large and should
not be ignored especially in field or operating systems.
The random fluctuations are often concentrated upon
since they may be measured by statistical means after
the systematic components, x0, y0, and D0 are removed
from the clock data. Characterization of the clock’s ran-
dom error contribution to its total time or frequency
error is the subject of the next section on stability.

5.1.2 Characterization of Clock Stability

While no single formal definition of stability exists,
the characterization of the stability of a clock may be
generally considered as any quantification of the sta-
bility of the time and frequency output of the device.
A number of different measures of stability have been
developed over the years to characterize clocks and nu-
merous papers have been published in more detail than
presented here. In particular, the information presented
here does not include the various methods and special
considerations for measuring clocks and oscillators. For
a more comprehensive treatment of the characterization
methodology refer to the collection of papers in [5.1],
and more recent publications [5.2–5].

In an attempt to make uniform the specifications
of clocks through the characterization of their stabil-
ity the Institute of Electrical and Electronic Engineers
(IEEE) in the 1970s made several recommended mea-
sures of stability, which can broadly be separated into
two analysis areas: sample time-averaged or time do-
main methods and Fourier spectral or frequency domain
methods [5.6]. Both approaches may be related math-
ematically as shown below, though historically either
approach was utilized because the particular methods
for measuring clocks’ error dictated one method over
the other. With the progress in digital processing since
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the 1960s both methods can usually be applied for
clocks measured today [5.7].

The IEEE has recommended as its primary fre-
quency domain measure of a clock’s stability the one-
sided spectral density Sy.f / of its fractional frequency,
or of its spectral density of phase Sx.f / (or S	.f /),
which, by properties of derivatives and the Fourier
transform, are related by

Sy.f / D
�

f

�0

	2

;

S	.f / D .2 f /2 Sx.f / : (5.6)

Here note that f represents the Fourier frequency, which
should be distinguished from the frequency output of
the clock, � (or y).

The spectral density Sx.f / may be calculated from
observations of its corresponding phase or time signal
x.t/ by using Fourier transforms. The relationship be-
tween the Fourier transform X.f / of the signal and the
signal itself is given by

X.f / D
1Z

−1
x.t/e−2 jftdt : (5.7)

However, not all the measurements of x.t/ are prac-
tically available at all continuous values of t. Given
evenly spaced discrete measurements x.k�0/ of x, where
�0 is the smallest sampling interval, and k is an integer,
the discrete Fourier transform may be invoked where
the integral is replaced by an infinite sum

X.f / D
+1X

kD−1
x.k�0/e−2 jf : (5.8)

If the timing signals are assumed to be periodic, that
is x.t + T/ D x.t/ for all t and some period T , then its
Fourier series is also discrete.

Assuming together that the signal x is periodic with
period T and there are N evenly spaced phase measure-
ments x.k�0/, such that N�0 D T , the Fourier series at
a finite number of Fourier frequencies may be calcu-
lated using just a finite sum

X

�
n

N�0

	
D

N−1X
kD0

x.k�0/e
−2 j.kn=N/ (5.9)

for each n D 0; 1; : : : ;N − 1. In other words, the full
Fourier frequency content occurs at an exact finite num-
ber of frequencies fn D n=.N�0/ with smallest nonzero
Fourier frequency f1 and largest frequency fN−1. Any

Fourier frequency content occurring at frequencies
larger than the Nyquist frequency (1=.2�0/, or half
the sampling frequency) or content in violation of the
periodicity assumption will alias into the spectrum cal-
culated from (5.9).

The spectral density of phase (time) may be calcu-
lated from (5.9) by combining the squares of the real
and imaginary components and dividing by the total
time interval T

Sx.fn/ D RefX.fn/g2 + ImfX.fn/g2
T

: (5.10)

A generally applicable model for the random fluctua-
tions of most clocks describes the spectral density of
phase as a sum of seven independent pure power laws
up to a limiting frequency

Sx.f / D

8̂
<̂
ˆ̂:

0X
ˇD−6

gˇf
ˇ for 0< f < fh

0 for fh < f :

(5.11)

Here, ˇ are integers, the gˇ are constants indicating the
spectral level of the noise, and fh is the high frequency
cutoff of a low-pass filter. The high frequency cutoff is
necessary since variances involving integration of Sx.f /
over f would yield unrealistic infinite energies. Also, it
is assumed that only integer values of ˇ may be present
as the model was mostly empirically derived. For an
excellent treatment of the continuous ˇ case see [5.4].

Figure 5.2 shows the phase fluctuations of five sim-
ulated clocks having spectral densities of phase, Sx.f / �
f ˇ for ˇ D 0, −1, −2, −3, and −4. ˇ D −5 and −6 were
not included since their variations would outscale the
other series in the plot. Note that although the se-
ries in the figure show realizations of each power law
independently a clock may consist of any or all of
the processes simultaneously as per the sum in (5.11).
These common clock pure power-law noises are often
referred to as white phase noise (WHPH, f 0), flicker
phase (FLPH, f −1), random walk phase (RWPH, f −2),
flicker frequency (FLFR, f −3), random walk frequency
(RWFR, f −4), flicker drift (FLDR, f −5), and random
walk drift (RWDR, f −6). It is usually the case that one
of the noise processes will dominate at a given Fourier
frequency so that a plot of Fourier frequency f versus
the logarithm of spectral density of phase Sx.f / would
indicate the ˇ noise type that is dominant.

Several time-domain or time-averaged measures
have been recommended by the IEEE for characteriza-
tion of stability. The most well-known measure is the
two-sample variance (or Allan variance) for quantify-
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Fig. 5.2 Example simulated realizations of phase (time)
fluctuations of five random processes each having respec-
tively from top to bottom spectral densities of phase,
Sx.f / � f ˇ for ˇ D 0; : : : ;−4

ing frequency stability. It is defined as

�2
y .�/ D

�
.Nyk+1 − Nyk/2

2

�
; (5.12)

where h�i denotes infinite time average (or expectation)
and where

Nyk D 1

�

tk+�Z

tk

y.t/dt D xk+1 − xk
�

is the average fractional frequency over the interval
� D tk+1 − tk. It is assumed in this definition that the av-
erage frequency values are adjacent, that is, no dead
time exists between the phase measurement samples xk.
If dead time exists between the samples the resulting
calculations will be biased such that the result is no
longer considered the Allan variance. The Allan vari-
ance is insensitive to an overall systematic frequency
or rate offset, y0, because fractional frequency averages
are differenced in (5.12).

The Allan variance is actually a special case
(N D 2) of the more general classical N-sample

variance,

�2
y .N; �/ D

*
1

N −1

NX
iD1

0
@Nyi −

NX
jD1

Nyj
1
A

2+
; (5.13)

which is an infinite time average of the variance of
the N-sample mean of fractional frequency averages.
One advantage of the two-sample variance over the N-
sample variance is that (5.12) is a well-defined (finite)
value for most of the power-law processes in (5.11)
(namely for ˇ >D −4). Expression (5.13), in contrast,
diverges as N ! 1 for ˇ < 0 since it depends on the
sample interval length T .

Another advantage of the Allan variance is that for
power-law processes ˇ D 0;−1; : : : ; −4 in (5.11) the
Allan variance �2

y .�/ has a �-relationship similar to the
relationship of f to Sx.f /. In particular �2

y .�/ � j� j�,
where � D −3−ˇ for ˇ D −2;−3;−4, while � D −2 for
both ˇ D 0 and ˇ D −1. Thus on a log-log plot of �
versus �2

y .�/ the slope of the Allan variance curve can
be used to indicate the type of noise dominant over
that � interval, except for the WHPH and FLPH noises,
which have the same slope �-Allan variance relation-
ship.

Although the definition of the Allan variance is
based on infinite time averaging, a means of estimating
it from only a finite portion of the clock’s phase realiza-
tion is required in practice. A common formula used to
estimate (5.12) utilizing N discrete samples of the aver-
age fractional frequency (or M D N + 1 phase samples)
is

�2
y .�/ � 1

2.N − 1/

N−1X
iD1

.Nyi+1 − Nyi/2 (5.14)

D 1

2.M − 2/�2

M−2X
iD1

.xi+2 − 2xi+1 + xi/
2 : (5.15)

An example clock realization of phase fluctuations is
shown in Fig. 5.3, where N + 1 measured phase sam-
ples are labeled and used to calculate the N average
frequencies for a given interval � . Confidence limits on
the variance estimates of (5.14) and (5.12) must also be
considered. As in the case of the spectral methods, the
estimates obtained are highly dependent on the band-
limiting elements of the measurement system. This in-
cludes the low-pass filter, which may not be specified
as having a sharp cutoff frequency fh, as assumed in the
definition above [5.3].

Confidence limits can be improved by utilizing
overlapping samples in the Allan variance calcula-
tion. However, the determination of confidence limits is
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1

Fig. 5.3 Example of estimating the two-sample (Allan)
variance for a given discrete series of clock phase mea-
surements

more complex in this case, since the overlapping frac-
tional frequency samples are no longer independent as
in the nonoverlapping case. An estimate of the Allan
variance calculated using all possible overlapped Ny sam-
ples may be written as

�2
y .�/ � 1

2m2.N − 2m+1/

�
N−2m+1X
jD1

2
4

j+m−1X
iDj

.Nyi+1 − Nyi/
3
5

2

: (5.16)

Most manufacturers of precision clocks or oscillators
as well as timing laboratories now routinely publish
their clock stability specifications or performances us-

Table 5.1 Relationship between the spectral density of phase Sx.f /, the Allan variance �2
y .�/, and the Hadamard variance

H�2
y .�/ for several common power-law noises

Noise name Spectral density of phase Allan variance Hadamard variance
WHPH g0 �2�2

y .�/=.3fh/ 3�2H�2
y .�/=.10fh/

RWPH g−2f −2 ��2
y .�/ �H�2

y .�/

RWFR g−4f −4 3�2
y .�/=� 6H�2

y .�/=�

RWDR g−6f −6 20�2
y .�/=�

3 120H�2
y .�/=.11�

3/

ing the Allan variance (or its square root, the Al-
lan deviation). While the Allan variance may be the
most widely used measure of frequency stability there
are situations where spectral measures might be pre-
ferred. The following formula shows the relationship
between the Allan variance and spectral density of
phase [5.4]

�2
y .�/ D

1Z

0

2Sx.f / sin
4. � f /df : (5.17)

It is valid for all (continuous) ˇ > −5 and shows that
the Allan variance has a very broad Fourier response to
energies that are purely harmonic. In this case a spec-
tral approach is preferred over the Allan variance as any
such bright lines are more easily identified with fre-
quency domain techniques.

Other time-domain measures of stability include the
modified Allan variance, mod�2

y .�/, and the Hadamard
variance. The modified Allan variance was introduced
in order to address the deficiency of the Allan vari-
ance in distinguishing between WHPH and FLPH
noises. It does so by effectively varying the (soft-
ware) bandwidth of the variance calculation to establish
the additional � sensitivity. The Hadamard variance
provides yet another time domain measure that con-
verges for all the power-law processes in (5.11) and
is insensitive to both an overall systematic rate, y0, as
well as an overall systematic drift D0. Definitions of
these variances along with the approximating formu-
las may be found in [5.1] and [5.5]. Because frequency
stability values are commonly expressed as either Al-
lan or Hadamard variances the relationship between
the spectral density of phase and these statistics is
shown in Table 5.1 for several of the common noise
types.
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5.2 Clock Technologies

As introduced in the previous section, clocks are based
on oscillators that generate a periodic signal of a given
frequency. The stability of this frequency and the re-
sulting time count depends on the underlying physical
principals and design properties and may vary widely
between different classes of oscillators.

Key types of oscillators presented in this section
include quartz crystal oscillators as well as cesium,
rubidium, and hydrogen maser atomic clocks, which
constitute the conventional atomic clock technology
available today. An overview of the stability that can
be expected from the different clock types is shown in
Fig. 5.4.

5.2.1 Quartz Crystal Oscillators

The most common and ubiquitous oscillators available
are those made with quartz crystals [5.8]. They are
a basic form of harmonic oscillator beyond the simple
electronic oscillators based on resistor-capacitor (RC)
and inductor-capacitor (LC) circuits. Crystal oscillators
are used in many forms of electronics and all GNSS
receiving equipment operates with these devices to pro-
vide the necessary frequencies for radio frequency (RF)
signal processing and to form an actual clock.

Quartz is a piezoelectric crystal material that can
produce electrical signals by mechanical deformation
of the material. Conversely, electrical signals can pro-
duce mechanical deformation [5.9]. Crystal oscillators
have a higher quality factor (i. e., ratio of resonance

Time interval, τ (s) 

Allan deviation, σy (τ) 

10–16

100 101 102 103 104 105 106

10–14

10–12

10–10

10–8

10–6

TCXO
OCXO
Commercial Rb
Cs Beam Std
Hydrogen maser

Fig. 5.4 Performance of the classical microwave atomic
frequency standards compared with temperature-compen-
sated (TCXOs) and oven-controlled (OCXOs) crystal os-
cillators

frequency and resonance bandwidth) than the simpler
RC and LC circuitry. They have better temperature sta-
bility but do use some of the same circuit designs as
the LC oscillators with a quartz resonator replacing
the tuned circuit portion. Other types of piezoelectric
resonators use a surface acoustic waves (SAWs) mech-
anism, where the signals travel along the surface of the
crystal material rather than the more traditional bulk
acoustic wave (BAW) mechanism, in which the signals
propagate through the crystal. Other types of physically
mechanical oscillators are implemented with micro-
electro-mechanical system (MEMS) techniques that use
devices made from silicon processed through micro-
electronic fabrication techniques. The advantage in the
MEMS devices is that they are simpler to manufacture
and more compatible with modern microelectronic cir-
cuitry.

Crystal resonators are available to cover frequen-
cies from about 1 kHz to over 200MHz. At the low
frequency end, wristwatch and real-time clock applica-
tions operate at 32:768 kHz and powers of two times
this frequency. The conventional BAW resonators range
from 80 kHz to 200MHz. The frequencies of SAW de-
vices range from above 50MHz to the low GHz range.

The quartz crystal material is comprised of sili-
con dioxide and can occur naturally or can be grown
synthetically. Oscillators are cut from these crystals in
a variety of shapes. The shape, size and orientation
within the crystalline structure determines the mode of
vibration, its resonant frequency and properties of the
oscillator. A voltage applied to the crystal will cause it
to vibrate and produce a steady signal dependent upon
the way the crystal is cut [5.10]. The process of making
a quartz oscillator is very involved and complicated re-
quiring material selection, cutting, polishing, mounting
electrical contacts and sealing within an vacuum enclo-
sure. Examples of 5MHz fifth overtone oscillators are
shown in Fig. 5.5 without the vacuum enclosure sur-
rounding the crystal. These crystals are mounted on the
contacts that extend through the vacuum enclosure to
the electrodes plated on the crystal itself.

The quality of a crystal oscillator is determined by
its frequency accuracy, frequency stability, aging ef-
fects and environmental effects. The absolute frequency
accuracy of a crystal oscillator is between 10−6 and
10−7 taking into account environmental effects such
as temperature, mechanical shock and aging. Stabil-
ity can range from 10−10 to 10−12 depending upon
how protected the crystal is from environmental varia-
tions. Aging is defined as the slow change in frequency
over a period of time that is associated with long-term
changes in the crystal itself or more dominant effects
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Fig. 5.5 Mounted crystal oscillators with different elec-
trodes. Image courtesy of NRL

such as redistribution of contamination within the vac-
uum enclosure, slow leaks, mounting and electrode
stresses that are relieved with time, and changes in at-
mospheric pressure. Environmental effects usually have
a direct effect on the crystal such as thermal transients,
mechanical vibration, shock, radiation, turning the crys-
tal over (tip-over), magnetic fields, voltage changes and
variations in the amount of power dissipated in the crys-
tal.

The types of crystal cuts and the method of mitigat-
ing the environmental effects on the crystal determines
the category of the oscillator. Three configurations in
most common use are the room-temperature crystal
oscillator (RTXO), the temperature-compensated crys-
tal oscillator (TCXO), and the oven-controlled crystal
oscillator (OCXO). The RTXO typically uses a hermet-
ically sealed crystal and individual components for the
oscillator circuit. The TCXO encloses the crystal, tem-
perature-compensating components and the oscillator
circuit in a container. The OCXO adds heater elements
and controls to the oscillator circuit and encloses all the
temperature-sensitive components in a thermally insu-
lated container [5.10].

The increased demand for small-scale electron-
ics for cell phones, portable entertainment electronics
and miniaturized portable computers has stimulated
the development of small-scale quartz oscillators, tun-
ing forks and MEMS oscillators fabricated in silicon.
MEMS resonator vibration is based on electrostatic
dynamics rather than piezoelectric properties and the
MEMS components are micromachined from silicon.
They are configured in different complicated shapes
such as combs, beam webs, discs and the like that are
surrounded by electrodes with transduced gaps on the
order of less than 1�m. All silicon MEMS resonators
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Fig. 5.6 Generic atomic standard block diagram

can be very small and rugged. They are intended for use
in integrated circuits at higher frequencies [5.11].

5.2.2 Conventional Atomic Standards

Conventional atomic frequency standard designs are
passive devices that are functionally illustrated in
Fig. 5.6. The basic principle is to coherently excite tran-
sitions between two energy levels in the atom selected
and detect that the transition has occurred. The fre-
quency of the atomic transition is

� D E2 −E1

h
; (5.18)

where E1 and E2 are the energy levels of the atom and h
is Planck’s constant. An important characteristic of the
selected transition is the line quality factor

Ql D �

��
; (5.19)

where�� is the line width of the transition. The physics
unit generating the precise clock signal incorporates
a local oscillator to generate the atomic interrogation
signal for the atomic transition and produce the sta-
ble output signal locked to the response to that signal.
These devices are generally called passive devices be-
cause the atomic resonance portion does not actually
oscillate but is interrogated with a signal that is mod-
ified by the atomic transition to the highly stable, or
accurate, signal desired. The interrogation signal is pro-
duced by a local oscillator that is typically a quartz
crystal oscillator frequency locked to the interrogation
signal. The local oscillator may itself be an atomic clock
used in a hybrid configuration. Selection or develop-
ment of the local oscillator can be a significant item in
itself.
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Rubidium Frequency Standards
Rubidium gas cell standards are the most commonly
produced commercial atomic clocks. They are small,
consuming relatively low power and are inexpensive
in general. They are widely used in the telecommu-
nications industry as frequency references for cellular
telephone systems. They are also often found as internal
frequency standards in laboratory instrumentation such
as frequency counters, signal generators, and signal an-
alyzers. Rubidium clocks were the first atomic clocks
used in orbiting spacecraft and have become the pri-
mary clock technology used in the GPS satellites.

The rubidium transition used is the hyperfine
ground state of Rb87. The hyperfine structure is illus-
trated in Fig. 5.7. F is the total angular momentum of
the Rb87 atom and mF is the quantized projection of F
along a magnetic field. A transition between the two al-
lowed energy states of F (which is reversing the spin of
the valence electron) releases or absorbs an energy dif-
ference known as the hyperfine frequency of the ground
state.

The atomic resonator shown Fig. 5.8 is an opti-
cally pumped device consisting of a series of glass
cells containing small amounts of rubidium in gaseous

suspension. The state of the rubidium atoms in the res-
onance cell are selected using light from an Rb87 lamp,
which is filtered through a cell containing Rb85. The
resonance cell also contains a buffer gas, typically ni-
trogen and argon or xenon, to hold the rubidium in
suspension and to minimize interactions of the rubid-
ium with the cell walls. The lamp is excited to a plasma
with radio frequency (RF) energy creating the full set of
Rb87 spectral lines. Only one of these lines is desired
for interrogating the Rb87 atoms in the resonance cell.
The Rb85 filter cell eliminates most of the unwanted
spectral light, allowing a higher signal-to-noise ratio
(SNR) at the photodetector. The Rb87 atoms in the reso-
nance cell are at a controlled temperature and magnetic
field to minimize environmental effects. The resonance
cell is contained in a microwave cavity that creates
a uniform RF field in the cell. The nominal frequency of
the microwave cavity is about 6:834682611GHz [5.12].

The overall design of a typical rubidium clock is
shown in Fig. 5.9. When the 6:834682611GHz signal is
applied to the microwave cavity in the atomic resonator
the level of the spectral light transmitted through the
resonance cell is affected depending on how close the
signal is to the inherent resonance of the Rb87 atoms.
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An on-resonance signal will cause a decrease in the
level of light transmitted through the resonance cell due
to the absorption of the spectra. The microwave cavity
signal is then modulated at about 127Hz about the res-
onance so that the output of the photodetector provides
an output signal proportional to the amount of light
reaching it. This output signal is used as an error sig-
nal for the feedback loop, which adjusts the frequency
of the crystal oscillator to minimize the error. The actual
output signal is produced by the local oscillator.

This atomic interrogation technique is known as
intensity optical pumping (IOP). Another optical tech-
nique employing lasers has been developed, known as
coherent population trapping (CPT), which has been ap-
plied to Rb and Cs gas cell oscillators in smaller phys-
ical packages resulting in so-called miniature atomic
clocks. This technique and its application to miniature
clocks will be discussed later (Sect. 5.2.4).

Rubidium clocks based on the classic IOP design
are considered to be secondary frequency standards be-
cause their inherent accuracy is significantly affected
by the environment and the nature of the gas cell.
These effects lead to environmental sensitivity and fre-
quency drift. While rubidium clocks can be set on fre-
quency very precisely, frequency drift rates exceeding
10−11 =month reduce absolute accuracy to some parts in
10−9. Gas cell clocks of similar design can also be made
using cesium or conceivably other alkali metals. How-
ever, using other atoms does not change the basic nature
of the clock and does not make them primary standards
for the reasons discussed in the next section.

Cesium Beam Frequency Standards
Cesium beam frequency standards are commercially
available clocks and have been widely used for time-
keeping and precise frequency generation, particularly
in the telecommunications industry where they are used

for clocking high-rate data streams. They are inherently
much more accurate in frequency than rubidium clocks
with accuracies as good as 5 � 10−13. They also have an
inherently very low frequency drift and reduced sensi-
tivity to environmental effects, although the associated
electronics in the units may be somewhat affected by
environmental conditions, primarily temperature. Spe-
cially built cesium beam clocks with large long tubes
designed for high accuracy have also been used as pri-
mary laboratory standards. Considering the small fre-
quency shifts and the accuracy that can be maintained
by a cesium beam frequency standard it is the most ac-
curate device that is easily and commercially available.

The hyperfine frequency of the cesium atom in
its ground state is the atomic transition used by these
cesium standards. The ground state of Cs133 is the
interaction between the hyperfine F D 3 and F D 4
energy levels. When a magnetic field is applied, the en-
ergy levels are divided into sublevels identified by their
magnetic quantum number mF . The frequency of the
interaction F D 3, mF D 0 to F D 4, mF D 0 is the Cs
hyperfine frequency, �hf D 9:192631770MHz.

Because of the increased accuracy available from
widely available commercial devices and the primary
laboratory standards built for increased accuracy, the
atomic second was adopted in 1967 as the basis of time
in the Système International (SI) [5.13]. In continuity
with previous timescales, the SI second has been de-
fined as [5.14]:

[. . . ] the duration of 9192631770 periods of the ra-
diation corresponding to the transition between the
two hyperfine levels of the ground state of the ce-
sium 133 atom.

Equivalently, the hyperfine frequency of the ce-
sium atom’s ground state amounts to exactly
9 192 631 770Hz.

The commercial cesium beam tube, Fig. 5.10, is an
atomic thermal beam device [5.15, 16]. The frequency
� of the hyperfine transition has a second-order depen-
dence on the applied magnetic field (B in Teslas) of

� D �hf + 4:27 � 1010 Hz �B2 :

In operation, a cesium reservoir at one end of the sealed
vacuum enclosure is heated to about 100 ıC to produce
a small stream of cesium atoms that is collimated into
a beam. To limit the atoms in the beam to the useful en-
ergy levels, the desired energy states are magnetically
selected and atoms in an undesired state are deflected
out of the beam. The remaining atoms pass through
a two-armed interrogation cavity known as a Ramsey
cavity, where they are exposed twice to a microwave
field. Here, the atoms change the ground state if the
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of atoms in the cesium beam

probing frequency matches the Cs hyperfine frequency.
After leaving the cavity, the beam of cesium atoms
passes through another magnetic state selector where
atoms in the desired state are routed to a detector. Beam
current from the electron multiplier is maximized when
exactly the right microwave signal is present.

When varying the probing frequency around the
nominal value, a resonance pattern with a line width
inversely proportional to the cavity length is obtained.
The structure of this Ramsey pattern is illustrated in
Fig. 5.11. Since the slope of the change in frequency
is zero at the peak, the direct measurement of the
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resonance frequency from the Ramsey pattern is not
suitable for a precise determination. Consequently, the
microwave frequency is phase- or frequency-modulated
so that an error signal can be generated by synchronous
demodulation of the detector response. The frequency
stability of the cesium beam standard then depends
upon factors such as the modulation used in the mi-
crowave interrogation cavity and the frequency locking
scheme. A generic block diagram of a cesium standard
is illustrated in Fig. 5.12.

The frequency stability is approximately given by

�y.�/ D KCs

Ql �
�
S

N

	
� �1=2

; (5.20)

where Ql D �=�� is the line quality factor, S=N is the
signal-to-noise ratio of the detected signal (the noise is
mostly shot noise at the detector) and KCs is a factor de-
pendent upon the modulation used but close to unity. In
a typical, well-built laboratory primary standard a sta-
bility of 5 � 10−12 s1=2=�1=2 over a range extending to 40
days has been measured.

Commercial cesium beam devices are widely avail-
able and in use today. However, the wide availability
of GNSS timing receivers used to distribute precise
time, their superior performance especially coupled
with a rubidium clock and most notably their low cost
has impacted the cesium frequency standard market. At
this time, technology for primary laboratory and pre-
cision timekeeping devices has moved into cold atom
technology applied to so-called fountain clocks, which
will be discussed in Sect. 5.2.3.

Hydrogen Maser Frequency Standards
Hydrogen masers are the most stable frequency stan-
dards commercially available for use in laboratory and
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Fig. 5.12 Generic cesium beam standard block diagram

ground station environments. They have been devel-
oped for scientific, timekeeping and GNSS applica-
tions. There are two basic designs of hydrogen masers
in use, the active maser where the maser cavity actually
oscillates and produces a signal actively [5.17, 18], and
the passive maser whose cavity is passively interrogated
in a similar manner to the rubidium and cesium devices
just discussed [5.19]. A third design of hydrogen maser
known as the Q-enhanced maser [5.20] that can operate
in either mode is briefly presented in Sect. 5.3.3.

The hydrogen maser operates at the ground state
between the two hyperfine levels of atomic hydrogen
(F D 1, mF D 0 to F D 0, mF D 0) at the ground state
hyperfine frequency, �hf, of 1420:405752MHz. The hy-
perfine energy levels of atomic hydrogen are shown
in Fig. 5.13. The transition frequency depends on the
magnetic field B (expressed in Teslas) and amounts
to

� D �hf + 1399:08 � 107 Hz �B2 : (5.21)

At room temperature the population of hydrogen atoms
is nearly evenly distributed between four magnetic hy-
perfine levels designated by F D 1, mF D 1, 0, −1 and
F D 0, mF D 0. These energy levels depend on the rela-
tive orientation of the magnetic dipoles associated with
the proton and the electron when the atom is in a mag-
netic field. In the upper level, designated as F D 1, the
angular momenta of the proton and electron are aligned
and added. Their magnetic dipoles are also aligned. In
this state the total angular momentum can orient itself
with a magnetic field in three different directions and
the F D 1 energy level splits into three components.
The F D 0 energy level results from the alignment of
protons and electrons that cancel their total angular
momentum and their magnetic dipoles oppose each
other.

–1
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0

B
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F = 1

F = 0

vhf

Energy

Fig. 5.13 Energy levels of atomic hydrogen
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Figure 5.14 shows a schematic diagram of an active
hydrogen maser. Molecular hydrogen at a pressure of
about 0:1 Torr is dissociated into atomic hydrogen by
an RF plasma discharge and collimated into a beam.
Atoms in two of the upper magnetic hyperfine energy
levels (F D 1, mF D 1, and 0) are selected by passing
through a highly inhomogeneous magnetic field gener-
ated by a multipole permanent magnet, which causes
them to move toward the weak field near the axis of the
magnet. These atoms are focused into a storage bulb
located in a resonant microwave cavity tuned to the
atomic hydrogen hyperfine frequency. The storage vol-
ume confines the atoms to a region where the oscillating
magnetic field is in the same phase.

As the atoms proceed from the multipole magnet
into the cavity bulb, the magnetic field they encounter
changes from about 9 kGauss radially in the magnet to
about one Gauss along the axis of the beam. In this drift
region the atoms remain in the F D 1, mF D 1, and 0
state and will be kept in these states along the drift re-
gion, if the magnetic field they encounter is reduced to
the level of the field in the resonator without sudden in-
terruption or change in direction.

A very important feature of an active hydrogen
maser is the monomolecular Teflon surface coating in
the storage bulb that enables its operation as an oscilla-
tor with a narrow resonance line width. This is achieved
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hydrogen maser
schematic

by storing the atoms without appreciable loss of phase
coherence from collisions with the wall surfaces or each
other.

The frequency of the F D 1,mF D 0 to F D 0,mF D
0 transition that powers the oscillator depends on the
magnetic field. To avoid frequency shifts from changes
in the magnetic field, hydrogen masers are operated
at low magnetic fields. To maintain these low fields
and provide a spatially uniform field, with variation at
the micro-Gauss level throughout the bulb, magnetic
shields are placed about the resonator to attenuate the
outside magnetic field, and a solenoid is placed within
the innermost shield to provide a uniform and control-
lable field.

Maser oscillation is sustained when the energy re-
leased by the incoming atoms resulting from stimulated
emission of the microwave fields in the resonator ex-
ceeds the energy lost by the resonator. The energy loss
includes the signal delivered to the receiver though
a pickup loop in the microwave cavity that is mixed and
compared to a signal from the local oscillator to pro-
duce the final output signal.

The fundamental stability limit for the maser is sim-
ilar to other oscillators and is given as

�y.�/ D 1

Ql

r
kT

2P�
; (5.22)
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where Ql is the line quality factor of the maser oper-
ating at a power level P, k is Boltzmann’s constant,
and T is the absolute temperature. This expression then
implies high values for Ql and power. However, high
power also promotes increased interatomic collisions.
Consequently masers typically operate with low power
in which the signal-to-noise ratio of the receiver of the
maser signal has a significant effect on the short-term
stability (at � < 100 s).

A typical active maser uses a microwave cavity
resonator operating in the TE011 mode. Without appre-
ciable dielectric loading by the bulb, the resonator’s
dimensions are of a cylinder of 28 cm in diameter and
height. These dimensions result in a storage bulb of two
to three liters in size and a considerable large size to the
overall maser with the levels of magnetic shielding and
vacuum enclosure required. A reduced resonator size
has been achieved by using dielectrically loaded cav-
ities. In active mode, these smaller resonators tend to
suffer larger thermal variations in resonance frequency
due to the properties of the dielectric material used for
loading the cavity and therefore require more thermal
control than the unloaded resonators. However, used in
the passive mode a considerable size reduction can be
achieved. In those cases magnetron cavity designs have
achieved a small resonator size with sufficient line Ql

for maser operation.
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The smaller resonators using lumped capacitance
loading to reduce dimensions are used in passive hy-
drogen maser and Q-enhanced hydrogenmaser designs.
Among others this type of resonator is used in the Rus-
sian Ch-176 hydrogen maser, some masers built by the
Sigma-Tau Standards Corporation and in the small Q-
enhanced spaceborne masers developed at the Hughes
corporation for the US Naval Research Laboratory.

The use of a cavity loaded with dielectric mate-
rial enables a smaller size of the cavity resonator, and
is thus an important means for reducing the overall
size of a hydrogen maser. However, the penalty is that
the cavity Ql will be lower and may be beneath the
self-oscillating limit. Therefore the maser can be op-
erated in the passive mode with two coupling loops
whereby one injects a microwave signal into the cav-
ity at the hyperfine frequency and another is used to
detect the amplified signal. The energy from the in-
jected signal causes stimulated emission of the atoms
in the cavity. These smaller designs usually operate in
the passive mode rather than the active mode just de-
scribed.

A generic passive hydrogen maser design using
a probe signal with two modulated frequencies is illus-
trated in Fig. 5.15. Here, the maser cavity is interrogated
with a probe signal that is phase modulated at two
different frequencies, f1 that corresponds to the nom-
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inal half-width of the microwave cavity, and f2 that
corresponds to the nominal half-width of the hydro-
gen resonance. This phase-modulated probe signal is
then coupled to the microwave cavity containing atomic
hydrogen appropriately state selected. In the resulting
spectrum the f2 sidebands primarily interact with the
narrow hydrogen line while the f1 sidebands primar-
ily interact with the broad cavity resonance. The signal
transmitted from the cavity is amplitude modulated at
frequencies f1 and f2. The size and sign of the amplitude
modulation at f2 relative to the impressed phase modu-
lation is proportional to the frequency offset between
the probe oscillator and the center of the hydrogen line.
The microwave signal is envelope detected to recover
the f2 amplitude modulation, which is then processed
in a synchronous or phase-sensitive detector reference
to the f2 phase modulation. The resulting error signal is
used to correct the probe oscillator so that it is precisely
centered on the hydrogen line.

Similarly, the f1 phase modulation simultaneously
probes the cavity resonance causing amplitude modu-
lation of the transmitted microwave signal at f1, which
is proportional to the detuning of the microwave cavity
from the center of the probe frequency. The error signal
produced from the f1 amplitude modulation in a syn-
chronous detector is used to tune the microwave cavity
to the probe frequency. This cavity servo technique
then effectively stabilizes the mechanical dimensions
of the cavity to reduce the effects of the environment,
primarily temperature. Consequently, the maser cavity
is environmentally stabilized and the interrogation fre-
quency produced by the local voltage-controlled crystal
oscillator (VCXO) is locked to the hydrogen resonance.
The stability for this type of maser in the short term is
not as good as the active maser due to the control servos
however in the long term they approach similar perfor-
mance.

5.2.3 Timescale Atomic Standards

Commercial cesium clocks are still the most prevalent
standard for timekeeping in other than national time-
keeping centers. Second is the active hydrogen maser
that is in limited commercial availability. Both of these
commercial devices are expensive with the hydrogen
masers being about an order of magnitude more expen-
sive than the cesium. The capability of GNSS timing
receivers to disseminate time is increasing and many
systems are using them to replace precise frequency and
time standards as reference standards in timing applica-
tions (Chap. 41).

Within national timing centers, such as the National
Institute of Standards and Technology (NIST) in the

United States [5.21], the laser cooled cesium fountain
has largely replaced the large thermal beam standards
that were used as primary standards for determination
of the SI second and contribution to the international
atomic time scale. Unlike these other standards, ce-
sium fountain clocks are not commercially available so
that each center has built their own version. A num-
ber of different cesium fountain clocks are now in use
throughout the world [5.22, 23] and in 2012 some 21
timing centers used cesium fountain clocks as their
primary frequency standard. These primary standards
serve as the metrologic reference and their performance
is therefore determined by comparison and coordina-
tion with the Bureau International des Poids et Mesures
(BIPM) [5.24].

The atomic fountain was first proposed and at-
tempted by Jerrold Zacharias [5.23]. The original ob-
jective was to increase the interrogation time of a par-
ticular transition in the atoms beyond that possible in
a thermal beam device by the use of gravity. If the
atoms are launched upward through the same inter-
action region twice, the Ramsey fringes are produced
with a resolution determined by the time between the
two interactions. This significantly reduces the sources
of errors since the same cavity would be used for
both interactions. The design of fountain clocks has
become practical through the use of laser cooling of
trapped neutral alkali metals with atomic transitions
in the microwave range, such as cesium and rubid-
ium.

The development of the magneto-optical trap
(MOT) provided the ideal method for trapping a number
of neutral atoms and cooling them with laser radia-
tion to within a few hundred micro-Kelvin of absolute
zero [5.25]. The balls of cold atoms collected in the
MOT could then be launched by the trapping lasers
without significant heating and light shifts. This pro-
cess is illustrated in Fig. 5.16. The atoms in a MOT
are confined through the combination of laser field and
magnetic field gradients, which can collect large sam-
ples of cold neutral atoms from background vapors or
atomic beams. The trap geometry contains three inter-
secting orthogonal pairs of counter-propagating laser
beams tuned just below a strong cycling transition in al-
kaline-earth and alkaline-earth-like atoms. The trapping
region produces a three-dimensional optical molasses,
so-called because the trap always provides a net force
opposing the atom’s propagation direction. The addi-
tion of a quadrupole magnetic field supplied by a pair
of anti-Helmholtz coils forces the atoms toward the cen-
ter of the trap. Millions of atoms can then be collected
in a fraction of a second with an atomic temperature of
approximately 1mK.

http://dx.doi.org/10.1007/978-3-319-42928-1_41
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Atomic fountain clocks are based on this concept
of laser cooling a collection of atoms to near absolute
zero so that these atoms in a nearly-unperturbed neu-
tral atomic state may be interrogated at the ground state
hyperfine frequency [5.27]. Although the balls of atoms
launched from the MOT contributing to the signal may
have a comparatively small number of atoms, on the or-
der of 103 to 106, the line quality factor Ql is so large
that a gain in frequency stability is obtained over the
conventional thermal beam approach. It is shown that
the frequency stability is given by the Allan deviation
as

�y.�/ D 1

 Ql

�.�N/

N

r
T

�
; (5.23)

where �.�N/ is a variance measure of the fluctuations
of the number of atoms from ball to ball, N is the
average number of atoms in the balls and T is the cy-
cle duration. In practice it is found that �y.�/ is about
3 � 10−13 s1=2=�1=2, which is in agreement with the ex-
pression above.

Development of this technology has been facilitated
by the availability of the appropriate lasers for the MOT
and interrogation lasers. Diode lasers are the lasers of
choice for use in fountain clocks and it is expected that
there will be a significant synergy between cold atom
development and space technology. The launch and op-
eration of the Atomic Clock Ensemble in Space (ACES)
experiment, which incorporates a cold atom cesium
clock with a passive hydrogen maser, will demonstrate

the potential of this type of laser-cooled standard in
space [5.28].

5.2.4 Small Atomic Clock Technology

The capability of manufacturing very small or miniature
atomic clocks was greatly enhanced by the development
of a technique known as Coherent Population Trap-
ping (CPT) [5.29]. It makes use of lasers for the optical
pumping of clock transitions and been successfully em-
ployed with both Rb and Cs. Similar in concept to the
classical Rb standard gas cell design, the spectral lamp
is replaced by a diode laser at the required D1 and D2

wavelengths for Rb of 780 nm and 794 nm, or for Cs at
852 nm and 894 nm. Using diode lasers, the spectrum is
much narrower than that produced by the spectral lamp,
which improves the pumping efficiency. If the laser sig-
nal is modulated to produce two coherent signals at the
wavelengths of the optical transitions corresponding to
the levels F D 2 and F D 1 in the case of Rb a new
phenomenon takes place. Coherent population optical
pumping at the exact resonances with the optical transi-
tions creates an interference resulting in the absence of
the absorption of radiation.

The transition energy levels are illustrated in
Fig. 5.17. The atoms are trapped in the ground state
and find themselves in a nonabsorbing coherent super-
position of the two hyperfine ground states. The atomic
medium then becomes transparent at the exact reso-
nance of the optical transition. The transmission of the
cell increases at resonance and if the frequency of the
laser signals is slowly swept, a resonance signal is ob-
served at the photodetector. The shape of the signal is
similar to the signals observed in the classical passive
Rb standard described above.

In practice, the two laser signals may be ob-
tained from a single laser modulated in frequency at
a submultiple of the hyperfine frequency. The highly
correlated sidebands created are used to provide the
resonance signals. The technique may be used to im-
plement a passive standard in either using the trans-
mission (bright line) or the fluorescence (dark line).

5P1/2 F’ = 2

F = 2

F = 1
5S1/2 6.835 GHz–1 0 1
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Fig. 5.17 The Rubidium CPT transition energy levels dia-
gram
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A microwave cavity is not needed since no microwave
signals are required to excite transitions within the
ground state. The design of a passive device is shown
in Fig. 5.18.

The frequency stability of the CPT passive standard
is expressed as approximately the same as that of the
intensity optical pumped standard [5.29]

�y.�/ D K

4 �hf q

r
e

Ibg �
: (5.24)

Here K is a constant depending upon the type of modu-
lation used and is of the order of 0.2, e is the charge of
the electron, Ibg is the background current created by the
residual transmitted light reaching the photodetector, �
is the averaging time and q is a quality figure defined
as the ratio of the contrast C to the line width. The con-
trast is defined as the CPT signal intensity divided by
the background intensity.

The lack of requiring a microwave cavity facili-
tates the design of miniaturized atomic clocks down
to a size limit determined by the laser and its corre-
sponding performance limitations. The application of
the CPT technique to cesium has resulted in a com-
mercial product known as the chip scale atomic clock
(CSAC) [5.30]. Preproduction units of the CSAC have
demonstrated a stability of better than 3 �10−10 s1=2=�1=2
at timescales of at least 1−100 s [5.30]. When used in
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Fig. 5.18 Passive CPT rubidium clock

GNSS receivers, the improved stability helps to reduce
phase noise, allows clock coasting during periods of
reduced satellite visibility, and supports a faster time-
to-first-fix (Chap. 13). Use of a stable atomic clock such
as the CSAC inside a GNSS receiver has also been
demonstrated as a technique for mitigating wideband
radio frequency interference generated by GNSS jam-
ming devices [5.31].

5.2.5 Developing Clock Technologies

Microwave standards are a mature technology and still
have good potential for further significant improve-
ments. For instance, a juggling rubidium fountain clock
that launchesmultiple balls of atoms in rapid succession
could greatly improve the SNR and result in short-term
fractional frequency stability in the high 10−15s at one
second while still maintaining excellent long-term sys-
tematics well below 10−16. This stability requires a local
oscillator with better performance than an OCXO. The
Time and Frequency Group at the Jet Propulsion Lab
(JPL) in Pasadena has built a cryogenically cooled
sapphire-loaded ruby oscillator that achieves 3 � 10−15
performance from 1−1000 s, thus meeting the local os-
cillator requirements for an advanced fountain [5.32].
It is possible that further refinements to the fountain
concept could bring that device into the low 10−15s at
a second.

http://dx.doi.org/10.1007/978-3-319-42928-1_13
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Laser-cooled microwave ion standards are expected
to have an exceptional long-term systematic noise floor.
It is likely that the main limitation will be magnetic field
sensitivity, which is largely an engineering problem of
providing good shielding while still maintaining good
optical access. However, while the systematic floor is
likely to be in the low 10−17s, the short-term stability is
probably limited to the low 10−13s due to the low signal-
to-noise ratio inherent in a device with only a few ions.
As a result, a microwave laser-cooled ion trap device is
unlikely to meet the stated goals.

Buffer-gas-cooled ion standards have already
demonstrated a stability of 3�10−14 at one second [5.33].
These devices have large signals (many ions) but only
a moderate SNR due to large background signals. A fac-
tor of 3−10 improvement in SNR could be achieved
with better detection schemes to reduce background.
This almost certainly means using lasers instead of
lamps as is the current practice. One of these ion
standards coupled with an advanced local oscillator
(such as the cryogenically-cooled oscillator already dis-
cussed) could get close to the short-term stability goal,
but the systematic floor is unlikely to be below 10−16

(larger numbers of ions at higher temperatures means
both exposure to higher RF fields and larger Doppler
shifts). Nevertheless, this type of approach should not
be dismissed too quickly, since this frequency stabil-
ity still allows several picoseconds (ps) timing stability
at one day. The buffer-gas-cooled ion standard with
laser interrogation would require the fewest techno-
logical advances and would be the simplest to imple-
ment.

The next step in atomic clock evolution is to
move from microwave clock frequencies to optical fre-
quencies [5.34–36]. With frequencies measured in the
1015 Hz range instead of 1010 Hz, optical clocks have
a potentially huge gain in line quality factor Q. Since
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Fig. 5.19 Diagram of optical clock

short-term stability is inversely proportional toQ, it also
improves. An ion trap clock based on an optical transi-
tion then combines very good short-term stability due
to the high Q of the optical transition with an excep-
tionally low systematic noise floor. An optical clock is
shown schematically in Fig. 5.19.

The two technologies that are critical to optical
clock progress are the optical comb and laser frequency
stabilization. The optical comb (also known as the fre-
quency comb) enables the coherent translation from
optical frequencies to microwave frequencies where
timing information is usually used, transferred and an-
alyzed. This is a huge step for optical clocks, since
previous chains linking optical to microwave frequen-
cies required man-years of highly skilled work and
large amounts of equipment to build and maintain. The
second critical technology is laser frequency stabiliza-
tion. To take full advantage of the optical line quality
factor, the clock laser, which is now the local oscilla-
tor for this clock, must have a frequency uncertainty on
the order of 1Hz or less. This is difficult to achieve but
offers great potential for future development of clock
technology.

5.3 Space-Qualified Atomic Standards

The development of space-qualified atomic clocks has
its origin in the navigation satellite concepts of the late
1960s and early 1970s. The Transit Doppler naviga-
tion system [5.37] first demonstrated the potential of
worldwide high-accuracy navigation by satellite. These
early navigation satellites were in a low altitude orbits,
which provided sufficiently strong signals for users to
calculate their position from the observed Doppler shift.
The oscillator, or clock, had to be stable enough to per-
mit a good frequency measurement over the period of
time the satellites were in view. If the oscillator had
a frequency change within that interval the frequency

measurement would be in error creating a position error
as well.

The advanced navigation satellite system designs,
such as the Naval Research Laboratory (NRL) TIMA-
TION (time navigation) concept and ultimately the
Global Positioning System (GPS) were based on pas-
sive ranging to provide continuous accurate navigation
to their users [5.38]. Development of space-qualified
clocks for GPS was focused on predictable stabil-
ity over time intervals of typically a day. From NRL
work in the first phase of the GPS program (Block I)
a space clock development program was formed to
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develop space-qualified clocks for the NAVSTAR satel-
lites [5.39]. To meet the system error requirements,
projects in rubidium, cesium and hydrogen maser units
were initiated. Improvements to the rubidium and ce-
sium units used in the Block I demonstration satellite
constellation were required to support the producibil-
ity, reliability and performance needs of the opera-
tional satellites (Block II/IIA) and alternative industrial
sources for these units were required to be developed.
The Block II/IIA GPS satellites contained two space
cesium clocks and two rubidium clocks. Subsequent
blocks of satellites, the replacement Block IIR and im-
proved Block IIR-M contained three rubidium clocks
and Block IIF contains two space rubidium and one
space cesium clock. The next Block III satellites are to
contain three rubidium clocks.

Developments of space-qualified atomic clocks
have also been conducted for the Russian Federa-
tion GLONASS (global navigation satellite system),
the European Galileo system, and the Chinese Bei-
Dou navigation satellite system. Each GLONASS and
GLONASS-M satellite hosts Russian three Cs-beam
frequency standards [5.40], whereas the latest genera-
tion of GLONASS-K1 satellites is equipped with both
cesium and rubidium clocks [5.41]. The Galileo satel-
lites make use of passive hydrogen masers as their
primary clocks in addition to conventional Rb gas cell
frequency standards [5.42]. China, finally had a devel-
opment project into space rubidium clocks since the
initial deployment of BeiDou [5.43, 44] and is also in-
vestigating use of hydrogen masers for their global
navigation systems [5.45].

Overviews of spaceborne atomic frequency stan-
dards and their use in the individual global and re-
gional navigation satellite systems are given in [5.46]
and [5.47]. The specific design aspects that distinguish
spaceborne clocks from their terrestrial counterparts
(such as environmental robustness and utmost reliabil-
ity) are further discussed in [5.48].

5.3.1 Space Rubidium Atomic Clocks

The first atomic clocks in orbiting satellites were
flown on board the Navigation Technology Satellite
one (NTS-1) [5.49]. This satellite contained two quartz
crystal clocks, developed under the TIMATION pro-
gram, and two experimental rubidium clocks based on
the FRK unit built by Efratom of Munich [5.50]. These
rubidium clocks were commercial clocks modified as
an experiment to survive the launch and thermal envi-
ronment of space. Both rubidium units were encased in
a large radiation shield to reduce the effects of radia-
tion on the clock electronics. The performance of the
NTS-1 rubidium clocks is shown in Fig. 5.20 in com-

Time interval (τ) seconds

Frequency stability (σy(τ))
10–10

10–11

10–12

10–13

10–14

100 101 102 103 104 105 106

NTS-1 Crystal oscillator
NTS-1 Rubidium clock
NTS-2 Cesium prototype

Fig. 5.20 Performance of NTS space clocks

parisons with the NTS-1 quartz oscillators and a cesium
frequency standard flown later on the NTS-2 spacecraft.
Despite a notable frequency drift at time exceeding sev-
eral hours, these units provided the proof-of-concept
necessary for use of rubidium clocks as primary units
in the first NAVSTAR developmental satellites.

The rubidium atomic clocks used in the early Block
I GPS satellites were built by Rockwell International
based on the FRK design of Efratom [5.51]. These units
were a combination of an electronics design rebuilt for
use in space by the Anaheim Division of Rockwell In-
ternational and the physics portion built by Efratom.
Fig. 5.21 shows the qualification unit of this design.

The early performance of the GPS units had a num-
ber of difficulties but they provided sufficient perfor-
mance to support continued development. Nevertheless,
the atomic clock of choice – and what was perceived to
be the best clock for the final operational system (GPS
Block II) – became the space-qualified cesium beam
clock (Sect. 5.3.2), since it was a primary standard
and did not exhibit the significant drift characteristic
typical of rubidium. During the development of the
GPS operational system in the 1980s alternative space-
qualified atomic clocks were developed as part of the
operational program of deployment [5.39]. The alter-
native source for space-qualified rubidium clocks was
a design originally from EG&G, who became Perkin
Elmer Optoelectronics and are currently known as Ex-
celitas [5.52]. That company produced two prototype
units that went on to become the atomic clock of
choice for the GPS system during the Block IIR satellite
deployment. Developments for GPS satellites focused
on performance, improvements in the clock’s state-of-
health diagnostics, ground testability, and reduction of
environmental sensitivities.
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a) b) c)

Fig. 5.21a–c Space-qualified rubidium clocks for GNSS Satellites: a qualification model for the early GPS satellites (a)
(image courtesy of NRL), the RAFS developed by TEMEX/Spectratime for Galileo (b) (image courtesy of Spectratime),
and the inside view of a second generation BeiDou rubidium clock (c) (after [5.44])

The latest version of Excelitas rubidium frequency
standards used on board the GPS Block IIF satel-
lites [5.53] as well as the Michibiki satellite of the
Japanese quasi-zenith satellite system (QZSS) offer
roughly a factor-of-two improvement in noise level and
offer a stability of about �y.�/ D 1�10−12 s1=2=�1=2. This
is mainly achieved through the use of a xenon buffer gas
and an advanced filter for the rubidium spectral lines
that increase the overall quality factor [5.54]. Both the
Block IIR and Block IIF operational rubidium clocks
have demonstrated outstanding inflight performance as
discussed further in Sect. 5.3.6.

Even though several BERYL Rubidium clocks
[5.55] where flown on GLONASS precursor satel-
lites [5.46], the Russian navigation has focused on the
exclusive use of cesium beam frequency standards for
more than 30 years (Sect. 5.3.2). Only recently, rubid-
ium clocks have been introduced as alternative atomic
frequency standards in the GLONASS-K series [5.41].
However, no flight results have become available up to
the end of 2015.

Rubidum atomic frequency standards (RAFS) for
the European Galileo program were originally de-
veloped under Swiss management by Spectratime
(formerly Temex Neuchatel Time) along with As-
trium, Germany, who did the space-qualified electron-
ics [5.56]. The clocks exhibit representative stabilities
of �y.�/ D 2−4 � 10−12 s1=2=�1=2 and were flight tested
in the GIOVE-A and -B satellites [5.57] prior to
their selection and incorporation into the operational
Galileo satellites. A sample of the Galileo RAFS is
shown in Fig. 5.21. Complementary to the Galileo
program, a variant using a Swiss electronic package
has also been developed for use as backup clocks
within the Chinese BeiDou constellation [5.47, 56].
Furthermore, the Specatratime Rubidium clocks are
employed as primary frequency standards for the In-
dian Regional Navigation Satellite System (IRNSS;

now known as NavIc for Navigation with Indian Con-
stellation).

Along with the buildup of their national naviga-
tion satellite systems, various types of space-qualified
rubidium clocks have also been developed in China.
These indigenous RAFS exhibit a reported stability of
about 5 � 10−12 s1=2=�1=2 and presently serve as primary
onboard clocks for the regional BeiDou navigation
system. A recent RAFS model developed by the Bei-
jing Institute of Radio Metrology and Measurement is
shown in Fig. 5.21.

5.3.2 Space-Qualified Cesium Beam Clocks

The first prototype cesium clocks evaluated in orbit for
GNSS were contained in NTS-2, which was the pre-
cursor of the NAVSTAR Block I satellites [5.38, 39,
58]. Two prototype cesium units were flown in NTS-
2 and provided the space qualification of the cesium
tube necessary for continued development. The cesium
tube qualified in NTS-2 developed by Frequency and
Time Systems Inc. (FTS) is shown in Fig. 5.22 and was
the same tube used in the operational Block II/IIA GPS
satellites. Performance of the NTS-2 cesium units in or-
bit is also shown in Fig. 5.20.

Fig. 5.22 Cesium beam tube without external shields and
vacuum container showing the Ramsey cavity, the cesium
reservoir on the right and detector assembly on the left.
Image courtesy of NRL
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During the next development step, engineering
models of a refined design were built and tested. In co-
operation with the US Defense Nuclear Agency, com-
plete radiation testing was performed to determine the
design parameters necessary for a radiation-hardened
unit. The unit design and development with FTS con-
tinued through the preproduction model (PPM) stage.
Six of these PPMs were built and provided to the prime
satellite contractor Rockwell International (RI) for use
in the early NAVSTAR satellites. The first PPM was
launched in NAVSTAR 4 and the last would have been
launched in NAVSTAR 7. This cesium design became
the one employed in the Block II and IIA operational
GPS satellites. These satellites had two cesium and two
rubidium clocks in each satellite.

The next generation of cesium clocks for space
were developed and deployed in the GPS Block IIF
satellites [5.53]. These clocks employ a similar thermal
cesium beam tube to that used in the earlier GPS satel-
lites, but use digital electronics rather than the analog
electronics used previously. The complete unit of the
digital cesium beam frequency standard (DCFBS) for
GPS Block IIF is shown in Fig. 5.23. It achieves a rep-
resentative stability of 1 � 10−12 s1=2=�1=2, and is mainly
used as backup clock on those satellites. Its inflight per-
formance is further described in Sect. 5.3.6.

Aside from GPS, cesium beam atomic clocks are
also used extensively within the Russian GLONASS
constellation, where they have served as the pri-
mary source of time and frequency information on
most satellites launched so far. Satellites of the first
generation GLONASS satellites were equipped with
three GEM clocks [5.55] built by the Russian Insti-
tute of Radio Navigation and Time (RIRT), formerly
Leningrad Scientific Research Radiotechnical Institute

Fig. 5.23 GPS Block IIF digital cesium beam frequency
standard (DCFBS) from Symmetricom (after [5.59]). Re-
produced with permission of MicroSemi

(LSRRI), in St. Petersburg. Only one clock is active
at a time, while the others are kept in cold redun-
dancy [5.40]. Even though the GLONASS clocks were
operated in a sealed compartment at ambient pres-
sure and temperature, their limited survivability posed
a major constraint to the overall lifetime of those satel-
lites [5.60].

Satellites of the subsequent GLONASS-M series,
which still makes up the majority of the current con-
stellation, are equipped with MALAKHIT clocks that
are likewise built by RIRT. Following [5.55, 61], the
two clock types exhibit Allan deviations of about 1:5 �
10−10 s1=2=�1=2 and 3 � 10−11 s1=2=�1=2 at timescales of
100 s to one day. More recent developments have re-
sulted in a performance improvement by a factor of 2−3
as well as a notably reduced mass of the GLONASS on-
board frequency standards [5.62].

5.3.3 Space-Qualified Hydrogen Maser
Clocks

The use of hydrogen masers for the ground stations
and eventually in spacecraft was considered for GPS
before the beginning of the program. Efforts at that
time were based on adapting the active hydrogen maser
design developed by the Smithsonian Astrophysical
Observatory (SAO). SAO developed a series of active
hydrogen masers for the Very Long Baseline Interfer-
ometry program that were capable of being operated
in ground stations at remote sites. From that design,
SAO built a space-qualified hydrogen maser for the Na-
tional Aeronautics and Space Administration’s (NASA)
Gravity Probe One unit to investigate the gravitational
relativistic effects on a precise clock. The probe was
launched in the mid-1970s in a vertical ballistic trajec-
tory to maximize the relativistic effects on the atomic
clock [5.63]. The successful flight qualification and op-
eration in the 2:5 h launch profile demonstrated the
potential for operating such a clock in orbiting space-
craft. However, this particular active hydrogen maser
design was rather large to consider incorporating into
an orbiting satellite.

Reduction in the size of such a space clock was
considered essential, so compact passive physics unit
designs were investigated by NRL for GPS [5.64]. Var-
ious passive maser designs were investigated, both of
the physics unit as well as electronics designs for cav-
ity stabilization and interrogation. Several experimental
units were built incorporating design alternatives for
evaluation and the most successful approach was the
Hughes Q-enhanced design incorporating a small mag-
netron cavity [5.65, 66]. This compact passive hydrogen
maser design reduced the overall size of the device to
roughly the size of a GPS space-qualified cesium clock.
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Figure 5.24 shows the physics unit of the final version
of the Hughes design.

The Galileo program also developed a small passive
hydrogen maser (PHM) clock for operational satel-
lites [5.67–69]. The development was jointly performed
by Spectratime, Switzerland, and Galileo Avionica,
Italy, who where in charge of the physics package and
the electronics package, respectively. The maser cavi-
ties used in these devices are of similar design to that
of the Q-enhanced maser design discussed above. They
are a magnetron cavity design using a metal cavity
machined to hold the hydrogen containment bulb with
three arms that provide the capacitive loading on the
cavity. The microwave cavity is thermally controlled
to exhibit variations at the level of a few milli-Kelvin
for baseplate temperature changes of about ˙5K.
The Galileo PHM achieves a typical performance of
1 � 10−12 s1=2=�1=2 over timescales of 1−10 000 s, which
marks a notable performance increase over the Galileo
RAFSs and makes it one of the best clocks ever used
in navigation satellites. On the other hand, the mass of
about 18 kg is notably larger than that of the rubidium
clock. A flight-qualified space passive hydrogen maser
ready for thermal vacuum testing is shown in Fig. 5.25.
The PHMs for the Galileo program were flight tested
on board the GIOVE-B technology demonstration satel-
lite [5.57] and are now in routine use on board the
operational Galileo satellites.

In parallel to the Galileo PHM developments,
Observatoire de Neuchâtel and Spectratime pursued
the development of a space-qualified, active hydro-
gen maser for use within the Atomic Clock Ensemble
in Space (ACES [5.28]). The Space H-Maser (SHM)
uses a sapphire loaded microwave cavity and achieves
an Allan deviation down to 5 � 10−15 at a timescale of
100 s [5.70, 71]. The larger mass (35 kg) and power con-

Fig. 5.24 Hughes Q-enhanced hydrogen maser physics
unit. Image courtesy of NRL

Fig. 5.25 Galileo space passive hydrogen maser. Image
courtesy of Spectratime

sumption (77W) of the active maser did not allow its
consideration for the present Galileo system. Neverthe-
less, its use on ACES will provide further evidence for
the potential of high-performance clocks in future nav-
igation systems.

5.3.4 Space Linear Ion Trap System (LITS)

The Jet Propulsion Laboratory Time and Frequency
Group have developed a new technology standard
known as the linear ion trap standard (LITS) [5.72].
Operational versions of these units are being deployed
in the NASA Deep Space Network as replacements
for the large active hydrogen masers currently in use.
A spacecraft version of these units has been investi-
gated and offers the potential of a very small size and
power clock with potentially high stability. The physics
package is small but since it is a passive device a high
quality local oscillator is needed to gain the full poten-
tial of these devices. The potential performance gain
using a modest performance local oscillator and the
adaptability to digital implementation of the electron-
ics could be a major step in spacecraft clocks [5.73].
NASA is currently developing a space-qualified version
of this device for demonstration in a space environ-
ment [5.74].

5.3.5 Satellite Onboard Timing Subsystems

Aside from the atomic frequency standard, naviga-
tion satellite systems commonly employ some form of
frequency distribution unit as part of their timing sub-
system. Following [5.75], this unit may serve up to three
purposes:

� Selection of one out of multiple clocks as the main
source for the time and frequency generation
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� Conversion of the native clock frequency to the base
frequency for the navigation signal generation, and
finally� Performance of fine frequency adjustments to keep
deviations of the onboard time from the GNSS time
scale within specified limits.

In advanced timing system implementations, the
above functions are combined with a monitor that com-
pares the active clock against a reference to identify
potential anomalies such as occasional bad points or
outliers, phase jumps and frequency steps. All of these
anomalous effects may happen singly, in combination,
suddenly, or over a period of time. Serious situations
related to satellite clock anomalies can be avoided
by detection of these anomalies on board rather than
through detection by tracking data on the ground. The
clock’s behavior can be better monitored on board in
real time without additional noise or errors added by
the communication link. However, multiple operating
frequency standards on board are necessary to accom-
plish this result.

Awell-known example of a timing subsystem taking
care of the above functions is the Time Keeping Sys-
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Fig. 5.26 Block diagram of Block IIR satellite Time Keeping System

tem (TKS) of the GPS Block IIR satellites [5.76–78].
The TKS was originally designed to provide a common
interface to different types of atomic clocks as well as
determine the differences between the onboard atomic
clocks and the output voltage-controlled crystal oscil-
lator (VCXO). The system was configured to provide
an interface for three atomic clocks, any one of which,
when operating, was compared with a redundant VCXO
by a phase comparator running at 600MHz (Fig. 5.26).
The VCXO produces the final signal but is adjusted
or disciplined to the atomic clock’s output. This inter-
comparison produces a measure of the onboard atomic
clock’s performance but it is ambiguous as to whether
it occurs in the atomic clock or in the VCXO. Either
one can affect the resultant comparison. At least three
clocks would be necessary to be intercompared in or-
der to produce an unambiguous determination of which
clock produced the unacceptable performance [5.5].

In a similar fashion to GPS, the Galileo satellites
utilize an onboard system called the clock monitor-
ing and comparison unit (CMCU) [5.79–81] to monitor
a standby clock with the clock driving the satellite trans-
mitter (Fig. 5.27). Each Galileo satellite is equipped
with two rubidium atomic frequency standards as well
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as two passive hydrogen masers. At any time, two of
these four clocks are active while the other two serve as
cold redundancy. Using a switching matrix, the signals
of the two active clocks are connected to two synthesiz-
ers that shift the native clock frequency of 10MHz for
the RAFSs and 10:0028MHz for the PHM by roughly
230 kHz to obtain the 10:23MHz core frequency for the
navigation signal. The synthesizers can be digitally con-
trolled and enable adjustments of the output frequency
in steps of less than 10−15 [5.81]. Even though only one
synthesizer is selected to serve as master time refer-
ence, both outputs are continuously monitored through
a phase meter. By continuously comparing the mas-
ter clock with an operating standby clock, a switching
transient and a loss of knowledge of the satellite time
is avoided in case an immediate switch between both
clocks needs to be made.

The onboard systems in use today are still mostly
dependent upon the performance of a single clock to
produce the desired performance. If clocks could be
compared on board or with the signals from neighbor-
ing satellites provided satellite cross-links or signals
from the other satellites could be made available, their
outputs could be monitored to be less susceptible to in-

terruption or anomaly but also to produce a somewhat
more stable and accurate signal. This onboard compari-
son capability could provide an immediate detection of
anomalies in the operational clock and if properly in-
strumented possibly even the navigation payload. The
resulting status could be inserted into the navigation
message for direct broadcast to the users in case of
anomaly and to the ground monitoring stations, thereby
providing a real-time alerting capability to the system.
Data associated with the comparative indication could
also be telemetered to the control segment for diagnos-
tic and remedial actions. The current GNSSs do not per-
form a comparison between the onboard clocks suffi-
cient for determination of clock anomalies. Instead they
rely on ground monitoring for detection and correction
of such anomalies. A more sophisticated measurement
system would be necessary to support a technique for
automatic detection and correction on board.

5.3.6 On-Orbit Performance
of Space Atomic Clocks

The performance of atomic clocks on board the GNSS
satellites is critical to the ultimate accuracy achievable
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by the system. Today’s satellite navigation systems op-
erate primarily in a passive mode, where the satellites
are tracked by a set of of monitoring stations. From
these observations the system parameters, i. e., satellite
ephemerides and clock correction values, are predicted
ahead. The navigation information computed at the sys-
tem master station is then uploaded into the satellites
for transmission to the users over time [5.82]. Conse-
quently, the ability to evaluate the clock performance in
orbit and to accurately predict the system parameters is
required. Effects contributing to the clock observations
must be carefully modeled or eliminated, so that the ob-
served and predicted satellite clock information will be
as accurate as possible [5.83, 84].

Similar to GNSS-based positioning, the monitoring
of GNSS satellite clocks makes use of pseudorange and
carrier-phase observations. Both of these reflect mea-
surements of the difference between the signal receive
and transmit times relative to the local receiver and
transmitter clocks. As indicated by the terminology,
pseudoranges (and likewise the carrier-phase obser-
vations) do not represent a pure measurement of the
distance �, but include contributions of the respective
clock offsets relative to a common system timescale. As
discussed in more detail in Chap. 19, the pseudorange pi
and carrier-phase observations 'i on the i-th frequency
(i D 1; 2; : : :/ can be modeled as

pi D � + c.dtr − dt
s/+ Ii + T + ei

'i D � + c.dtr − dt
s/− Ii + T +A + "i ; (5.25)
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where c is the vacuum speed of light, � is the distance
between the satellite antenna and the user receiver’s an-
tenna, dtr is the clock synchronization offset of the user
receiver’s time, dts is the clock synchronization offset
of the satellite’s time at the time of transmission, Ii is
the frequency dependent propagation delay due to the
ionosphere and T is the delay due to the neutral at-
mosphere, mostly the troposphere. The measurements
errors ei and "i exhibit standard deviation at the decime-
ter and millimeter level, respectively, for pseudorange
and carrier-phase observations. Even though carrier-
phase measurements exhibit an extremely low noise,
they also include an ambiguity A, which comprises both
integer multiples of the wavelength and fractional-cycle
phase biases. During uninterrupted tracking of a satel-
lite signal the ambiguity is constant thus offering highly
precise measurements of the range change and clock
offset variations over time.

The various delays and errors associated with the
observations are discussed in depth in Chap. 19. How-
ever, once the observations are corrected for instrumen-
tation, equipment effects (antenna offsets and the like),
propagation effects, geometric effects or delays, and
satellite position relative to the receiving equipment are
all compensated, the residual differences

cdts − cdtr D .� + Ii + T/ − pi + ei
cdts − cdtr −A D .� − Ii + T/ −'i + "i (5.26)

between the measurements and the modeled geometric
range and propagation delays are basically a compari-

http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_19
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Fig. 5.29 On-orbit performance of GPS satellite clocks (Oct.–Dec. 2014). Individual satellites are identified by their space vehicle
number (SVN)/pseudorandom noise (PRN) number. In addition the Block type and the active clock are indicated

son of two clock outputs just as they would be measured
in a laboratory evaluation of two clocks. Examples of
observed satellite clock offsets relative to a ground
reference are shown in Fig. 5.28 for different GNSS
satellites. The time series clearly reveal the different
short- and long-term stability of individual types of
atomic frequency standards.

Characterizing the satellite clocks’ performance and
predicting their performance ahead is dependent upon
the ability to separate all other errors from the measure-
ment so that only clock errors remain. This function
is performed for the GNSSs by their respective track-
ing networks to support their operation. For GPS the
network consists of the GPS Ground Segment tracking
stations (Chap. 7) combined with additional stations op-
erated by the National Geospatial-Intelligence Agency
(NGA). This network supports the real-time operation
of the GPS as well as providing the data for produc-
ing precise ephemerides for all the GPS satellites. In
their support to the science community, the Interna-
tional GNSS Service (IGS; see Chap. 33) performs
a similar function to provide highly accurate GNSS or-
bit products. The IGS data products have significantly

reduced errors over that expected by normal navigation
users. Details of the IGS product generation and the
processes used to estimate satellite orbits, atmospheric
parameters, site coordinates and Earth rotation parame-
ters from a globally distributed network of monitoring
stations are discussed in Chap. 34.

Clock offsets estimated from a global monitoring
network as part of the precise orbit and clock determi-
nation process form a primary means for the inflight
performance assessment of atomic frequency standards.
In accord with the typical data rates and data arcs used
in such adjustment processes, they mostly provide in-
formation on the clock stability at timescales of about
5min to 1 day. For use at short timescales, the method
is less suitable though, due to the high computational
effort required for high-rate clock solutions. As an alter-
native, the one-way carrier-phase technique (OWCP)
has been proposed in [5.86]. It makes use of carrier-
phase observations from a single monitoring station
connected to a highly stable reference clock (typically
an active hydrogen maser). Based on (5.26) the differ-
ence of the onboard and ground clock is evaluated using
a coarse orbit model such as broadcast ephemerides.

http://dx.doi.org/10.1007/978-3-319-42928-1_7
http://dx.doi.org/10.1007/978-3-319-42928-1_33
http://dx.doi.org/10.1007/978-3-319-42928-1_34
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Subsequently, the resulting time series is detrended us-
ing a low-order polynomial to remove the impact of
the carrier phase ambiguity and residual orbit errors
as well as uncompensated atmospheric delays. Subject
to a short data arc (up to a few hundred seconds) and
the absence of large ionospheric variations, the method
can even be applied with single-frequency observations
rather than a more noisy dual-frequency combination.

Practical results and a comparison of the OWCP
method with other clock estimates have, for exam-
ple, been reported in [5.87–89]. The unique potential
of this method to study the onboard clock stability at
subsecond timescales has been demonstrated in [5.90]
using GNSS receivers with data rates of 50Hz and
beyond. A special variant of the OWCP method has,
furthermore, been studied in [5.91]. It makes use of the
triangulation concept [5.92] for a statistical characteri-
zation of the clock noise, by processing data from three
satellites simultaneously. This method does not require
a highly stable ground clock, but relies on equal noise
properties of all involved satellite clocks.

The space-qualified atomic clocks in the GPS op-
erational satellites have stability requirements ranging
from 2 � 10−13 =day for cesium and 1 � 10−14 =day for the
rubidium on the later satellites. On-orbit performance
has provided better than expected stabilities as demon-
strated in Fig. 5.29. This figure provides the frequency
stabilities of the GPS constellation clocks as measured
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Allan deviation

Averaging time (s)

GPS IIA Rb (G023)
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Fig. 5.31 Comparison of atomic
clocks performances for current GNSS
satellites. Bold lines provide Allan
deviations for timescales of 30 s to
100 000 s based on data from the clock
product of GeoForschungsZentrum
(GFZ), Potsdam [5.85] for a one-week
data arc in Jan. 2016. A dotted gray
line provides the corresponding values
for a hydrogen maser at the IGS GNSS
station in Brussels. For comparison,
thin lines show clock stability values
over short timescales (1−100 s) as
derived in [5.90] from a OWCP
analysis
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Fig. 5.30 Averaged amplitude spectrum of GPS constella-
tion clocks (after [5.93])

by the Hadamard deviation calculated using the Interna-
tional GNSS Service (IGS) final clock products over the
month of November 2013. For comparison with the on-
orbit clock performance, Fig. 5.29 also shows the data
from two Block IIF rubidium units under long-term test
by the NRL. As the plots show, on-orbit performance of
the Block IIF units is near that of the environmentally
controlled ground units, at least over the short term.

Over longer averaging intervals the performance
is degraded in comparison by apparent fixed period
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harmonic variations attributable to the satellite timing
signal [5.93, 94]. The strongest of these harmonic vari-
ations occur nominally at 2.003 and 4.006 cycles per so-
lar day with amplitudes of more than 2 ns for some GPS
satellites. The Hadamard deviation statistic has a broad
frequency response to pure harmonics so the harmonic
variations are seen more distinctly using frequency do-
main techniques, as shown in Fig. 5.30. These data used
individual satellite data spectra calculated by applying
a standard periodogram with Blackman–Harris win-
dowing to approximately 150 days of IGS final clock
data for each satellite referenced to IGS time. The clock
data for each satellite were detrended by fitting and re-
moving a second-order polynomial prior to calculating
its periodogram. The averaged spectrum was then ob-
tained by averaging the individual satellite spectra at
each Fourier frequency. Evidence is increasingly strong
that the origin of the variations is likely to be thermal
sensitivity, possibly of the associated electronics or of
the units themselves.

A comparison of GPS atomic frequency standards
with those of other navigation satellite systems in

shown in Fig. 5.31 for timescales ranging from 1 s to
more than a day. Stabilities for the various clock types
differ by up to a factor of ten and are generally bet-
ter for rubidium clock and hydrogen masers than for
the currently employed cesium beam clocks. A supe-
rior performance can, in particular, be noted for the
GPS IIF RAFS and the Galileo PHM, which exhibit
stability values close to the observational limit over
a wide range of timescales. While the Allan devia-
tion follows the expected linear trend in the double-
logarithmic representation for most clocks and satel-
lites, bumps of varying amplitude can frequently be
recognized at timescales near one half of the orbital
period. These may be caused by thermal variations
in the onboard equipment as discussed above, but
can also be related to radial orbit errors induced by,
for example, an incomplete modeling of solar radia-
tion pressure forces [5.95]. On the other hand, ADEV
bumps observed at timescales less than 1000 s for
some types of GNSS satellites can often be attributed
to the function of the respective timekeeping sys-
tem [5.78].

5.4 Relativistic Effects on Clocks

The technologies of clocks, timekeeping, and GNSS
have long advanced to a state where the precision of the
measurements is on the order of nanoseconds and where
such performance is necessary for satellite-based global
navigation. To achieve this level of precision and accu-
racy, corrections imposed by relativity must be taken
into account in addition to errors in the measurement
systems, instrumental errors on board a satellite and
atmospheric propagation delays. The development of
GPS first brought a system into application, in which
the principles of the special and general theories of rel-
ativity are not merely a matter of scientific interest, but
have become an engineering necessity.

To understand the relationship between Coordi-
nated Universal Time (UTC) reference timescale, its
dependence on the International Atomic Time (TAI),
their relation to the rotation of the Earth, as well as
the time maintained and used by individual GNSSs, the
relativistic relationship of timekeeping in and around
the Earth is necessary [5.96]. In a relativistic formula-
tion it is also necessary to have a clear understanding
of the relationship of space-time reference systems in
that framework. These relationships have been defined
primarily by resolutions of the various international
scientific organizations. The most important of these
resolutions are:

1. International Astronomical Union (IAU) Resolution
A4 (1991) defining the Geocentric Celestial Ref-
erence System (GCRS), the Barycentric Celestial
Reference System (BCRS) and their time coordi-
nates. IAU Resolution B1 (2000) further refines the
BCRS definition.

2. International Union of Geodesy and Geophysics
(IUGG) Resolution 2 (2007; see [5.96, Annex C])
defining the Geocentric Terrestrial Reference Sys-
tem (GTRS), along with the International Terrestrial
Reference System (ITRS).

The nomenclature used here follows the IAU/IUGG
framework in that the GCRS is known as the Earth-
Centered Inertial (ECI) coordinate system, the GTRS
(in practice, the ITRS) is known as the Earth-Centered
Earth-Fixed (ECEF) coordinate system, and the BCRS
is the barycentric coordinate system.

5.4.1 Relativistic Terms

GPS provided the initial theoretical model for rela-
tivistic synchronization and time comparison for GNSS
development and operation as well as a laboratory for
the validation of relativistic algorithms. However, the
effects of relativity on precise orbiting vice orbit clocks



Clocks 5.4 Relativistic Effects on Clocks 149
Part

A
|5.4

and the systems operating them should be understood
in the context of global timekeeping. Relativistic for-
malism and relationships are based on observations and
measurements between different frames of reference.
Consequently an understanding of the different frames
of reference and how they are realized in actual use is
needed. This section will discuss a description of the
relativistic effects on orbiting and Earth bound clocks
and the implications for GNSS and other satellite-based
time and position determination systems. This discus-
sion is a prelude to understanding the issues of global
timekeeping and GNSS timekeeping systems which are
directly analogous.

GNSS internal timescales provide a basis for main-
taining system internal synchronization and precision
measurements between the elements of the system. The
GNSS time is based on time maintained by sets of
atomic clocks that are effectively generating versions of
atomic time. They are linked to timekeeping centers so
they can provide the most versatile and effective means
of disseminating precise global time available.

The definition of some key relativistic terms and
their meaning follows:

Proper time �p is the actual reading of a clock or the
local time in the clock’s own frame of reference.

Coordinate time t is the independent variable in the
equations of motion of material bodies and in the
equations of propagation of electromagnetic waves.
It is a mathematical coordinate in the four-dimen-
sional space-time of the coordinate system. For
a given event, the coordinate time has the same
value everywhere. Coordinate times are not mea-
sured; rather, they are computed from the proper
times of clocks.

Space-time interval. The relation between coordinate
time and proper time depends on the clock’s position
and state of motion in its gravitational environment
and is derived by integration of the space-time in-
terval. In the comparison of the proper times of two
clocks, the coordinate time is ultimately eliminated.
Thus the relativistic transfer of time between clocks
is independent of the coordinate system. The coor-
dinate system may be chosen arbitrarily on the basis
of convenience.

In general, the space-time interval ds is described
by

ds2 D g��dx
�dx�

D g00c
2dt2 + 2g0jc dt dxj + gijdxidxj ; (5.27)

where g�� are the components of the metric. In the
notation used here a Greek index assumes the range
0, 1, 2, 3 and a Latin index assumes the range 1, 2,

3. A repeated index implies summation on that index.
The metric depends upon the gravitational potentials,
angular velocity and linear acceleration of the refer-
ence frame. Upon a transformation of the coordinates,
the space-time interval remains invariant. Therefore the
metric g�� transforms as a second-order covariant ten-
sor.

The general expression for the relationship between
proper time �p and the coordinates of the chosen coor-
dinate system, comprising the coordinate time x0 � ct
and the spatial coordinates xi, is given by

ds2 D g00c
2dt2 + 2g0jc dt dx

j + gijdx
idxj

D −c2d�2p : (5.28)

Therefore dt D d�p for a clock at rest in an inertial
frame of reference, for which dxi D 0 and −g00 D 1,
g0j D 0, and gij D ıij. The elapsed coordinate time cor-
responding to the measured proper time as registered by
a clock along a path between points A and B is

�t D ˙
BZ

A

1p
−g00

s
1 +

1

c2

�
gij +

g0ig0j
−g00

	
dxi

d�p

dxj

d�p
d�p

+
1

c

BZ

A

g0j
−g00

dxj

d�p
d�p :

(5.29)

For an electromagnetic signal, the space-time interval is

ds2 D g00c
2dt2 + 2g0jc dt dx

j + gijdx
idxj D 0 : (5.30)

The speed of light is c in every inertial frame of refer-
ence. The elapsed coordinate time of propagation along
a path between points A and B is

�t D ˙
BZ

A

1p
−g00

s
1+

1

c2

�
gij +

g0ig0j
−g00

	
dxidxj

+
1

c

BZ

A

g0j
−g00

dxj ;

(5.31)

where the expression in parenthesis

�ij � gij +
g0ig0j
−g00

represents the metric of three-dimensional space and

d� D
q
�ijdxidxj

represents the increment of three-dimensional distance.
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5.4.2 Coordinate Timescales

For practical purposes, different types of coordinate
times are distinguished:

Geocentric Coordinate Time (TCG) is the coordinate
time in a coordinate systemwith origin at the Earth’s
center (ECI or ECEF).

Terrestrial Time (TT) is the coordinate time that is
rescaled from TCG so that it has approximately the
same rate as the proper time of a clock at rest on the
geoid. The geoid is the surface of constant gravity
potential, which is closely approximated by mean
sea level. The relationship between TCG and TT is
defined such that

d.TT/

d.TCG/
� 1 − LG ;

where

LG � 6:969290134 � 10−10 � 60:2�s=d

as discussed below. The value of LG is a defined con-
stant. Consequently,

TCG−TT D LG.TCG−TCG0/

D LG
1 − LG

.TT−TT0/ ;

where TCG0 and TT0 correspond to JD 2 443 144:5
TAI (1977 Jan. 1, 0 h). The practical realization of
TT is

TT D TAI + 32:184 s : (5.32)

Barycentric Coordinate Time (TCB) is the coordinate
time in a coordinate system with origin at the solar
system barycenter. The coordinate time difference
between TCB and TCG is a transformation that de-
pends on both time and position. This timescale is
important to be used when the satellite is outside
Earth orbit and the influence of the Solar System
needs to be taken into account.

5.4.3 Geocentric Coordinate Systems

The following section will discuss the transformation
between the proper time of an ideal clock (one that
exactly realizes the SI second) and coordinate time in
a geocentric coordinate systems.

Earth-Centered Inertial Coordinate System
The coordinate time associated with an Earth-centered
inertial (ECI) coordinate system is TCG. Through terms

of order 1=c2, the components of the metric tensor in
this coordinate system are

−g00 D 1 −
2U

c2
;

g0j D 0 ;

gij D
�
1 +

2U

c2

	
ıij ; (5.33)

where U is the gravitational potential. The elapsed
TCG in the ECI coordinate system corresponding to
the elapsed proper time as registered by a clock mov-
ing along a path between points A and B with velocity
v is given by

�t D
BZ

A

�
1+

1

c2
U +

1

2c2
v 2

	
d�p : (5.34)

The Earth’s potential U at radial distance r, geocentric
latitude 	, and longitude � may be expressed as an ex-
pansion in spherical harmonics

U.r; 	; �/

D GM˚
r

"
1+

1X
nD2

nX
mD0

�
R˚
r

	n

�Pnm.sin	/.Cnm cosm�+ Snm sinm�/

#

(5.35)

with coefficients Cnm and Snm. Here, GM˚ is the grav-
itational coefficient of the Earth and R˚ its equatorial
radius. Furthermore, the factors Pnm denote the associ-
ated Legendre functions of degree n and order m.

For practical applications it is sufficient to include
only the Earth oblateness correction and approximate
the gravitational potential as

U D GM˚
r

+ J2
GM˚
r

�
R˚
r

	2 1

2

�
1− 3 sin2 	

�
; (5.36)

where J2 D −C2;0 � 1:08 � 10−3 is the leading zonal
gravity coefficient.

Even for a clock at rest on the surface of the rotating
Earth, it is necessary to account for its velocity v D !�
r in the ECI coordinate system, where ! is the angular
velocity of the Earth and r is the position of the clock.
Thus TCG elapsed as the clock records proper time��p
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is

�t D
BZ

A

�
1 +

1

c2
U +

1

2c2
jj!� rjj2

	

D
BZ

A

�
1 +

1

c2
W

	
d�p ; (5.37)

where

W D U +
1

2
jj!� rjj2

D U +
1

2
!2r2 cos2 	 (5.38)

is the gravity potential.
As the gravity potential W0 over the surface of the

geoid is constant, it may be evaluated on the equator
and is approximately given by

W0 � GM˚
R˚

�
1 +

1

2
J2

	
+
1

2
!2R˚2 : (5.39)

The current best estimate of W0 is 6:2636856 �
107 m2=s2.

According to (5.37), the TCG in the ECI coordinate
system that corresponds to the proper time ��p0 mea-
sured by a clock at rest on the geoid is

�t � TCG D
�
1 +

W0

c2

	
��p0

� .1+ LG/��p0 ; (5.40)

where LG � 6:969290134 � 10−10. By convention, the
value of LG is a defined constant. It represents the best
available value of W0=c2 at the time of its definition in
2000 [5.96].

TT is obtained by rescaling TCG by the factor 1 −
LG. Thus

�t0 � TT D .1 − LG/TCG : (5.41)

It follows that

TT D .1− LG/.1+ LG/��p0 � ��p0

to within a few parts in 1018.
For a clock on an Earth-orbiting satellite, the or-

bit may be regarded as Keplerian (unperturbed) in the
first approximation (Chap. 3). The potential at distance
r from the Earth’s center is approximatelyU D GM˚=r.
Therefore the increment of TCG is

�t D
BZ

A

�
1 +

1

c2
GM˚
r

+
1

2c2
v 2

	
d�p: (5.42)

The variation of the satellite velocity v with distance
r is determined from the conservation of the specific
energy

" D 1

2
v 2 −U D 1

2
v 2 −

GM˚
r

; (5.43)

which amounts to

" D −
GM˚
2a

(5.44)

for an orbit of semimajor axis a. Therefore, to this order
of approximation, the elapsed coordinate time is

�t D
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GM˚
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2GM˚
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d�p

D
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1 −
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��p

+
2GM˚
c2

tZ

t0

1

r
dt : (5.45)

In the last integral d�p has been replaced by dt as this
term is a relativistic correction of order 1=c2.

For a Keplerian orbit the radial distance is given by

r D a.1− e cosE/ ;

where e is the orbital eccentricity and E is the eccentric
anomaly. The eccentric anomaly is determined from the
mean anomaly by Kepler’s equation

M � n�t D E − e sinE ;

where

n � 2 

T
D

r
GM˚
a3

is the mean motion and T is the orbital period (Chap. 3).
Therefore, the TCG elapsed as the clock records proper
time ��p is approximately

�t D
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A

�
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1

c2
GM˚
2a

+
1

c2
2GM˚

r

	
d�p

D
�
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3

2

1

c2
GM˚
a

	
��p

+
2

c2
p
GM˚a � e sinE :

http://dx.doi.org/10.1007/978-3-319-42928-1_3
http://dx.doi.org/10.1007/978-3-319-42928-1_3
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The second term is a periodic correction due to the
orbital eccentricity that causes a residual variation in
distance and velocity given by

�tecc D 2

c2
p
GM˚a � e sinE D 2

c2
.v � r/ : (5.46)

To compare the proper time of a clock on a satellite
with the proper time of a clock at rest on the geoid, it
is necessary to convert from TCG to TT. By (5.41) and
(5.42), the result is (TT)

�t0 D .1− LG/�t

D
BZ

A

�
1 +

1

c2
.U −W0/ +

1

2

1

c2
v 2

	
d�p :

Since �t0 � ��p0, the interval of proper time recorded
by a clock at rest on the geoid, which corresponds to
the interval of proper time recorded by a clock on the
satellite, is therefore given by

��p0 D
�
1 +

3

2

1

c2
GM˚
a

−
1

c2
W0

	
��p

+
2

c2
p
GM˚a � e sinE : (5.47)

It comprises a rate difference at the level of few parts
in 1010 for common GNSS satellites as well as the ec-
centricity dependent periodic part with representative
amplitudes of 10−100 ns. Both contributions and their
practical implications for navigation satellite systems
are further discussed in Sect. 5.4.5.

At the subnanosecond level of precision, it is nec-
essary to take into account the orbital perturbations due
to the harmonics of the Earth’s gravitational potential,
the tidal effects of the Moon and the Sun, as well as so-
lar radiation pressure. Leading contributions result from
the J2 perturbation of the satellite position and veloc-
ity. Following [5.97], these give rise to a supplementary
correction

ı��p0 D 7

2

GM˚R2˚
a3c2

J2

�
1 −

3

2
sin2 i

	
��p

−
3

2

R2˚
a2c2

J2
p
GM˚a sin2 i sin 2u (5.48)

that needs to be considered on top of (5.47). Here, i de-
notes the inclination of the satellite orbit while u is the
argument of latitude. Besides a drift correction, the J2
contribution comprises a harmonic term of about 0:1 ns
amplitude with a twice-per-revolution periodicity.

To fully account for the J2 perturbation in the po-
tential of (5.36), it is necessary to perform a numerical

integration of the orbit and a numerical integration
of (5.42). The tidal effects of the Moon and the Sun
and solar radiation pressure should also be consid-
ered. For low-Earth orbits, both the zonal and tesseral
gravitational harmonics are important and the usual ec-
centricity correction of (5.46) is no longer accurate. In
this case, it is likewise preferable to integrate the orbit
and integrate (5.42) numerically including the higher-
order harmonics of the Earth’s gravitational potential.

Earth-Centered Earth-Fixed Coordinate System
Through terms of order 1=c2, the metric tensor compo-
nents in the rotating Earth-centered Earth-fixed (ECEF)
coordinate system are given by

−g00 D 1 −
2U

c2
−

jj!� rjj2
c2

D 1 −
2W

c2

g0j D .!� r/j
c

gij D ıij : (5.49)

Using coordinate time TT, the elapsed coordinate time
is
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.v 0/2

	
d�p

+
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.!� r/ � v 0d�p ; (5.50)

where h is the height of the clock above the geoid, g is
the local acceleration of gravity, v 0 is the velocity of the
clock relative to the geoid, and r and v 0 are the position
and velocity vectors of the clock in the ECEF frame. It
is assumed that h is small. For high accuracy, the varia-
tion of gwith latitude and elevation should also be taken
into account.

The second integral of (5.50) is the Sagnac effect
for a transported clock. This effect may be expressed as
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; (5.51)
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where 	 is the latitude, � is the longitude, v 0 cos 
 is the
eastward component of the velocity, and A is the pro-
jection onto the equatorial plane of the area swept out
by the position vector with respect to the center of the
Earth (positive for the eastward direction and negative
for the westward direction).

5.4.4 Propagation of Signals

This section deals with the computation of the coordi-
nate time of propagation of signals when the transmitter
and receiver positions are both given as expressed in the
ECI, ECEF, and barycentric coordinate systems.

These equations apply in all cases. In particular,
they must be used when setting the parameters of clocks
on satellites that are steered to clocks on the Earth.

Propagation in ECI Coordinate System
When considering computation in an ECI coordinate
system, the coordinate time of propagation (TCG) may
be considered as the sum of a geometric part and a grav-
itational part. The geometric part is

�t � 1

c

Z

path

q
gijdxidxj D �

c
; (5.52)

where gij � ıij and � is the geometric path length of the
signal path.

If the signal is transmitted at coordinate time tT and
is received at coordinate time tR, the TCG of propaga-
tion over the path is

�t D �

c
D 1

c
jrR.tR/ − rT.tT/j

� 1

c
j�r+ vR.tR − tT/j

� 1

c
j�rj+ 1

c2
�.r � vR/ ; (5.53)

where the transmitter has position rT and the receiver
has position rR and velocity vR and where �r �
rR.tT/ − rT.tT/ is the difference between the position of
the receiver and the transmitter at the coordinate time of
transmission tT. The correction to the coordinate time
due to the receiver velocity is

�tvel � �r � vR

c2
: (5.54)

Note that additional terms of order 1=c3 may amount to
several picoseconds, depending on the configuration.

To consider the effect of the gravitational potential
on an electromagnetic signal, it is necessary to include

the potential in both the spatial and temporal parts of
the metric. The components of the metric are
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Therefore, the elapsed TCG is
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The gravitational time delay is

�tdelay D 2GM˚
c3

ln
�
R+ r + �

R+ r − �

	
; (5.57)

where R and r are the distances from the geocenter to
the transmitter and receiver, respectively.

The gravitational delay typically amounts to a few
tens of picoseconds for a path between a satellite and
Earth. The total TCG is the sum of the terms in equa-
tions (5.53) and (5.57).

The coordinate time of propagation (TT) is

�t0 D .1− LG/�t
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c
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: (5.58)

This is the time interval that would be measured by
a clock on the geoid. For example, a signal sent from
a geostationary satellite with orbital radius 42 164 km
to a clock on the equator at the same longitude would
have a path delay of −27 ps. For a GPS satellite at an el-
evation angle of 40ı, the second and third terms nearly
cancel so that the path delay is −3 ps.

Propagation in ECEF Coordinate System
When considering signal propagation in an ECEF coor-
dinate system, the geometric part of the TCG is

�t D 1

c

Z

path

q
gijdxidxj +

1

c

Z

path

g0jdx
i : (5.59)
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The metric components are

−g00 � 1 ;

g0j D .!� r/j
c

;

gij � ıij ; (5.60)

where r is the position vector of a point on the signal
path. The coordinate time (TT) is �t0 D .1− LG/�t.

The first term of (5.59) is �0=c, where �0 is the Eu-
clidean path length in the ECEF coordinate system. If
the transmitter has position rT and the receiver has po-
sition rR and velocity v 0

R, then
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where �r � rR.tT/ − rT.tT/.
The second term of (5.59) is the Sagnac effect.

Therefore,
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where A is the projection onto the equatorial plane of
the area formed by the center of rotation and the end-
points of the signal path. The gravitational delay must
also be considered to compute the total time of propa-
gation.

5.4.5 Relativistic Offset
for GNSS Satellite Clocks

As noted before, the Global Positioning System as well
as all other GNSSs must incorporate relativistic effects
in their normal operation. They provide a means of per-
forming time and position measurements with satellite

clocks on a practical scale and a validation of the accu-
racy and consistency of the algorithms is used in such
measurements across a broad area of applications.

For measurements with a precision at the nanosec-
ond level, there are three relativistic effects that must
be taken into account. First, there is the effect of time
dilation. The velocity of a moving clock causes it to ap-
pear to run slow relative to a clock on the Earth. GPS
satellites revolve around the Earth with an orbital pe-
riod of 11:967h and a velocity of 3:874 km=s. Thus,
on account of its velocity, a GPS satellite clock appears
to run slow by 7�s=d. Second, there is the effect of
gravitational redshift. At an altitude of 20 184 km the
difference in gravitational potential causes the satellite
clock to appear to run fast by 45�s=d. In addition,
the effects contributed by the velocity of rotation and
gravitational potential of the rotating geoid must be
included. The net effect of time dilation and gravi-
tational redshift is that the satellite clock appears to
run fast by approximately 38�s=d when compared
to a similar clock on the Earth’s surface, which is
an enormous rate difference for a clock with a pre-
cision of a few nanoseconds. To compensate for this
large secular effect, the GPS clock is given a fractional
rate offset prior to launch of − 4:465 � 10−10 from its
nominal frequency of exactly 10:23MHz, so that on
average it appears to run at the same rate as a clock
on the ground. The actual frequency of the satellite
clock prior to launch is thus 10:22999999543MHz.
Similar considerations apply for the other navigation
satellite systems, even though the apparent frequency
is different for each constellation due to the spe-
cific orbital altitude and velocity of the various satel-
lites.

Although the GPS orbits are nominally circular,
there is always some residual eccentricity. The eccen-
tricity causes the orbit to be slightly elliptical. Thus the
velocity and gravitational potential vary slightly over
one revolution and, although the principal secular effect
is compensated by a rate offset, there remains a small
residual variation that is proportional to the eccentric-
ity. For example, with an orbital eccentricity of 0.02,
there is a relativistic sinusoidal variation in the apparent
clock time having an amplitude of 46 ns at the orbital
period. By convention [5.98], the eccentricity-depen-
dent periodic relativistic effect is removed in precise
clock products of all GNSSs produced by the IGS and
other providers, to obtain an essentially linear varia-
tion of the reported clock offset. With the exception of
GLONASS [5.99], the same holds for broadcast clock
offset values transmitted by the various GNSSs as part
of their navigation messages [5.100–104]. This correc-
tion must therefore be calculated and taken into account
in the user’s receiver.
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The third relativistic effect is associated with the
universality of the speed of light. Thus the displace-
ment of the receiver relative to an inertial frame during
the time of flight of the signal must be included. In
the Earth’s rotating frame of reference, this property is
called the Earth rotation correction or Sagnac effect. For
a receiver at rest on the rotating geoid observing a GPS
satellite, the maximum correction is 133 ns.

GPS has served as a laboratory for doing physics
at the one-to-ten nanosecond level. The consistent ap-
plication of relativity to GPS Time and position mea-
surements has been demonstrated by the operational
precision of the system and by numerous experiments
designed to test these individual effects over a wide
range of conditions.

A more robust treatment of relativity will be re-
quired for clock modeling and orbit determination in
future GNSS generations that are looking for greater ac-

curacy. At the subnanosecond level, relativistic effects
must be included that are not modeled in the present
system. One of the most important comes from the
contribution to the redshift from the gravitational po-
tential harmonic due to Earth oblateness [5.97]. There
is a secular effect of approximately 0:5 ns=day and a pe-
riodic effect at half the orbit period with amplitude
of 0:04 ns (corresponding to about 1 cm). While partly
masked by thermal clock or bias variations, this effect
has become discernible with the high precision pro-
vided by modern rubidium or hydrogen maser clocks
of new GNSS satellites [5.88]. At the few picosec-
ond level, it is also necessary to consider the tidal
potentials of the Sun and Moon and the Earth’s grav-
itation has an effect on the speed of propagation of
light itself. That is, the gravitational potential causes the
speed of propagation to depart slightly from the value
of c.

5.5 International Timescales

The development of atomic clocks and their use in
GNSS has made precise and accurate clock measure-
ments and comparisons available globally. One of the
first applications of this technology was in the compar-
ison and generation of global timescales. Since these
clocks generate atomic time, their use in GNSS is linked
to global timekeeping of atomic time and the accuracy
of this timekeeping is now such that the principles of
relativity need to be taken into account.

Atomic time has become the basis of all physically
realized timescales. A version of atomic time has been
maintained continuously in various laboratories since
1955 although not formally adopted as an international
timescale until 1971. Prior to the creation of the Bu-
reau International de l’Heure (BIH) in 1920 at the Paris
Observatory, timescales were based wholly upon as-
tronomical observations and were not internationally
agreed. The unit of time of the timescale in use was the
second and it was likewise based on the astronomical
observation of the length of a day.

With advent and operation of cesium atomic stan-
dards in the 1950s, and broadcast systems such as Long
Range Navigation (LORAN) enabling accurate interna-
tional comparison of these standards, these led to the
initial form of Atomic Time (AT). The formation of In-
ternational Atomic Time (TAI) was recommended by
the International Astronomical Union (IAU) in 1967,
the International Union of Radio Science (URSI) in
1969 and the International Radio Consultative Com-
mittee (CCIR) of the International Telecommunication
Union (ITU) in 1970.

The 14th General Conference on Weights and Mea-
sures (CGPM) approved the establishment of TAI in
1971 as the relativistic coordinate time scale whose unit
interval is the second of the International System of
Units (SI) as realized on the rotating geoid. This estab-
lished the SI second as the standard for the unit of time
based on the hyperfine frequency of cesium 133 [5.105,
106].

5.5.1 International Atomic Time (TAI)

The International Atomic Time (TAI) is the metro-
logic timescale maintained by the Bureau des Poids et
Measure (BIPM) since timekeeping responsibility was
transferred to the BIPM from the BIH in 1988 [5.24,
107]. It is established as the basis of atomic clock
comparison data supplied to the BIPM by participating
timekeeping centers and laboratories and is generated
by a particular algorithm for treating the data known as
ALGOS [5.108].

TAI is defined as a coordinate timescale in a geocen-
tric reference frame with the SI second as the scale unit
realized on the rotating geoid. The fact that TAI is a co-
ordinate timescale was determined by the Consultative
Committee for the Definition of the Second in 1980 and
the necessary framework for evaluating the relativistic
terms in the establishment of TAI have been presented
in Sect. 5.4.

The accuracy of TAI is a primary consideration in
maintaining the SI second and providing a reliable ref-
erence scale in the long term [5.109]. The optimization
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of the long-term stability is done at the expense of short-
term accessibility. The calculation of TAI uses data over
an extended period. Clock-comparison data are sent to
the BIPM every ten days on days with the modified Ju-
lian date (MJD) ending in 9. Blocks of data covering 60
days are used in the calculation of the scale.

A period of 60 days was chosen to place the ef-
fective integration time of the scale at the transition
between the flicker floor and the random walk fre-
quency modulation of cesium clocks. Stability would
therefore not be improved by a longer integration time.
The period of 60 days is enough to smooth out the noise
contributed by the time links (GNSS and other compar-
ison techniques) and the white frequency modulation
noise of the clocks. The monthly BIPM Circular T then
alternates between provisional, based on only 30 days
of data, and the definite, based on the full 60 days of
data.

The determination of TAI [5.110] is then performed
in three steps:

1. Calculation (using a post-processing, iterative pro-
cedure) of an intermediate scale, known as Echelle
Atomique Libre (EAL) or Free Atomic Scale, using
the clock comparison data and ALGOS

2. The evaluation of the duration of the scale unit of
EAL using data from primary frequency standards
and an optimum filter

3. The production of TAI from EAL by applying, if
necessary, a correction to the scale interval of EAL
to give a value as close as possible to the SI second.
Correcting of the scale unit is known as steering and
is done infrequently.

At a time t, the free atomic time scale EAL is de-
fined in terms of the readings hi.t/ of the group of N
clocks, Hi, contributed by the various timing centers,
expressed as

EAL.t/ D

NX
iD1

piŒhi.t/+ h0
i.t/�

NX
iD1

pi

: (5.63)

Here, pi is the statistical weight assigned to clock Hi

and h0
i.t/ is a time correction designed to ensure time

and frequency continuity of the scale when either the
weighting of individual clocks or the total number of
clocks is changed [5.108, 111].

This expression cannot be used directly because the
measured quantities that provide the basic data cannot
be the readings of individual clocks but are comparisons
between pairs of clocks. Such is the nature of time-
keeping and clock measurements. At time t, the slowly

varying differences �ij.t/ between clocks Hi and Hj are
written as �ij.t/ D hi.t/ − hj.t/.

The output of EAL is N values of the differences
xi.t/ defined by xi.t/ D EAL.t/ − hi.t/, where xi are the
differences between the individual clocks and the time
defined by EAL. The difference can then be expressed
as xi.t/− xj.t/ D −�ij.t/, and (5.63) can be transformed
into

NX
iD1

pixi.t/ D
NX
iD1

pih
0
i.t/ : (5.64)

In practice comparative data from the nonredundant
system of N − 1 time links between the timing centers
is employed to solve for these last two expressions.

The weight assigned to each clock is calculated in
such a way as to favor the long-term stability of the
resulting scale. This also minimizes the annual fluctu-
ations and frequency drift that the predominately com-
mercial frequency standards maintained at the timing
centers with respect to the primary timescale frequency
standards. An important feature of the ALGOS algo-
rithm is the fact that the evaluation of the weight of the
clock, although based upon data covering a whole year,
takes into account the 60 days of data for which EAL is
being specifically computed. It is thus possible to judge
clocks on their actual performance during the interval of
time during which EAL is being established. It is also
possible to take into account of any abnormal behavior
observed in an individual clock by adjusting its weight,
if necessary to zero. This has proved useful on many
occasions.

The weight is normally based on the variance
�2
i .6; �/ of mean rate with respect to EAL calculated

over two-monthly samples [5.108]. This variance, in-
stead of the usual pair variance, was chosen because it
gives greater reduction in the weight of clocks show-
ing a frequency drift. The weights are obtained directly
from

pi D 1000

�2
i .6; �/

; (5.65)

with �i expressed in nanoseconds per day, provided
that over the current period of 60 days no abnormal
behavior is apparent. In the case of abnormal behav-
ior a weight of zero is assigned. A maximum weight
of 100 is assigned to the 15% or so of clocks having
�i.6; �/ � 3:16 ns=d. The maximum weight is chosen
to ensure that the scale is heavily biased in favor of the
best clocks without allowing any one to become pre-
dominant, no clock having a contribution greater than
about 2%.
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The time correction term

h0
i.t/ D ai.t0/ +Bip.t/.t − t0/ (5.66)

is made up of two components, where ai.t0/ is simply
the time differences between the clock Hi and EAL at
a time t0, which is the time at the beginning of the 60-
day period, and Bip.t/ is the predicted difference in rate
between Hi and EAL for the period between t0 and t.
The rate of clock Hi, for example, is defined by

rate D ai.t0 − t/ − ai.t0/

t − t0
: (5.67)

The prediction of Bip.t/ is obtained by a one-step linear
prediction based upon the previous value. This is justi-
fied by the fact that the period of 60 days is such that
the predominant clock noise is random walk for which
the most probable estimate for the value over the next
period is simply that over the immediate preceding pe-
riod. Having established the best estimate of EAL the
transformation to TAI is made by the decision whether
or not the rate of EAL differs sufficiently from the rate
of the best primary standards to warrant a correction or
steering. From 1984 to 1989, no steering was neces-
sary and thus during this period TAI was in fact simply
EAL with a constant frequency offset. Since then, sev-
eral frequency changes of five parts in 1015 each have
been found necessary.

Finally, the output of these calculations is presented
in the monthly Circular T published by the BIPM and
distributed to participating timing centers. This circular
is alternately provisional or definitive depending upon
whether it is issued in the middle or at the end of a 60-
day calculation period.

5.5.2 Coordinated Universal Time (UTC)

The initial form of atomic time attempted prior to 1972
was to keep close agreement to astronomical time by
adjusting both the frequency offset and fractional step
adjustments of time broadcasts of atomic time signals
with the Earth’s rotation. Close coupling to the Earth’s
rotation was considered necessary to aid celestial nav-
igation, however that system of adjustment was very
difficult to coordinate between broadcast stations and
provide a uniform accurate reference time. The present
UTC system was adapted so that an approximation to
the epoch of universal time (UT1), a version of uni-
versal time (sometimes called mean solar time) that is
determined by the transit time of stars corrected for sea-
sonal variations, and the interval of the SI second would
be provided by a single scale. The history and develop-
ment of these timescales is discussed in [5.112].

The current definition of Coordinated Univer-
sal Time (UTC) was developed by the Consulta-
tive Committee for International Radiocommunica-
tion (CCIR; now known as International Telecom-
munications Union Radiocommunication sector, ITU-
R) [5.110]. It was a compromise solution to the inter-
national timescale between using TAI and continuing
international time based on the rotation of the Earth. It
is a stepped atomic time scale based on the rate of TAI
adjusted by the addition or deletion of integer seconds,
known as leap seconds, to maintain the time within
0:9 s of Universal Time (UT1), UTC is used to coordi-
nate the reference time kept by the timing centers. The
specific definition is maintained by ITU-R Recommen-
dation TF.460.6 [5.110, 113]. Since UTC was adopted
its use has grown considerably within the radio and
telecommunications community.

UTC is specifically defined as TAI −UTC D n, an
integer number of seconds, and jUT1−UTCj < 0:9 s.
In 2014, UTC is behind TAI by 35 seconds. The integer
number of seconds’ difference is adjusted by the use
of leap seconds (either positive or negative) to main-
tain the relationship of UTC to UT1. For other uses
dependent upon coordination with Earth orientation the
difference can be further refined by the additional term
DUT1 recommended to be broadcast for further ad-
justment of UTC. DUT1 is the predicted difference,
UT1–UTC in integral multiples of 0:1 s. A user of
UT1 can then adjust the accuracy to < 0:1 s. The de-
cision of when to insert a leap second is determined
by the variable change in the rotation rate of the Earth.
The International Earth Rotation and Reference Service
(IERS) monitors the rotation rate of the Earth along
with the other Earth orientation parameters including
the predicted value of DUT1. They determine the need
to adjust UTC and advise the BIPM when to insert or
delete the second.

As the needs of GNSS operations, broadcasting and
timekeeping services require the generation and trans-
mission of a real-time or immediate timescale and UTC
itself is based on the rate of TAI which is a post-pro-
cessed metrologic timescale, a real-time version was
needed. This real-time version also needed to be pro-
duced from the same clocks and oscillators that produce
the timekeeping data for TAI. To provide a real-time
timescale timing centers produce a real-time represen-
tation of UTC and identify it by using the nomenclature
UTC(k) where k is the timing center. UTC without
the qualifying parentheses and k nomenclature would
then identify the timescale referenced as the final in-
ternational value determined by the BIPM. The centers
maintaining a realization of UTC relating to the ma-
jor GNSS and their values of UTC(k) are shown in
Fig. 5.32.
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Fig. 5.32 Values of UTC(k) realizations of UTC main-
tained by associated GNSS timing centers (after [5.114])

These qualifications are made in ITU-R Recom-
mendation TF.536 on Time-Scale Notation [5.115]. The
final determination of UTC does not have a physical
output and is available after a delay of two to four weeks
in the form of an offset from the representation main-

tained by a participating laboratory. The value for both
TAI and UTC are disseminated by the BIPM via the
monthly publication of Circular T. The offset of TAI
and UTC with respect to participating observatories or
laboratories is given in terms of TAI or UTC minus
UTC(k). For example, UTC (USNO) is the delivered
real-time prediction of UTC as maintained by US Naval
Observatory.

UTC is recognized as the basis of global time-
keeping and telecommunications use and is the only
timescale that is physically realized and disseminated.
The CCIR in 1978 and the World Administrative Radio
Conference (Geneva) in 1979 recommended that UTC
should be used to designate the time in all international
telecommunication activities. The ITU Radio Regula-
tions define UTC as the timescale based on the SI
second, specified in Recommendation ITU-R TF.460,
and notes that UTC may be regarded as the general
equivalent of mean solar time at the Greenwich merid-
ian. The global reference for GNSS and satellite time
and frequency applications is UTC. Its use in GNSS
and managing with its discontinuous nature will be dis-
cussed in the following sections.

5.6 GNSS Timescales

In order to achieve synchronicity within a GNSS a sta-
ble common time reference must be globally available
for the supporting ground segment to provide precise
observations of the satellites for computation of the
data products needed to operate the system and support
the many users. This time reference is most commonly
achieved in today’s GNSSs through generation of its
own real-time internal timescale in each system. Clas-
sically, reference time for a system was provided by
establishing a specific master clock whose signals were
transmitted or distributed as the reference time for all
system measurements. For a system of global extent
this master clock approach is difficult. It is virtually the
same problem as global timekeeping but on a real-time
basis.

The approach developed to address this problem
is to generate an internal timescale in real time that
is in effect a virtual system timescale made from the
measurements of the clocks within the system. The sys-
tem timescale is therefore not physically realized by
an actual clock output within the system. This virtual
time reference is possible since the GNSS must be sup-
ported by a global network of tracking sites to track and
provide data to a centralized site in real time. Here, real-
timemeans that as the observational data is collected the
system data is incrementally generated for the system.
The computation of the satellite ephemerides and other

navigation-related data, including the clock parameters
of the satellites and ground supporting network, may be
determined against a weighted average of the clock ob-
served values.

The internal system reference timescale, GPS Time
(GPST) for example, is produced in this manner. The
process is similar to that of the international timescale
being a weighted ensemble average of the physical
clocks contributing to the operation of the system.
Whereas the product of the international timescale is
the publication of the offsets of the contributing time
centers after the fact, a GNSS must have a real-time de-
termination of the time within the system as the basis
of system position and timing measurements. Conse-
quently, the technique adopted has been the generation
of a real-time weighed ensemble of the system’s in-
ternal clocks that results in a time reference that is
only physically realized by the clock output of the sys-
tem’s user receivers. The significant difference between
the international timescale and the internal time ref-
erence is not just the real-time condition but the fact
that the system time reference must deal with clocks
of different characteristics. Classical ensembling for
timescales deals with the same kind or similar clocks.
With dissimilar types the combination of their stochas-
tic characteristics has more complex computational
difficulties.
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An alternative approach to generating an internal
system time reference is the more classical approach
of considering the time reference to be independent of
the system. Computationally the system’s parameters
would then consider time to be an independent value.
The satellite and ground clocks could be monitored and
maintained independently of the internal system op-
erations through direct measurements of each clock,
satellite or ground, using techniques such as two-way
satellite time and frequency transfer (TWSTFT). This
two-way technique is more commonly employed with
communication satellites to compare clocks at ground
sites but could be employed within a GNSS [5.116].
However, maintaining the clocks independently would
lose the computational correlations with the other sys-
tem parameters such as the satellite ephemerides since
the precision and accuracy of the system measurements
to the reference issue still needs to be minimized.

Consequently, within an internal time reference, ob-
servations are gathered passively and processed by the
use of models, environmental measurements and other
means of compensation of relevant observation effects
necessary to relate the clocks to one another. A clock
error model and timescale algorithm is then applied to
the clock differences to produce estimates of the error of
each clock relative to a stable virtual system timescale.
Offset corrections of each satellite relative to its refer-
ence are then transmitted from each satellite in the form
of predictions of the clock relative to System Time (ST)
as part of its navigation message, along with the epoch
of the prediction parameters so that offsets may be de-
termined by the receiver software relative to the current
epoch.

Variations of this approach are utilized by all of the
major GNSSs, including GPS, GLONASS, Galileo, and
BeiDou. Additional predicted corrections that relate the
GNSS timescale to that of other systems and to UTC
maintained by the timekeeping center associated with
the particular system are also transmitted in the satellite
system messages. Note that the GNSS ground segment
upload interval for predicted navigation data to be trans-

Table 5.2 GNSS Times versus UTC for the main quartet of GNSSs. Each offset is separated into the whole number
of seconds and its subsecond component Ci. Furthermore, n D TAI −UTC denotes the integer second offset between
International Atomic Time and Coordinated Universal Time (e.g., n D 36 s starting on 1 July 2015)

UTC−GPST 0 h− n +19 s +C0 GPS Time (GPST) is steered to UTC(USNO), C0 is required to be less than 1�s but is
typically less than 20 ns

UTC−GLST −3 h+ 0 s +C1 GLONASST (GLONASS Time) is steered to UTC(SU) including leap seconds. C1 is
required to be less than 1ms. Note that GLONASST is offset from UTC by −3 hours
corresponding to the offset of Moscow local time from the Greenwich meridian.

UTC−GST 0 h− n +19 s +C2 Galileo Time (GST) is steered to a set of European Union UTC(k) realization and C2

is nominally less than 50 ns.
UTC−BDT 0 h− n +33 s +C3 BeiDou Time (BDT) is steered to UTC(NTSC) and C3 is specified to be maintained

less than 100 ns.

mitted by the satellites is primarily determined by the
intrinsic stability of the satellite clocks. The more sta-
ble the satellite clock the less frequent an upload of the
predicted clock corrections is necessary. For example,
GPS satellites navigation uploads and clock prediction
corrections in the 2015 time period are nominally once
per day.

Table 5.2 summarizes the current relationship be-
tween each of the main quartet of GNSS times and UTC
as well as the system’s strategy for maintaining time.
All system times except GLONASS Time are contin-
uous timescales that do not apply leap seconds as are
currently applied to UTC.

GNSS receivers that are capable of simultaneously
tracking satellites from multiple GNSSs are increas-
ingly available. Because each system provides correc-
tions relative to its own internal ST the user of multi-
GNSS signals must either sacrifice the additional de-
grees of freedom necessary to estimate the offsets
between each GNSS ST or, where available, utilize any
cross-GNSS offsets that are may be included in the nav-
igation messages.

In the case of GPST, each GPS satellite carries
multiple atomic clocks, however only one is used to
generate the satellite transmissions at a time. The satel-
lite clocks and monitor station clocks contribute to
the statistical formation of the continuous system time
known as GPS Time [5.117, 118], which is specified to
be within 1�s of UTC(USNO) modulo leap seconds
since leap seconds are not inserted in GPS Time. GPST
provides a time reference typically at a precision of bet-
ter than 25 ns. However, depending upon the receiving
equipment used in practice the precision can be 20 ns or
better.

The epoch of GPST is midnight of January 5/6,
1980 UTC. Therefore, GPST is behind TAI by a con-
stant value of 19 s. As of the beginning of 2016, GPST
is ahead of UTC by 17 s which changes every time
a leap second is applied to UTC. GPST is optimized
for the navigation service, which requires short-term
stability and uniform global distribution. For timing ap-
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plications that require a source of UTC, the real-time
predicted offset of UTC (as realized at USNO) with re-
spect to GPS Time is available from the GPS broadcast
navigation message [5.100].

Like GPS, Galileo has adopted a uniform system
time (GST) that does not contain leap seconds [5.101].
The starting epoch for GST is 00:00 on 22 August 1999
UTC (midnight between 21 and 22 August 1999). At
this starting epoch GST was set to be ahead of UTC by
13 seconds so as to be consistent with GPST. The epoch
for the Chinese BeiDou navigation satellite system time
(BDT) is 00:00 on 1 January 2006 UTC and is related
to UTC through UTC(NTSC) [5.102].

A primary requirement for a satellite navigation
system is a uniformly precise system of time so that
the navigation service is not interrupted by adjust-
ing clocks. Such has not been the case with the
Russian GLONASS satellite navigation system, which
uses UTC(SU) offset by three hours as its system
time [5.99].

The International GNSS Service (IGS; Chap. 33)
established by the geodetic community also deter-
mines their own observational timescale, known as
IGS Time (IGST) for coherency of the measure-

ment data collected globally by numerous agencies
and sites. Its formation is similar to GPST [5.119,
120]. The clock model used in the second version of
IGST implemented in 2011 [5.121] uses a basic four-
state model for all the clocks, which is illustrated in
Fig. 5.33.

The base model contains a deterministic phase x, the
phase derivative (frequency) y, and the second deriva-
tiveD of phase (drift) each with an independent random
walk component. An additional phase state Qx is included
to model a pure white phase noise and to couple it to
any harmonic states. In accord with the observed clock
behavior discussed in Sect. 5.3.6 four additional state
parameters a!1 , b!1 , a!2 and b!2 are used to model up
to two (once- and twice-per-revolution) harmonics that
can appear in the satellite observations.
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