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34. Orbit and Clock Product Generation

Jan P. Weiss, Peter Steigenberger, Tim Springer

Many sophisticated Global Navigation Satellite Sys-
tem (GNSS) applications require high-precision
satellite orbit and clock products. The GNSS orbits
and clocks are usually derived from the analysis
of tracking data collected by a globally distributed
GNSS receiver network. The estimation process ad-
justs parameters for the satellite orbits, transmitter
and receiver clocks, station positions, tropospheric
delays, Earth orientation, intersystem and inter-
frequency biases, and carrier-phase ambiguities.
The estimation requires detailed modeling of geo-
physical processes, atmospheric and relativistic
effects, receiver tracking modes, antenna phase
centers, spacecraft properties, and attitude control
algorithms. This chapter describes precise orbit and
clock determination of the GNSS constellations as
performed by the analysis centers of the Interna-
tional GNSS Service, including models, estimation
strategies, products, and the combination of orbit
and clock solutions.
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Most applications of GNSS rely on knowledge of the
orbital positions and clock offsets of the transmit-
ter satellites. These parameters are obtained from an
estimation process that combines tracking data from
terrestrial stations, measurement models, and satellite
force models to adjust a set of parameters representing
station positions, atmospheric delays, satellite orbits,
clock offsets, and the Earth’s orientation.

There are broadly three communities performing
routine orbit and clock determination of the GNSS

constellations: the control segments, the analysis cen-
ters (ACs) of the International GNSS Service (IGS;
Chap. 33), and commercial services. The GNSS oper-
ational control segments perform orbit and clock deter-
mination in real time or near real time using tracking
data from a limited set of highly secure ground sta-
tions. The orbit and clock solutions are then predicted
forward and transmitted to users via the navigationmes-
sage for real-time use. While the Global Positioning
System (GPS) and Global’naya Navigatsionnaya Sput-
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nikova Sistema (GLONASS) broadcast orbit and clock
have been very good in recent years, they are neverthe-
less significantly less accurate than solutions produced
by the IGS or comparable precise services [34.1]. The
main reason for this is that the broadcast orbit and
clock is predicted based on a zero age of data solution
derived from a small tracking network. The predic-
tion time-span can be significant: currently for GPS
and GLONASS the update interval can be as long
as 24 h. For Galileo, the update rate is reduced to
about 100 min, which makes more accurate broadcast
ephemerides possible. However, the accuracy of broad-
cast ephemerides is not likely to become sufficient for
applications requiring decimeter or better positioning
and time transfer, which in turn drives the need for
more accurate and precise orbit determination (POD)
and clock products.

The main goals of the IGS are to collect and archive
GNSS data from a global network, and to generate pre-
cise products for the GNSS constellations. The products
of the IGS, in particular the orbits, clocks, and station
positions give users direct access to the International
Terrestrial Reference Frame (ITRF) with accuracies not
previously available with such ease. By taking at least
one of the stations of the IGS tracking network, the IGS

orbits, and the IGS station position solution, a user can
position a network of stations with millimeter precision
in the global reference frame. The high quality and pub-
lic availability of the IGS products have led to the use
of GNSS for many new applications, for example, me-
teorology and time transfer, and most certainly paved
the way for commercial high-accuracy GNSS services
operating in the market today. Details of the roles and
products of the IGS are given in Chap. 33.

Commercial services typically aim to bridge the gap
between the control segment solutions, which are very
robust but have lower accuracy, and products available
from the IGS, which are very accurate but provided
on a best effort basis. These services generally cater to
precise real-time navigation needs of, for example, the
maritime and agricultural industries.

This chapter describes what is required for the
generation of highly accurate GNSS orbit and clock
products for the most demanding applications. We dis-
cuss the tracking network, describe relevant models,
key GNSS system parameters, estimation strategies,
and software implementations. We summarize post-
processed GNSS products available from analysis and
combination centers, and look at POD for multiple
GNSS constellations.

34.1 Global Tracking Network

GNSS POD requires geodetic GNSS tracking sta-
tions providing at least dual-frequency measurements
to account for ionospheric path delays. A globally dis-
tributed tracking station network is needed to ensure
adequate observation strength for all satellites at every
epoch in the processing arc. This particularly benefits
clock offset determination since these parameters are
normally not constrained in the estimation. Due to the
unknown satellite and receiver clock offsets, and the
ambiguous carrier-phase observations, GNSS phase ob-
servations contain only limited information regarding
the station-satellite geometry. Basically, the carrier-
phase observations only provide information about the
change in the station-satellite geometry between ob-
servation epochs. This lack of information may be
overcome – to a certain extent – by ensuring that the
satellites are always observed by multiple ground sta-
tions. Complete loss of tracking of a satellite, even for
only a few epochs, would mean that all the carrier-phase
observations will be reset, and thus new ambiguity
parameters will have to be estimated. This not only
weakens the solutions with regard to orbital parameters,

but also makes it impossible to solve for the transmitter
clock offset during the outage.

An interesting question is how many stations are
needed to obtain an acceptable high-accuracy solution.
The response is driven by the following considerations:

� Accuracy: while additional stations in principle im-
prove the accuracy and robustness of the solution,
there is a point of marginal return given the preci-
sion of the measurements and redundancies in the
tracking geometry (we expect accuracy to improve
as a function of

p
n, where n is the number of ob-

servations).� Computational expense: more stations lead to
longer computation times, typically increasing by
a factor of p2, where p is the number of estimated
parameters. This is a key consideration for services
with stringent latency requirements, as fewer sta-
tions allow for faster processing.� Station costs: more stations mean more costs for
equipment installation and data transmission. This
is an important factor for services relying on pro-

http://dx.doi.org/10.1007/978-3-319-42928-1_33


Orbit and Clock Product Generation 34.2 Models 985
Part

F
|34.2

prietary networks (GNSS operators and commercial
providers).

To investigate the impacts of the size of the network,
we computed GPS POD solutions for eight consecutive
days using real data from a network of 20 to 100 stations
in steps of five. The obtained orbit quality was deter-
mined by comparing the resulting orbit to the IGS final
orbit for the days in question. Figure 34.1 plots the me-
dian of the (absolute) residuals of the orbit differences
as a function of the number of stations that were used
in the solution.When increasing the number of stations,
we kept the previous network and added new stations.

The results in Fig. 34.1 indicate that 60 stations
should be sufficient to reach IGS orbit quality. A further
increase in the number of stations does not significantly
improve the orbit quality, at least not as reflected in the
median of the squared residuals. So we may conclude
that 60 stations are sufficient to achieve the accuracy of
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Fig. 34.1 Relation between the number of stations and the
satellite orbit quality compared to the final orbits of the
IGS

the IGS Rapid or Final products, as long as the track-
ing network is sufficiently well distributed to track all
satellites from at least a handful of stations at any given
epoch.

34.2 Models

GNSS software developers are well aware of meter
level corrections that must be applied to range obser-
vations to eliminate effects such as special and general
relativity, clock offsets, and atmospheric delays. All
these effects are quite large, exceeding several me-
ters, and must be considered even for pseudorange-only
applications. When combining satellite positions and
clocks precise to a few centimeters with ionospheric-
free carrier-phase observations (few millimeter resolu-
tion), it becomes important to apply additional correc-
tions that may not need to be considered in pseudorange
or even differential phase processing.

This section describes relevant models given in the
IERS conventions [34.2], followed by discussions of
antenna phase center calibrations and key parameters
related to the GNSS spacecraft. An overview of the im-
portant models is given in Table 34.1. References to
sections of this handbook with more detailed informa-
tion are given in the right column.

34.2.1 Reference Frame Transformation

The orbit dynamics of GNSS satellites is usually
modeled in an Earth-centered inertial (ECI) frame
(Sect. 3.2). However, station and satellite positions are
conventionally expressed in an Earth-centered Earth-
fixed (ECEF) reference frame, so a transformation be-
tween the ECI and the ECEF frame is necessary. This
transformation is traditionally composed of three com-
ponents (Sect. 2.5):

� Precession and nutation� Polar motion� UT1 and length of day (LOD).

In global GNSS solutions, precession and nuta-
tion are modeled with the IAU2000A R06 model,
whereas polar motion and LOD are usually estimated
(Sect. 34.4.6). UT1 cannot be determined by GNSS
due to correlations with cross-track components of esti-
mated orbital elements [34.3]. As a consequence, UT1
is fixed to values determined by very long baseline in-
terferometry (VLBI) published in the Bulletin A [34.4]
or the IERS C04 series [34.5]. As polar motion and
LOD parameters are usually estimated with a tempo-
ral resolutions of 1 day, subdaily variations in these
parameters mainly caused by ocean tides have to be
considered with a specific model (Table 34.1).

34.2.2 Site Displacement Effects

Terrestrial stations undergo periodic movements (real
or apparent) reaching a few decimeters that are not
included in linear terrestrial reference frame (TRF) po-
sition models. Details are given in Chap. 2. Since most
of the periodic station movements are nearly the same
over broad areas of the Earth, they nearly cancel in
relative positioning over short (< 100 km) baselines.
However, to obtain precise station coordinates consis-
tent with ITRF conventions with longer baselines or
undifferenced processing, such station movementsmust

http://dx.doi.org/10.1007/978-3-319-42928-1_3
http://dx.doi.org/10.1007/978-3-319-42928-1_2
http://dx.doi.org/10.1007/978-3-319-42928-1_2


Part
F
|34.2

986 Part F Surveying, Geodesy and Geodynamics

Table 34.1 Common correction models for GNSS data processing. IERS2010 refers to the International Earth Rota-
tion and Reference Systems Service (IERS) conventions (2010). GPT D Global Pressure and Temperature (model);
GMF D Global Mapping Function; VMF = Vienna Mapping Function; PCV = phase center variations; PCO = phase
center offset; DCB = differential code bias

Model component Maximum effect Model References
Nutation ˙19 as IAU2000A R06 Sect. 2.5
Subdaily polar motion ˙1mas IERS2010 [34.2]
Subdaily length of day ˙0:7ms IERS2010 [34.2]
Plate motion Up to 1 dm=y IGb08 [34.6]
Solid Earth tides Up to 40 cm IERS2010 [34.7], Sects. 2.3.5, 25.2.3
Ocean tidal loading 1−10 cm [34.8], Sect. 25.2.3

FES2004 [34.9]
FES2012 [34.10]

Solid Earth pole tide Up to 25mm IERS2010 Sects. 2.3.5, 25.2.3
Ocean pole tide loading Up to 2mm IERS2010 [34.11]
Atmospheric tidal loading Up to 1:5mm IERS2010 [34.12]
Troposphere (hydrostatic) �2:3ma Sects. 6.2.3, 19.3.2, 25.2.1

GPT/GMF [34.13, 14]
GPT2 [34.15]
VMF1 [34.16]

Ionosphere (1st order) Up to 30mb LCc Sects. 6.3.5, 19.3.1, 25.2.1
Ionosphere (higher order) 0−2 cm IERS2010, IGRF11d [34.17], Sect. 25.2.1
Relativistic corrections Up to ˙7me IERS2010 [34.18], Sects. 5.4, 19.2
Satellite antenna z-offsets 0:7−2:7m igs08.atx [34.19], Sect. 25.2.2
Satellite antenna PCVs Up to 12mm igs08.atx [34.19], Sect. 19.5
Receiver antenna PCOs Up to 16 cm igs08.atx [34.19], Sect. 19.5
Receiver antenna PCVs Up to 3 cm igs08.atx [34.19], Sect. 19.5
Phase wind-up few cm [34.20] Sects. 19.4.1, 25.2.2
GPS satellite L1 C/A P(Y) DCBs Up to 1m cc2nonccf Sect. 19.6.1
Attitude ˙180ıg [34.21], Sect. 3.4

GPS: [34.22, 23]
GLO: [34.24]
BDS: [34.25]
QZS: [34.26]

Albedo 1−2 cmh [34.27] Sect. 3.2.2
Antenna thrust 5mmi [34.28, 29] [34.27]
Gravity field 3 kmj EGM2008 [34.30]

a In the zenith direction
b In the zenith direction for GPS L1 frequency
c LC is the ionosphere-free linear combination of dual-frequency observations (Sect. 20.2.3)
d International Geomagnetic Reference Field [34.31]
e Eccentricity correction for satellite clocks (largest effect)
f Available at http://acc.igs.org/
g Affects phase center location (instantaneous attitude error) and phase wind-up (accumulated attitude error)
h For GPS
i For GPS Block IIA
j Orbit error after two GPS revolutions when neglecting potential terms > 0 (Sect. 3.2)

http://dx.doi.org/10.1007/978-3-319-42928-1_2
http://dx.doi.org/10.1007/978-3-319-42928-1_2
http://dx.doi.org/10.1007/978-3-319-42928-1_25
http://dx.doi.org/10.1007/978-3-319-42928-1_25
http://dx.doi.org/10.1007/978-3-319-42928-1_2
http://dx.doi.org/10.1007/978-3-319-42928-1_25
http://dx.doi.org/10.1007/978-3-319-42928-1_6
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_25
http://dx.doi.org/10.1007/978-3-319-42928-1_6
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_25
http://dx.doi.org/10.1007/978-3-319-42928-1_25
http://dx.doi.org/10.1007/978-3-319-42928-1_5
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_25
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_25
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_3
http://dx.doi.org/10.1007/978-3-319-42928-1_3
http://dx.doi.org/10.1007/978-3-319-42928-1_20
http://acc.igs.org/
http://dx.doi.org/10.1007/978-3-319-42928-1_3
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be considered. This is accomplished by adding the site
displacement correction terms to the linear nominal
coordinates. The most significant corrections are sum-
marized next.

Solid Earth Tides
The solid Earth is deformed due to the gravitational
forces of the Sun and Moon. These solar and lunar
tides cause periodic vertical and horizontal site dis-
placements, which can reach about 30 cm and 5 cm
in the radial and horizontal directions, respectively
(Sect. 2.3.5). There is a latitude-dependent permanent
displacement and a periodic displacement with predom-
inantly semidiurnal and diurnal periods of changing
amplitudes (Fig. 34.2). The periodic part is largely
averaged out for static positioning over 24 h. The per-
manent part, however, remains. Even when averaging
over long periods, neglecting this effect in point posi-
tioning would result in systematic position errors of up
to 12 cm and 5 cm in the radial and horizontal direc-
tions, respectively.

The solid Earth tides may be represented by spheri-
cal harmonics of degree and order (n, m) characterized
by the Love number hm and the Shida number ln. The
effective values of these numbers weakly depend on
station latitude and tidal frequency, which need to be
taken into account when a millimeter-level position so-
lution is desired. Note that the estimated ITRF station
positions are corrected for the (conventional) permanent
part of the solid Earth tides, resulting in a so-called con-
ventional coordinate system.

Tidal Ocean Loading
Ocean loading results mainly from the load of ocean
tides on the Earth’s crust and is dominated by diurnal
and semidiurnal periods (Fig 34.3). Displacements due
to tidal ocean loading are almost an order of magni-
tude smaller than those due to solid Earth tides. Tidal
ocean loading is also more localized, and by con-
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Fig. 34.2 Deformations due to solid Earth tides at
Wettzell, Germany
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Fig. 34.3 Deformations due to tidal ocean loading at
O’Higgins, Antarctica

vention does not have a permanent component. Tidal
ocean loading effects can be modeled for any station
using the software package provided with the IERS
conventions [34.2]. Computation of the station-specific
loading effects using HARDISP requires the amplitudes
and phases for the radial, south (positive), and west
(positive), directions. The amplitudes and phases for
any site may be obtained from the on-line ocean loading
service of Chalmers University [34.32].

Typically, the M2 amplitudes are the largest and do
not exceed 5 cm in the radial and 2 cm in the horizontal
directions for coastal stations. For centimeter precision,
one should use a recent global ocean tide model, such
as FES2004, EOT11a, FES2012, or newer. It may even
be necessary to augment the global tidal model with lo-
cal ocean tides digitized, for example, from local tidal
charts. The station-specific amplitudes and phases may
also include subdaily center-of-mass (CoM) tidal vari-
ations. In that case, ocean loading corrections have to
be included for all stations regardless of proximity to
an ocean. To be consistent with the subdaily Earth ori-
entation parameter (EOP) convention, the IGS includes
subdaily tidal CoM in ocean loading corrections when
generating IGS POD solutions.

Pole Tides
Changes in the Earth’s spin axis with respect to its crust,
that is, the polar motion, cause periodical deformations
due to minute changes in the Earth centrifugal potential.
The variation of station coordinates caused by the pole
tide can amount to around 2 cm and therefore needs
to be taken into account. Unlike solid Earth tide and
ocean loading effects, the pole tides do not average to
nearly zero over 24 h. They are slowly changing ac-
cording to the polar motion, and predominately vary at
seasonal and Chandler (430 days) periods. Polar motion
can reach up to 0:8 as and the maximum polar tide dis-
placements can be up to 25mm in height and 7mm in
the horizontal directions [34.2].

http://dx.doi.org/10.1007/978-3-319-42928-1_2
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Ocean Pole Tides
The ocean pole tide is generated by the centrifugal ef-
fect of polar motion on the oceans. Polar motion is dom-
inated by the 14-month Chandler wobble and annual
variations. At these long periods, the ocean pole tide
is expected to have an equilibrium response, where the
displaced ocean surface is in equilibrium with the forc-
ing equipotential surface. A self-consistent equilibrium
model of the ocean pole tide is presented in [34.11].
This model accounts for continental boundaries, mass
conservation over the oceans, self-gravitation, and load-
ing of the ocean floor. The load deformation vector is
expressed in terms of radial, north, and east components
and is a function of the wobble parameters. Given that
the amplitude of the wobble parameters is typically of
order 0:3 as, the load deformation is typically no larger
than about (1:8, 0:5, 0:5) mm in the (radial, north, east)
components.

Tidal Atmospheric Loading
The diurnal heating of the atmosphere causes sur-
face pressure oscillations at diurnal S1, semidiurnal
S2, and higher harmonics. These atmospheric tides in-
duce periodic motions on the Earth’s surface [34.33].
The maximum amplitude of the vertical deformation is
1:5mm for both the S1 and the S2 component. Being
close to the orbital period of the GPS satellites, mod-
eling of the S2 effect is especially important in order
to minimize aliasing into dynamic parameters [34.34].
The IERS2010 conventions recommend calculating the
station displacement using the S1 and S2 tidal model
given by [34.12] (Fig. 34.4). As of 2015, not all IGS
analysis centers apply tidal atmospheric loading mod-
els but this will likely be harmonized in time for the
next IGS reprocessing campaign.

34.2.3 Tropospheric Delay

The nondispersive delay imparted by the atmosphere
on a radio signal up to 30GHz in frequency reaches
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Fig. 34.4 Deformations due to tidal atmospheric loading
at Fortaleza, Brazil

a magnitude of about 2:3m in the zenith direction at sea
level [34.35]. It is conveniently divided into hydrostatic
and wet components. The hydrostatic delay is caused
by the refractivity of the dry gases (mainly N2 and O2)
in the troposphere and by most of the nondipole com-
ponent of the water vapor refractivity. The rest of the
water vapor refractivity is responsible for most of the
wet delay. The hydrostatic delay component accounts
for roughly 90% of the total delay at any given site
globally, but can vary between 80 and 100% depend-
ing on location and time of year. The relation between
the delay at zenith direction and the actual observa-
tion direction is given by a mapping function (Chap. 6).
Common mapping functions are the empirical Global
Mapping Function (GMF, [34.14]) and the ViennaMap-
ping Function 1 (VMF1, [34.36]).

The hydrostatic delay can be accurately computed
a priori based on reliable surface pressure data using
the formula of [34.37] as given by [34.38]. One source
for pressure data are the Global Pressure and Temper-
ature (GPT) model and its successor GPT2 [34.13, 15].
Another possibility is the use of troposphere zenith de-
lays derived from numerical weather models. Global
grids with a spatial resolution of 2:0ı�2:5ı and a tem-
poral resolution of 6 h obtained from European Centre
for Medium-Range Weather Forecasts (ECMWF) data
are provided together with the VMF1 coefficients.

There is currently no simple method to derive an
accurate a priori value for the wet tropospheric delay,
although research continues into the use of external
monitoring devices (such as water vapor radiometers)
for this purpose. Thus, in precise applications the resid-
ual zenith delay is usually estimated. Likewise, horizon-
tal troposphere gradient parameters, needed to account
for a systematic component in the North/South direc-
tion, are estimated rather than modeled (Sect. 34.4.3).

34.2.4 Ionospheric Delay

GNSS signals are refracted by free electrons and ions
in the ionosphere, causing the signals to bend and
change speed as they traverse this region. The ion-
ization is caused by rays from the Sun and depends
strongly on local time and solar activity. The signal de-
lay due to the ionosphere can vary from meters to tens
of meters depending on the ray path and ionospheric
activity [34.35]. The delay is dispersive and may be
eliminated to first order by linearly combining obser-
vations on two or more frequencies (with the side effect
of increasing measurement noise, Sect. 20.2.3).

The second-order ionospheric effect can be re-
moved using total electron content (TEC) estimates
based on tracking data, an estimated global ionosphere
model (GIM), or a climatological model such as the

http://dx.doi.org/10.1007/978-3-319-42928-1_6
http://dx.doi.org/10.1007/978-3-319-42928-1_20
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International Reference Ionosphere [34.39]. The effect
can be as large as a few centimeters and should be
considered in precise GNSS analyses. An important im-
pact of modeling second-order ionospheric delays is on
the recovered terrestrial reference frame, which experi-
ences an apparent southward shift of station coordinates
of up to a few millimeters [34.40, 41]. For TRF com-
parisons spanning several years, this can equate to just
over 1 cm in the Helmert transformation z-translation
component at the fit epoch [34.42]. Other TRF transfor-
mation parameters are negligibly affected. There is also
a small impact to satellite orbit positions (a few mil-
limeter shift that is latitude dependent) and up to a 1 cm
difference in the transmitter clock estimates [34.43].
Third-order ionospheric delay effects accumulate due
to small path differences between signals at differ-
ent frequencies. These can reach 1mm in magnitude
and are typically ignored in contemporary GNSS pro-
cessing [34.17, 44]. Another ionospheric effect that is
neglected by most IGS ACs is related to ray bending
(excess path length) although it can reach a few mil-
limeters at low elevations [34.2].

34.2.5 Relativistic Effects

Relativistic effects relevant for GNSS can be separated
into three categories:

� Orbit effects (Sect. 3.2.2)� Clock effects (Sect. 5.4)� Propagation effects (Sect. 19.2).

The largest effect is a periodic transmitter clock vari-
ation caused by the noncircular orbits of the GNSS
satellites. As a result, the satellites’ speed and gravi-
tational potential vary with orbital position, introducing
a once-per-revolution variation of the transmitter clock
with an amplitude of about 23 ns for a GPS satellite
with an eccentricity of 0.01 [34.45]. In GNSS POD pro-
cessing (including IGS products) this effect is modeled
by convention, so the published transmitter clocks do
not include this term. Smaller effects due to the oblate-
ness of the Earth [34.46] and higher order terms of the
Earth’s gravity field are usually not considered for the
product generation.

34.2.6 Antenna Phase Center Calibrations

Antenna calibrations are critical to high-accuracy
GNSS processing. The calibrations define the points in
space at which the electromagnetic ranging signal em-
anates from the transmitter antenna and induces voltage
in the receiver antenna. In other words, the measure-
ment geometry refers to the electrical phase centers.
These are a function of local azimuth and elevation, fre-

quency, and pseudorange or carrier phase (i. e., group
or phase delay). Phase center calibrations are typically
separated into a phase center offset (PCO, mean of the
total calibration) and a phase center variation (PCV),
which varies as a function of azimuth and elevation.
In the IGS, absolute calibration standards have been
adopted since 2006 [34.47]. The reader is referred to
Chap. 17 and Sect. 19.5 for more details.

The transmitter calibrations are needed to refer
range measurements to the spacecraft CoM. This is
an important link because in POD the modeled space-
craft dynamics and estimated orbits refer to the CoM.
The corresponding clock estimates, however, refer to
the transmitter antenna phase center. Hence a user of
precise products must apply antenna calibrations con-
sistent with those used in the POD solution in order to
realize the best accuracy.

Antenna calibration models are closely related to
TRF implementation in POD. This is because an-
tenna PCOs in the radial direction for both transmitters
and receivers are not separable from TRF scale. IGS
standard transmitter antenna calibrations are estimated
while keeping scale fixed to a particular ITRF real-
ization. The calibrations are estimated in global POD
solutions, with receiver antenna positions fixed to the
ITRF and ground calibrations fixed to absolute test
range measurements [34.47]. In this manner, the TRF
scale is handed off to the transmitter calibrations. It
is therefore necessary to apply antenna calibrations
consistent with the desired ITRF realization in POD
solutions. Furthermore, a consistent set of calibrations
must be derived for each version of the ITRF.

34.2.7 Phase Wind-Up

GNSS satellites transmit circularly polarized radio
waves, so the observed carrier-phase depends on the
mutual orientation of the satellite and receiver anten-
nas. A full rotation of either the receiver or transmit-
ter antenna around its boresight axis will change the
carrier-phase measurement by one cycle. This effect is
called phase wind-up [34.20]. A static receiver antenna
remains oriented toward a fixed reference direction
(usually north), but the motion of the transmitter rela-
tive to its boresight induces wind-up. Furthermore, the
transmitter antennas rotate as the satellites yaw about
their Earth-pointing axis (coincident with the antenna
boresight, see Sect. 34.2.8).

During a satellite eclipse, the rotation can reach up
to one revolution within half an hour. Consequently the
phase data should be corrected for the wind-up effect.
If wind-up is neglected in POD processing, the unmod-
eled change in carrier phase is absorbed as much as
possible in unrelated parameters (Sect. 34.2.8).

http://dx.doi.org/10.1007/978-3-319-42928-1_3
http://dx.doi.org/10.1007/978-3-319-42928-1_5
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_17
http://dx.doi.org/10.1007/978-3-319-42928-1_19
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34.2.8 GNSS Transmitter Models
and Information

High-accuracy POD requires knowledge of and mod-
els for many satellite system parameters. These include
satellite attitude, physical spacecraft geometry and ma-
terial properties, operational information regarding the
pseudo-random noise (PRN) codes transmitted by each
space vehicle, maneuvers, and satellite health.

Spacecraft Attitude
POD requires knowledge of the satellite’s attitude to re-
late range measurements from the antenna phase center
to the spacecraft CoM using known antenna calibrations
in the spacecraft body system. Nominal GNSS atti-
tude control is guided by two constraints: pointing the
transmit antenna toward the Earth’s center, and pointing
the solar panels, which rotate about their longitudinal
axis, toward the Sun in order to obtain maximum en-
ergy transfer (Sect. 3.4). As discussed in [34.21], the
IGS commonly adopts a right-handed spacecraft coor-
dinate system where the body-fixed z-axis is aligned
with the antenna boresight direction, where the y-axis
points along the solar panel longitudinal axis, and x
completes the right-handed set. Typically, the z-axis is
controlled to point to the center of the Earth and the y-
axis is kept perpendicular to the Sun direction. Within
this so-called yaw-steering mode [34.48], the yaw an-
gle � is the angle between the x-axis of the space-
craft and the along-track direction (or, approximately,
the velocity vector v ). This geometry is illustrated in
Fig. 34.5.

To maintain nominal attitude, the spacecraft yaws
about its z-axis and rotates the solar panels about y as
it traverses the orbit. Because the solar panels can only
rotate by 180ı, the satellite performs a yaw maneuver
at orbit noon and midnight (represented by � equal to
180ı and 0ı when the spacecraft is closest and furthest
from the Sun, respectively) so the solar panels can track
the Sun for the next semi-orbit. The rate of the noon and
midnight yaw maneuvers depend on the elevation of the

β
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z

y

μ

~ψ

Fig. 34.5 Illustration of spacecraft body-fixed coordinate
system and yaw attitude

Sun above the orbital plane of the GNSS satellite, com-
monly referred to as ˇ (Fig. 34.5). The smaller ˇ, the
faster the satellite has to maneuver to maintain nominal
attitude.

Due to hardware limitations, GNSS satellites cannot
maintain nominal attitude for small ˇ angles. Space-
craft attitude control during these periods differs for
each GNSS and even for satellite types within a GNSS.
Correct attitude modeling is important because mis-
modeled yaw attitude in principle introduces errors in
all estimated parameters. Mismodeled attitude in par-
ticular affects transmitter clock estimates because yaw
maneuvers induce phase wind-up that is essentially
common to all stations observing a satellite and there-
fore induces a clock-like effect. Detailed descriptions
of the GPS, GLONASS, Galileo, BeiDou, and Quasi-
Zenith Satellite System (QZSS) attitude models are
found in Sect. 19.4.2.

Spacecraft Structure
Space vehicle geometry and material properties relate
to dynamic force models. After gravity from the Earth,
Moon, and Sun, solar radiation pressure (SRP) is the
third largest force acting on a satellite orbiting the Earth
at GNSS altitudes (Chap. 3). The magnitude and direc-
tion of the SRP depends on the satellite attitude and
the spacecraft’s structural geometry and material prop-
erties. Several approaches for dealing with SRP have
been devised.

One approach is to solve for empirical accelerations
representing SRP and other unmodeled forces in each
orbit solution. This strategy originated at the Center for
Orbit Determination in Europe (CODE), one of the IGS
ACs, and is discussed further in Sect. 34.4.4 below.

A second approach is to generate an empirical SRP
model from dynamic fits to precise orbits. The re-
sult becomes a background model in POD solution
which then estimate only tightly constrained correc-
tion factors. The Jet Propulsion Laboratory (JPL) GNSS
solar pressure model follows this approach to formu-
late Fourier expansions representing acceleration due to
SRP as a function of the spacecraft type, orbit plane ˇ
angle, and satellite orbit angle � [34.49, 50].

A third approach is to apply ray-tracing techniques
to the spacecraft structure and optical material proper-
ties. Published models include early work by [34.51],
resulting in a set of ROCK models for GPS Block I/II,
as well as work by [34.52] for the GPS IIR space-
craft. Ray-tracing approaches are attractive because
they promise to isolate the effects of SRP from other
nonconservative forces, but are burdened by heavy
computational loads for their generation and typically
limited access to precise physical property information
for the GNSS spacecraft.

http://dx.doi.org/10.1007/978-3-319-42928-1_3
http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_3
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In addition to SRP, POD nowadays requires mod-
eling of forces on the GNSS spacecraft from optical
and infrared Earth radiation, or Earth albedo [34.53].
Albedo radiation explains about half of the few-
centimeter height biases seen between radiometric
orbits and satellite laser ranging (SLR) measure-
ments [34.54]. Currently all IGS ACs implement albedo
visible and infrared models. Most use a model de-
veloped by [34.55] that computes albedo forces as
a function of spacecraft type, position, time, and Sun
position based on measurements of Earth radiation
made by the Clouds and the Earth’s Radiant Energy
System (CERES, [34.56]). The forces due to albedo are
largest in the radial orbit component.

Antenna Thrust
GNSS transmitters emit electromagnetic signals with
total transmit powers upward of 70W [34.29]. This
results in a recoil acceleration in the orbit radial di-
rection, which is now modeled by most IGS ACs, at
least for GPS and GLONASS [34.52]. While the impact
can be absorbed by an empirical acceleration parame-
ter, modeling this physical effect in principle improves
the recovery of transmitter phase centers and clock off-
sets since these parameters are correlated with antenna
thrust.

Operational Information
Operational GNSS information is also needed for POD
of GNSS satellites. Receivers typically identify the ob-
servations of tracked satellites by the number of their
PRN code or the orbital slot number (for GLONASS).
However, they do not know the relation between a given
PRN/slot and the physical spacecraft, which may vary
over time. Complementary knowledge of the unique
space vehicle number (SVN) is required for POD be-
cause it defines characteristics including attitude con-
trol mechanisms, solar pressure and Earth radiation
response, clock properties, antenna calibration, signal
types, and emitted power. PRN/SVN assignments are
tracked by the IGS ACs based on information provided
by the GNSS system operators where available (see,
e.g., the constellation status websites summarized in Ta-
ble 34.2).

Knowledge of satellite health status over time, as
extracted from the navigation message, is needed be-

Table 34.2 Constellation status and notice advisories for
GPS, GLONASS, Galileo, and QZSS. For BeiDou no such
official information is available as of early 2016

GNSS Item Reference
GPS Status [34.57]

NANUa [34.58]
GLONASS Status [34.59]

NAGUb [34.60]
Galileo Status [34.61]

NAGUc [34.62]
QZSS Status [34.63]

NAQUd [34.64]

a Notice Advisory to NAVSTAR Users
b Notice Advisory to GLONASS Users
c Notice Advisory to Galileo Users
d Notice Advisory to QZSS Users

cause unhealthy periods may indicate payload mainte-
nance, orbit maneuvers, or nonstandard signal transmis-
sion. One typically excludes unhealthy satellites from
low-latency, automated processing (e.g., ultra-rapid and
rapid) to ensure reliable product delivery, but several
IGS ACs include unhealthy satellites in their final prod-
ucts as long as all quality metrics are satisfied. This
approach is possible because sometimes satellites are
marked unhealthy for reasons unrelated to the naviga-
tion signal performance. Such unhealthy periods are
usually announced in advance by the GNSS system op-
erators via a so-called Notice Advisory (Table 34.2).

34.2.9 Models in Downstream Applications

It is important to apply consistent models in POD
processing and downstream applications utilizing
POD products (e.g., precise point positioning (PPP),
Chap. 25). In particular, inconsistent antenna calibra-
tion and satellite attitude models can result in measure-
ment model errors, which will be absorbed by estimated
parameters to the extent possible. The remaining misfit
will be evident in postfit residuals. The risk of con-
taminating physical parameters of interest is, therefore,
significant. For this reason, GNSS software providers
recommend using POD products generated with the
same software as this reduces the likelihood of incon-
sistent models.

http://dx.doi.org/10.1007/978-3-319-42928-1_25


Part
F
|34.3

992 Part F Surveying, Geodesy and Geodynamics

34.3 POD Process

The POD process consists of several discrete steps
leading from raw observations through data editing
and measurement modeling to parameter estimation
and product generation. A high-level diagram show-
ing the connected steps is shown in Fig. 34.6. The
top row depicts needed inputs, including raw obser-
vation data (typically in Receiver INdependent EX-
change (RINEX) format, Annex A.1.2), nominal GNSS
orbits/clocks, and EOPs. Satellite and station meta-
data (PRN/SVN conversions, spacecraft models, nom-
inal station coordinates, antenna information, etc.) are
needed at various steps and are not explicitly depicted.

Item 1 in the figure represents the data editing
procedure, which evaluates the raw observations and
linear data type combinations (e.g., range minus phase,
widelane phase, see Chap. 20) to identify poor qual-
ity observations (such as very short arcs, inconsistent
range/phase) and carrier-phase cycle slips. If the nomi-
nal orbits and clocks are of good quality, then data for
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Measurement model
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Compute postfit residuals
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Edit on postfit
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Satellite and station
metadata required in
1, 2, 3, 8

Fig. 34.6 High-level overview of the
POD process (representative example)

each station may be edited using a PPP procedure that
includes editing based on raw observations as well as
iterative editing based on postfit residuals. The latter
approach is generally possible if an ultra-rapid or bet-
ter nominal orbit and clock product is used as input, and
has the advantage of identifying data to remove for each
station independently. When postfit residual editing is
performed in a global solution, there is some risk that
poor quality or nonsensical observations from one sta-
tion impact postfit residuals across many stations since
the global estimation process adjusts parameters to min-
imize postfit residuals (in a least-squares sense) over all
network participants.

Item 2 employs an orbit integrator to generate a dy-
namic fit to a set of nominal orbits. The nominal orbits
could come from the broadcast ephemerides, prior pre-
cise solutions, or predictions of past precise orbits to
span the processing arc. The dynamic fit is performed
iteratively to minimize the difference between the es-

http://dx.doi.org/10.1007/978-3-319-42928-1_20
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timated and the nominal orbits using a small set of
parameters (at least the epoch state vector or orbital el-
ements as well as a limited number of SRP parameters).
The difference between the nominal and generated dy-
namic orbits reflects both the accuracy of the nominal
orbits and the number of fitted parameters. Significant
misfits can be used to screen for model errors and
satellites not following a sufficiently dynamic trajectory
due to, for example, orbit maneuvers or unusual atti-
tude configurations. This step also computes the partial
derivatives of the position and velocity vectors with re-
spect to the orbit parameters (variational partials).

The measurement model, labeled as item 3, com-
putes the expected measurements corresponding to the
input set of observations (item 1). These are based
on instantaneous nominal receiver and transmitter an-
tenna phase centers determined from nominal values
and the models described in Sect. 34.2. Since the
GNSS measurements (observations) have nonlinear re-
lationships to the estimated parameters (state variables),
the observation-state equations are linearized about the
nominal state. The computed measurements are sub-
tracted from the observations at this step, and the partial
derivatives of the linearized measurement model with
respect to the estimated parameters are determined.

The variational partials and outputs of the measure-
ment model are then passed to an estimator that adjusts
parameters to minimize a cost function such as the sum
of the square of the postfit residuals (item 4). The esti-
mator solves for an adjustment to the nominal state that
best fits the observations, typically iterating the solu-

tion until the adjustment is smaller than some threshold
(i. e., convergence). This works as long as the nominal
state and the estimated state fall within the linear regime
of the observation–state relationships. The estimator so-
lution is the sum of the nominal and adjusted parameter
values.

The set of estimated parameters usually includes
the following: station coordinates, station troposphere
delays, transmitter satellite orbits (epoch state, empir-
ical accelerations and/or solar pressure model scales),
EOPs, receiver and transmitter clocks, floating point,
and integer fixed carrier-phase ambiguities. When more
than one GNSS is used, receiver intersystem biases
and/or interfrequency biases (IFBs) are additionally
estimated. The outputs of the estimator include the pa-
rameter adjustments, estimated covariance, and postfit
residuals. The residuals may be examined for outliers,
and the solution iterated using successively smaller
residual outlier thresholds.

The results of this step also provide the input for the
subsequent carrier-phase integer ambiguity resolution
(item 5, see Sect. 34.4.7 and Chap. 23). After ambiguity
resolution, the measurement model is run again to ac-
count for resolved integers in the observations (item 6),
after which the ambiguity resolved estimator solution
is generated (item 7). Here, too, one can iteratively
edit observations based on postfit residuals, although
almost all outliers should have been removed in prior
iterations. The estimated parameters and covariance in-
formation is then used to create product files (item 8)
for distribution to the users.

34.4 Estimation Strategies

Various estimation strategies are used within the IGS
POD community. Some analysis centers process un-
differenced pseudorange and carrier-phase observations
and estimate all parameters in one integrated solu-
tion. Others process double-difference carrier-phase ob-
servations, which remove clock parameters from the
measurements, and solve for orbits, EOPs, station po-
sitions, tropospheric delays, and carrier-phase integer
ambiguities. The estimates can then be held fixed in
a follow-on solution that uses undifferenced observa-
tions to solve for clock parameters consistent with the
double-difference solution. The processing arcs found
within the IGS range from 24 h to 3 days. Longer arcs
are preferred for orbit parameters since additional rev-
olutions improve knowledge of the dynamics. A 1-day
arc is preferred for EOP and station position parame-
ters if a daily terrestrial reference frame is of interest.
Carrier-phase observations are usually weighted at least

100 times higher than pseudorange due to their sig-
nificantly higher precision (e.g., 1 cm and 1m, respec-
tively). Sometimes data from individual stations are
also weighted according to the overall root mean square
(RMS) level of their postfit residuals in an initial solu-
tion, since relatively high postfit residuals may indicate
issues with model fidelity or data editing at particu-
lar locations. In the following subsections, we describe
common estimators, parameterizations, and strategies
for additional aspects of POD in further detail.

34.4.1 Estimators

In the IGS community, two primary types of estima-
tors are utilized for GNSS orbit and clock determi-
nation. The first is the batch least-squares estimator,
which takes all observations, partial derivatives, and
a priori covariance for the processing arc to form

http://dx.doi.org/10.1007/978-3-319-42928-1_23
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a normal equation system that is inverted to compute
state variable adjustments and covariance information
(state variable uncertainties and correlations). The sec-
ond category comprises sequential estimators (such as
the Kalman or square root information filter [34.65]),
which ingest observations one epoch at a time to pro-
duce the best state adjustment based on measurements
processed so far. Both types of estimators are discussed
in detail in Chap. 22. We also refer the reader to [34.66,
67] for thorough reviews of filtering techniques in the
context of range measurement processing.

A significant difference between the batch least-
squares estimation and Kalman filtering lies in the treat-
ment of stochastic, time-variable parameters [34.67].
In the case of the batch estimator, distinct estima-
tion parameters need to be set up for each new epoch
or time interval (e.g., a clock offset at each epoch,
a zenith troposphere delay every hour, and daily sta-
tion coordinates). This creates large normal equation
matrices (Sect. 34.4.10), so parameter elimination and
back-substitution techniques are used to reduce the
computational burden [34.68]. For the Kalman fil-
ter, the number of parameters remains constant, but
process noise is applied between epochs. The pro-
cess noise can be configured to apply white noise
(no correlation from estimate to estimate), colored
noise (correlation over a period of time), or ran-
dom walk (infinite correlation) updates to a parame-
ter.

34.4.2 Parameterization

All state-of-the-art precise GNSS software packages
make available a variety of parameterizations. The most
common are as follows:
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Fig. 34.7a–e Parameterizations used in GNSS data processing: (a) offset, (b) piecewise-constant, (c) piecewise-linear,
(d) continuous piecewise-linear, (e) epoch independent

� Offset: adjusts a single, constant value over the pro-
cessing arc. Commonly used for station coordinates
since geodetic stations are considered static over
processing arcs of up to several days. Also used
for differential code biases (DCBs) (spanning up to
monthly intervals) and antenna PCOs.� Piecewise-constant: offset parameters with discrete
steps. Typically used for carrier-phase ambiguities.� Piecewise-linear: described by an offset and
a slope. Typically used for EOPs.� Continuous piecewise-linear: a piecewise-linear pa-
rameterization with imposed continuity at the in-
terval boundaries. It is typically achieved by es-
timating the parameter values at discrete nodal
points located at these boundaries. Compared to
the piecewise-linear representation, the number of
estimation parameters is reduced by n− 1 with n
being the number of time intervals. Equivalent to
a piecewise-linear representation with a tight con-
tinuity constraint. No discontinuities occur inside
the processing interval allowing for a more physi-
cal parameter representation. The piecewise-linear
representation can be transformed to a continuous
piecewise-linear representation but not vice versa.
Used for station troposphere delays, EOPs in high-
rate or multiday solutions, and nadir-dependent
satellite antenna PCVs.� Epoch independent: an independent parameter val-
ues is estimated at each epoch, for example, used for
receiver and transmitter clocks. Equivalent to a con-
stant parameter with a stochastic white noise reset
applied at every epoch.

An illustration of these five types of parameteriza-
tions is shown in Fig. 34.7.

http://dx.doi.org/10.1007/978-3-319-42928-1_22
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34.4.3 Ground Stations

For ground stations one must estimate coordinates, tro-
pospheric delay, and receiver clock parameters. For
geodetic stations, it is usually sufficient to estimate
a constant position over the processing arc with loose
a priori constraints in the range of meters to kilometers.

The troposphere is modeled using a zenith path de-
lay, a mapping function which may vary by time and
the station location (e.g., Global Mapping Function,
[34.14]), and horizontal gradient parameters. Although
the analysis of observations at low elevations is de-
graded by increased noise, multipath, and model defi-
ciencies, these observations are important for a decorre-
lation of troposphere zenith delays, receiver clock, and
station height ([34.69] and Fig. 6.3). Therefore, low-
elevation data are included but downweighted. Com-
mon weighting functions are 1= sin e and 1= sin2 e with
the satellite elevation e, additional weighting functions
are discussed in [34.70] and [34.71]. Nevertheless, data
at very low elevations are excluded by applying an el-
evation mask. Typical elevation cut-off angles range
from 3ı to 10ı.

Horizontal tropospheric gradient parameters are
needed to account for a systematic component in the
north/south direction toward the equator due to the
atmospheric bulge [34.72] with magnitudes of about
−0:5 and +0:5mm at mid-latitudes in the Northern and
Southern hemispheres, respectively. The gradients are
generally parameterized for each station as components
of a sinusoid varying in azimuth. The gradients also
capture the effects of random components in both direc-
tions due to weather systems. Failing to model gradients
in radiometric analyses can lead to systematic errors in
the scale of the estimated terrestrial reference frame at
the level of about 1 ppb, and cause latitude and declina-
tion offsets in station and transmitter positions [34.73].

The zenith path delay parameter may be estimated
as a piecewise constant (random walk) process with an
a priori sigma of tens of centimeters and process noise
< 1mm over 5min (1�). Likewise gradient parameters,
usually the in-phase and quadrature components of an
empirical sinusoid fit, may be modeled as random walk
processes with similar a priori sigmas and process noise
an order of magnitude smaller than the zenith delay. The
estimation of receiver clock parameters is discussed in
Sect. 34.4.5.

34.4.4 GNSS Orbits

The satellite orbits are estimated using a reduced dy-
namic approach [34.74]. The basic outline is to solve
for an epoch state vector (position and velocity or set of
osculating elements at a reference epoch), empirical ac-

celerations and/or model scale factors to absorb force
model errors (mainly solar radiation, Earth radiation,
spacecraft thermal radiation, and transmitter antenna
thrust), and, optionally, yaw attitude parameters. For
SRP modeling, the strategies currently represented in
the IGS analysis community may be broadly divided
into two categories.

The first is the CODE approach described in [34.75,
76]. Here, one estimates an epoch state plus con-
stant and per-revolution accelerations in the DYB-frame
(where D refers to the spacecraft-Sun direction, Y to
the body-fixed solar panel axis, and B completes the
right-handed set). The classic ECOM (Empirical CODE
Orbit Model) approach solves for 6 epoch state param-
eters and 5 empirical accelerations as constant terms
in D, Y, and B and 1/rev terms in B (Sect. 3.2.4). In
2015, the CODE AC updated this strategy to also in-
clude two- and four-times per revolution accelerations
in the spacecraft-Sun direction (ECOM-2), as this was
empirically found to reduce signals related to the GNSS
draconitic period seen in terrestrial reference frame
transformation parameters [34.77].

The second category, developed at JPL, emphasizes
high-fidelity a priori SRP models and estimates tightly
constrained SRP model scale and empirical accelera-
tions for each arc [34.49, 50]. A typical set of parame-
ters is the epoch state, an overall constant solar pressure
model scale factor, tightly constrained stochastic solar
scale in the spacecraft body-fixed x- and z-components,
plus constant and constrained stochastic accelerations
in y (accounting for unmodeled thermal radiation and
SRP forces).

Contemporary orbit solutions submitted to the
IGS are derived using both approaches and variations
thereof. They show agreement within the expected pre-
cision of the estimates. In other words, the approaches
independently validate one another and produce high-
quality solutions. There are, of course, some advantages
and disadvantages for each. The CODE approach has
the advantage that it requires no a priori model for SRP
forces as they are simply absorbed by the empirical
accelerations. It is therefore well suited to dealing with
new spacecraft types as soon as tracking data are avail-
able. The disadvantage of the approach is that significant
empirical forces must be estimated, and there is the risk
of mixing dynamical parameters with other physical
parameters such as EOPs and geocenter [34.77, 78].

The advantage of the second category is that the
forces acting on the satellite are defined by a high-
fidelity a priori model such that empirical accelerations
can be tightly constrained to account for hopefully
small deficiencies in the background models. This, in
principle, allows for less mixing of spacecraft dynam-
ics into other geodetic parameters. The disadvantage of

http://dx.doi.org/10.1007/978-3-319-42928-1_6
http://dx.doi.org/10.1007/978-3-319-42928-1_3
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this approach is that it relies on a prior set of precise
orbits (from which the SRP model is generated) so it
cannot be readily applied to new satellites. Further, any
systematic errors in the prior orbit set can affect the re-
sulting SRP model.

The estimation of yaw rates for orbit shadow and
noon maneuvers for the GPS Block II/IIA/IIF satellites
is also beneficial. In the case of the Block II/IIA space-
craft, this is needed because the maneuver is controlled
by analog sensors resulting in yaw rates that can differ
from nominal values by as much as 25% [34.48]. While
the Block IIF attitude is deterministic, nonetheless dis-
crepancies between nominal and actual attitude for
some ˇ angle regimes have been found [34.24]. A new
yaw parameter should be setup (or stochastic update
performed) for each yaw maneuver since they are inde-
pendent events. Analyses have shown that GPS Block
IIR and GLONASS-M attitude may be accurately mod-
eled without the need for empirical parameters [34.22,
24].

34.4.5 Clock Offsets

The next class of parameters are receiver and transmit-
ter clock offsets. The clocks are generally modeled as
unconstrained epoch-independent parameters (no cor-
relation from one epoch to the next). This parameteri-
zation makes the solution independent of the quality of
the individual station clocks, most of which are not tied
to an atomic reference.

Transmitter clocks are driven by atomic frequency
standards, but may exhibit discontinuities that make
modeling them as, for example, a quadratic function
unreliable. The solution is singular if all clocks are left
unconstrained, so a reference must be selected. In prac-
tice this implies that one holds a particular clock offset
or an ensemble of clocks fixed, meaning all other clock
offsets are estimated relative to the reference. Gener-
ally one can use a station stably tied to a reference time
scale such as the coordinated universal time (UTC) re-
alizations of national timing labs.

An alternate approach less sensitive to data gaps
is to apply an overall zero mean constraint to an en-
semble of clock offsets. Some ACs, for instance, apply
a zero-mean constraint to the transmitter clocks. The re-
sulting orbit and clock solution is internally consistent
and yields valid formal error estimates for all parame-
ters. The timescale of the solution may be adjusted after
the fact by removing a single reference clock offset at
each epoch from all clock estimates based on a priori-
tized list of receiver clocks aligned to GPS time.

The GPS clock parameters provided by the IGS
refer (by convention) to the ionosphere-free linear com-
bination of the L1 P(Y) and L2 P(Y) signals. However,

several geodetic GPS receivers only track the C/A code
on L1. Therefore, DCBs between the different types of
signals have to be considered (Sect. 19.6.1). One can
either estimate the DCB parameters, as done by the
CODE AC, or one can correct for the DCBs, for ex-
ample, with the cc2noncc tool utilizing the CODE DCB
estimates [34.79]. Users of IGS clock products must en-
sure consistency between the clock parameters on the
one hand and the observation types on the other hand
by applying the corresponding DCBs. Further sources
for DCBs are the Time Group Delay (TGD) parame-
ters of the GPS navigation message (Sect. 7.4.3), the
Inter Signal Corrections (ISCs) of the GPS Civil Nav-
igation Message CNAV [34.80], and the IGS MGEX
DCB product [34.81].

34.4.6 Earth Orientation

Earth orientation parameters relate the terrestrial refer-
ence frame to the celestial reference frame. UT1−UTC
measures the rotation rate of the Earth relative to an
atomic time scale. The period of one Earth revolution is
not constant in time, and rotation time in excess of 24 h
is referred to as the length of day (LOD). Global GNSS
solutions are sensitive to changes in the Earth rotation
rate over a processing arc but not the absolute rotational
alignment at the start of the arc. From the change in ro-
tation one can compute LOD as described in [34.2]. The
x- and y-coordinates of the Earth rotation axis, as well
as their rates, can also be determined from GNSS. By
convention the estimated pole coordinates are with re-
spect to the IERS Reference Pole [34.2].

34.4.7 Phase Ambiguity Resolution

To achieve the best precision and accuracy, one should
resolve phase measurement integer cycle ambiguities.
Details on ambiguity resolution algorithms are provided
in Chap. 23, here we focus on the steps taken in a global
POD solution.

The process usually starts with a solution that esti-
mates the float-valued ambiguities of the ionosphere-
free combination of dual-frequency carrier-phase ob-
servations along with the station, troposphere, satellite
orbit, clock, Earth orientation, and DCB parameters.
For a daily solution with 60 or more well-distributed
ground stations one can expect orbit accuracies around
10 cm (3D RMS) and clock accuracies of about 10 cm.

This accuracy is generally sufficient to facilitate am-
biguity resolution in a second step, where the above
parameters are introduced as known parameters (with
given accuracy) to setup systems of equations for re-
solving double-difference ambiguities for individual
pairs of stations. The specific techniques employed in

http://dx.doi.org/10.1007/978-3-319-42928-1_19
http://dx.doi.org/10.1007/978-3-319-42928-1_7
http://dx.doi.org/10.1007/978-3-319-42928-1_23
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this step differ widely between analysis centers and
software packages [34.82–84], although many of them
are based on a widelane/narrowlane approach utilizing
the Melbourne–Wübbena linear combination.

Given the wealth of observations available, it is usu-
ally best to apply conservative thresholds for accepting
ambiguities. It is far better to resolve fewer ambiguities
correctly than resolvingmore ambiguities and resolving
an integer incorrectly. This is critical since the integers
are introduced as fixed values in a follow-up estima-
tion that effectively treats carrier-phase measurements
as highly precise, unbiased ranges. Typically one can
expect to resolve upward of 90% of ambiguities in
a 60+ station global solution.

34.4.8 Multi-GNSS Processing

Although the orbital configurations of GLONASS,
Galileo, and BeiDou satellites in medium Earth or-
bit (MEO) are similar to GPS, the existing estimation
strategies partly fail for these satellites.

Systematic errors have been revealed at the 20 cm
level in the Galileo orbit and clock products of four dif-
ferent ACs [34.85]. The stretched shape of the Galileo
satellites have been identified as the root cause of these
errors and an a priori box model has been developed,
significantly reducing the systematic errors [34.86].
A similar orbit quality can also be achieved with the
newly developed ECOM-2 model [34.77]. While space-
craft attitude and antenna phase centers differ for these
satellites they can in principle be derived using proce-
dures developed for GPS. POD of geostationary satel-
lites as employed by BeiDou is still challenging due to
the small changes in observation geometry and frequent
maneuvers [34.87], although some progress has been
made with alternative orbit parameterizations [34.88].

The estimation of clocks for these systems is also
similar to GPS in that the offsets can be treated as
unconstrained epoch-independent parameters. In a so-
lution involving GLONASS several additional param-
eters are, however, needed. First, one must estimate
a GLONASS intersystem bias at each receiver. GNSS
receiver data typically refer the measurements to the
respective system time, while the POD solution refers
all estimates to GPS time (by convention). So an over-
all clock bias captures the difference between the GPS
and GLONASS timescales at each receiver. It affects all
GLONASS range and phasemeasurements equally. The
estimated values should, in general, be in the vicinity of
the GPS–GLONASS system time offset, which today
is better than 1�s after accounting for the constant 3 h
UTC(USNO)–UTC(SU) bias [34.89].

A second set of additional parameters needed for
GLONASS are IFBs along each receiver–transmitter

pseudorange link. These link biases are necessitated
by the frequency division multiple access (FDMA) ar-
chitecture of the GLONASS system (Sect. 8.2.2), as
the hardware delays experienced by GLONASS sig-
nals traveling through the receiving equipment are
dispersive. The delays vary due to both the physical
equipment as well as environmental factors such as
temperature. A reasonable strategy is to estimate each
IFB as a constant parameter over each day. Due to the
estimation of IFB parameters, the choice of the refer-
ence signals for GLONASS clock estimation (e.g., P-
or C/A-code) is arbitrary.

The magnitude of the IFB parameters is in the
range of decimeters to 3m depending on the receiver
type [34.90]. One must choose a reference for both the
system time offsets and IFBs or the solution is sin-
gular. One can fix to calibrated values or artificially
set these biases to zero for a particular receiver. Ei-
ther way the solution yields a consistent set of GPS and
GLONASS clock offsets suitable for use in combined
GPS/GLONASS point positioning; however one must
take care to also estimate a GLONASS time offset and
IFBs in that solution.

It is clear that the GLONASS clock estimates de-
pend strongly on the choice of the system time offset
and IFB reference, as well as the choice of receiver
network in general since the IFBs essentially bias the
pseudorange on each link (unlike GPS where IFBs
are not needed since all signals are on common fre-
quencies). For these reasons, it is quite complicated to
compare GLONASS clock estimates from different so-
lutions if a different reference and receiver networks
were used. This is the main reason the IGS does not cur-
rently produce a GLONASS clock combination [34.91].

Galileo and BeiDou are code division multiple ac-
cess (CDMA) systems like GPS. Thus, in a combined
solution one only needs to estimate GPS to Galileo
and/or BeiDou time offsets at each station, parameter-
ized as an overall constellation bias (intersystem bias)
over the processing arc. A key choice related to the
bias magnitudes is the ionosphere-free observable type.
For Galileo an E1/E5a convention is emerging [34.85],
while for the BeiDou B1/B2 signals are used [34.92].

An important consideration in multi-GNSS solu-
tions is the weighting of observations from each GNSS.
Weighting observations in the same manner regardless
of GNSS is of course one possibility. Two other com-
monly used approaches are to downweight observations
from non-GPS constellations, or to derive station clock
and troposphere parameters with GPS alone and hold
the results fixed in a follow-on solution that estimates
intersystem biases, transmitter clocks, IFBs, and satel-
lite orbits for one or more additional constellations.
This is beneficial since the satellite constellations and

http://dx.doi.org/10.1007/978-3-319-42928-1_8
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ground networks for the other GNSSs are (currently)
not as large or well distributed as for GPS. Also,
detailed models for the newer constellations are still be-
ing developed and refined. This situation will change
rapidly in the next few years and it is likely that new
weighting strategies will emerge.

34.4.9 Terrestrial Reference Frame

A stable, accurate, and well-maintained global TRF is
a prerequisite for precise orbit and clock determina-
tion and its applications. The TRF underpins POD by
defining the origin from which receiver and transmit-
ter locations are defined. It furthermore establishes the
framework upon which geophysical processes, such as
solid Earth tides or vertical motion due to ocean load-
ing, are modeled and analyzed. Details on the definition
and realization of terrestrial reference systems are given
in Sect. 2.3.

The most recent version of the International
Terrestrial Reference Frame is ITRF2008. However,
ITRF2008 is usually not directly used in GNSS appli-
cations as the predecessor of the current antenna model
was applied for the IGS contribution to ITRF2008.
Therefore, a GNSS-only TRF called IGS08 was com-
puted [34.6]. It is aligned to ITRF2008 but includes
station-specific corrections to account for the antenna
calibration differences. In 2012, an updated version of
IGS08 called IGb08 [34.93] was released as the coor-
dinates of more than 30 reference frame stations were
degraded due to station displacements induced by earth-
quakes or equipment changes.

The TRF is realized in global POD solutions in one
of three ways:

1. Fixing or tightly constraining a set of station posi-
tions to the values defined by the TRF. In principle,
three fixed stations are sufficient, although in prac-
tice IGS ACs hold at least two dozen globally dis-
tributed stations fixed. The positions of the remain-
ing stations in the solution, as well as the GNSS or-
bits, will therefore be estimated relative to the real-
ization of the TRF defined by the subset of fixed sta-
tions. However, fixing or constraining more stations
than necessary might result in distortions of the net-
work geometry. This approach is typically used only
for low-latency solutions (i. e., ultra-rapid) where re-
alizing a TRF a posteriori is time consuming or not
valuable for user applications.

2. Applying minimum constraints for a selected set
of (core) stations w.r.t. the a priori TRF. For
global GNSS solutions, a no-net-rotation condi-
tion is mandatory. If the origin of the tracking
network (geocenter) is estimated, an additional no-

Table 34.3 Number of observations and estimation param-
eters in a global GPS solution with 32 satellites and 160
stations. It is assumed that 10 satellites are visible per sta-
tion and observation epoch

Sampling No. of obs./par.
Observations 5min 460 800
Station coordinates 24 h 480
Troposphere zenith delays 2 h 2080
Troposphere gradients 24 h 640
Orbit parameters 24 h 576
Earth orientation parameters 24 h 5
Ambiguities Dep. on data � 10 000
Satellite clocks 5min 9216
Receiver clocks 5min 46 080
Total number of parameters � 69 000

net-translation condition has to be applied. The
advantage of this approach is that the inner geom-
etry of the network is not distorted.

3. Estimation of all station positions in the global so-
lutions with loose a priori constraints. Other than
relating to the TRF through antenna calibrations
(discussed below), this type of fiducial free POD
solution does not provide orbits and clocks in a par-
ticular TRF but instead realizes a unique frame for
that solution. This solution’s frame is likely to ex-
hibit notable rotations with respect to ITRF because
the GNSS technique is insensitive to rotating the en-
tire observation geometry. One can compute a best
fit Helmert transformation (Chap. 2) for the esti-
mated ground network relative to ITRF using the
set of overlapping stations (XYZ translations, XYZ
rotations, and scale) and apply this transformation
to the orbit solution to place it in the ITRF frame.

The products resulting from one of these approaches are
provided in the underlying TRF and therefore directly
transfer the TRF to users.

Due to orbit dynamics, the GNSS satellites orbits
refer to the CoM of the total Earth system including
the oceans and the atmosphere. Tides cause periodic
variations in the CoM of the oceans and the atmo-
sphere. This so-called geocenter motion can reach up to
1 cm for diurnal and semidiurnal ocean tides [34.94]. If
a corresponding CoM correction (CMC) is applied, the
orbits refer to a crust-based Center-of-Network (CoN)
frame, otherwise to a CoM frame. Within the IGS,
the CoN frame is used for the orbits as well as the
clocks [34.95].

34.4.10 Sample Parameterizations

Table 34.3 gives an overview of the estimated parame-
ters and their sampling for a global GPS solution with

http://dx.doi.org/10.1007/978-3-319-42928-1_2
http://dx.doi.org/10.1007/978-3-319-42928-1_2
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Table 34.4 Sample receiver station parameterization (JPL approach) (after [34.50])

Parameter Configuration �apr � process noise

Station coordinates (all or a subset of stations) Offset 1 km –

Station zenith wet troposphere Random walk, 10 min updates 0:5m 0:03mm s−1=2

Station gradient wet troposphere Random walk, 10 min updates 0:5m 0:003mm s−1=2

Station clock offset White noise, update each epoch 1 s 1 s

Table 34.5 Sample satellite parameterization (CODE approach) (after [34.76, 96])

Parameter Configuration �apr

Keplerian elements at epoch Offset No constraint
Acceleration in the Sun-direction (D) Offset No constraint
Acceleration in the Y-direction Offset No constraint
Acceleration in the B-direction Offset No constraint
Acceleration in the B-direction (once per revolution) Offset No constraint

Constant radial velocity change Every 12 h 1 � 10−6 m s−1

Constant along-track velocity change Every 12 h 1 � 10−5 m s−1

Constant cross-track velocity change Every 12 h 1 � 10−8 m s−1

Table 34.6 Sample satellite parameterization (JPL approach) (after [34.50])

Parameter Configuration �apr � process noise

Position at epoch Offset 1 km –

Velocity at epoch Offset 1 cm s−1 –

Y acceleration Offset 1 nm s−2 –

Y acceleration Colored noise, 4 h correlation, updated every 1 h 0:01 nm s−2 0:0002 nm s−2s−1=2

SRP model scale Offset 1:0 –

SRP model scale in X and Z Colored noise, 4 h correlation, updated every 1 h 0:01 0:0002 s−1=2

GPS Block II/IIA yaw rates Offset per eclipsing midnight/noon turn 0:01 deg s−1 –

Transmitter clock offset White noise, update each epoch 1 s 1 s

a full constellation of 32 satellites and a network of 160
terrestrial stations at a 5min sampling rate. Clock off-
sets make up the vast majority of parameters. These
parameters are removed if double-difference measure-
ments are processed. The next largest parameter group
is for ambiguities whose number strongly depends on
the data quality. Efficient methods to deal with the huge
number of almost 70 000 estimation parameters are dis-
cussed in Sect. 34.4.11.

More specific sets of estimated parameters are dis-
cussed in the following.We list sample a priori standard
deviations (�) and stochastic properties, which provide
reasonable solutions based on POD strategies described
in [34.50, 75, 76]. We note that some software pack-
ages apply stochastic updates directly in a Kalman
filter [34.67], while those using a batch filter typically
configure a new (optionally constrained) parameter for
each update and apply elimination techniques to the
normal equations to reduce the computational burden.
For the purposes of this discussion we consider both
approaches to yield equivalent parameterizations. Ta-
ble 34.4 shows a sample receiver station parameter

Table 34.7 Sample Earth orientation parameterization
(JPL approach) (after [34.50])

Parameter Configuration �apr

X and Y pole Offset 5m
(relative to a priori)

UT1-UTC rate per arc Offset 3:5 � 10−8 s=s

configuration, Tables 34.5 and 34.6 show possible satel-
lite parameterizations, and Table 34.7 refers to EOPs.
Range and phase data are often given a priori measure-
ment sigmas of 1m and 1 cm, respectively, or a factor
of 1:100, to give credit to the high precision of the
carrier-phase measurements. This in effect produces
a phase-based solution that aligns the clock estimates
to the pseudoranges.

34.4.11 Reducing Computation Cost

A given arc and dataset can of course be processed as
one solution from start to finish. This approach is of-
ten taken to produce few-hour latency (ultra-rapid) or
next-day (rapid) solutions. There are, however, trade-
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offs between accuracy, processing time, and the num-
ber of stations and orbiters processed, as discussed in
Sect. 34.1. A few strategies are commonly used to max-
imize the number of receivers and transmitters while
minimizing processing time:

� Real-time clock estimation (few second latency)
based on ultra-rapid orbits: GNSS orbits can be
predicted from a precise solution with sufficient ac-
curacy (over many hours and even days) that they
may be input and held fixed in a real-time GNSS
clock filter. This reduces the computational burden
and complexity of the real-time process, which esti-
mates only clock and troposphere parameters. This
approach is widely used to produce real-time GNSS
solutions [34.97].� Reuse of normal equation systems from prior POD
solutions: many software packages include tools to
manipulate and stack normal equation systems, and
take advantage of these capabilities to minimize
new computations for low-latency processing. For
instance, utilizing prior rapid or ultra-rapid normal
equation systems and appending a few hours of new
data to generate an ultra-rapid solution. This avoids
recomputing the measurement model and partial
derivatives for a significant portion of the dataset.
Normal equation stacking is also an efficient tool to
generate multiday orbital arcs.� Stacking normal equation systems for a set of non-
overlapping networks: this approach is sometimes

used where it is desired to process as many sta-
tions as possible (e.g., to contribute to the TRF).
This is a parallelization technique as the subnetwork
normal equations are generated on separate systems
prior to stacking and inversion.� Double-difference processing: some software pack-
ages process double-difference observable combi-
nations to eliminate transmitter and receiver clock
offsets from the observations. This reduces the num-
ber of parameters at each epoch significantly but still
provides access to orbit, EOP, atmospheric delay,
and station position parameters.Many science appli-
cations of GNSS have no interest in clock offsets and
benefit from a reduced computational burden when
processing double difference observables.� Clock densification: high-rate satellite clock pa-
rameters required for highly dynamic applications
(e.g., kinematic ground stations or kinematic or-
bit determination of low Earth orbiters, Chap. 32)
dramatically increase the number of unknown pa-
rameters. For the example network of Table 34.3,
more than 500 000 clock parameters would have
to be estimated for 30 s sampling. In order to save
computation time [34.98] developed a method uti-
lizing epoch-differenced phase observations. This
efficient high-rate clock interpolation (EHRI) algo-
rithm densifies the 5min satellite clock parameters
obtained from the global clock estimation to 30 s or
even 5 s sampling and reduces computation time by
a factor of about 10.

34.5 Software

A variety of software packages for GNSS POD have
been developed at academic, research, and commercial
institutions. We give brief descriptions of some of these
below and summarize the products currently produced
by each:

� Bernese GNSS Software, developed at the Astro-
nomical Institute of the University of Bern (AIUB).
An extensive software package, Bernese is used
for GNSS and low Earth orbit (LEO) POD, pre-
cise point positioning, estimation of DCBs, antenna
calibrations, ionosphere and troposphere estima-
tion, and more. AIUB along with other institu-
tions make up the Center for Orbit Determination
in Europe (CODE), which contribute GPS and
GLONASS products (orbits, clocks, DCBs, antenna
calibrations, troposphere and ionosphere solutions)
to the IGS, as well as multi-GNSS products in-
cluding Galileo, BeiDou, and QZSS to the IGS
MGEX [34.68].

� NAPEOS (NAvigation Package for Earth Orbit-
ing Satellites), developed at the European Space
Agency (ESA). NAPEOS is used for GNSS and
LEO POD, precise point positioning, estimation of
DCBs, antenna calibrations, ionosphere and tropo-
sphere parameters, etc. NAPEOS is used to generate
products at the ESA IGS AC, which contributes
GPS and GLONASS POD as well as troposphere
and ionosphere products to the IGS [34.99].� GIPSY (GNSS-Inferred Positioning System andOr-
bit Analysis Simulation Software) is developed at
the National Aeronautics and Space Administration
(NASA) Jet Propulsion Laboratory (JPL). GIPSY
is used to generate GPS, GLONASS, and LEO or-
bit and clock products, PPP solutions, ionosphere
and troposphere parameters, and produces the JPL
AC contributions to the IGS. GIPSY processing sup-
ports NASA flight missions (LEOs and aircraft po-
sitioning) as well as atmospheric calibrations for the
Deep Space Network [34.100], among others.

http://dx.doi.org/10.1007/978-3-319-42928-1_32
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� EPOS-8 (Earth Parameter and Orbit System), devel-
oped at Deutsches GeoForschungsZentrum (GFZ),
is another package with broad capabilities for
GNSS POD, troposphere/ionosphere estimation,
transmitter antenna calibrations, etc. GFZ is an
IGS AC providing GPS and GLONASS prod-
ucts, as well as multi-GNSS solutions for Galileo,
BeiDou and QZSS to the IGS MGEX [34.101,
102].� Centre National d’Etudes Spatiales (CNES, French
space agency) develops the GINS/DYNAMO soft-
ware for GNSS POD. It is used by the CNES IGS
AC to produce GPS, GLONASS, and Galileo POD
solutions on a routine basis. The software is also
used for LEO POD processing [34.103].� The Position and Navigation Data Analysis
(PANDA) software developed at Wuhan University,
China, is another software package for GNSS and
LEO POD. Wuhan University contributes multi-
GNSS products to the IGS MGEX project as well
as GPS products to the IGS Rapid combination (cur-
rently in evaluation mode) [34.104].� GAMIT-GLOBK is a GPS processing software de-
veloped at the Department of Earth Atmospheric
and Planetary Sciences at the Massachusetts Insti-
tute of Technology(MIT) [34.105], and is used by
the MIT IGS AC to contribute weekly final as well
as reprocessed products to the IGS.

� PAGES (Program for the Adjustment of GPS
EphemerideS) is developed by the U.S. National
Geodetic Survey (NGS) [34.106] and is used to
produce GPS orbits, station parameters, and EOPs
using a double-difference approach. The NGS is an
IGS AC contributing ultra-rapid, rapid, final, and re-
processed products.� A number of commercial services produce pre-
cise GNSS POD solutions using both in-house
and externally developed software packages. These
providers focus primarily on real-time or low-
latency postprocessed products of interest to cus-
tomers operating in areas such as precise marine
and land navigation, cellular device positioning,
GNSS integrity monitoring, and meteorological
analysis. Providers active in this space include John
Deere (Navcom) [34.107], JPL Global Differen-
tial GNSS System [34.108], Fugro [34.109], RX
Networks [34.110], Trimble [34.111], and Veri-
pos [34.112]. These providers in some cases man-
age their own ground station networks, operate
processing centers, provide real-time GNSS orbits
and clocks (typically transmitted as corrections to
the broadcast ephemeris) and integrity data via geo-
stationary satellite links, and even sell proprietary
receiver hardware. GPS and GLONASS products
are standard, with BeiDou and Galileo solutions
quickly coming online.

34.6 Products

Precise GNSS orbit and clock products must include
several items. There are of course the transmitter or-
bits: these conventionally refer to the CoM and are
given as time series of ECEF coordinates and optionally
velocities. Given the satellites’ altitude, the orbits are
sufficiently dynamic to allow accurate interpolation of
coordinates given at 15min intervals (or less) using an
8–11th order interpolator ([34.113] and Annex A.2.1).
If desired, the resulting satellite positions can be ex-
pressed in an ECI using the EOPs provided along with
the orbit and clock products.

Transmitter clock offsets may be provided at vari-
ous intervals. Solutions submitted to the IGS generally
employ intervals of 5min or 30 s, while intervals as
small as 1 s are common in real-time systems. In gen-
eral, the smaller the interval the better, since a user must
interpolate clocks to epochs falling between estimates.
Interpolation introduces some error depending on how
well the interpolation (typically piecewise-linear) fits
the true clock offsets.

It is important to note that clock offsets as pro-
vided in the IGS products refer to the transmitter

antenna phase center while the orbits refer to the
CoM. Since GNSS range data represent the geomet-
ric distance between the electrical phase center of
the transmitter and receiver antennas, a user must ad-
just the CoM location given in the orbit product to
the phase center. The products should therefore pro-
vide information about the phase center model (PCOs
and PCVs) used so that a user can apply a consis-
tent model. Metadata, for instance the version of IERS
conventions, and the terrestrial reference frame real-
ized in a set of products, is also useful so users can
apply consistent models in their processing. This in-
formation is provided in the analysis strategy summary
files [34.114].

IGS products are commonly named according
to latency, including real-time (seconds), ultra-rapid
(hours), rapid (next day), final (1−2 weeks), and re-
processed (every few years). Accuracy improves as
latency increases for several reasons. Waiting longer
tends to increase the available tracking data, espe-
cially for outlying stations, improving the distribution
of the tracking network. Waiting allows one to use
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more accurate nominal orbits and clocks, or provides
time to iterate upon solutions to create improved nom-
inals. This particularly benefits the editing of tracking
data in preprocessing. One can use raw measurements
or linear combinations thereof to detect unreasonable
data and carrier-phase cycle slips, but the use of accu-
rate orbit and clocks for data editing greatly enhances
ones ability to screen for outlier tracking data. Other
nominal models such as EOPs, zenith troposphere
and associated mapping functions, and second-order
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Fig. 34.9 Smoothed WRMS of
individual AC GPS orbit solutions
w.r.t. combined IGS final orbit

ionosphere also improve as they progress from pre-
dicted quantities to estimates based on observations.
The chief benefits of reprocessing campaigns are to
have all tracking data available and to apply consis-
tent models and estimation strategies over a long time
span.

34.6.1 IGS Orbit and Clock Combination

The official IGS orbit and clock products are the result
of a combination of the contributions of the individual
ACs. Three product lines with different latency and ac-
curacy are provided (Sect. 33.3):

� Ultra-rapid (observed half: 3−9 h, 3 cm, 50 ps)� Rapid (17−41 h, 2:5 cm, 25 ps)� Final (12−18 d, 2 cm, 20 ps).

The IGS Analysis Center Coordinator (ACC) is re-
sponsible for the generation of the combined products.
A combined orbit product provides higher reliability
and precision compared to the individual AC orbits. In
the following, only the generation of the final orbit and
clock products is discussed. The general combination
methodology is described in [34.115].

Orbit Combination
Input for the orbit combination are satellite positions
provided by the IGS ACs in an ECEF reference frame
in SP3 format (Annex A.2.1) at 15min sampling. The
combination is based on an iterative weighted averag-
ing (Fig. 34.8). To guarantee consistency of the station
coordinates, EOPs, and orbits, AC-specific rotations
are applied to the orbits prior to the actual combina-
tion [34.116]. These rotations have previously been de-
rived by the IGS reference frame coordinator based on
an analysis and combination of the station coordinates
and EOPs that have been delivered by the ACs in the so-
called SINEX (Solution Independent Exchange) format

http://dx.doi.org/10.1007/978-3-319-42928-1_33
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(Annex A.2.3). Detailed statistics as well as information
on the combination are given in the weekly IGS com-
bination summary files igswwww7.sum (wwww stands
for the GPS week), which are available at ftp://ftp.cddis.
eosdis.nasa.gov/pub/ in the corresponding wwww subdi-
rectory.

The historical weighted root-mean square (WRMS)
of the GPS orbits of the individual ACs w.r.t. the
combined IGS final orbit is shown in Fig. 34.9. The
comparison of the orbits improves with time due to the
application of more sophisticated and consistent mod-
els and processing techniques. For example, in August
2007 JPL adopted the igs05.atx antenna model [34.117]
already used at the time by the other ACs, resulting
in a WRMS decrease by a factor of about 3. Starting
with 2008, two groups of ACs can be distinguished:
one group agreeing at the 2 cm level (EMR, GRG, JPL,
SIO) and another group agreeing at the 1 cm level
(COD, ESA, GFZ, MIT, NGS). In April 2014, ESA
started to use an a priori box-wing model [34.118].
Although this model improves the orbit quality, it
introduces larger differences w.r.t. the other AC solu-
tions [34.119], resulting in a higher WRMS and a lower
weight in the combination. As a consequence, the gen-
eral WRMS of the individual IGS ACs approaches the
1:5 cm level. Further details on the precision of IGS fi-
nal orbits are given in [34.120]. The combined IGS final
GLONASS orbits are generated with the same proce-
dure but in a separate process.

The WRMS of the orbit combination is, however,
only a measure of the internal consistency of the orbits,
which may suffer from common systematic errors. Har-
monics of the draconitic GPS year (time period between
the same orientation of the orbital planes w.r.t. the Sun,
� 351 d for GPS) have been reported for almost all IGS
products [34.121]. It was shown that more sophisticated
orbit modeling with an adjustable box-wing SRP model
can reduce these draconitic errors [34.122]. However,
deficiencies in the subdaily EOP model are also identi-
fied in [34.121] as causing artificial periodicities around
7, 9, 14, and 29 d due to aliasing.

The optical SLR technique allows for independent
validation of the GNSS satellite orbits determined from
microwave observations. An SLR analysis of 20 years
of GPS and 12 years of GLONASS orbits computed
by the CODE AC was performed by [34.123]. They
found a 1 cm bias and 2 cm RMS for the two GPS satel-
lites equipped with laser retro-reflectors. Whereas the
SLR bias of the GLONASS satellites is in general on
the few millimeters level, the RMS is around 3−4 cm.
These numbers illustrate the discrepancies between in-
ternal precision as represented by the orbit combination
WRMS and the accuracy as evaluated by SLR, which
are caused by the systematic errors mentioned above.

AC 2 ...AC 1 AC n

Radial orbit corrections

Transformation to
common reference

Unweighted average

Outlier detection

Clock jump detection
and correction

Station- and satellite-
specific biases

Weights

Weighted average

Combined clocks

IGS final clocks

Linear clock model

Offset, drift,
STD, RMS

IGS time scale

Broadcast
clocks

UTC(k)
realizations

Fig. 34.10 Flow
chart of the IGS
clock combina-
tion. UTC(k)
refers to UTC
realizations at
dedicated tim-
ing laboratories
with calibrated
GPS receivers
included in the
combined clocks

Clock Combination
Input for the clock combination are satellite and re-
ceiver clock estimates in RINEX clock format (An-
nex A.2.2). The general combination procedure is il-
lustrated in Fig. 34.10 and discussed in more detail
in [34.124, 125]. As a first step, radial orbit differ-
ences between the combined and individual AC or-
bits are computed and applied to the clocks in order
to remove orbit-related systematic errors (radial or-

ftp://ftp.cddis.eosdis.nasa.gov/pub/
ftp://ftp.cddis.eosdis.nasa.gov/pub/
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bit differences and satellite clock offsets are one-to-
one correlated). Then, the individual AC clocks are
aligned w.r.t. a common reference. Clock offset and
drift w.r.t. a selected reference are removed for all ACs.
The reference is taken from either the broadcast clock
corrections or the clock estimates of a selected AC
aligned to the broadcast clock corrections in a previous
step.

During the iterative combination process, outliers
are detected and clock jumps are corrected. A weighted
average is formed based on weights determined from
the deviation of the AC clocks w.r.t. an unweighted
mean. The combined clocks are used to realize the IGS
timescale (IGST, [34.126]). IGST is aligned to UTC via
calibrated GPS receivers at time laboratories (labeled
UTC(k) in Fig. 34.10) and GPS time from the naviga-
tion message. As a final step, the clock summary files
are generated providing offset/drift of a linear clock
model and RMS/STD w.r.t. the combined clocks as well
as information about the time scale generation.

The historical RMS of the AC-specific GPS clock
solutions w.r.t. the combined IGS final clocks is il-
lustrated in Fig. 34.11. SIO does not provide clock
corrections and NGS is excluded from the combina-
tion as only broadcast clocks are provided (due to
double-difference observable processing). The RMS of
the most consistent ACs is on the 100 ps level. For
GLONASS, no combined clock product is available as
mentioned in Sect. 34.4.8.

A critical issue for the clock combination is the con-
sistency of the applied transmitter antenna and attitude
models. As an example, all IGS ACs except for JPL
switched the antenna model from igs05.atx to igs08.atx
in April 2011 [34.127]. For JPL, this switch took place
in July 2011 [34.117]. The 3 months of inconsistent
antenna modeling can be clearly seen in Fig. 34.11 as
JPL’s clock RMS increases by a factor of more than 3.
Discrepancies among ACs in attitude modeling are ev-
ident for the eclipse periods of the GPS Block II/IIA

2009 2011
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MIT

EMR
GFZ
JPL

2013 2015

Clock RMS (ps)

Year

600

500

400

300

200

100

Fig. 34.11 RMS of individual AC
clock solutions w.r.t. combined IGS
final clocks

satellites. These cause large clock differences respon-
sible for the rejection of individual ACs during the
combination process [34.128]. Figure 34.12 illustrates
this problem for GPS Block IIA SVN-33. The MIT
clock estimates show a significantly different behavior
after the satellite leaves the shadow, resulting in an ex-
clusion of this AC for this particular satellite.

34.6.2 Formats and Transmission

A variety of GNSS product formats and transmission
mechanisms are used today (Annex A). Postprocessed
products are usually provided as compressed files. Open
standards for data exchange include SP3 (standard
product 3) for GNSS orbits and clocks [34.129], clock
RINEX for receiver and transmitter clocks [34.130],
Earth rotation parameter (ERP) [34.131], and antenna
exchange (ANTEX) antenna calibration [34.132] for-
mats. Within the IGS, the fourth comment line in the
SP3 orbit files is used to document important modeling
options including the phase center model, name of the
ocean tidal loading and atmospheric tidal loading mod-
els, and whether CoM corrections are applied. The full
format description of this SP3 comment line is given
in [34.133]. Each POD software generally also uses
proprietary formats representing the same information,
for example, the GIPSY pos or Bernese standard or-
bit [34.68] formats.

Real-time systems distribute products via low-
latency files (e.g., each minute) as well as few second
latency streams. The real-time streams usually repre-
sent the precise orbit and clock solution as corrections
to the current broadcast navigation message (with re-
spect to a specific issue of data encoded in the cor-
rections message). This implies that the generator of
the corrections must account for any differences in the
transmitter antenna phase center offsets used to com-
pute the broadcast ephemerides and precise solutions.
The user applies the corrections to the broadcast or-
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Fig. 34.12 Individual AC and com-
bined IGS clock residuals of the
GPS Block IIA satellite SVN-33 for
6 February 2011. The light brown
shaded area indicates the eclipse
period. The ESA clock estimates
are used as reference clock and
offset/drift of each AC are removed.
EMR and MIT clock estimates of this
satellite were excluded from the clock
combination on that day

bits and clocks directly. The corrections approach has
the benefit that some latency (up to tens of seconds)
does not significantly degrade the user solution since
the navigation message accounts for the majority of
the bias and drift in the satellite position and clock,
whereas the corrections terms are relatively steady over
short time intervals (at least for nominally performing
transmitter clocks). Corrections are usually transmit-
ted at 1 s intervals, and losing some corrections over
the communication link, or updating at longer intervals,
is possible with this approach. Real-time correction
streams from commercial providers are encoded in pro-
prietary binary formats sent as TCP or UDP packets
over the Internet or transmitted to user equipment via
geostationary satellite links [34.134]. The IGS real-
time service transmits corrections over the Internet
in the open State–Space Representation (SSR) for-
mat [34.135].

34.6.3 Using Products

Whether products are acquired as postprocessed files
or real-time streams, the user applies a set of precise
orbit, clock, and ancillary information in their process-
ing. Maintaining consistency with GNSS products is

critical to realizing the best possible accuracy. As dis-
cussed, orbits need to be adjusted from the CoM to
the antenna phase center, which requires knowledge of
both the antenna calibrations and the spacecraft attitude
model used to generate the GNSS products. Attitude
models in the POD software packages have varying lev-
els of complexity, particularly for non-nominal attitude
regimes (e.g., eclipse). The best consistency is therefore
achieved by using the same software that generated the
products.

The data type to which the clocks products refer
should also be consistent. By convention, GPS (broad-
cast ephemeris and precise) products provide clocks
estimated using the L1 P(Y)/L2 P(Y) ionosphere-free
linear combination, while GLONASS processing may
use either the coarse or precise ranging code to form
the ionosphere-free linear combination (it does not mat-
ter since the user needs to estimate range biases on
each receiver–transmitter link again). For the Galileo
and BeiDou CDMA systems conventions are currently
developing (Sect. 34.4.8). In any case, the user should
process the same data type used to generate the GNSS
products. If the data type is not available, the user must
apply the appropriate DCBs (e.g., GPS L1 C/A vs. L1
P(Y)) in preprocessing.

34.7 Outlook

For many years the POD community mainly focused
on GPS since this was the only stable constellation.
Over the course of nearly three decades, the knowl-
edge of physical properties underlying themeasurement
system have been continually refined. The high accura-
cies achieved today are enabled by several key factors:
taking advantage of tracking data provided by a large,

global set of geodetic stations, careful treatment of
measurement biases, robust data editing schemes, so-
phisticated modeling of station motion, atmospheric
effects, clock offsets, electrical phase centers, space-
craft dynamics and attitude.

In recent years, the renewal of the GLONASS con-
stellation and the building of Galileo and BeiDou has
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resulted in a total of four usable GNSSs. The level
of knowledge about the newer systems, and accuracy
of POD products, is in many ways comparable to the
first decade of precision GPS. The challenges that lie
ahead are multifaceted: areas such as the handling of
measurement biases between the GNSSs, treatment of
more complex signal structures, multi-GNSS ambigu-
ity resolution, and the generation of consistent time
scales provide rich grounds for research and devel-
opment. Details regarding spacecraft attitude control,
physical satellite properties and force models, antenna-
phase centers, and constellation operations are still in
limited distribution. It is, therefore, paramount for the
precision GNSS community to engage system operators
to make available detailed system information enabling
precise POD. For the foreseeable future, GPS will re-
main the cornerstone of multi-GNSS processing, but
the accuracies achieved with the other systems should
rapidly improve.

For all GNSSs, model improvements and the de-
termination of clock offsets remain important re-
search topics. Orbit parameters are constrained by
well-understood dynamics, but clocks are treated as
unconstrained epoch parameters to mitigate for steer-
ing, reset events, and other difficult-to-model be-
haviors. Epoch-independent parameterization, coupled
with least-squares estimation, allows clock estimates to
absorb model errors to minimize postfit residuals.

Since clock estimates refer to antenna phase centers,
accurate models for phase and group delay (receiver
and transmitter) and spacecraft attitude are particularly
critical. Correlations between receiver clock, geode-
tic station height, and zenith tropospheric delay are
concerns for some science applications. Highly stable
satellite clocks may alleviate some of these issues. For
instance, the Galileo passive hydrogen masers allow for
modeling the clock instead of epoch-wise estimation. It
was demonstrated that this approach promises to also
improve the orbit quality [34.136].

A challenge for the IGS is the development and im-
plementation of a new software for a fully consistent
combination of orbits and clocks of multiple GNSSs,
also known as ACC 2.0. Currently, combined GPS
and GLONASS products are generated by completely
separate processing chains. Furthermore, no combined
Galileo and BeiDou products are generated although
several ACs provide solutions for these systems. The
need for such a software upgrade has long been recog-
nized but little progress has been made so far. Related
to this, the determination and communication of GNSS
timescales in a multi-GNSS world requires an expanded
set of signal conventions.

Increasing demands from scientific users drive
many of these challenges. GNSS provides important
baseline and orientation information to the determi-
nation of the global terrestrial reference frame, but
does not contribute to geocenter and scale due to
the lack of independent, absolute antenna calibrations.
Many precise geodetic and atmospheric science appli-
cations are taking advantage of the improved spatial
and temporal observation coverage offered by multiple
GNSS constellations, but continue to observe signals
in physical parameters at frequencies related to GNSS
spacecraft dynamic forces. The societal benefits pro-
vided by emerging low-latency, high-accuracy GNSS
applications in areas such as tsunami and earthquake
early warning place significant demands on GNSSmea-
surement and processing infrastructure. These are only
some examples illustrating the continued promise of
precise GNSS POD and its applications, with techni-
cal and scientific rewards that will progress well beyond
this generation.
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