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Preface

The operations research conference OR2015, jointly organized by the Austrian
Operations Research Society (ÖGOR), the German Operations Research Society
(GOR, former DGOR), and the Swiss OR Society (SVOR/ASRO), took place
during September 2–4, 2015 at the University of Vienna, Austria.

Nearly 900 participants from 48 countries attended the conference. More than
650 presentations were given in 27 streams, including 2 plenary and 12
semi-plenary talks. The motto “Optimal Decisions and Big Data” was given a
special emphasis.

This conference series of DGOR/GOR started in 1971 and the Vienna confer-
ence was number 43 in a row. It is now a tradition that every 4 years this conference
is jointly organized by the sister societies of the three German speaking countries,
the last one of this type was Zürich 2011. All the past conferences were documented
by the proceedings volumes edited by Springer. Since 1994 the proceedings have
been called OR Proceedings and since 2005 they have appeared in the new
yellow/blue design.

Although looking back to a long tradition, this proceedings volume contains
timely research of more than 100 selected participants of the conference. All
contributions are peer-reviewed and show the broad scope of the OR discipline,
ranging from structural and algorithmic issues in optimization and simulation to
various applications areas, such as transportation and logistics, cutting and packing,
production, supply chains, energy, finance, and more.

The German GOR Society awards excellent PhD and MSc theses with a special
prize. This year, three among seven award winners, Gregor Hendel, Heide
Hoppmann, and Timo Berthold submitted their extended abstracts to our pro-
ceedings, and their contributions can be found in the first chapter of this volume.
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Special thanks go to all sponsors and supporters (GOR, ÖGOR, SVOR/ASRO,
IBM, Gams, Gurobi, Ampl, Risc, Springer, LocalSolver, Siemens, INFORM,
EURO, Universität Wien), the local organizers (W. Gutjahr, R. Hartl, M. Rauner,
R. Vetschera), the secretarial help (D. Sundt, G. Kamhuber, K. Traub), and last but
not least the staff of the faculty of Business, Economics and Statistics of the
University of Vienna (K. Kinast, C. Satzer).
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Exploiting Solving Phases for Mixed-Integer
Programs

Gregor Hendel

Abstract Modern MIP solving software incorporates dozens of auxiliary algorith-
mic components for supporting the branch-and-bound search in finding and improv-
ing solutions and in strengthening the relaxation. Intuitively, a dynamic solving
strategywith an appropriate emphasis on different solving components and strategies
is desirable during the search process. We propose an adaptive solver behavior that
dynamically reacts on transitions between the three typical phases of a MIP solving
process: The first phase objective is to find a feasible solution. During the second
phase, a sequence of incumbent solutions gets constructed until the incumbent is
eventually optimal. Proving optimality is the central objective of the remaining third
phase. Based on the MIP-solver SCIP, we demonstrate the usefulness of the phase
concept both with an exact recognition of the optimality of a solution, and provide
heuristic alternatives to make use of the concept in practice.

1 Introduction

The availability of sophisticated solving software technology based on the branch-
and-bound approach [8] has made Mixed integer programming (MIP) the modeling
tool of choice for many practical optimization problems. One of its main advantages
is that after termination, branch-and-bound provides a proof of optimality for the
best found solution. In many situations, however, practical limits on the run time and
memory consumption prevent the search from completing the proof, although the
solution found at termination might already be optimal. During the search process,
we typically observe three phases: The first phase until a feasible solution is found, a
second phase during which a sequence of improving solutions gets constructed, and
a third phase during which the remaining search tree must be fully explored to prove

The work for this article has been conducted within the Research Campus Modal funded by
the German Federal Ministry of Education and Research (fund number 05M14ZAM).
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e-mail: hendel@zib.de

© Springer International Publishing Switzerland 2017
K.F. Dœrner et al. (eds.), Operations Research Proceedings 2015,
Operations Research Proceedings, DOI 10.1007/978-3-319-42902-1_1

3



4 G. Hendel

optimality. In [6] we empirically demonstrated that the MIP solver Scip [1] spends
more than 40% of its average solving time during the third phase.

Since every phase emphasizes a different goal of the solving process, it seems
natural to pursue these goals with different search strategies to achieve the phase
objective as fast as possible. Research on adaptive solver behavior that reacts on
solving phases naturally poses the question how the solver should guess that the
current incumbent is optimal prior to termination.

There has been little work on such heuristic criteria for deciding whether a solu-
tion can be assumed to be optimal. Such criteria cannot be expected to be exact
because the decision problem of proving whether a given solution is optimal is still
N P-complete in general, hence the term “heuristic”.

A bipartion of the solving process has already been suggested in the literature,
see [9] for an overview and further references, where the proposed strategies solely
involve the node selection in use. Our suggested three-phase approach gives a more
refined control of the solver behaviour.

The remainder of the paper is organized as follows:We formally introduceMixed-
Integer Programs and and the concept of solvingphases inSect. 2. Themainnovelty of
this paper are heuristic transitions for decidingwhen the solver should stop searching
for better solutions and concentrate on proving optimality. We present two heuristic
transitions that take into account global information of the list of open subproblems
in Sect. 3. We conclude with a computational study of the proposed adaptive solvers
in Sect. 4.

2 Solving Phases in Mixed Integer Programming

Let A ∈ R
m×n a real matrix, b ∈ R

m , c ∈ R
n , let l, u ∈ R

n∞ and I ⊆ {1, . . . , n},
where n,m ∈ N. A mixed-integer program (MIP) is a minimization problem P of
the form

copt := inf{ct x : x ∈ R
n, Ax ≤ b, l ≤ x ≤ u, x j ∈ Z ∀ j ∈ I }.

A vector y ∈ R
n is called a solution for P , if it satisfies all linear constraints, bound

requirements, and integrality restrictions of P . We callI the set of integer variables
of P . A solution yopt that satisfies ct yopt = copt is called optimal. The LP-relaxation
of P is defined by dropping the integrality restrictions. By solving the LP-relaxation
to optimality, we obtain a lower bound δ (also called dual bound) on the optimal
objective of P . All commercial and noncommercial general purpose MIP solvers
are based on the branch-and-bound procedure [8], which they extend by various
auxiliary components such as primal heuristics [5], cutting plane routines, and node
presolving techniques for improving the primal or dual convergence of the method.

Whenever there is an incumbent solution ŷ, we measure the relative distance
between ŷ and the optimal objective value copt in terms of the primal gap



Exploiting Solving Phases for Mixed-Integer Programs 5

γ :=

⎧
⎪⎨

⎪⎩

0, if copt = ct ŷ,

100 ∗ ct ŷ−copt

max{|ct ŷ|,|copt|} , if sig(copt) = sig(ct ŷ),

100, otherwise.

A primal gap of 0% means that the incumbent is an optimal solution, although this
might not be proven so far because the dual bound for P is less than the optimal
objective. Similarly, we use a dual gap γ ∗ to measure the relative distance between
copt and the proven dual bound δ.

In the context of solving phases, elapsed time since the solving process was
started plays an important role. All definitions such as the incumbent solution ŷ and
its objective (the primal bound) ct ŷ or its dual counter parts δ and the corresponding
gaps γ and γ ∗ can be translated into functions of the elapsed time. Let t∗1 > 0 denote
the point in time when the first solution is found or the first phase transition. The
primal gap function γ : [t∗1 ,∞] �→ [0, 100] measures the primal gap at every point
in time t ≥ t∗1 during solving by calculating the primal gap for the best incumbent
ŷ(t) found until t .

For the solving time T > 0 for P , we partition the solving time interval [0, T ]
into three disjoint solving phases:

P1 := [0, t∗1 [, the Feasibility phase,

P2 := {t ≥ t∗1 : γ (t) > 0}, the Improvement phase,

P3 := {t ≥ t∗1 : γ (t) = 0, γ ∗(t) > 0}, the Proof phase.

Every solving phase is named after its main primal objective of finding a first and
optimal solution inP1 andP2, respectively, and proving optimality duringP3. We
presented promising strategies for each phase in [6]; During the Feasibility phase,
we search for feasible solutions with a two-stage node selection strategy combining
a uct [10] and depth-first strategy with restarts together with an inference branching
rule. The Improvement phase is conducted with the default search strategy of Scip
except for the use of uct inside Large Neighborhood Search heuristics. For the Proof
phase, we deactivate primal heuristics, and apply cutting planes periodically during
a depth-first search traversal of the remaining search tree. Note that a phase-based
solver that uses different settings after a heuristic phase transition remains exact; the
use of different settings based on the heuristic phase transition might only influence
the performance of the solver to finish the solving process.

The desired moment in time when a phase-based solver should switch from an
improvement strategy to a proof strategy is given by the second phase transition

t∗2 := supP1 ∪ P2.

Because of the practical impossibility to detect t∗2 exactly before the solving
process finishes, we dedicate the next section to introduce heuristic phase transitions
for our phase-based solver.
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3 Heuristic Phase Transitions

We propose to use properties of the frontier of open subproblems during the solving
process as heuristic phase transitions. Let Q denote the set of open subproblems.
We call Q ∈ Q an active node and denote by dQ the depth of Q in the search tree.
If the solving process has not found an optimal solution yet, there exists an active
node Q ∈ Q that contains it. We use the best-estimate [3] to circumvent the absence
of true knowledge about best solutions in the unexplored subtrees. After solving the
LP-relaxation of a node P with solution ỹP , the best-estimate defined as

ĉP = ct ỹP +
∑

j :(ỹP ) j /∈Z
min{Ψ −

j · (
(ỹP) j − �(ỹP) j

)
, Ψ +

j · (�(ỹP) j� − (ỹP) j
)}

is an estimate of the best solution objective attainable from P by adding the mini-
mum pseudo-costs [3] to make all variables j ∈ I with fractional LP-solution val-
ues (ỹP) j /∈ Z integral, where we use average unit gains Ψ −

j , Ψ +
j over all previous

branching decisions. For active nodes Q ∈ Q, an initial estimate can be calculated
from the parent estimate and the branching decision to create Q.

Definition 1 (active-estimate transition) We define the active-estimate transition
as the first moment in time testim2 when the incumbent objective is smaller than the
minimum best-estimate amongst all active nodes, i.e.

testim2 := min
{
t ≥ t∗1 : cT ŷ(t) ≤ inf{ĉQ : Q ∈ Q(t)}} . (1)

In practice, the best-estimate may be very inaccurate and over- or underestimate
the true objective value obtainable from a node, which may lead to an undesirably
early or late active-estimate transition. In order to drop the use of the actual incum-
bent objective, we introduce another transition that compares all active and already
processed nodes only at their individual depths. Let the rank-1 nodes be defined as

Qrank-1(t) := {Q ∈ Q(t) : ĉQ ≤ inf{ĉQ′ : Q′ processed before t, dQ′ = dQ}}.

Qrank-1(t) contains all active nodes with very small lower bounds or near-integral
solutions with small pseudo-cost contributions compared to already processed nodes
at the same depth.

Definition 2 (rank-1 transition) The rank-1 transition is the moment in time when
Qrank-1(t) becomes empty for the first time:

t rank-12 := min{t ≥ t∗1 : Qrank-1(t) = ∅}. (2)

The main difference between the rank-1 and the active-estimate transitions is that
the former does not compare an incumbent objective with the node estimates. Note
that the rank-1 criterion Qrank-1 = ∅ is never satisfied as long as there exist active
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nodes which are deeper in the tree than any previously explored node. The name of
this transition is inspired by a node rank definition that requires full knowledge about
the entire search tree at completion, see [6] for details.

4 Computational Results

We conducted a computational study to investigate the performance benefits of a
phase-based solver that reacts on phase transitionswith a change of its search strategy.
Apart from the default settings of Scipwe tested an oracle that detects the second
phase transition exactly, estim uses the active-estimate transition (1), and rank-1
the rank-1 transition (2). For the latter two, we also required that at least 50 branch-
and-bound nodes were explored. At the time a criterion is met, we assume that the
current incumbent is optimal and let the solver react on this assumption by switching
to settings for theProof phase.We testedwith a time limit of 2 h on the 168 instances
from three publicly available Miplib libraries [2, 4, 7]. We excluded four instances
for which no optimal solution value was known by the time of this writing.

In Table 1, we present the shifted geometric means of the measured running
times of the different settings with a shift of 10 s. We also show the percentage time
compared to default, the number of solved instances for every setting, and p-
values obtained from a two-sided Wilcoxon signed rank test that takes into account
logarithmic shifted quotients, see [6] for details. The oracle setting could solve
three instances more than the default setting. Over the entire test set, we observe
improvements in the shifted geometric mean solving time for every new setting,
where the highest improvement of 5.6%wasobtainedwith theoracle-setting.With
the rank-1 setting, we obtain a similar speed-up of 5.4%. Both are accompanied by
small p-values of 0.013 and 0.008. The table also shows the results for two instance
groups based on the performance of the slowest of the four tested algorithms. On
the 73 easy instances, oracle is slower than default by almost 5%, whereas
rank-1 is the fastest amongst the tested settings. The computational overhead of
the reactivated separation during the Proof phase seems to outweigh its benefits
on this easy group. The p-values, however do not reveal any of the settings to be
significantly different from default.

Table 1 Shifted geometric mean results for t (s) and number of solved instances

All instances Easy (max t ≤ 200) Hard (max t > 200)

# solv. t (s) % p t (s) % p t (s) % p

default 127 257.0 100.0 11.7 100.0 1992.8 100.0

estim 129 245.0 95.3 0.905 11.7 100.7 0.521 1827.1 91.7 0.488

oracle 130 242.7 94.4 0.013 12.2 104.9 0.410 1766.3 88.6 0.000

rank-1 128 243.1 94.6 0.008 11.3 97.0 0.226 1832.9 92.0 0.026



8 G. Hendel

The results on the hard instances show more pronounced improvements with
all new settings by up to 11.4% obtained with the oracle setting. The setting
estim improves the time by 8.2% but the corresponding p-value of 0.488 does not
identify this improvement as significant. A smaller time improvement of 8% with
the rank-1 setting is indicated as significant by a p-value of less than 5%. This
result indicates a more consistent improvement over the entire test set for rank-1,
whereas the active-estimate transition could rather improve the performance on a
few outliers.

5 Conclusions

In our experiment, the use of a phase-specific solver adaptation could significantly
improve the running time, especially on harder instances. Furthermore, we intro-
duced two heuristic phase transitions that yielded performance improvements simi-
lar to what can be obtained in principle if we could determine the phase transitions
exactly, which is an important first step to make use of such adaptive solver behavior
in practice. We attribute the significant improvements with the exact and rank-1 tran-
sitions in particular to the judicious reactivation of cutting plane separation locally in
the tree at the cost of deactivating primal heuristics. Future work on solving phases
could comprise experiments with different heuristic phase transitions, or base the
work distribution between primal heuristics and separation on more local properties
that are specific to the subtree.

References

1. Achterberg, T.: Constraint integer programming. Ph.D. thesis, Technische Universität Berlin
(2007)

2. Achterberg, T., Koch, T., Martin, A.: MIPLIB 2003. Oper. Res. Lett. 34(4), 1–12 (2006)
3. Bénichou, M., Gauthier, J.M., Girodet, P., Hentges, G., Ribière, G., Vincent, O.: Experiments

in mixed-integer programming. Math. Program. 1, 76–94 (1971)
4. Bixby, R.E., Ceria, S., McZeal, C.M., Savelsbergh, M.W.P.: An updated mixed integer pro-

gramming library: MIPLIB 3.0. Optima 58, 12–15 (1998)
5. Fischetti, M., Lodi, A.: Heuristics in mixed integer programming. In: Cochran, J.J., Cox, L.A.,

Keskinocak, P., Kharoufeh, J.P., Smith, J.C. (eds.) Wiley Encyclopedia of Operations Research
and Management Science. Wiley, New York (2010). (Online publication)

6. Hendel, G.: Empirical analysis of solving phases in mixed integer programming. Master thesis,
Technische Universität Berlin (2014)

7. Koch, T., Achterberg, T., Andersen, E., Bastert, O., Berthold, T., Bixby, R.E., Danna, E.,
Gamrath, G., Gleixner, A.M., Heinz, S., Lodi, A., Mittelmann, H., Ralphs, T., Salvagnin, D.,
Steffy, D.E., Wolter, K.: MIPLIB 2010. Math. Program. Comput. 3(2), 103–163 (2011)

8. Land, A.H., Doig, A.G.: An automatic method of solving discrete programming problems.
Econometrica 28(3), 497–520 (1960)



Exploiting Solving Phases for Mixed-Integer Programs 9

9. Linderoth, J.T., Savelsbergh, M.W.P.: A computational study of search strategies for mixed
integer programming. INFORMS J. Comput. 11(2), 173–187 (1999)

10. Sabharwal, A., Samulowitz, H., Reddy, C.: Guiding combinatorial optimization with UCT. In:
Beldiceanu, N., Jussien, N., Pinson, E. (eds.) CPAIOR. Lecture Notes in Computer Science,
vol. 7298, pp. 356–361. Springer, New York (2012)



An Extended Formulation for the Line
Planning Problem

Heide Hoppmann

Abstract In this paper we present a novel extended formulation for the line planning
problem that is based on what we call “configurations” of lines and frequencies.
Configurations account for all possible options to provide a required transportation
capacity on an infrastructure edge. The proposed configuration model is strong in
the sense that it implies several facet-defining inequalities for the standard model: set
cover, symmetric band, MIR, and multicover inequalities. These theoretical findings
can be confirmed in computational results. Further, we show how this concept can
be generalized to define configurations for subsets of edges; the generalized model
implies additional inequalities from the line planning literature.

1 Introduction

Line planning is an important strategic planning problem in public transport. The task
is to find a set of lines and frequencies such that a given demand can be transported.
There are usually two main objectives: minimizing the travel times of the passengers
and minimizing the line operating costs.

Since the late 90s, the line planning literature has developed a variety of integer
programming approaches that capture different aspects, for an overview see Schö-
bel [10]. Bussieck, Kreuzer, and Zimmermann [5] propose an integer programming
model to maximize the number of direct travelers. Operating costs are discussed
for instance in the article of Goossens, van Hoesel, and Kroon [7]. Schöbel and
Scholl [11] and Borndörfer and Karbstein [1] focus on the number of transfers and
the number of direct travelers, respectively, and further integrate line planning and
passenger routing in their models. Borndörfer, Grötschel, and Pfetsch [2] also pro-
pose an integrated line planning and passenger routing model that allows a dynamic
generation of lines.
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All these models employ some type of capacity or frequency demand constraints
in order to cover a given demand. In this paper we propose a concept to strengthen
such constraints by means of a novel extended formulation. The idea is to enumerate
the set of possible configurations of line frequencies for each capacity constraint. We
show that such an extended formulation implies general facet defining inequalities
for the standard model.

Weconsider the followingbasic line planningproblem:Weare given anundirected
graph G = (V,E) representing the transportation network; a line is a simple path in
G and we denote by L = {�1, . . . , �n}, n ∈ N, the given set of lines. We denote by
L(e) := {� ∈ L : e ∈ �} the set of lines on edge e ∈ E. Furthermore, we are given an
ordered set of frequencies F = {f1, . . . , fk} ⊆ N, k ∈ N, such that 0 < f1 < · · · < fk ,
and we define F0 := F ∪ {0}. The cost of operating line � ∈ L at frequency f ∈ F

is given by c�,f ∈ Q≥0. Finally, each edge in the network bears a positive frequency
demand F(e) ∈ N; it gives the number of line operations that are necessary to cover
the demand on this edge.

A line plan (L̄, f̄ ) consists of a subset L̄ ⊆ Lof lines and an assignment f̄ : L̄ → F

of frequencies to these lines. A line plan is feasible if the frequencies of the lines
satisfy the frequency demand F(e) for each edge e ∈ E, i.e., if

∑

�∈L̄(e)
f̄ (�) ≥ F(e) for all e ∈ E. (1)

We define the cost of a line plan (L̄, f̄ ) as c(L̄, f̄ ) := ∑
�∈L̄ c�,f̄ (�). The line planning

problem is to find a feasible line plan of minimal cost.

2 Standard Model and Extended Formulation

A common way to formulate the line planning problem uses binary variables x�,f

indicating whether line � ∈ L is operated at frequency f ∈ F. In our case, this results
in the following standard model:

(SLP) min
∑

�∈L

∑

f∈F
c�,f x�,f

s.t.
∑

�∈L(e)

∑

f∈F
f x�,f ≥ F(e) ∀ e ∈ E (2)

∑

f∈F
x�,f ≤ 1 ∀ � ∈ L (3)

x�,f ∈ {0, 1} ∀ � ∈ L, ∀ f ∈ F. (4)

Model (SLP)minimizes the cost of a line plan. The frequency demand constraints (2)
ensure that the frequency demand is covered while the assignment constraints (3)
guarantee that every line is operated at at most one frequency.
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In the following,we give an extended formulation for (SLP) that aims at tightening
the LP-relaxation. Our extended formulation is based on the observation that the
frequency demand of an edge can also be expressed by specifying the minimum
number of lines that have to be operated at each frequency. We call these frequency
combinations minimal configurations and a formal description is as follows.

Definition 1 For e ∈ E define the set of (feasible) configurations of e by

Q̄(e) :=
{
q = (qf1 , . . . , qfk ) ∈ Z

F
≥0 :

∑

f∈F qf ≤ |L(e)|,
∑

f∈F f qf ≥ F(e)
}

and the set of minimal configurations of e by

Q(e) := {
q ∈ Q̄(e) : (qf1 , . . . , qfi − 1, . . . , qfk ) /∈ Q̄(e) ∀ i = 1, . . . , k

}
.

As an example, consider an edge with frequency demand of 9. Let there be three lines
on this edge, that each can be operated at frequency 2 or 8. To cover this demand we
need at least two lines with frequency 8 or one line with frequency 2 and one line
with frequency 8.

We extend (SLP) using binary variables ye,q that indicate for each edge e ∈ E
which configuration q ∈ Q(e) is chosen. This results in the following formulation:

(QLP) min
∑

�∈L

∑

f∈F
c�,f x�,f

s.t.
∑

�∈L(e)

x�,f ≥
∑

q∈Q(e)

qf ye,q ∀ e ∈ E, ∀ f ∈ F (5)

∑

q∈Q(e)

ye,q = 1 ∀ e ∈ E (6)

∑

f∈F
x�,f ≤ 1 ∀ � ∈ L (7)

x�,f ∈ {0, 1} ∀ � ∈ L, ∀ f ∈ F (8)

ye,q ∈ {0, 1} ∀ e ∈ E, ∀ q ∈ Q(e). (9)

The (extended) configuration model (QLP) also minimizes the cost of a line plan.
The configuration assignment constraints (6) ensure that exactly one configuration
is chosen for each edge, while the coupling constraints (5) guarantee that a sufficient
number of lines is operated at the frequencies w.r.t. the chosen configurations.

2.1 Model Comparison

The configuration model (QLP) provides an extended formulation of (SLP), i.e., the
convex hulls of all feasible solutions—projected onto the space of the x variables—
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coincide. The same does not hold for the polytopes defined by the fractional solutions,
since (QLP) provides a tighter LP relaxation.

Band inequalities were introduced by Stoer and Dahl [12] and can also be applied
to the line planning problem. Given an edge e ∈ E, a band fB : L(e) → F0 assigns a
frequency to each line containing e and is called valid band of e if

∑
�∈L(e) fB(�) <

F(e). That is, if all lines on the edge are operated at the frequencies of a valid band,
then the frequency demand is not covered and at least one line needs to be operated
at a higher frequency. Hence, the band inequality

∑

�∈L(e)

∑

f∈F:f>fB(�)

x�,f ≥ 1 (10)

is a valid inequality for (SLP) for all e ∈ E and each valid band fB of e. The simplest
example is the case fB(�) ≡ 0, which states that one must operate at least one line on
every edge, i.e., the set cover inequality

∑
�∈L(e)

∑
f∈F x�,f ≥ 1 is valid for PIP(SLP)

for all e ∈ E. We call the band fB symmetric if fB(�) = f for all � ∈ L(e) and for
some f ∈ F. Note that set cover inequalities are symmetric band inequalities. We
call the valid band fB maximal if there is no valid band fB′ with fB(�) ≤ fB′(�) for
every line � ∈ L(e) and fB(�) < fB′(�) for at least one line � ∈ L(e). Maximal band
inequalities often define facets of the single edge relaxation of the line planning
polytope, see [9]. The symmetric ones are implied by the configuration model.

Theorem 1 ([8]) The LP relaxation of the configuration model implies all band
inequalities (10) that are induced by a valid symmetric band.

The demand inequalities (2) can be strengthened by the mixed integer rounding
(MIR) technique [6]. Let e ∈ E, λ > 0 and define r = λF(e) − �λF(e)� and rf =
λf − �λf �. The MIR inequality

∑

�∈L(e)

∑

f∈F
(r �λf � + min(rf , r)) x�,f ≥ r λF(e)� (11)

is valid for (SLP). These strengthened inequalities are also implied by the configu-
ration model.

Theorem 2 ([8]) The LP relaxation of the configuration model implies all MIR
inequalities (11).

The configurationmodel is strong in the sense that it implies several facet-defining
inequalities for the standard model. However, the enormous number of configura-
tions can blow up the formulation for large instances. Hence, we propose a mixed
model that enriches the standard model by a judiciously chosen subset of configura-
tions; only for edges with a small number of minimal configurations the correspond-
ing variables and constraints are added. This provides a good compromise between
model strength and model size. We present computational results for large-scale line
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planning problems in [3, 8] that confirm the theoretical findings for the naive config-
uration model and show the superiority of the proposed mixed model. Our approach
shows its strength in particular on real world instances.

3 Multi-edge Configuration

In this section we generalize the concept of minimal configurations with the goal to
tighten the LP relaxation further. The idea is to define configurations for a subset
of edges. For this purpose we partition the lines according to the edges they pass
in Ẽ, Ẽ ⊆ E. Let E′ ⊆ Ẽ, then we denote by L(E′)|Ẽ := {� ∈ L : � ∩ Ẽ = E′} the
set of lines such that E′ corresponds to the edges they pass in Ẽ and define E(Ẽ) :=
{E′ ⊆ Ẽ : L(E′)|Ẽ �= ∅}. Amulti-edge configuration specifies for each line set in this
partition howmany of them are operated at a certain frequency. The formal definition
reads as follows:

Definition 2 For Ẽ ⊆ E, let Q̄(Ẽ) ⊆ Z
E(Ẽ)×F
≥0 be the set of (feasible) multi-edge

configuration of Ẽ with Q ∈ Q̄(Ẽ) if and only if

∑

f∈F
QE′,f ≤ ∣

∣L(E′)|Ẽ
∣
∣ ∀E′ ∈ E(Ẽ), (12)

∑

E′∈E(Ẽ):
e∈E′

∑

f∈F
f · QE′,f ≥ F(e) ∀ e ∈ Ẽ. (13)

We call a multi-edge configurationQ ∈ Q̄(Ẽ) minimal if there is no Q̄ ∈ Q̄(Ẽ) such
that Q̄E′′,f ≤ QE′′,f for all E′′ ∈ E(Ẽ), f ∈ F and Q̄E′′,f < QE′′,f for some E′′ ∈ E(Ẽ),
f ∈ F. The set of minimal multi-edge configurations of Ẽ is denoted byQ(Ẽ).

Let E be a cover of E, i.e., E ⊆ 2E such that
⋃

E′∈E E′ = E. We extend the
standard model (SLP) with binary variables yE′,Q indicating for each subset of edges
E′ ∈ E which minimal multi-edge configuration Q ∈ Q(Ẽ) is chosen. The multi-
edge configuration model induced by the edge cover E is defined as follows:

(E -QLP) min
∑

�∈L

∑

f∈F
c�,f x�,f

∑

�∈L(E′)|Ẽ
x�,f ≥

∑

Q∈Q(Ẽ)(Ẽ)

QE′,f · yẼ,Q ∀ Ẽ ∈ E , ∀E′ ∈ E(Ẽ), ∀ f ∈ F (14)

∑

Q∈Q(Ẽ)

yẼ,Q = 1 ∀ Ẽ ∈ E (15)

∑

f∈F
x�,f ≤ 1 ∀ � ∈ L (16)
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x�,f ∈ {0, 1} ∀ � ∈ L, ∀ f ∈ F (17)

yẼ,Q ∈ {0, 1} ∀ Ẽ ∈ E , ∀Q ∈ Q(Ẽ). (18)

The multi-edge configuration model (E -QLP) minimizes the cost of a line plan.
Since for each edge e ∈ E in (E -QLP) a minimal multi-edge configuration is chosen
for the subset Ẽ ∈ E containing e, the frequency demand of e is satisfied by every
feasible solution of (E -QLP). Model (E -QLP) also provides an extended formulation
for (SLP).

Let Ẽ ⊆ E such that α(Ẽ) := max{|� ∩ Ẽ| : � ∈ L} > 0 and F(E′) = ∑
e∈Ẽ

F(e), then the aggregated frequency inequality (Bussieck [4])

∑

�∈L(E′)

∑

f∈F
f x�,f ≥

⌈
1

α(Ẽ)
F(E′)

⌉

(19)

and the aggregated cardinality inequality

∑

�∈L(E′)

∑

f∈F
x�,f ≥

⌈
1

α(Ẽ)
|Ẽ|

⌉

(20)

are valid for (SLP). These inequalities are in general not valid for the LP relaxation of
the standard model (SLP) and the configuration model (QLP). However, regarding
the multi-edge configuration model (E -QLP) we obtain the following result.

Proposition 1 ([8]) Let E be a cover of E and Ẽ ∈ E s.t. α(Ẽ) > 0. Then the aggre-
gated frequency inequality (19) and the aggregated cardinality inequality (20) for Ẽ
are implied by the LP relaxation of the multi-edge configuration model (E -QLP).
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Improving the Performance of MIP
and MINLP Solvers by Integrated Heuristics

Timo Berthold

Abstract This article provides an overview of the author’s dissertation (Berthold,
Heuristic algorithms in global MINLP solvers, 2014, [4]). We study heuristic algo-
rithms that are tightly integrated within global MINLP solvers and analyze their
impact on the overall solution process. This comprises generalizations of primal
heuristics for MIP towards MINLP as well as novel ideas for MINLP primal heuris-
tics and for heuristic algorithms to take branching decisions and to collect global
information in MIP.

1 Introduction

The past twenty years have witnessed a substantial progress in the development of
MIP (mixed integer programming) software packages, see, e.g., [1, 11]. As a conse-
quence, state-of-the-artMIP solvers, commercial and non-commercial, are nowadays
capable of solving a variety of different types of MIP instances arising from real-
world applications within reasonable time, and mixed integer linear programming
has become a standard technique in Operations Research. For mixed integer non-
linear programming (MINLP), today’s situation is comparable to that of MIP in the
early nineties. Techniques to efficiently solve MINLPs are known in principle. Most
of them have been developed in academic proof-of-concept implementations, but
are not yet well-tested for a broad range of industrial problems, in particular not for
large-scale applications.

On the practical side, there are many real-world applications that are inherently
nonlinear and need to be tackled byMINLP. This induces a growing need forMINLP
algorithms that are at the same time innovative from a theoretical perspective and
efficient in practice.
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Towards this goal, we present new ideas for heuristic algorithms that are con-
ceived with a special focus on being employed within a global MINLP solver. In the
following, we shortly review the contributions of [4]. Computational experiments
were carried out within the MINLP framework SCIP [2, 10]. Significant parts of
the thesis have been published in refereed conference proceedings and international
journals [3, 5–9].

2 Shift-and-Propagate

Manyprimal heuristics forMIPandMINLPeither solve sequences of linear programs
or auxiliaryMIPs andMINLPs.Moreover, they rely on an optimal relaxation solution
being at hand. Finding this may itself take a significant amount of time.

Shift-and-Propagate [7] is a primal heuristic that does not require a previously
found relaxation solution. It alternately shifts variables to promising fixing values in
order to make linear constraints feasible and propagates these fixings to get tighter
domains for choosing subsequent fixing values. Shift-and-Propagate is specifically
designed to be employed as a quick start heuristic inside a global solver.

Our experiments in [4] reveal that this heuristic alone finds solutions on more
instances than three rounding heuristics and two combinatorial improvement heuris-
tics together. Combining existing rounding and improvement heuristics with Shift-
and-Propagate increases the number of instances onwhich a feasible solution is found
by 60%. Furthermore, the average primal gap at the end of root node processing can
be reduced by 14%, while the running time increases only by 2%.

3 An Objective Feasibility Pump for Nonconvex MINLP

The Feasibility Pump is probably the best known primal heuristic for mixed inte-
ger programming. The original work by Fischetti, Glover, and Lodi [13] has been
succeeded by more than a dozen follow-up publications.

In [4], we present and evaluate three novel ideas for solving nonconvex MINLPs
with a Feasibility Pump: the generation of valid cutting planes for nonconvex non-
linearities, using a hierarchy of MIP solving procedures, and applying an objective
function for the auxiliary MIPs that incorporates second-order information. For the
latter, we introduced the so-called Hesse-distance, which measures the distance of
two points using the Hessian of the Lagrangian of an NLP as a metric.

In our computational experiments, the dynamic use of variousMIP solving strate-
gies shows the favorable behavior to produce more solutions and better solutions in a
shorter average running time. A convex combination of the Hesse-distance function
and the Manhattan distance likewise improves the number of found solutions and
their quality, but at the cost of an increased running time.
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4 Large Neighborhood Search: From MIP to MINLP

Large neighborhood search (LNS) is a variant of the local search paradigm that has
been widely used in Constraint Programming, Operations Research, and Combi-
natorial Optimization. LNS heuristics are an important component of modern MIP
solvers [12]. To define the neighborhood, the feasible region of the MIP is restricted
by additional constraints: most often variable fixings or some very restrictive cardi-
nality constraint.

We discuss a generic and straightforward way of generalizing large neighborhood
search heuristics frommixed integer linear programming to mixed integer nonlinear
programming. In this context, we implemented and tested MINLP versions of six
LNS heuristics that are known from the literature.

Our computational results show that the generalized LNS heuristics increase the
quality of the best feasible solution after root node computation, and further, that they
improve the behavior of the solver for the global search. The improvement merely
consists of a faster convergence towards the optimal solution in terms of the primal
integral [3] while not affecting the time needed to prove optimality.

5 RENS: The Optimal Rounding

Many LNS heuristics, diving and of course all rounding heuristics are based on the
idea of fixing some of the variables that take an integral value in a relaxation solution.
Therefore, the question of whether a given solution of a relaxation is roundable, i.e.,
all fractional variables can be shifted to integral values without losing feasibility for
the constraint functions, is particularly important for the likelihood of many primal
heuristics to succeed.

The rens algorithm [5] constructs a sub-MINLP of a given MINLP based on an
optimal solution of a linear or nonlinear relaxation. rens is designed to compute an
optimal—w.r.t. the original objective function—rounding of a relaxation solution.

In computational experiments, we demonstrate that most MIP, MIQCP, and
MINLP instances have roundable LP and NLP optima and that in most cases, the
optimal roundings can be computed efficiently. For MINLP, a version of SCIP that
applies rens frequently during search gives an improvement of 8% in running time.

6 Undercover: The Smallest Sub-MIP

Undercover [6] is a LNS heuristic that explores a mixed integer linear subproblem
of a given MINLP. This sub-MIP is constructed by fixing a minimal set of variables
that suffices to linearize all nonlinear constraints. Although general in nature, the
heuristic appears most promising for MIQCPs.
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Undercover solves a vertex covering problem to identify a smallest set of variables
to fix, a so-called cover, such that each nonlinear constraint becomes linear in the
remaining variables. Subsequently, these variables are fixed to values obtained from
a reference point, e.g., an optimal solution of a linear relaxation.

Undercover exploits the fact that small covers correspond to large sub-MIPs. We
show that a majority MINLPs from the MINLPLib allow for covers consisting of
at most 25% of the variables. For MIQCPs, Undercover proved to be a fast start
heuristic, that often produces feasible solutions of reasonable quality. We further
show that for MIQCPs, applying Undercover at the root node improves the overall
performance of SCIP by up to 30%.

7 Rapid Learning: A New CP/MIP Hybrid

Conflict learning is a technique that analyzes infeasible subproblems encountered
during a tree search algorithm. Conflict analysis techniques have been developed and
furthered by the artificial intelligence research community and, later, the SAT and
the CP community.

Rapid Learning [9] is a heuristic algorithm based on the observation that a CP
solver can typically perform a partial search on a few hundred or thousand nodes in
a fraction of the time that a MIP solver needs for processing the root node. Rapid
Learning splits the search in two phases: an incomplete CP search which feeds the
global information storage and a subsequent MIP search which starts from scratch,
hopefully profiting from the information that the rapid CP search gathered.

Our computational experiments indicate that performing a CP search for valid
conflicts once at the root node is particularly beneficial for infeasible instances and
IPs for which the primal part of the search is the hard one, improving running times
by 25% on average.

8 Cloud Branching: Exploiting Dual Degeneracy

Branch-and-bound methods for mixed integer linear programming are traditionally
based on solving a linear programming relaxation and branching on a variable which
takes a fractional value in a (single) relaxation optimum. Cloud Branching [8] is a
branching strategy that makes use of multiple relaxation solutions.

Cloud Branching exploits dual degeneracy of the LP relaxation, hence the exis-
tence of alternative optimal solutions to filter unpromising branching candidates. Our
computational experiments show that a version of Full Strong Branching that uses
Cloud Branching ideas is about 30% faster than default Full Strong Branching on a
standard test set with high dual degeneracy.
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9 The Impact of Primal Heuristics

In the main computational study of [4], we conducted experiments on three gen-
eral, publicly available, academic benchmark sets for MIP, MIQCP, and MINLP,
namely, theMiplib, the GloMIQO test set, and theMinlpLib. Further, we included
results for real-world applications fromprojectswith industry partnerswho the author
was associated with during his time at ZIB. This comprises MIPs from a a supply
chain management application of SAP, MIQCPs from an internal Siemens project
on “power management for smart buildings”, and nonconvex MINLPs from a nom-
ination validation problem of Open Grid Europe. Those instances are not publicly
available since they contain confidential data from our partner’s operating proce-
dures.

It turns out that primal heuristics consistently help to significantly improve perfor-
mance on all six test sets. This holds true for various measures that we used, namely
the number of found solutions, the time to find a first solution, the quality of the
primal bound at termination, the primal integral [3], and the number of branch-and-
bound nodes required to prove optimality, see Fig. 1. These results were consistent
over all test sets, on the original formulations as well as on permuted formulations,
and pass statistical significance tests. We further observe that primal heuristics have
only few impact on easy instances, but are crucial for solving hard optimization
problems. In a nutshell: The more difficult the problem, the more important becomes
the deployment of primal heuristics within global solvers for MIP and MINLP.

Fig. 1 Bar chart illustrating the relative difference between SCIP running with and without pri-
mal heuristics w.r.t. seven performance measures. Scaled such that positive values correspond to
improvements by using heuristics. Grouped into easy, medium, hard, and timeout instances by the
number of branch-and-bound nodes needed to prove optimality
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An Experimental Study of Algorithms
for Controlling Palletizers

Frank Gurski, Jochen Rethmann and Egon Wanke

Abstract We consider the FIFO Stack-Up problemwhich arises in delivery indus-
try, where bins have to be stacked-up from conveyor belts onto pallets. Given k
sequences q1, . . . , qk of labeled bins and a positive integer p. The goal is to stack-up
the bins by iteratively removing the first bin of one of the k sequences and put it
onto a pallet located at one of p stack-up places. Each of these pallets has to con-
tain bins of only one label, bins of different labels have to be placed on different
pallets. After all bins of one label have been removed from the given sequences, the
corresponding stack-up place becomes available for a pallet of bins of another label.
The FIFO Stack-Up problem is computational intractable (Gurski et al., Math.
Methods Oper. Res., [3], ACM Comput. Res. Repos. (CoRR), 2013, [4]). In this
paper we consider two linear programming models for the problem and compare the
running times of our models for randomly generated sequences using GLPK and
CPLEX solvers. We also draw comparisons with a breadth first search solution for
the problem (Gurski et al.,Modelling, Computation and Optimization in Information
Systems and Management Sciences, 2015, [7]).

The original version of this chapter was revised: Inline figure has been deleted. The erratum to
this chapter is available at 10.1007/978-3-319-42902-1_97
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1 Introduction

We consider the combinatorial problem of stacking up bins from conveyor belts onto
pallets. This problem originally appears in stack-up systems or palletizing systems
that play an important role in delivery industry and warehouses. Stack-up systems
are often the back end of order-picking systems. A detailed description of the applied
background of such systems is given in [1, 8].

The bins that have to be stacked-up onto pallets reach the stack-up system on a
conveyor belt. At the stack-up system the bins are picked-up by stacker cranes or
robotic arms and moved onto pallets. The pallets are located at stack-up places. This
picking process can be performed in different ways depending on the architecture of
the palletizing system. Full pallets are carried away by automated guided vehicles,
or by another conveyor system, while new empty pallets are placed at free stack-up
places.

We consider so-calledmulti-line palletizing systems, where there are several buffer
conveyors fromwhich the bins are picked-up. The robotic arms or stacker cranes and
the stack-up places are located at the end of these conveyors. We assume that the
assignment of the bins to the conveyors and the order of bins within each conveyor is
given. If further each arm can only pick-up the first bin of one of the buffer conveyors,
then the system is called a FIFO palletizing system. Such systems can be modeled
by several simple queues. Figure1 shows a sketch of a simplified stack-up system
with 2 buffer conveyors and 3 stack-up places.

Fig. 1 A FIFO stack-up
system
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Fig. 2 A processing of two
given sequences with 2
stack-up places

In the following we describe a stack-up processing using a simple example. For
some technical definitions see [3, 5–7]. Given two sequences q1 = (b1, . . . , b4) =
[a, b, a, b] and q2 = (b5, . . . , b10) = [c, d, c, d, a, b]. Each bin bi is labeled with a
pallet symbol plt(bi ). Every row of Fig. 2 represents a configuration CQ = (i1, i2),
where value i j denotes the number of bins which have been removed from sequence
q j , j = 1, 2. Already removed bins are shown in grey. The transition from one
row to the next row, i.e. the removal of a bin on position i j + 1 of sequence q j

in configuration CQ = (i1, i2) is called a transformation step. A pallet t is called
open in configuration CQ = (i1, . . . , ik) during a processing of k sequences, if there
is a bin for pallet t at some position less than or equal to i j in sequence q j , and
if there is another bin for pallet t at some position greater than i� in sequence q�.
The set of open pallets in configuration CQ is denoted by open(CQ). A sequence
of transformation steps that transforms the list Q of k sequences from the initial
configuration (0, 0, . . . , 0) into the final configuration (|q1|, |q2|, . . . , |qk |) is called
a processing of Q. The order in which the bins are removed from the sequences
within a processing of Q is called a bin solution of Q and the order in which the
pallets are opened during the processing of Q is denoted as a pallet solution. In Fig. 2
we obtain the bin solution B = (b5, b6, b7, b8, b1, b9, b2, b10, b3, b4), and the pallet
solution T = (c, d, a, b).

The FIFO Stack-Up problem is to decide for a given list Q of k sequences and a
positive integer p whether there is a processing of Q, such that in each configuration
during the processing of Q at most p pallets are open.

The FIFO Stack-Up problem is NP-complete even if the number of bins per
pallet is bounded, but can be solved in polynomial time if the number k of sequences
or the number p of stack-up places is fixed [3, 4]. A dynamic programming solution
for the FIFO Stack-Up problem is shown in [3, 5]. Parameterized algorithms and
a linear programming approach for computing a pallet solution for the problem is
given in [6]. A breadth first search solution combined with some cutting technique
for the problem was presented in [7].

We use the following variables: k denotes the number of sequences, p stands for
the number of stack up places,m represents the number of pallets, n denotes the total
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number of bins, and N = max{|q1|, . . . , |qk |} is the maximum sequence length. In
view of the practical background, it holds p < m, k < m, m < n, and N < n. For
some positive integer n, let [n] = {1, . . . , n} denote the set of all positive integers
between 1 and n.

2 Solutions of the FIFO Stack-Up Problem

Linear Programming 1: Computing a bin solution We have given a list Q of k
sequences and n bins b1, . . . , bn which use m pallet symbols. Our aim is to find a
bijection π : [n] → [n] for the bins, such that by the removal of the bins from the
sequences in the order of π the number of needed stack-up places p is minimized.

To realize a bijection π : [n] → [n] we define n2 binary variables x j
i ∈ {0, 1},

i, j ∈ [n], such that x j
i is equal to 1, if and only if π(i) = j . In order to ensure π

to be surjective and injective, we use the conditions
∑n

i=1 x
j
i = 1 for every j ∈ [n]

and
∑n

j=1 x
j
i = 1 for every i ∈ [n]. Further we have to ensure that all variables

x j
i , i, j ∈ [n], are in {0, 1}. We will denote the previous n2 + 2n conditions by
Permutation(n, x j

i ).
We have to consider the relative orderings of the bins given by the k sequences

q1 = (b1, . . . , bn1), . . . , qk = (bnk−1+1, . . . , bnk ). For every sequence qs , 1 ≤ s ≤ k,
and every bin bi of this sequence, i.e. ns−1 + 1 ≤ i ≤ ns , we know that if bi is placed
at position j , i.e. x j

i = 1, then

• every bin bi ′ , i ′ > i of sequence qs , i.e. i < i ′ ≤ ns , is not placed before bi , i.e.
x j ′
i ′ = 0 for all j ′ < j , which is ensured by x j ′

i ′ ≤ 1 − x j
i and

• every bin bi ′ , i ′ < i of sequence qs , i.e. ns−1 + 1 ≤ i ′ < i , is not placed after bi ,
i.e. x j ′

i ′ = 0 for all j ′ > j , which is ensured by x j ′
i ′ ≤ 1 − x j

i .

We will denote the previous O(k · n2 · N 2) conditions by SequenceOrder(Q, x j
i ).

By an integer valued variable p we count the number of used stack-up places for
some given sequence Q as follows.

minimize p (1)

subject to

Permutation(n, x j
i ), and SequenceOrder(Q, x j

i ) (2)

and
m∑

t=1

f (t, c) ≤ p for every c ∈ [n − 1] (3)

where f (t, c) =
( ∨

i∈[n], j≤c,plt(bi )=t

x j
i

)

∧
( ∨

i∈[n], j>c,plt(bi )=t

x j
i

)

(4)
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The used logical operations in (4) can be expressed by linear programming con-
straints as shown in [2]. For the correctness note that subexpression f (t, c) is equal
to one if and only if in the considered ordering of the bins there is a bin b′ with
plt(b′) = t opened at a step ≤ c and there is a bin b′′ with plt(b′′) = t opened at a
step > c, if and only if pallet t is open after the cth bin has been removed. Integer
program (1)–(4) has n2 + 1 variables and a polynomial number of constraints.

Theorem 1 For every list Q of sequences the binary integer programm (1)–(4)
computes the minimum number of stack-up places p in a processing of Q.

Linear Programming 2: Computing a pallet solution A useful relation between
an instance of the FIFO Stack-Up problem and the directed pathwidth of a directed
graph model was applied in [6]. The sequence graph GQ = (V, E) for an instance
Q = (q1, . . . , qk) of the FIFO Stack-Up problem is defined in [3, 6] as follows. The
vertex set V is the set of pallet symbols. There is an arc (u, v) ∈ E if and only if there
is a sequence qi = (bni−1+1, . . . , bni ) with two bins b j1 , b j2 such that (1) j1 < j2, (2)
b j1 is destined for pallet u, (3) b j2 is destined for pallet v, and (4) u �= v. Digraph
GQ = (V, E) can be computed in time O(n + k · |E |) ⊆ O(n + k · m2), see [4].

Theorem 2 ([3, 4]) Let Q = (q1, . . . , qk) then the sequence graph GQ = (V, E)

has directed pathwidth at most p − 1 if and only if Q can be processed with at most
p stack-up places.

By Theorem2 the minimum number of stack-up places can be computed by the
directed pathwidth of sequence graph GQ plus one. Using the fact that the directed
pathwidth equals the directed vertex separation number [9], in [6] we have given an
integer program on m2 + 1 variables and a polynomial number of constraints that
computes the minimum number of stack-up places.

Breadth First Search Solution In [7] we introduced a breadth first search solution
Find Optimal Pallet Solution (FIFO-Fops) of running timeO(n2 · (m + 2)k).
Since for practical instance sizes this running time is too huge for computations, we
added some cutting technique to reduce the size of the search space.

3 Experimental Study

Next we evaluate an implementation of algorithm FIFO-Fops and realizations of our
two LP solutions in GLPK and CPLEX.

Creating Instances Since there are no benchmark data sets for the FIFO Stack-Up
problemwe generated realistic but randomly instances by an algorithm,which allows
to give the following parameters.

• pmax an upper bound on the number of stack-up places needed to process the
generated sequences
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Fig. 3 Construction of random instances for the FIFO Stack-Up problem

Table 1 Running times in seconds for randomly generated instances of the FIFO Stack-Up
problem. Running times on more than 1800s are indicated by a bar (-)

Instance GLPK CPLEX

n p m k Bin solution Pallet solution Bin solution Pallet solution

15 2 3 2 41.4 0.1 0.1 0.1

20 2 4 2 - 0.1 1.7 0.1

30 4 5 4 - 0.7 66.8 0.2

40 4 6 4 - 2.5 932.6 1.2

50 4 8 5 - 684.6 - 16.3

100 5 10 5 - - - 282.3

Instance BFS and
cutting pallet
solution

n p m k

1000 18 50 12 2.5

2000 18 100 12 4.2

5000 20 200 12 7.7

7500 20 250 12 11.4

10000 24 300 12 61.9

20000 24 500 12 89.2
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• m number of pallets
• k number of sequences
• rmin and rmax the minimum and maximum number of bins per pallet
• d maximum number of sequences on which the bins of each pallet can be distrib-
uted

The idea is to compute a bin solution B = (b1, . . . , bn) with respect to the given
parameters and to distribute the bins to the k sequences such that the relative order
will be preserved, i.e. if bi has been placed left of b j in some sequence, then i < j
in B. The algorithm is shown in Fig. 3.

Implementation We have implemented algorithm FIFO-Fops as a single-threaded
program in C++ on a standard Linux PC with 3.30 GHz CPU and 7.7 GiB RAM.
GLPK v4.43 and CPLEX 12.6.0.0 have been run on the same machine. GLPK is
single-threaded, while CPLEX uses all 4 cores of the CPU.

Evaluation In Table1 we list some of our chosen parameters. For each assignment
we randomly generated and solved 10 instances in order to compute the average
time for solving the same instances with the given parameters by our two linear
programming models using GLPK and CPLEX and by algorithm FIFO-Fops.

Our results show that FIFO-Fops can be used to solve practical instances on
several thousand bins of the FIFO Stack-Up problem. Our two linear programming
approaches can only be used to handle instances up to 100 bins and less than 10
pallets. As expected, CLPEX can solve the instances much faster than GLPK, and
the pallet solution approach is much better than the bin solution approach.
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Robust Two-Stage Network Problems

Adam Kasperski and Paweł Zieliński

Abstract In this paper a class of network optimization problems is discussed. It is
assumed that a partial solution can be formed in the first stage, when the arc costs are
precisely known, and completed optimally in the second stage, after a true second-
stage cost scenario occurs. The robust min-max criterion is used to compute an
optimal solution. Several complexity results for the interval and discrete uncertainty
representations are provided.

1 Introduction

Many optimization problems arising in operations research have a two-stage nature.
Namely, a partial solution can be computed in the first stage and then completed
optimally in the second stage, after a true state of the world reveals. Typically, the
second stage costs are uncertain and they are specified as a scenario set. Each par-
ticular realization of the second stage costs is called a scenario. If no additional
information with the scenario set is provided, then the robust min-max criterion can
be applied to choose a solution. In this paper we consider a class of network opti-
mization problems. The input instance is a network with deterministic first stage arc
costs and uncertain second stage arc costs. We wish to build an object in this network
such as a spanning tree, s − t path, s − t cut, or matching whose maximum total cost
in both stages over all scenarios is minimum.

The robust two-stage network models have been discussed in a number of papers.
In [8] the two-stage bipartite matching and in [6] the two-stage spanning tree prob-
lems have been examined. When the number of second stage cost scenarios is a part

A. Kasperski (B)
Faculty of Computer Science and Management, Wrocław University of Technology,
Wrocław, Poland
e-mail: adam.kasperski@pwr.edu.pl

P. Zieliński
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of input, then both problems are strongly NP-hard and hard to approximate within
(1 − ε) log n for any ε > 0. In [6, 8] some positive approximation results for both
problems have been shown as well. In [1, 4] the robust two-stage network problems
with uncertain demands have been studied. In this paper we provide several com-
plexity results for the problem under study in the case of the interval and discrete
uncertainty representations.

2 Problem Formulation

We are given a directed graph G = (V,A). Let Φ be a set of all feasible solutions,
where each solution X ∈ Φ is formed by a subset of arcs ofG. Suppose that for each
arc a ∈ A a nonnegative cost ca is given. In the deterministic problem P we seek
a solution X ∈ Φ minimizing the total cost

∑
a∈X ca. In this paper we will consider

the following special cases of set Φ: ΦST contains all spanning trees in G, ΦSP

contains all simple s − t paths in G, ΦCUT contains all s − t-cuts in G (let V1 ∪ V2

be a partition of V such that s ∈ V1 and t ∈ V2; then the cut contains all the arcs
starting in V1 and ending in V2), ΦM contains all perfect matchings in G. Given Φα ,
where α ∈ {SP, ST ,CUT ,M}, we will also define Φ ′

α as the following relaxation of
Φα: X ′ ∈ Φ ′

α if there is X ⊆ X ′ such that X ∈ Φα . For example, if X ′ ∈ Φ ′
SP, then

graph G′ = (V,X ′) contains a simple path from s to t and, possibly, more arcs. For
the deterministic problem P with nonnegative arc costs we get the same optimal
solutions for Φα and Φ ′

α . However, we will show that the situation is different when
a two-stage problem is considered.

Let us now introduce the robust two-stage version of problem P . For each arc
a ∈ A we are given a first stage cost Ca ≥ 0 and a second stage cost ca(S) ≥ 0 under
scenario S. All the possible second stage cost scenarios (scenarios for short) are
specified as scenario set Γ . Let X1 ⊆ A be a subset of arc and S ∈ Γ . Define

f (X1, S) =
∑

a∈X1

Ca + min
{X2⊆A: X1∪X2∈Φ}

∑

a∈X2

ca(S).

In this paper we consider the following problem:

Two-StageP : min
X1⊆A

f1(X1) = min
X1⊆A

max
S∈Γ

f (X1, S).

Consider a sample problem shown in Fig. 1. When Φ = ΦSP, then the cost of an
optimal solution equalsM + 1, because we can choose either arc e1 or e2 in the first
stage (but not both). On the other hand, when Φ = Φ ′

SP, then we can choose both
arcs e1 and e2 in the first stage and the cost of an optimal solution equals 3. This
example demonstrates that the problems withΦα andΦ ′

α may be quite different. The
problem with ΦSP may appear, for example, if one wants to travel to some point in
the first stage and wait in this point for the true second stage scenario. On the other
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Fig. 1 A sample problem
with sets Φsp and Φ ′

sp, where
M is a large positive number

hand, Φ ′
SP is appropriate if one wishes to buy (or rent) some connections in the first

stage and connect optimally s and t in the second stage.

3 Interval Uncertainty Representation

Assume that for each arcwe have an interval [ca, ca + da] of all possible second-stage
costs, where ca ≥ 0 is the nominal second stage cost, and da ≥ 0 is the maximum
possible deviation of the second stage cost of a from its nominal value. Then Γ l,
l ∈ [0 : |A|], is the subset of the Cartesian product Πa∈A[ca, ca + da] such that in
any S ∈ Γ l at most l arcs have the second stage costs greater than their nominal
values. The parameter l allows us to model the degree of uncertainty. In particular
l = 0means that all the arcs have precise second stage costs, and l = |A| corresponds
the the traditional interval uncertainty representation, where Γ = Πa∈A[ca, ca + da]
(see, e.g. [9]). Scenario set Γ l was introduced in [3].

Theorem 1 When l is a part of input, Γ = Γ l , andΦ ∈ {ΦST , Φ ′
ST , ΦSP, Φ

′
SP}, then

Two-StageP is strongly NP-hard.

Proof Consider the followingMost VitalP problem. Given a networkGwith arc
costs ca ≥ 0,a ∈ A, a set of feasible solutionsΦ, and a positive integer k.We seek a set
of k arcs whose removal maximizes the increase of the cost of an optimal solution in
P . Define thismaximumoptimal cost as opt1. Given an instance ofMost VitalP ,
focus on the following instance of Two-StageP with the same network G and Φ.
The first stage cost of a ∈ A isCa = M, and the interval second-stage arc cost of a ∈ A
is [ca,M], whereM is a large constant, sayM = |A| · maxa∈A ca. Choose scenario set
Γ l for l = k. Since all the first stage costs are very large, no arc is chosen in the first
stage. We thus have to evaluate opt = f1(∅) = maxS∈Γ l minX∈Φ

∑
a∈X ca(S). But it

is easy to check that opt = opt1. It has been shown in [2, 10] that Most Vital P
is strongly NP-hard when Φ = ΦST or Φ = ΦSP. Hence computing the value of
opt is also strongly NP-hard. Observe that opt does not change when we replace
ΦST with Φ ′

ST or ΦSP with Φ ′
SP in the instance of Two-Stage P . This observation

follows from the fact that no arc is chosen in the first stage andminX∈Φ

∑
a∈X ca(S) =

minX∈Φ ′
∑

a∈X ca(S). �
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Observe that the evaluation of f1(∅) is an adversarial problem discussed in [11].
In our problem the adversary is the nature which aims to choose the worst cost
scenario before a solution is computed. Theorem1 shows that this problem is
NP-hard. Interestingly, the opposite problem in which decision maker first chooses
a solution and nature picks then the worst scenario, is polynomially solvable [3]. It
is easily seen that Two-Stage P is polynomially solvable for scenario set Γ |A|.
Indeed, let ĉa = min{Ca, ca + da} for each a ∈ A, and let X̂ be an optimal solution to
problemP for the arc costs ĉa, a ∈ A. An easy verification shows that X̂ = X̂1 ∪ X̂2

is an optimal solution to the two-stage problem, where a ∈ X̂1 if ĉa = Ca and a ∈ X̂2

otherwise. The solution X̂ can be computed in polynomial time ifP is polynomially
solvable.

4 Discrete Uncertainty Representation

In this section we discuss the case when Γ contains K explicitly listed scenarios.
Consider first the followingmin-max version of the representatives selection problem
(Min-Max RS for short), first studied in [5]. We are given a set T of n tools. This set
is partitioned into p disjoint sets T 1, . . . ,Tp, where |Ti| = ri and n = ∑

i∈[p] ri. For
notation purposes the tools in set Ti will be denoted by f i1, . . . , f

i
ri . We wish to choose

a subset Y ⊆ T of the tools which contains exactly one tool from each set Ti, i.e.
|Y ∩ Ti| = 1 for each i ∈ [p]. Let cj(S) be a cost of tool j ∈ T under scenario S ∈ Γ .
Let Γ be a finite scenario set, |Γ | = K . We seek a selection Y whose maximum
cost, maxS∈Γ

∑
j∈Y cj(S), is minimized. The Min-Max RS problem is known to be

NP-hard for two scenarios and strongly NP-hard when the number of scenarios is a
part of input [5]. In the latter case it is also not approximable within O(log1−ε K) for
any ε > 0, unless the problems in NP have quasipolynomial algorithms [7].

Theorem 2 When Φ ∈ {ΦSP, ΦCUT , ΦM}, then Two-Stage P is NP-hard when
K = 2. Furthermore, when K is a part of input, then it is strongly NP-hard and not
approximable within O(log1−ε K) for any ε > 0 unless the problems in NP have
quasipolynomial algorithms.

Proof We will show a polynomial time cost preserving reduction from Min-Max
RS to Two-StageP when Φ ∈ {ΦSP, ΦCUT , ΦM}. Given an instance of Min-Max
RSwith scenario setΓ = {S1, . . . , SK}, we build the corresponding instance of Two-
StageP as follows. LetM be a sufficiently large constant. Network G will contain
three types of arcs. Each tool arc f ij has the first stage cost equal toM and the second
stage cost under Sk , k ∈ [K], equal to the cost of the tool f ij under Sk; each dashed
arc has the first stage cost equal to 0 and the second stage cost equal to M under
each scenario; each bold arc has the first stage cost equal toM and the second stage
cost equal to M under each scenario. The networks for sets ΦSP, ΦCUT and ΦM are
shown in Figs. 2, 3, and 4, respectively.

Consider the problem with ΦSP (see the network shown in Fig. 2). Assume that
there is a selection Y of the tools whosemin-max cost is c. A solution to the two-stage



Robust Two-Stage Network Problems 39

Fig. 2 Network G when Φ = ΦSP . G contains the tool and the dashed arcs

Fig. 3 Network G from the reduction Φ = ΦCUT . G contains the tool, dashed, and bold arcs

Fig. 4 Network G from the reduction Φ = ΦM . G contains the tool and the dashed arcs

problem of the same cost can be constructed by considering a path in G of the form
X = X1 ∪ X2, where X2 = Y and X1 contains the proper dashed arcs. The dashed arcs
fromX1 are selected in the first stage. By the construction,we get f1(X1) = c. Suppose
now that there is a subset of arcs X1 such that f1(X1) = c. When M is sufficiently
large, then we can choose X1 such that c < M. By the construction, X1 can contain
only dashed arcs. Furthermore, since ΦSP contains only simple paths from s to t, the
set X1 contains exactly one dashed arc from each component in G corresponding to
Ti. For X1, there is an unique completion X2 of X1 such that X1 ∪ X2 ∈ ΦSP. Observe
thatX2 corresponds to a feasible tool selection. It is clear thatmin-max cost ofY = X2

equals c. The reasoning is similar for sets ΦCUT and ΦM (see Figs. 3 and 4). �

The reduction in Theorem2 is not correct whenΦ ∈ {Φ ′
SP, Φ

′
CUT , Φ ′

M}. It follows
from the fact that we can choose all the dashed arcs in the first stage, which allows us
to obtain a better solution. In the next theorem we show how to modify the reduction
to obtain a weaker result.

Theorem 3 When Φ ∈ {Φ ′
SP, Φ

′
CUT , Φ ′

M}, then Two-Stage P is NP-hard when
K = 2 and strongly NP-hard when K is a part of input.
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Proof The reduction is the same as in the proof of Theorem2 with the following
small modification. We change the first stage cost of all dashed arcs to M and the
second stage cost of all dashed arcs under each scenario to N 	 M. This ensures
that we choose exactly one dashed arc in each component Ti in the first stage and no
dashed arc in the second stage. Easy verification shows that there is a selection of the
tools of the min-max cost equal to c if and only if there is a subset of arcs X1 such
that f1(X1) ≤ pM + c. A similar reasoning applies to sets Φ ′

CUT and Φ ′
M . Observe

that the reduction is not cost preserving, so the negative result is weaker than the
corresponding one in Theorem2. �
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Composed Min-Max and Min-Sum Radial
Approach to the Emergency System Design

Marek Kvet and Jaroslav Janáček

Abstract This paper deals with the emergency service system design, where not
only the disutility of an average user is minimized, but also the disutility of the worst
situated user must be considered. Optimization of the average user disutility is often
related to the weighted p-median problem. To cope with both objectives, we have
suggested a composed method. In the first phase, the disutility of the worst situated
user is minimized. The second phase is based on the min-sum approach to optimize
the average user’s disutility. The result of the first phase is used here to reduce the
model size. We focus on effective usage of the reduction and explore the possibility
of a trade-off between a little loss of optimality and computational time.

1 Introduction

The emergency system design consists in locating a limited number of service centers
at positions from a given finite set to optimize the service accessibility to an average
user. This way the emergency system design can be tackled as the weighted p-median
problem known also as min-sum optimization [1, 3, 4, 10]. Applying of the min-
sum objective may lead to such design, where some users are caught in inadmissibly
distant locations fromany service center,what is considered unfair. The fair designing
emerges whenever limited resources are to be fairly distributed among participants.
Fairness has been broadly studied in [2, 11]. We focus here on the simple min-max
criterion used in the p-center problem. We study a composition of the min-sum and
min-max approaches. It is based on the idea that themin-max optimization performed
at the first stage of the composition considerably reduces the set of relevant distances
considered at the following stage, where the min-sum location problem is solved.
The extension of the original composition has been evoked by the finding that the
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Faculty of Management Science and Informatics, University of Žilina,
Univerzitná 8215/1, 010 26 Žilina, Slovakia
e-mail: marek.kvet@fri.uniza.sk

J. Janáček
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min-max stage puts on a very strong limit on the second stage of the composition
and the price of fairness paid by the average user is too high. That is why the limit
given by the min-max solution is relaxed taking some higher distance as the limit
of the maximal distance. To be able to make fully use of the reduced set of relevant
distances, the radial formulation [3, 5, 6, 8] has been employed for both stages. It
was found that this way of problem solving is much more effective than the location-
allocation formulation.

2 Composition of Min-Max and Min-Sum
Optimization Methods

The emergency system design problem is formulated as a task of location of at most
p service centers so that the objective function value derived from distances between
center locations and users location is minimal. To describe the problem, we denote
by I a set of possible service center locations and by J the set of users locations. The
symbol bj denotes the number of users sharing the location j. The distance between
service center location i and users location j is denoted as dij. The matrix {dij} of all
distances from a center location i ∈ I to a users location j ∈ J contains a sequence
d0 < d1 < · · · < du of relevant values, which do not belong to the p − 1 highest
values in an individual column of the matrix. The sequence plays a key role in the
next problem processing, where we define a binary constant asij for each triple [i, j, s],
where i ∈ I , j ∈ J and s ∈ [0 . . . u]. The constant asij is equal to 1, if the distance dij
between the user location j and the possible center location i is less than or equal
to ds, otherwise asij is equal to 0. Through all models, we will use binary variables
yi ∈ {0, 1} for i ∈ I to model the decision on placing a service center at the location
i by the value of 1. Further, for the first stage model, we introduce the variables xj, to
indicate, whether the users distance to the nearest service center is greater than ds.
In this case, the variable takes the value of 1, and it takes the value of 0 otherwise.
The corresponding model can be formulated according to [9] as follows.

Minimize
∑

j∈J
xj (1)

Subject to : xj +
∑

i∈I
asijyi ≥ 1 for j ∈ J (2)

∑

i∈I
yi ≤ p (3)

xj ≥ 0 for j ∈ J (4)

yi ∈ {0, 1} for i ∈ I (5)



Composed Min-Max and Min-Sum Radial Approach … 43

The objective function (1) represents the number of user locations, the users distance
to the nearest service center ofwhich is greater than ds. The constraints (2) ensure that
the variables xj are allowed to take the value of 0, if there is at least one center located
in radius ds from the user location j and constraint (3) limits the number of located
service centers by p. Solution of the problem (1)–(5) indicates, whether there exists a
solution of the emergency system design problem with objective function value less
than ds, what can be easily used by bisection process for determination of the lowest
superscript v + 1, where the associated value of (1) is zero. The resulting value dv

of the bisection process is used as the highest relevant value for the second stage. In
the case, when the superscript v takes its value from the range 20–30, the min-sum
stage can be easily solved exactly according to the following model [6, 8], where
another series of nonnegative variables xjs for j ∈ J and s ∈ [0 . . . v] is introduced.
The variable xjs indicates by the value of one that no service center is located in the
radius ds from the users location j. The symbol es denotes the difference ds+1 − ds.

Minimize
∑

j∈J
bj

v∑

s=0

esxjs (6)

Subject to : xjs +
∑

i∈I
asijyi ≥ 1 for j ∈ J and s = 0, 1 . . . v (7)

∑

i∈I
yi ≤ p (8)

∑

i∈I
av+1
ij yi ≥ 1 for j ∈ J (9)

xjs ≥ 0 for j ∈ J and s = 0, 1 . . . v (10)

yi ∈ {0, 1} for i ∈ I (11)

In this model, the constraints (7) ensure that the variables xjs are allowed to take
the value 0, if there is at least one service center located in the distance ds from the
users location j. The constraint (8) puts the limit p on the number of located service
centers. The constraints (9) prevent the solution from admitting a distance from a user
to the service center higher than dv. As mentioned in Sect. 1, the limit on the highest
relevant distance produced by the first stage may impose a too strong constraint paid
by very big loss of the average distance from users to the nearest service center. That
is why a designer backs off the demand on fairness to obtain better characteristics
of the designed system for the average user. The min-max limit relaxation can be
performed by simple setting of the superscript v to some higher value than obtained
by the bisection in the first stage. If the new value of superscript v does not exceed the
upper bound of the above mentioned range, the model (6)–(11) can be used to obtain
the resulting emergency system design. In the case, when the final value of v is too
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high to process the complete sequence d0 < d1 < · · · < dv, there are two ways to
overcome the difficulties brought by big size of the problem (6)–(11). The first way
consists in application of a heterogeneous system of radii, where an individual sub-
sequenceDj0 < Dj1 < · · · < Djw(j) = dv is determined for each users location j ∈ J .
The sub-sequence contains all distance values from the location j to the possible
service center locations, which are not higher than dv. Then the constants ejs and asij
must be redefined according to the sub-sequences and the second stage can be solved
using the model (6)–(11) with slight changes in coefficients of the objective function
(6). The second way makes use of the concept of dividing points [5, 6] and converts
the approach to an approximate one. The selection of dividing points is obviously
based on so-called “relevance” of a distance dh, which expresses the strength of our
expectation that the distance dh will be a part of the unknown optimal solution. So
far, we have suggested and explored several ways of the relevance estimation and
the results are reported in [7, 8].

3 Computational Study

To compare the min-sum, min-max and the composed approaches to the emergency
system design, we performed the series of numerical experiments on the pool of
benchmarks obtained from the real emergency health care system originally de-
signed for each self-governing region of Slovakia. The instances are organized so
that they correspond to the administrative organization of Slovakia. For each self-
governing region (Bratislava (BA), Banská Bystrica (BB), Košice (KE), Nitra (NR),
Prešov (PO), Trenčín (TN), Trnava (TT) and Žilina (ZA)) all cities and villages with
corresponding numbers of inhabitants bj were taken into account. The coefficients
bj were rounded to hundreds. The set of communities represents both the set J of
users locations and the set I of possible center locations. The number p of located
centers was derived from the original design and it varies from 9 to 67. To verify the
suggested approach on larger instances, we used the benchmark of the whole real
emergency system of Slovakia. The cardinality of the set I is 2916 and the value
of p was set to 273. To solve the problems, the optimization software FICO Xpress
7.7 (64-bit, release 2014) was used and the experiments were run on a PC equipped
with the Intel Core i7 2630 QM 2.0 GHz processor and 8 GB RAM. The obtained
results are reported in the Table1. The computational times are not reported here,
but we note that the computational time for any instance solved by radial min-sum
approach does not exceed 2s whereas the min-max solution was completed at most
in 0.5 s. As far as the whole road network is concerned, the computational process
of the min-sum approach takes 12s and the min-max approach does not exceed 35s.
For each design, the system objective function was computed by (12).

ObjF(y) =
∑

j∈J
bjmin

{
dij : i ∈ I, yi = 1

}
(12)



Composed Min-Max and Min-Sum Radial Approach … 45

Table 1 Comparison of the min-sum, min-max and the composed approaches

|I| p MIN-SUM MIN-MAX Composed

ObjF MRD Afl ObjF DmM BD ObjF DmM BD

BA 87 9 20,342 25 2.92 33,018 14 1.86 26,229 14 2.03

BB 515 52 17,289 26 1.48 42,410 13 3.24 21,780 13 1.44

KE 460 46 20,042 23 1.79 39,310 12 2.03 24,117 12 0.85

NR 350 35 22,651 17 1.42 36,810 13 2.73 26,894 13 3.41

PO 664 67 20,025 22 1.75 53,560 12 2.24 24,467 12 1.55

TN 276 28 15,686 30 2.26 33,789 12 2.21 23,476 12 2.41

TT 249 25 18,873 24 1.71 27,823 13 2.84 21,067 13 1.20

ZA 315 32 20,995 26 1.01 39,556 14 4.05 24,424 14 1.52

SR 2916 273 161,448 24 1.66 342,896 13 3.02 193,715 13 1.34

The maximal relevant distance between the users and the nearest located service
center is denoted by MRD. The column Afl is used to express the percentage of the
population, whose distance to the nearest service center is greater than the maximal
distanceDmM resulting from the min-max solution. The percentage of users, whose
distance to the nearest center equals DmM, is given in the columns denoted by BD.

The reported results show, that the min-sum, min-max and the composed ap-
proaches bring different solutions as concerns the system objective function value.
The min-max approach provides a solution with much higher system objective func-
tion value, but the maximal relevant distance from the users locations to the nearest
service center is approximately half as much smaller. From this point of view, the
presented composed method represents a suitable compromise. Since the min-max
approach may bring a too strong limit on the maximal distance, we suggested a
series of experiments to study the consequences of this limit relaxation. Instead of
the maximal distance DmM obtained by solving the min-max problem, we took a
higher distance dk , where the superscript k was shifted by 1, 3, 5, . . . , 15 from the
superscript v of the distance dv obtained by the min-max stage. Then we solved the
min-sum problem on the second stage and compared the resulting objective func-
tion value to the simple min-sum solution. The average results for self-governing
regions are plotted in the Table2 together with the result for whole Slovakia. The
reported values represent the percentual deviation of the composed method solution
from the min-sum solution. The obtained results prove that the average deviation of

Table 2 Accuracy evaluation of the composed method with different levels of DmM relaxation

Levels of DmM relaxation 1 3 5 7 9 11 13 15

Self-governing regions (average) 13.15 4.22 2.19 1.66 1.33 0.25 0.13 0.13

Whole road network of Slovakia 11.24 4.47 2.54 0.95 0.31 0.00 0.00 0.00
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the result from the simple min-sum solution decreases with increasing level ofDmM
relaxation.

4 Conclusions

We have suggested a composed approach to the emergency system design. The com-
position consists of combination of the min-max and min-sum approaches based on
radial formulation. It takes into account both the fairness in access to service and
overall system effectivity. Concerning the min-max approach, the resulting design
prevents about 2% of population from being exposed to excessively long distance to
the nearest service center. But this result is paid by almost twice the system objective
function value compared to the min-sum approach. The composed approach consid-
erably reduces this loss of effectiveness and preserves the same maximal distance to
the nearest service center as the min-max approach. Since the min-max result may
put a very strong limit on the maximal distance allowed in the following min-sum
approach, we explored the consequences of this limit relaxation and found that a
little turning back of min-max fairness can bring considerable gain of the system
effectiveness. Concerning easy implementation on a commercial IP-solver, we have
presented a flexible tool for emergency system design.
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rescue systems with uncertain accessibility of service” and APVV-15-0179 “Reliability of emer-
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LP-Based Relaxations of the Skiving
Stock Problem—Improved Upper Bounds
for the Gap

John Martinovic and Guntram Scheithauer

Abstract We consider the one-dimensional skiving stock problem (SSP) which
is strongly related to the dual bin-packing problem in literature. In the classical
formulation, different (small) item lengths and corresponding availabilities are given.
We aim at maximizing the number of objects with a certain minimum length that
can be constructed by connecting the items on hand. Such computations are of high
interest inmany realworld application, e.g. in industrial recycling processes, wireless
communications and politico-economic questions. For this optimization problem,we
give a short introduction by outlining different modelling approaches, particularly
the pattern-based standard model, and mentioning their relationships. Since the SSP
is known to be NP-hard a common solution approach consists in solving an LP-based
relaxation and the application of (appropriate) heuristics. Practical experience and
computational simulations have shown that there is only a small difference (called
gap) between the optimal objective values of the relaxation and the SSP itself. In
this paper, we will present some new results and improved upper bounds for the gap
of the SSP that are based on the theory of residual instances of the skiving stock
problem.

1 Introduction

We consider the one-dimensional skiving stock problem (SSP) which is strongly
related to the dual bin-packing problem (DBBP): find the maximum number of
itemswithminimum length L that can be constructed by connecting a given supply of
m ∈ N smaller item lengths l1, . . . , lm with availabilities b1, . . . , bm . Such objectives
are of high interest in many real world application, e.g. in industrial production
processes (see [13] for a good overview) or politico-economic questions [2, 6].
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Furthermore, also neighboring tasks, such as dual vector packing problems [4] or
the maximum cardinality bin-packing problem [3, 10], are often associated or even
identified with the dual bin packing problem. These formulations are of practical use
as well since they are applied in multiprocessor scheduling problems [1] or surgical
case plannings [12].

The considered optimization problem, for the case bi = 1 (i = 1, . . . ,m), was
firstly mentioned by Assmann et al. [2] and denoted by dual bin packing problem.
Based on practical preliminary thoughts [5], a generalization for larger availabilities
bi (i = 1, . . . ,m) has been considered in [13] also motivating the term of skiving
stock problem. In that article, Zak formulates a pattern-oriented model of the SSP
with an infinite number of variables and provides first (numerical) results regarding
the gap of this optimization problem, i.e., the difference between the optimal values of
the continuous relaxation of the SSP and the SSP itself. A finite formulation of Zak’s
model and other modelling approaches (arcflowmodel, onestickmodel, Kontorovich
model) have been extensively investigated in [9], whereas first theoretical results
concerning the gap of general instances have been dealt with in [7].

In this article, we aim at presenting new and improved upper bounds for the gap
which are based on the theory of residual instances. Therefore, the following section
briefly introduces the skiving stock problem and summarizes important definitions.
The third section deals with the theory of residual instances of the SSP, and Sect. 4
states how this approach can be used to obtain improved bounds for the gap. Note
that, due to the space limitation, this paper only deals with one selected topic of
the submitted presentation. The proofs of the results in Sects. 3 and 4, and further
contributions can be found online in the preprint [8].

2 Preliminaries

Throughout this paper, we will use the abbreviation E := (m, l, L , b) for an instance
of the SSP with l = (l1, . . . , lm)� and b = (b1, . . . , bm)�. Without loss of generality,
we assume all input-data to be positive integers with L > l1 > · · · > lm > 0. Any
feasible arrangement of items leading to a final product of minimum length L is
called (packing) pattern of E . We always represent a pattern by a nonnegative vector
a = (a1, . . . , am)� ∈ Zm+ where ai ∈ Z+ denotes the number of items of type i ∈
I := {1, . . . ,m} being contained in the considered pattern. For a given instance E , the
set of all patterns is defined by P(E) := {

a ∈ Zm+
∣
∣ l�a ≥ L

}
. A pattern a ∈ P(E)

is calledminimal if there exists no pattern ã ∈ P(E) such that ã �= a and ã ≤ a hold
(componentwise). The set of all minimal patterns is denoted by P�(E). Let x j ∈ Z+
denote the number how often the minimal pattern a j = (

a1 j , . . . , amj
)� ∈ Zm+ ( j ∈

J �) of E is usedwhere J � = {1, . . . , n} represents an index set of allminimal patterns
of E . Then the standard model of the skiving stock problem can be formulated as
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z�(E) = max

⎧
⎨

⎩

∑

j∈J �

x j

∣
∣
∣
∣
∣
∣

∑

j∈J �

ai j x j ≤ bi , i ∈ I, x j ∈ Z+, j ∈ J �

⎫
⎬

⎭
. (1)

A common (approximate) solution approach consists in considering the continuous
relaxation

z�
c(E) = max

⎧
⎨

⎩

∑

j∈J �

x j

∣
∣
∣
∣
∣
∣

∑

j∈J �

ai j x j ≤ bi , i ∈ I, x j ≥ 0, j ∈ J �

⎫
⎬

⎭
(2)

and the application of appropriate heuristics. Then, the difference

Δ(E) := z�
c(E) − z�(E) (3)

is called gap (of E). Note that, similar to the one-dimensional cutting stock problem,
there are also other modelling approaches, e.g. the arcflow model and the onestick
model, which have been introduced in [9]. Therein, the equivalence of the corre-
sponding continuous relaxations is proved. This implies, in particular, that the gap
is independent of the considered modelling framework.

Definition 1 A set T of instances has the integer round-down property (IRDP), if
Δ(E) < 1 holds for all E ∈ T , and it has themodified integer round-down property
(MIRDP), if Δ(E) < 2 holds for all E ∈ T . Whenever T = {E} is a singleton, we
briefly say that E , instead of {E}, has the (modified) integer round-down property.
An instance E with Δ(E) ≥ 1 is called non-IRDP instance.

It is conjectured, see [13], that the skiving stock problem possesses the MIRDP.
Currently, to our best knowledge, the best upper bound is given by Δ(E) < m − 1
for instances E = (m, l, L , b) with m ≥ 2 and has been developed in [7] by means
of generalizing Theorem 4 of [13].

3 Residual Instances

In this section, we reformulate the calculation of the gap Δ(E) of an instance E =
(m, l, L , b) in some sense. To this end, the instance E is replaced by an instance
E = (m, l, L , b) with principally the same input-data, but a (appropriately) reduced
vector b of availabilities. Hence, due to the smaller total number of objects, the
optimization problem becomes more manageable in a certain extent.

Definition 2 Let E = (m, l, L , b) be an instance of the skiving stock problem, and
let xc denote a solution of the corresponding continuous relaxation (2). Then the
instance

E := E
(
xc

) := (
m, l, L , b − A

⌊
xc

⌋)
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with �xc� = (�xc1�, . . . , �xcn�)� is called residual instance of E .

Here A := A(E) denotes the matrix whose columns are equal to the elements of
P�(E), i.e., to the minimal patterns of the given instance E . Then, we can state the
following general result.

Lemma 1 Let E = (m, l, L , b) be an instance of the skiving stock problem, and let
x denote a solution of the continuous relaxation (2) of E. Then Ax = b holds.

We start with a first result concerning the optimal objective values z�
c(E) and z�

c(E)

of the continuous relaxations of E and E , respectively.

Lemma 2 Let E = E (xc) be a residual instance of E, then z�
c(E) − z�

c(E) ∈ Z+.

In a second step, this lemma leads us to a relationship between the gaps of an instance
and one of its residual instances.

Lemma 3 Let E = E (xc) be a residual instance of E, then Δ(E) ≤ Δ(E).

Hence, the gap of an instance E can be bounded above by the gap of a corresponding
residual instance E . In particular, any upper bound for the gap Δ(E) of a residual
instance (of E) is also applicable to the original gapΔ(E). In particular, the following
statements hold.

Corollary 1 Let E = E (xc) be a residual instance of E then:

1. If E has the IRDP, then E has the IRDP.
2. If E has the MIRDP, then E has the MIRDP.

Thus, the consideration of the gaps of residual instances is sufficient, in general.

4 Improved Upper Bounds for the Gap

In order to derive upper bounds for the gap on the basis of residual instances, the
following lemma will prove beneficial.

Lemma 4 Let E be a residual instance (of E) and p, q ∈ R with p ≥ 1. Then, the
following implication holds:

z�
c(E) < p · z�(E) + q =⇒ Δ(E) <

p − 1

p
· m + q

p
= m

(

1 − 1

p

)

+ q

p
. (4)

As a first application, the concept of residual instances provides a very simple proof
and a slight generalization of [7, Theorem 1].

Theorem 1 Let E = (m, l, L , b) be an instance of the skiving stock problem, then
Δ(E) < max{1,m − 1}.
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A similar, but more powerful, result can be obtained as follows.

Theorem 2 Let E = (m, l, L , b) be an instance of the skiving stock problem, then
Δ(E) < max{2,m − 2}.
In particular, this observation has an important implication.

Corollary 2 Let E = (m, l, L , b) be an instance with m = 4 item types. Then E
has the MIRDP.

In the previous theorems we did not apply Lemma4 directly, but only a part of its
proof. For almost all values of m, the following theorem improves the upper bound
of the gap, given by Theorem2, significantly by using the sufficient condition in (4).

Theorem 3 Let E = (m, l, L , b) be an instance of the skiving stock problem, then
Δ(E) < (m + 1)/2.

One of the main ingredients of the previous result is given by the inequality
(l�b)/L < 2 · z�(E). Note that this upper bound is (asymptotically) tight and,
therefore, cannot be improved in the general setting. The instances E(L) =
(1, L − 1, L , 2) with L ∈ N, L ≥ 2 satisfy z�(E(L)) = 1 and

l�b
L

= 2 · L − 1

L
−→ 2 · z�(E(L)) as L → ∞.

Nevertheless, for most instances, this estimate can be improved if we use some more
of the problem-specific input-data. To this end, note that the inequaltiy l�a < 2L
for all a ∈ P�(E) might be very weak in some cases. Instead, it would be better to
consider

vmax := vmax (E) := max
{
l�a

∣
∣ a ∈ P�(E), a ≤ b

}
(5)

Then, due to Lemma4 with p = vmax/L ∈ [1, 2) and q = 1, we can state the fol-
lowing result.

Theorem 4 Let E = (m, l, L , b) an instance of the skiving stock problem, then

Δ(E) < m

(

1 − L

vmax

)

+ L

vmax
. (6)

If the item lengths are sufficiently small, we can state the following special case of
the previous proposition.

Corollary 3 Let τ ∈ N with τ ≥ 2 be given. If li ≤ (τ + 1)/τ 2 · L holds for all
i ∈ I , then the gap satisfies the inequality

Δ(E) <
m + τ

τ + 1
.
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5 Conclusions and Outlook

In this paper, we considered upper bounds for the gap of (general) instances of the
one-dimensional skiving stock problem. Therefore, we gave an introduction to the
theory of residual instances and investigated the relationship between the gaps of the
original and the residual problem. Furthermore, by means of Lemma4, we provided
a very useful sufficient condition to calculate upper bounds for the gap of residual
instances. At first, this method has been proven beneficial by reducing the tedious
proof of [7, Theorem 1], which was based on the idea of [13], to a small number of
lines. Furthermore, we successfully applied Lemma4 in order to state several new
and improved bounds for the gap of general instances of the skiving stock problem.

In the context of 1D cutting, estimates like ΔCSP(E) < max {2, (m + 2)/4} (see
[11, p. 61]) are already available. Therefore, we aim at improving the upper bound
(m + 1)/2 introduced in this paper in order to get a bit closer to the MIRDP-
conjecture. Additionally, another main objective is given by the consideration of
stronger relaxations, such as the proper relaxation.
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Creating Worst-Case Instances for Upper
and Lower Bounds of the Two-Dimensional
Strip Packing Problem

Torsten Buchwald and Guntram Scheithauer

Abstract We present a new approach to create instances with large performance
ratio, i.e., worst-case instances, of common heuristics for the two-dimensional Strip
Packing Problem. The idea of this new approach is to optimise the width and the
height of all items aiming to find an instance with maximal performance ratio with
respect to the considered heuristic. Therefore, we model the pattern obtained by the
heuristic as a solution of an ILP problem and merge this model with a Padberg-type
model of the two-dimensional Strip Packing Problem. In fact, the composed model
allows to compute the absolute worst-case performance ratio of the heuristic with
respect to a limited number of items. We apply the new approach for the Next-Fit
Decreasing-Height, the First-Fit Decreasing-Height, and the Best-Fit Decreasing-
Height heuristic. Furthermore, we provide an opportunity to use this idea to create
worst-case instances for lower bounds.

1 Introduction

In this paper, we consider the two-dimensional Strip Packing Problem (SPP) with
rectangular items. Let a set I := {1, . . . , n} of non-rotatable rectangles Ri (items) of
width wi ≤ 1 and height hi ≤ 1 be given. The items have to be packed into a strip of
width 1 and minimal height OPT such that the items do not overlap each other.

A lot of upper and lower bounds are known for this problem, but for most of them
the exact absolute worst-case performance ratio, which is the supremum over all
instances of the fraction of the bound and the optimal value, is unknown. To reduce
the gap between a proven upper bound of the absolute worst-case performance ratio
and the performance ratio of an instance having maximal ratio known so far, it is
necessary to reduce the theoretical upper bound or to find instances with greater
performance ratio.
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In this paper, we introduce a new approach to compute such instances. For sev-
eral heuristics, we show how to model this issue as an optimisation problem which
maximises the performance ratio within a subset of SPP instances. In this way, we ob-
tain the absolute worst-case performance ratio of these heuristics for the considered
subsets.

2 Modelling Upper Bounds for the SPP

In this section, we consider three heuristics, Next-Fit Decreasing-Height (NFDH),
First-FitDecreasing-Height (FFDH), andBest-FitDecreasing-Height (BFDH)which
place the items sequentially.We show how the optimisation problem addressed above
can be modelled. Since we want to maximise the absolute worst-case performance
ratio which is a fraction, we linearise this objective function by fixing the optimal
value of the SPP and maximising the height of the heuristic. For all heuristics we
assume that all items can be packed within a strip height of at most 1, i.e., OPT ≤ 1.
To ensure that this condition is fulfilled, ourmodel contains a Padberg-typemodel [2]
of the two-dimensional SPP. The second part of our model describes the considered
heuristic. Hence, we aim to maximise the height of the heuristic solution depending
on the widths and heights of the items. According to the three heuristics all items
are sorted by non-increasing height and are packed into levels. (For describing the
heuristics, we use the notations of [1].)

2.1 Basic Model

First, we introduce a basic model which is common for all three heuristics. Then
the optimisation model for a particular heuristic is created by extending this basic
formulation. The basic model contains the width wi and the height hi of the items as
variables as well as their allocation points (lower left corner) (xi, yi) in an optimal
packing of height 1. Due to the Padberg-type model, the basic model contains also
binary variables uij and vij for each pair of items i and j to indicate whether i is
left to j (uij = 1) or below j (vij = 1). These variables are necessary to model the
nonoverlapping of all items. The height of each level defined by the heuristics is
denoted by variable h̃k . The binary variable sik equals 1 if and only if item i is a
regular item which is packed in level k. A regular item r is an item which is packed
at the last (highest) opened level at the time when r is packed. Additionally to sik ,
the model contains the binary variables sik which equals 1 if and only if item i is a
non-regular (fallback) item packed in level k, and the variables tik which equals 1 if
and only if item i is the first (regular) item packed in level k.
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For a given maximum number N of items, a maximum number S of levels, a
precision ε, and sets I := {1, . . . ,N} andK := {1, . . . , S}, the basic model is defined
as follows:

H :=
S∑

k=1

h̃k → max

subject to

hi+1 ≤ hi, i = 1, . . . ,N − 1 (1)

ε ≤ wi ≤ 1, i ∈ I (2)

0 ≤ hi ≤ 1, i ∈ I (3)

0 ≤ xi ≤ 1 − wi, i ∈ I (4)

0 ≤ yi ≤ 1 − hi, i ∈ I (5)

xi + wi ≤ xj + 1 − uij, i ∈ I, j ∈ I, i �= j (6)

yi + hi ≤ yj + 1 − vij, i ∈ I, j ∈ I, i �= j (7)

uij + uji + vij + vji = 1, i ∈ I, j ∈ I, i < j (8)

0 ≤ h̃k ≤ 1, k ∈ K (9)
S∑

k=1

sik + sik = 1, i ∈ I (10)

tik ≤ sik, i ∈ I, k ∈ K (11)
N∑

i=1

tik = 1, k ∈ K (12)

N∑

i=1

tikhi = h̃k, k ∈ K (13)

S−1∑

k=1

sik h̃k+1 ≤ hi ≤
S∑

k=1

sik h̃k +
S−1∑

k=1

sik h̃k+1, i ∈ I (14)

N∑

i=1

(sik + sik)wi ≤ 1, k ∈ K (15)

hi,wi, xi, yi ∈ R, i ∈ I (16)

h̃k ∈ R, k ∈ K (17)

uij, vij ∈ B, i ∈ I, j ∈ I, i �= j (18)

sik, sik, tik ∈ B, i ∈ I, k ∈ K (19)
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According to the considered heuristics, condition (1) guaranties the non-increasing
(decreasing) item heights. Due to the Padberg-type model, restrictions (2)–(8) ensure
that all items can be placed within the maximal (optimal) height 1. The remaining
constraints belong to the heuristics. Constraint (10) guarantees that each item is
packed into exactly one level, and conditions (12) ensure that at least one item is
placed in each level. The relation between item heights and level heights is modelled
in (13) and (14). Finally, restrictions (15) ensure that the widths of all items of one
level does not exceed the width of the strip.

2.2 Next-Fit Decreasing-Height

The NFDH heuristic places the current item in the highest level which is opened or
in a new level if the item does not fit in the current highest level.

Since all items are regular items, we can eliminate the binary variables sik and
simplify some constraints. The appropriate model for the NFDH heuristic results
from the basic model by substituting conditions (10), (14) and (15) with

S∑

k=1

sik = 1, i ∈ I (10a)

S−1∑

k=1

sik h̃k+1 ≤ hi ≤
S∑

k=1

sik h̃k, i ∈ I (14a)

N∑

i=1

sikwi ≤ 1, k ∈ K (15a)

N∑

i=1

sikwi +
N∑

i=1

ti,k+1wi ≥ 1 + ε, k = 1, . . . , S − 1 (20)

According to the NFDH heuristic, restrictions (20) ensure that the first item of each
level does not fit within the previous level.

It is known that the height of the NFDH heuristic is at most 3 if OPT = 1 due to
[1]. The table in Fig. 1 shows the absolute worst-case performance ratio of the NFDH
heuristic for the SPP instances with at most N ∈ {1, . . . , 10} items in dependence on
the number of levels: The maximal performance ratios for a fixed number of items
N are marked in bold face. As expected, the absolute worst-case performance ratio
increases with the number of items and becomes closer and closer to the value 3. An
instance with performance ratio 2 3

4 is illustrated in Fig. 1 and contains the following
item sizes:
w = (ε; ε; 1−ε; 2ε; 1−ε

8 −ε; 7+ε
8 ; 1+7ε

8 ; 1−ε
4 ; 5+3ε

8 ; 3+5ε
8 ), h = (1; 1

2 ; 1
2 ; 1

2 ; 1
4 ; 1

4 ; 1
4 ; 1

8 ;
1
8 ; 1

8 )
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S N 1 2 3 4 5 6 7 8 9 10

1 1 1 1 1 1 1 1 1 1 1

2 1 1 1
2 1 1

2 1 1
2 1 1

2 1 1
2 1 1

2 1 1
2 1 1

2

3 1 1
2 2 2 2 2 2 2 2

4 1 2
3 2 2 1

4 2 1
3 2 1

3 2 1
3 2 1

3

5 2 2 1
3 2 1

2 2 1
2 2 1

2 2 1
2

6 2 2 2
5 2 1

2 2 5
8 2 2

3

7 2 1
4 2 3

5 2 2
3 2 3

4

8 2 2
7 2 5

8 2 7
10

9 2 3
7 2 3

4

10 2 5
11

best 1 1 1 1
2 2 2 2 1

3 2 1
2 2 3

5 2 2
3 2 3

4

heuristic patternfor N = 10

optimal patternfor N = 10

Fig. 1 Absolute worst-case performance ratios depending on the number of items

Analysing the worst-case instances obtained for N ≤ 10, we obtain an asymptotic
worst-case example for the NFDH heuristic. Let f (i) denote the Fibonacci numbers,
i.e., f (1) = f (2) = 1, f (i + 2) = f (i) + f (i + 1) for i ∈ N. For n = 3m + 1, m ∈ N

the instance E(m) given by

w = (f (1) ∗ ε, f (1 ∗ 2) ∗ ε, 1 − (f (1 ∗ 2 + 1) − 1) ∗ ε, f (1 ∗ 2 + 1) ∗ ε,

f (2 ∗ 2) ∗ ε, 1 − (f (2 ∗ 2 + 1) − 1) ∗ ε, f (2 ∗ 2 + 1) ∗ ε,
...

...
...

f (m ∗ 2) ∗ ε, 1 − (f (m ∗ 2 + 1) − 1) ∗ ε, f (m ∗ 2 + 1) ∗ ε)

h = (1, 2−1, 2−1, 2−1, 2−2, 2−2, 2−2, . . . , 2−m, 2−m, 2−m)

has asymptotic worst-case performance ratio 3 for m → ∞.

2.3 First-Fit Decreasing-Height

The FFDH heuristic places the current item in the first (lowest) level where the item
fits or in a new level if the item does not fit in any opened level. To obtain the
appropriate optimisation model for the FFDH heuristic, we only need to extend the
basic model by the following terms:



60 T. Buchwald and G. Scheithauer

k−1∑

l=1

sil(1 + ε) + wi +
i−1∑

j=1

(sjk + sjk)wj ≥ (1 + ε)(1 − sik − sik), i ∈ I, k ∈ K

(21)
These constraints ensure that each item is placed in the first level where it fits.

2.4 Best-Fit Decreasing-Height

The BFDH heuristic places the current item in a level where the item fits and the
remaining width after placing the item is minimised, or in a new level if the item
does not fit in any opened level. For this heuristic, we introduce binary variables
rik which equals 1 if and only if item i fits in level k. To obtain the appropriate
optimisation model for the BFDH heuristic, we extend the basic model by adding
variables rik ∈ B, i ∈ I, k ∈ K , and the following terms:

(2rik − 1)

⎛

⎝wi +
i−1∑

j=1

(sjk + sjk)wj

⎞

⎠ ≤ 2rik − 1, i ∈ I, k ∈ K, (22)

(2rik − 1)

⎛

⎝wi +
i−1∑

j=1

(sjk + sjk)wj

⎞

⎠ ≤ (1 + ε)(2rik − 1), i ∈ I, k ∈ K, (23)

i−1∑

j=1

wj

S∑

l=1

(sil + sil)(sjl + sjl) ≥ rik

i−1∑

j=1

(sjk + sjk)wj, i ∈ I, k ∈ K, (24)

The constraints (22) and (23) ensure that variables rik get the correct values.
Constraint (24) guarantees that each item is placed in the level where it fits best.

3 Conclusions and Outlook

In this paper, we proposed a new approach to obtain worst-case instances for the
two-dimensional Strip Packing Problem when the number of items is limited. We
implemented this approach for three heuristics and presented first promising results
for one of these heuristics. Moreover, we created an asymptotic worst-case instance
for the NFDH heuristic by generalising the structure of the worst-case instances
created by our approach. We are optimistic that we obtain similar results for the
other two heuristics.

It will be part of our future work to apply this approach to other upper bounds
(heuristics). Moreover, we will try to apply this approach also to lower bounds by
adding appropriate constraints.
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The Maximum Scatter TSP
on a Regular Grid

Isabella Hoffmann, Sascha Kurz and Jörg Rambau

Abstract In the Maximum Scatter Traveling Salesman Problem the objective is to
find a tour that maximizes the shortest distance between any two consecutive nodes.
This model can be applied to manufacturing processes, particularly laser melting
processes. We extend an algorithm by Arkin et al. that yields optimal solutions for
nodes on a line to a regular (m × n)-grid. The new algorithm Weave(m, n) takes
linear time to compute an optimal tour in some cases. It is asymptotically optimal
and a (

√
10
5 )-approximation for the (3 × 4)-grid, which is the worst case.

1 Introduction

The Maximum Scatter Traveling Salesman Problem (MSTSP) asks for a closed tour
in a graph visiting each node exactly once so that its shortest edge is as long as
possible. Applications, approximation strategies, and exact algorithms for the geo-
metric version where all vertices and edges are on a line or on a circle were pre-
sented by Arkin et al. [1]. Moreover, they proved that the problem is NP-complete
in general. Chiang [2] focuses on the max-min m-neighbor TSP (particularly with
m = 2), which we do not consider here. It is not known whether the geometric
MSTSP for points in the plane is NP-hard. In this paper we extend their strategy
on the line to the geometric MSTSP in the plane where all points are located on
a rectangular equidistant grid with m rows and n columns. More formally, a reg-
ular rectangular grid is defined as the complete graph G(m, n) on the vertex set
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V (m, n) = {(xy
) ∈ Z

2|1 ≤ x ≤ n, 1 ≤ y ≤ m}. We call the problem MSTSP(m, n)

and our new algorithm Weave(m, n).
All current results are summarized in Theorem 1.

Theorem 1 Let m ≤ n be natural numbers, and let k = ⌊
n
2

⌋
and t = ⌊

m
2

⌋
. Then

there is a linear-time algorithm Weave(m, n) that specifies a feasible tour for
MSTSP(m, n) that is

(i) optimal whenever n is odd, m = n, or m = 2;

(ii) a (

√
1 − 2(k−t)

(k−t)2−2t (k−1)+1 )-approximation whenever m and n are even;

(iii) a (

√
1 − 2k−1

k2+t2 )-approximation whenever n is even and m is odd.

The algorithm is in all cases no worse than a
√
10
5 -approximation. More specifically,

it will turn out that the additive gap between the objective value ofWeave(m, n) and
the optimal value ofMSTSP(m, n) is always strictly smaller than one, the length of
a shortest edge in G(m, n).

2 The Algorithm

Weave(m, n) is based on an algorithm for a tour for points on a line introduced by
Arkin et al. [1]. The resulting order of the points on a line is exactly transferred to
the columns in the equidistant grid. That is why we will consider this order here in
more detail.

There are two subroutines in the algorithm, one for an odd number of points and
one for an even number of points. For an odd number of points n = 2k + 1 ≥ 3,
the distances between subsequent points in the order are either k or k + 1, see the
left two parts of Fig. 1. So the order of the points in the tour is: 1, k + 2, 2, k +
3, . . . , n, k + 1. The tour is completed by returning to the first point. For further use,
we call this procedure LineOdd(n). For an even number of points n = 2k ≥ 4, the
distances are chosen to be alternatingly k − 1 and k + 1. At the points at the end
of the line and at the two closest points to the center of the line the distance of k is
used as well. So the distance of k is filled in between the alternating distances when
reaching the endpoints or the center, see the last two components of Fig. 1. Equally
one can say, the end points have distances of k and k + 1 and the two points around
the center have distances of k − 1 and k. This procedure is calledLineEven(n) in the
following. If k is odd, the order of the points in the tour is 1, k + 2, 3, k + 4, . . . , n −
1, k, n, k − 1, . . . , k + 1. If k is even, the order of the points in the tour is 1, k +
2, 3, k + 4, . . . , k − 1, n, k, n − 1, . . . , k + 1. From Arkin et al. [1] (Sects. 6.1 and
6.2) it follows that the tours generated by LineOdd(n) and LineEven(n) are optimal
tours for MSTSP(1, n). Thus, Weave(1, n) is set to LineOdd(n) or LineEven(n),
respectively.

http://dx.doi.org/10.1007/978-3-319-42902-1_6
http://dx.doi.org/10.1007/978-3-319-42902-1_6
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1 2 3 4 5 1 2 3 4 5 6 7 1 2 3 4 5 6 1 2 3 4 5 6 7 8

Fig. 1 Order of LineOdd(n) and LineEven(n) for n = 5, 6, 7, 8

In the following we present the new algorithm for m ≥ 2. The points in the grid
are labeled by (i, j), where i = 1, 2, . . . ,m is the row index and j = 1, . . . , n is the
column index. The simple idea to apply Weave(1, n) row by row yields k − 1 as
the shortest edge length. However, this can be improved by using the freedom in the
second dimension. One can increase the length of the shortest edge inWeave(1, n)

by using the order of nodes in both dimensions at the same time. However, this yields
no closed tour. Thus, we need a new pattern in the second dimension.

To this end, the rows are partitioned in pairs for m even and pairs plus one triple
form odd. The paired rows are at distance t , as are the rows in the triple. The idea is to
jump back and forth inside a pair (triple) of rows where the order of columns is given
by Weave(1, n). The successor node for a node always lies in the paired (tripled)
row to the current node. For example, for odd n this is done until all nodes in the
pair have been visited, whereas for even n this is done for half of the nodes. Then we
traverse into the next pair. Since switching to the next pair yields a smaller vertical
distance, we start in a column such that these pair-switches are accompanied by
the largest possible horizontal distances k + 1 inWeave(1, n). Thus,Weave(m, n)

starts each pair in column k + 2. The setup is illustrated in Fig.2.
We first describeWeave(m, n) in a way that the construction principle becomes

apparent. First, let m be even.
For an odd number of columns the algorithm works in the following way, where

in the following the order of column indices in each line is given by Weave(1, n):

(1, k + 2), (t + 1, 2), (1, k + 3), (t + 1, 3), . . . , (1, n), (t + 1, k + 1), (1, 1),

(t + 1, k + 2), (1, 2), (t + 1, k + 3), (1, 3), . . . , (t + 1, n), (1, k + 1), (t + 1, 1),

(2, k + 2), (t + 2, 2), (2, k + 3), (t + 2, 3), . . . , (2, n), (t + 2, k + 1), (2, 1),

. . . ,

(t, k + 2), (m, 2), (t, k + 3), (m, 3), . . . , (t, n), (m, k + 1), (t, 1),

(m, k + 2), (t, 2), (m, k + 3), (t, 3), . . . , (m, n), (t, k + 1), (m, 1), (1, k + 2). (1)

Fig. 2 Pairs of rows for an
even number, for an odd
number of rows, and an
example of a (4 × 4)-grid

1
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For an even number of columns this procedure fails because it generates a subtour
inside a pair of rows. This can be rectified by switching pairs after each completed
order of Weave(1, n). The resulting order of nodes is as follows (again, the order
of columns in each line is given by Weave(1, n)):

(1, k + 2), (t + 1, 3), (1, k + 4), (t + 1, 5), . . . , (t + 1, 2), (1, k + 1), (t + 1, 1),

(2, k + 2), (t + 2, 3), (2, k + 4), (t + 2, 5), . . . , (t + 2, 2), (2, k + 1), (2, 1),

. . . ,

(t + 1, k + 2), (1, 3), (t + 1, k + 4), (1, 5), . . . , (t + 1, 2), (1, k + 1), (t + 1, 1),

(t + 2, k + 2), (2, 3), (t + 2, k + 4), (2, 5), . . . , (t + 2, 2), (2, k + 1), (t + 2, 1),

. . . ,

(m, k + 2), (t, 3), (m, k + 4), (t, 5), . . . , (m, 2), (t, k + 1), (m, 1), (1, k + 2). (2)

Let now m be odd. First, the triple (1, t + 1,m) of rows is taken. If n is not
divisible by 3, then the rows are visited in the order (1, t + 1,m, 1, t + 1, . . . , 1),
(t + 1,m, 1, t + 1,m, . . . , t + 1), (m, 1, t + 1,m, 1, . . . ,m) or (1, t + 1,m, 1, t +
1, . . . , t + 1), (m, 1, t + 1,m, 1, . . . , 1), (t + 1,m, 1, t + 1,m, . . . ,m), depending
on n. During this process, the columns are visited in the order ofWeave(1, n) three
times consecutively.

If n is amultiple of 3 the roworder pattern is always (1, t + 1,m, 1, t + 1, . . . ,m),
(t + 1,m, 1, t + 1,m, . . . , 1), (m, 1, t + 1,m, 1, . . . , t + 1), after the row triple has
been traversed completely, the procedure is the same as for even m.

Wenowdefine forWeave(m, n) the successor node
(
nextrow(i, j), nextcol(i, j)

)

of each node (i, j) in every possible case. Together with the starting node (1, k + 2)
this yields a complete definition of our algorithm. Recall that t = m − t if m is even
and t = m − 1 − t if m is odd.

We start with the successor column of nextcol(i, j) when n is odd:

nextcol(i, j) :=
{
j + k + 1 if j ≤ k

j − k if j > k.

The successor column when n is even and k is even:

nextcol(i, j) :=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

j + k + 1 if j ≤ k and j odd

j + k − 1 if j ≤ k and j even

j − (k + 1) if n > j > k + 1 and j odd

j − (k − 1) if n > j > k + 1 and j even

j − k if j = k + 1 or j = n,

The successor column when n is even and k is odd:
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nextcol(i, j) :=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

j + k + 1 if j < k and j odd

j + k − 1 if j < k and j even

j − (k + 1) if j > k + 1 and j even

j − (k − 1) if j > k + 1 and j odd

j + k if j = k

j − k if j = k + 1.

Let now m, n > 3. The successor row nextrow(i, j) of (i, j) when n is odd [even]
and m is even:

nextrow(i, j) :=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

i + t if i ≤ t
[
and j �= 1

]

i − t if i > t and j �= 1
[
i + (t + 1) if i < t and j = 1

]

i − (t − 1) if m > i > t and j = 1
[
or (i = m and j = 1)

]

TERMINATE if i = m
[−t

]
and j = 1

The successor row when n is odd [even], m is odd, and n mod 3 �= 0:

nextrow(i, j) :=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

i + t if i ≤ t + 1
[
and j �= 1 or

((i = 1 or i = t + 1) and j = 1)
]

i − t if m > i > t + 1 and j �= 1

1 if i = m and j �= 1
[
i + (t + 1) if 1 < i < t and j = 1

]

i − (t − 1) if m − 1 > i > t + 1 and j = 1

[i − (t − 2) if i = m − 1 and j = 1]
2 if i = m and j = 1

TERMINATE if i = m − 1
[−t

]
and j = 1

The successor row when n is odd [even], m is odd, and n mod 3 = 0:

nextrow(i, j) :=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

i + t if 1 < i ≤ t
[
and j �= 1

]

i + t if (i = 1 or i = t + 1) and j �= 1

i − t if m > i > t + 1 and j �= 1

1 if i = m and j �= 1

m if i = 1 and j = 1

t + 1 if i = m and j = 1
[
i + (t + 1) if 1 < i < t and j = 1

]

i − (t − 1) if m − 1 > i ≥ t + 1 and j = 1

[i − (t − 2) if i = m − 1 and j = 1]
TERMINATE if i = m − 1

[−t
]
and j = 1.
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If m = 3, then Weave(m, n) terminates when for the first time the triple of rows is
finished.

3 Optimality and Gaps

Wenow analyze the edge lengths appearing in the tours of the algorithm, in particular,
the shorter ones to get a lower bound for a solution to the MSTSP. After that, we
have a look at the upper bounds for the longest possible shortest edge in a tour.

By comparing upper bounds and lower bounds we can prove that Weave(m, n)

is optimal for any grid with an odd number of columns, for any quadratic grid and
for any grid with two rows. In the following, we identify the Euclidean lengths of
candidates for the shortest edge in a tour computed byWeave(m, n).

For odd n the relevant edge lengths are
√
t2 + k2 and

√
(t − 1)2 + (k + 1)2.

For n even the lengths are
√
t2 + (k − 1)2 and

√
(t − 1)2 + (k + 1)2. A straight-

forward calculation shows: t2 + k2 ≤ (t − 1)2 + (k + 1)2 and t2 + (k − 1)2 ≤ (t −
1)2 + (k + 1)2, so the lengths of the shortest edges of Weave(m, n) are

√
t2 + k2

for n odd and
√
t2 + (k − 1)2 for n even.

An upper bound for the shortest edge can be derived by considering the distances
between the nodes in the center of the grid and the corner nodes. Each node has
to be connected to exactly two other nodes in a tour. This holds, in particular, for
central nodes, to which the corners of the grid are the furthest. If m and n are odd,
there is exactly one central node, and the distance to each corner is

√
t2 + k2. If m is

even, there are two edges for each of the two middle nodes of length
√
t2 + k2. So

Weave(m, n) is optimalwhenever n odd as its shortest edge has length
√
t2 + k2. If n

is even, there are two respectively four central nodes. Form odd, the longest distance
appears twice and is

√
t2 + k2. As the longest distance to a corner appears only once if

m is even, the second longest distance has to appear in any tour. Thus,
√

(t − 1)2 + k2

is an upper bound, too. For even n, there is still a gap between the length of the shortest
edge of the tour fromWeave(m, n) and the current upper bound. The absolute value
of the gap between lower and upper bound is

√
t2 + k2 − √

t2 + (k − 1)2 ifm is odd
and

√
(t − 1)2 + k2 − √

t2 + (k − 1)2 if m is even, respectively. But we can show
with Lemma 1 that this gap is smaller than the minimal distance in the grid.

Lemma 1 For any regular grid with even n, the gap between the solution of
Weave(m, n)and theupper boundof theMSTSPdeduced from thedistances between
corner and central points is always smaller than one.

Proof As the upper bound for evenm is smaller than the upper bound for oddm (recall
that

√
(t − 1)2 + k2<

√
t2 + k2), it suffices to prove

√
t2 + k2<

√
t2 + (k − 1)2 + 1.

We can square both sides of the inequality because all the values are greater
zero: t2 + k2 < t2 + (k − 1)2 + 2

√
t2 + (k − 1)2 + 1 ⇔ k − 1 <

√
t2 + (k − 1)2.

The strict inequality is proved as on the right hand side t2 > 0 for m > 1. So the
value of the gap between the lower and the upper bound is always strictly smaller
than one.
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If the grid is quadratic, the number of columns and rows has to be both odd or
both even. As m = n and therefore t = k, the gap for even m and n vanishes. So
Weave(m, n) is optimal for quadratic grids.

When the number of rows is two, we claim that Weave(2, n) is optimal for all
numbers of columns. As it is always optimal for odd n, it suffices to solely consider
even n. Assume that some tour achieves the upper bound, then each central node
would have to be connected to both of its farthest corners. But as there are four
central nodes, the edges connecting central and corner nodes violate the subtour
elimination inequality: a contradiction. Thus, the upper bound cannot be achieved
by a feasible tour, and each tour must employ at least one shorter edge incident to
a central node. The size of this new bound is

√
1 + (k − 1)2. Since this equals the

lower bound achieved by Weave(2, n), the claim is proved.
Calculating a bound for the approximation factor by the division of the approx-

imate solution and the upper bound for the shortest edge, we can summarize the
quality ofWeave(m, n) in the following proposition.

Proposition 1 Weave(m, n) is optimal whenever n is odd, or m = 2, or m = n.

For even n and odd m we haveWeave(m, n) ≥
√

1 − 2k − 1

t2 + k2
︸ ︷︷ ︸

αt,k

·OPT(m,n). For even

m, n we have Weave(m, n) ≥
√

1 − 2(k − t)

(k − t)2 + 2t (k − 1) + 1
︸ ︷︷ ︸

αt,k

· OPT(m,n).

Since the approximation guarantee converges to one for increasing m and n, we
conclude the following:

Corollary 1 In all cases, α ≥
√
10
5 . Moreover, limk→∞ αt,k = 1 for all t and

limt→∞,k→∞ αt,k = 1. In this sense, Weave(m, n) is asymptotically optimal.

Since Weave(m, n) works by a fixed formula for each edge, it is a linear-time
algorithm. From this, Theorem 1 follows.

4 Conclusion

We have presented an asymptotically optimal linear-time algorithm Weave(m, n)

for the MSTSP for the complete graph on the points in the regular m × n-grid in
the plane. This is the first polynomial time algorithm that solves an infinite class of
two-dimensional MSTSP in the plane to optimality. The complexity of the general
MSTSP in the plane remains open.
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Using Contiguous 2D-Feasible 1D Cutting
Patterns for the 2D Strip Packing Problem

Isabel Friedow and Guntram Scheithauer

Abstract We consider the 2D rectangular strip packing problem without rotation.
A relaxation of that problem is the 1D horizontal bar relaxation, the LP relaxation
of the 1D binary cutting stock problem. To represent a solution of the strip packing
problem, a solution of the horizontal bar relaxation has to satisfy, among others, the
vertical contiguous condition. To strengthen the bar relaxation with respect to that
vertical contiguity, we investigate a cutting plane approach. Furthermore, a solution
of the bar relaxation must ensure constant location of items. Because 1D cutting
patterns do not provide any information about the location of the items contained,
we investigate methods to provide 2D feasibility of patterns in the column generation
and cutting plane process, respectively. Some computational results are also reported.

1 Introduction

Given a set of rectangles I := {1, . . . , n} of width wi and height hi , i ∈ I , the objec-
tive of the rectangular two-dimensional strip packing problem (SPP) is to pack the
set without overlap into a strip of width W and minimal needed height H . The
dimensions of the rectangles and the strip are integers and rotation of rectangles
is not allowed. The SPP, known to be NP-hard, has various practical applications.
Therefore, numerous heuristic algorithms have been proposed in literature. For a
survey of some of the most common, see [3]. Exact approaches based on a branch
and bound algorithm are proposed in [1, 4]. In Sect. 2, we describe how to formulate
inequalities to create sequences of contiguous 1D cutting patterns. To generate only
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2D feasible sequences, we modify the column generation problems if necessary or
identify and forbid 2D infeasible cutting patterns as explained in Sect. 3. In Sect. 4, we
present some computational results and compare them with results of other methods
proposed in literature.

2 Contiguous 1D Cutting Patterns

According to the horizontal bar relaxation (HBR) [6], a rectangle i ∈ I is replaced by
hi items of width wi and height 1, which can be considered as 1D objects. Then the
task is to cut exactly hi items of item type i ∈ I by using binary cutting patterns a j

with frequencies λ j while minimizing the total number of used 1D cutting patterns.
Pattern a j contains item type i if and only if a j

i = 1. It is feasible if
∑

i∈I wia
j
i ≤ W .

Let J describe the set of feasible cutting patterns, then the horizontal bar relaxation

min
{∑

j∈J

λ j :
∑

j∈J

a j
i λ j = hi , i ∈ I, λ j ≥ 0, j ∈ J

}
(1)

is a relaxation of the SPP. In the following a pattern a j is represented by index
j ∈ J . To create such an ordering of 1D cutting patterns that all items representing
one rectangle are located in consecutive patterns, we start at the bottom of the strip.
We define a set of rectangles I B and call a pattern bottom pattern if it only contains
item types i ∈ I B . Because we want to minimize the height of the packing it seems
reasonable to pack high rectangles as early as possible. Furthermore packing long
rectangles in the end may cause a lot of waste. Thus I B should contain, for example,
especially high or long rectangles, but in an exact approach I B equals I . Let J B :=
{ j ∈ J : a j

i = 0 ∀ i ∈ I \ I B} denotes the set of bottom patterns and uB := min{hi :
i ∈ I B}. To ensure the usage of bottom patterns, we extend (1) by

∑

j∈J B

λ j ≥ uB . (2)

In a 2D packing, all rectangles i ∈ I (a j ) := {i ∈ I : a j
i = 1} have to be placed at the

bottomof the strip if j ∈ J B . Because of that,weknow yi = 0 for all i ∈ I (a j ),where
(xi , yi ) denotes the allocation point of rectangle i , and b j

min := min{hi : i ∈ I (a j )}
is the maximum usage of a j . Thus, we know that a continuing pattern of a j has to
contain all item types i ∈ I+

j = {i ∈ I (a j ) : hi > b j
min}. Furthermore, all items types

i ∈ I−
j := {i ∈ I (a j ) : hi = b j

min} whose demand is covered by usage frequency

λ j = b j
min , are forbidden. The set of continuing patterns of j ∈ J B is denoted by
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J (a j ) := {k ∈ J \ J B : aki = 1 ∀ i ∈ I+
j , aki = 0 ∀ i ∈ I−

j }.

If a j is used exactly b j
min-times, then the demand of item types i ∈ I+

j is reduced to

h̃i := hi − b j
min . Thus, the induced overall demand for continuing patterns k ∈ J (a j )

is b j
ind := min{h̃i : i ∈ I+

j }. To ensure the usage of continuing patterns of a j we
require

∑

k∈J (a j )

λkb
j
min − λ j b

j
ind ≥ 0. (3)

Now, we want to show that the method of continuing can be applied to non-bottom
patterns because of the knowledge of y-coordinates. For that purpose let S :=
{s1, . . . , se} ⊆ J be a sequence of continuing patterns with bottom pattern s1 ∈ J B

and s j+1 ∈ J (as j ), j = 1, . . . , e − 1. Furthermore let S(i) := {
s ∈ S : asi = 1

}
be

the set of patterns that contain i ∈ I . In addition to the types i ∈ I+
se−1

, pattern se
contains item types i ∈ Inew(se) := I (ase) \ I+

se−1
. In a 2D packing the y-positions of

that rectangles are known to be yi := ∑se−1
j=s1

b j
min . Let h

se := min {hi : i ∈ Inew(se)}.
The maximum usage of pattern se is bsemin := min

{
hse , bse−1

ind

}
, and so the reduced

demands are h̃i := hi − ∑
s∈S(i) b

s
min for all i ∈ I (ase). Thus, a continuing pattern of

se has to contain all i ∈ I+
se :=

{
i ∈ I (ase) : h̃i > 0

}
but items types i ∈ I−

se := {i ∈
I (ase) : h̃i = 0} ∪ I−

se−1
are forbidden. Again the overall usage of continuing pat-

terns l ∈ J (ase) := { j ∈ J \ J B : a j
i = 1, i ∈ I+

se , a
j
i = 0, i ∈ I−

se } is restricted by

bseind := min
{
h̃i : i ∈ I+

se

}
and we can add a continuing condition (3) for se. Assum-

ing that bsemin = hse < bse−1
ind , a continuing pattern of se automatically continues se−1

and thus for l ∈ J (se) follows l ∈ J (se−1). Problem (1)–(3) is a relaxation of the
1-contiguous bin packing problem [1] and we call it HBR with vertical contiguity
conditions (HBRVC).

Our cutting plane approach works as follows. At the beginning the coefficient
matrix consists of the identity matrix for (1) and an empty bottom pattern (2). There
are no patterns that have to be continued, C := ∅, and HBRVC does not contain
any contiguous conditions (3). Let HBRVC be solved for the current set C by col-
umn generation and let L := {

j ∈ J : λ j > 0
}
be the set of used patterns. For

all cutting patterns j ∈ Q := {
k ∈ L : k /∈ C, k ∈ J B ∨ ∃ l ∈ C : ak ∈ J (al)

}
the

corresponding continuing constraint (3) is added to HBRVC. Furthermore a trivial
continuing pattern a j0 with a j0

i = 1 if i ∈ I+
j and a j0

i = 0 otherwise is added to the
model for all j ∈ Q. After C is updated to C := C ∪ Q problem HBRVC is solved
again. In the solution process of HBRVC the dual simplexmultipliers are obtained by
solving the master problemHBRVC for the current set of variables represented by J .
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Let d1, . . . , dn be the dual multipliers for the item constraints (1), dB the multiplier
for the bottom constraint (2) and d̃ j , j ∈ C , the dual multipliers for the continuing
constraints (3). The slave problem for a new bottom pattern j ∈ J B is the following
binary problem

∑

i∈I B
diai + dB −

∑

j∈J B

b j
ind · d̃ j · μ j → max

∑

i∈I B
wiai ≤ W

∑

i∈I (a j )

(1 − ai ) +
∑

i∈I B\I (a j )

ai ≤ (1 − μ j ) j ∈ J B

μ j ∈ {0, 1}, j ∈ J B ai ∈ {0, 1}, i ∈ I B ai = 0, i ∈ I \ I B

where μ j = 1 if ai = a j
i for all i ∈ I and μ j = 0 otherwise. A pattern a equal to a

pattern j that is already in the pool J B ⊂ J can not improve the objective value of
the master problem. Instead of penalizing the equality to an existing pattern j ∈ J B

by the negative profit −b j
ind · d̃ j , we use the slave problem (PB)

oB := max
{∑

i∈I B
di ai + dB :

∑

i∈I B
wiai ≤ W,

∑

i∈I (ar )
(1 − ai ) +

∑

i∈I\I (ar )
ai ≤ 1, r ∈ J B ,

(PB)

ai ∈ {0, 1}, i ∈ I B, ai = 0, i ∈ I \ I B
}

where such solutions are excluded. Now, we consider a non-bottom pattern a j ,
j ∈ J \ J B , with corresponding sequence S := {s1, . . . , se−1, j}. A continuing pat-
tern of a j has the fixed profit p j := b j

mind̃ j + ∑
i∈I+

j
di + p(S) where p(S) :=

∑
t∈Fj

btmind̃t represents the profit caused by implied continuing occurring for t ∈
Fj := {k ∈ S : bkind >

∑
l∈S:k<l≤ j b

l
min}. The slave problem for l ∈ J (a j ) is prob-

lem (Pj )

o j := max
{∑

i∈I
di ai + p j : ∑

i∈I
wi ai ≤ Wj ,

∑

i∈I (ar )
(1 − ai ) + ∑

i∈I\I (ar )
ai ≤ 1, r ∈ J (a j ),

ai ∈ {0, 1}, i ∈ I, ai = 1, i ∈ I+
j , ai = 0, i ∈ I−

j

}

(Pj )

whereWj := W − ∑
i∈I+

j
wi . A pattern that is neither a bottom pattern nor a continu-

ing pattern is obtained by a binary knapsack problem (BKP). Let oN be the objective
value of (BK P). If oB > 1 (resp. o j > 1, j ∈ C , oN > 1) with the solution of (PB)

(resp. (Pj ), (BK P)) a new pattern is found and added to the pattern pool J . The
master problem for the updated set J is solved and new multipliers are obtained.
The process is repeated until max{oB, {o j , j ∈ J }, oN } ≤ 1 which means HBRVC
is solved for C .
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3 2D-Feasible 1D Cutting Patterns

A sequence S is called 2D-feasible if there exist coordinates (xi , yi ) for all i ∈
IS := ⋃

j∈S I (a j ) so that all rectangles i ∈ IS can be packed into the strip with-
out overlapping. To determine whether a sequence is 2D-feasible or not, we use a
model which is based on the Padberg-type formulation of the SPP [5]. Since the
y-coordinates of all rectangles i ∈ IS are known, we only have to consider the x-
positions and the overlapping in x-direction. A rectangle i only precedes or follows
a rectangle j = i along the x-axis if a pattern s ∈ S exists with asi = 1 ∧ asj = 1.
Thus, with regard to the non-overlapping conditions, it is sufficient to consider the
set IO := {(i, j) : i, j ∈ IS, i < j, ∃ s ∈ S : asi · asj = 1}. We define binary variables
ui j with

ui j = 1 if x j ≥ xi + wi , ui j = 0 if xi ≥ x j + wj

for all (i, j) ∈ IO and the following non-overlapping conditions

xi + wi ≤ x j + W (1 − ui j ) (i, j) ∈ IO (4)

x j + wj ≤ xi + Wui j (i, j) ∈ IO (5)

A rectangle i ∈ IS is contained in the strip if 0 ≤ xi ≤ W − wi . With the knowledge
of the patterns of S, we can strengthen that constraint. Consider a rectangle i and
a pattern s ∈ S(i). The x-coordinate of rectangle i has to be greater than or equal
(resp. less than or equal) to the sum of the widths of all rectangles represented by
j ∈ I (as), j = i , that precede (resp. follow) rectangle i . Thus, we obtain the stronger
constraints

xi ≤ W − wi −
∑

j∈I (ak ), j>i

w jui j −
∑

j∈I (ak ), j<i

w j (1 − ui j ) i ∈ IS, k ∈ S(i) (6)

xi ≥
∑

j∈I (ak ), j>i

w j (1 − ui j ) +
∑

j∈I (ak ), j<i

w jui j i ∈ IS, k ∈ S(i) (7)

If a solution of problem (4)–(7) exists there is a packing for IS and thus, S is 2D-
feasible. Our intention is to create only 2D-feasible sequences in our cutting plane
approach. Let S := {s1, . . . , se} be 2D-feasible where se ∈ Q has to be continued.
A pattern k that continues se is called 2D-feasible if S̃ := {s1, . . . , se, k} is still 2D-
feasible. A 1D cutting pattern does not provide any information about the location
of the items contained but in some special cases it is possible to modify the slave
problem for continuing patterns of se so that 2D-feasibility is guaranteed for S̃. For
that purpose, we define Idone(s) := {i ∈ I (as) ∩ I−

s } for s ∈ S.
If a pattern s ∈ S does not utilize the whole strip width np := W − ∑

i∈I (as ) wi

pseudo items ofwidth 1 and demand bsmin are added to Idone(s). It is easy to see that all
patterns that continue a bottom pattern are 2D-feasible and all patterns k that continue
se are 2D-feasible if |Idone(se)| = 1. Now assume Idone(se) = {i1, i2}. If there is a
2D packing in which rectangle i1 is located directly next to rectangle i2 again all
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continuing patterns are 2D-feasible. Otherwise, only patterns that are solutions of
a multiple knapsack problem (MKP) with knapsack capacities wi1 and wi2 are 2D-
feasible. If |Idone(sk)| = 1 for all k < e it is always possible to place i1 directly
next to i2. So if |Idone(se)| = 2 and there is a pattern sk , k < e, with |Idone(sk)| > 1
problem (4)–(7) with the additional constraint xi1 + wi1 = xi2 is solvedwith ui1i2 = 1
if i1 < i2 and ui1i2 = 0 otherwise. If there is no solution, the slave problem for se is a
MKP, otherwise it is (Pse). Now assume |Idone(se)| = 3 with Idone := {i1, i2, i3} and
w.l.o.g. wi1 > wi2 > wi3 . We define test-items t1, . . . , t4 of width

wt1 := wi1 + wi2 + wi3 , wt2 := wi1 + wi2 , wt3 := wi1 + wi3 , wt4 := wi2 + wi3 .

A test-item can only be packed if the corresponding rectangles of Idone(se) are placed
directly side by side. We use again a Padberg-type model to determine which lengths
are available in a continuing pattern and how to define the slave problem for con-
tinuing patterns of se to ensure 2D-feasibility. In case of |Idone(se)| ≥ 4, we only
consider a reduced set of test-items to reduce the possibility of generating a 2D-
infeasible continuing pattern. To ensure the 2D-feasibility of all sequences in that
case, we test a pattern k ∈ J (se) ∩ Q for 2D-feasibility before we add the continuing
condition (3). If problem (4)–(7) is not solvable for S := {s1, . . . , se, k}, pattern k is
added to the set of forbidden patterns J f orb for which we require in HBRVC:

∑

j∈J f orb

λ j ≤ 0.

4 Numerical Experiments and Conclusions

We tested our approach with I B := I in an exact algorithm for the SPP and present
results for some instances considered in [1, 4]. An initial upper bound for the
SPP is obtained by a LP-based constructive algorithm [2] (HLP). To improve
the upper bound during the cutting plane process, we compute sequence depend-
ing upper bounds. That means, for every sequence S with V (S) := ∑

i∈IS wihi >

0.2 · ∑
i∈I wi hi , we place the remaining rectangles I \ IS into a 2D-packing of IS

by using heuristic HLP. The best value achieved within a time limit of 3600s is
named UB in Table1. The objective value of HBRVC is the lower bound LB for
the SPP. The instances ht1-ht7, ht9, ngcut1-ngcut8, ngcut10-ngcut12, cgcut1, gcut1,
gcut3 and beng1-beng10 are optimally solved either in [1] or in [4] and also by our
approach. In Table1 the remaining six instances of these classes are presented. The
best upper bound achieved in [1, 4] is UBmin and the best lower bound is LBmax .

By using contiguous 2D-feasible 1D cutting patterns, we improve the upper bound
for four of six instances and optimality could be proven for one of them. For one
instance the obtained lower bound is worse than known values. In general the objec-
tive value of HBRVC does not provide a sufficiently strong lower bound.With regard
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Table 1 HBRVC in an exact algorithm for the SPP

Instance n W LB tLB UB tUB gap LBmax UBmin gap

ht8 28 60 30 0.0 31 1.4 3.33 30 31 3.33

cgcut2 23 70 64 82.7 64 5.8 0.00 63 65 3.17

cgcut3 60 70 652 0.0 660 145.9 1.23 652 670 2.76

ngcut9 18 20 49 0.0 50 23.4 2.04 49 50 2.04

gcut2 20 250 1184 0.0 1187 21.2 0.25 1184 1190 0.50

gcut4 50 250 2991 0.0 3000 3184.0 0.30 2995 3003 0.27

to an exact approach, we will focus on new lower bounds and improvement of per-
formance of the algorithm in future work.
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Computing Partitions with Applications
to Capital Budgeting Problems

Frank Gurski, Jochen Rethmann and Eda Yilmaz

Abstract We consider the following capital budgeting problem. A firm is given
a set of investment opportunities X = {x1, . . . , xn} and a number m of portfolios.
Every investment xi , 1 ≤ i ≤ n, has a return of ri and a price of pi . Further for every
portfolio j there is capacity c j . The task is to choosem disjoint portfolios X ′

1, . . . , X
′
m

from X such that for every 1 ≤ j ≤ m the prices in X ′
j do not exceed the capacity

c j and the total return of this selection is maximized. From a computational point of
view this problem is intractable, even for m = 1 [8]. Since the problem is defined
on inputs of various informations, in this paper we consider the fixed-parameter
tractability for several parameterized versions of the problem. For a lot of small
parameter values we obtain efficient solutions for the partitioning capital budgeting
problem. We also consider the connection to pseudo-polynomial algorithms.

1 Introduction

Capital budgeting is a tool for maximizing a company’s profit by binary choosing
among a given number of investments subject to a budget constraint [2, 12, 13].
Formally there is given a set of investment opportunities X = {x1, . . . , xn}. Every
investment xi , 1 ≤ i ≤ n, has a return ofri and a price of pi . Further there is a portfolio
of capacity c. The task is to choose a subset X ′ from X such that the prices in X ′ do
not exceed the capacity c and the total return of this selection is maximized [9]. In
[5] we analyzed the generalization where the prices of the investments may change
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during a number of time periods T . In this paper we consider the problem where
we have given a number m of different portfolios into which the given investments
may be partitioned. For some positive integer n, let [n] = {1, . . . , n} be the set of all
positive integers between 1 and n.

Name: Max Partitioning Capital Budgeting (Max PCB)
Instance: A set X = {x1, . . . , xn} of n investment opportunities, a number m of

portfolios, for every i ∈ [n] investment xi has a return of ri and a price of pi ,
and for every portfolio j ∈ [m] there is a capacity c j .

Task: Findm disjoint (possibly empty) portfolios X ′
1, . . . , X

′
m from X such that for

every 1 ≤ j ≤ m the prices in portfolio X ′
j do not exceed the capacity c j and

the total return of this selection is maximized.

From a computational point of view the partitioning capital budgeting problem is
equivalent to the well known multiple 0–1 knapsack problem. This implies that the
problem is intractable even for the casem = 1 [8] and allows an efficient polynomial-
time approximation scheme (EPTAS) [6].

The parameters n, m, ri , pi , and c j are assumed to be positive integers. Fur-
ther we can assume that n ≥ m, since otherwise we can eliminate the m − n
portfolios of smallest capacity. Let rmax = max1≤i≤n ri , pmax = max1≤i≤n pi , and
cmax = max1≤ j≤m c j . For some instance I its size |I | can be bounded by

|I | ∈ O(n + m + ∑n
i=1 log2(ri ) + ∑n

i=1 log2(pi ) + ∑m
j=1 log2(c j ))

∈ O(n + m + n · log2(rmax) + n · log2(pmax) + m · log2(cmax)).

The size of the input is important for the analysis of running times.
By choosing a boolean variable yi, j for every investment xi ∈ X and every portfo-

lio 1 ≤ j ≤ m, indicatingwhether or not the investment xi will be put into portfolio j ,
a binary integer programming (BIP) version of theMax PCB problem is as follows.

max
m∑

j=1

n∑

i=1

ri · yi, j (1)

s.t.
n∑

i=1

pi · yi, j ≤ c j for j ∈ [m] (2)

and
m∑

j=1

yi, j ≤ 1 for i ∈ [n] (3)

and yi, j ∈ {0, 1} for i ∈ [n], j ∈ [m] (4)

The condition (3) ensures that all portfolios are disjoint, i.e. every investment is
contained in at most one portfolio.

A dynamic programming solution for Max PCB for m = 2 portfolios can be
found in [11], which can be generalized as follows.
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Theorem 1 Max PCB can be solved in timeO(n · m · ∏m
j=1 c j ) ⊆ O(n · m · cmmax).

Proof We define R[k, c′
1, . . . , c

′
m] to be the maximum return of the subproblem

where we only may choose a subset from the first k investments x1, . . . , xk and
the capacities are c′

1, . . . , c
′
m . We initialize R[0, c′

1, . . . , c
′
m] = 0 for all c′

1, . . . , c
′
m

since when choosing none of the investments, the return is always zero. Further we
set R[k, c′

1, . . . , c
′
m] = −∞ if at least one of the c′

1, . . . , c
′
m is negative in order to

represent the case where the price pk of an investment is too high for packing it
into a portfolio of capacity c′

j . The values R[k, c′
1, . . . , c

′
m], 1 ≤ k ≤ n, for every

0 ≤ c′
j ≤ c j and every 1 ≤ j ≤ m can be computed by the following recursion.

R[k, c′
1, . . . , c

′
m] = max

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

R[k − 1, c′
1, . . . , c

′
m]

R[k − 1, c′
1 − pk, . . . , c′

m] + rk
...

R[k − 1, c′
1, . . . , c

′
m − pk] + rk

All these values define a table with O(n · ∏m
j=1 c j ) fields, where each field can be

computed in timeO(m). The optimal return is R[n, c1, . . . , cm]. Thuswe have shown
that Max PCB can be solved in time O(n · m · ∏m

j=1 c j ). �
In this paper we use standard definitions for pseudo-polynomial algorithms and

parameterized algorithms from the textbooks [1] and [3].

2 Pseudo-polynomial Algorithms

The existence of pseudo-polynomial algorithms for Max PCB depends on the
assumption whether the number of portfolios m is given in the input or is fixed.

Theorem 2 Max PCB is not pseudo-polynomial.

Proof We give a reduction from 3- Partition which is not pseudo-polynomial by
[4]. In this problem we have given n = 3m positive integers w1, . . . , wn such that
∑n

j=1 w j/m = B and B/4 < w j < B/2 for every 1 ≤ j ≤ n. The task is to decidewhether
there is a partition of N = {1, . . . , n} into m sets N1, . . . , Nm such that

∑
j∈Ni

w j =
B for every 1 ≤ i ≤ m.

Let I be an instance for 3- Partition. We define an instance I ′ forMax PCB by
choosing the number of investments as n, the number of portfolios asm, the capacities
c j = B for 1 ≤ j ≤ m, the returns ri = 1 and prices pi = wi for 1 ≤ i ≤ n. By this
construction every 3- Partition solution for I implies a solution with optimal return
n for the Max PCB instance I ′ and vice versa. �

By Theorem 1 we obtain the following result.

Theorem 3 For every fixed m there is a pseudo-polynomial algorithm that solves
Max PCB in time O(n · m · ∏m

j=1 c j ) ⊆ O(n · m · cmmax).
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3 Parameterized Algorithms

A parameterized problem is a pair (Π, κ), where Π is a decision problem, I the
set of all instances of Π and κ : I → N a so-called parameterization. The idea of
parameterized algorithms is to restrict the combinatorial explosion to a parameter
κ(I ) that is expected to be small for all inputs I ∈ I .

An algorithm A is an fpt-algorithm with respect to κ , if there is a computable
function f : N → N such that for every instance I ∈ I the running time of A on
I is at most f (κ(I )) · |I |O(1) or equivalently at most f (κ(I )) + |I |O(1). If there is
an fpt-algorithm with respect to κ that decides Π then Π is called fixed-parameter
tractable.

An algorithm A is an xp-algorithm with respect to κ , if there are two computable
functions f, g : N → N such that for every instance I ∈ I the running time of A on
I is at most f (κ(I )) · |I |g(κ(I )). If there is an xp-algorithm with respect to κ which
decides Π then Π is called slicewise polynomial.

For theMax PCB problemwe add a threshold value k for the return to the instance
and choose a parameter κ(I ) from the instance I , in order to obtain the following
parameterized problem.

Name: κ(I )-Partitioning Capital Budgeting (κ(I )-PCB)
Instance: An instance of Max PCB and a positive integer k.
Parameter: κ(I )
Question: Is it possible to choosem disjoint (possibly empty) portfolios X ′

1, . . . , X
′
m

from X such that for every 1 ≤ j ≤ m the prices in portfolio X ′
j do not exceed

the capacity c j and the total return of this selection is at least k?

For some instance I of the parameterized problem its size |I | can be bounded by
|I | ∈ O(n + m + n · log2(rmax) + n · log2(pmax) + m · log2(cmax) + log2(k)).

Parameterization by number of investments n Abrute force solution is to consider
all B(n) possible partitions of the n investments into disjoint nonempty subsets
(portfolios). B(n) is denoted as the nth Bell number and asymptotically grows faster
than cn for every constant c but slower than n!. For every such partition we check if
it consists of at most m sets and after sorting descending w.r.t. the sum of prices in
each set X ′

j of the partition, we compare this sumwith capacity c j . The capacities are
also assumed to be sorted, such that c1 ≥ c2 ≥ · · · ≥ cm . Every of these partitions
can be handled in O(m · log(m) + n) for sorting the X ′

j and summing up the prices.

Theorem 4 There is an fpt-algorithm that solves n-PCB in time O(B(n) · (m ·
log(m) + n)).

Parameterization by standard parameter k When choosing the threshold value of
the return as our parameter, i.e. κ(I ) = k we obtain the so-called standard parame-
terization of the problem.

Theorem 5 There is an fpt-algorithm that solves k-PCB in time 2O(k·log4(k)) + nO(1).
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Proof The Max PCB problem is equivalent to the max multiple 0–1 knapsack
problem which allows an EPTAS of parameterized running time 2O(1/ε·log4(1/ε)) +
nO(1), see [6]. By Proposition 2 in [10] we can use this EPTAS for ε = 1/2k in
order to obtain an fpt-algorithm that solves the standard parameterization of the
corresponding decision problem in time 2O(k·log4(k)) + nO(1). �

To obtain a more simple xp-algorithm we show the following observation. The
size of a set is the number of its elements and the size of a number of sets is the size
of its union.

Lemma 1 (Bounding the size of the solution)For every instance ofMax PCB there
is a feasible solution X ′

1, . . . , X
′
m of return at least k if and only if there is a feasible

solution X ′′
1 , . . . , X

′′
m of return at least k, which has size at most k.

Proof Let I be an instance of Max PCB and X ′ = X ′
1 ∪ . . . ∪ X ′

m , X
′
j ⊆ X , be a

solution which complies the capacities of every portfolio and the return
∑

xi∈X ′ ri
is at least k. If there are at least k + 1 investments in X ′ we can remove one of the
investments of smallest return r ′ and obtain a solution X ′′. The solution X ′′ still
complies the capacities of every portfolio, since X ′ did and the prices are positive
integers. Further, X ′′ has a return of at least r ′ · (k + 1) − r ′ = r ′ · k ≥ k, since all
returns are positive integers. �

Thus we can assume that |X ′
1 ∪ . . . ∪ X ′

m | ≤ k to show the following result.

Theorem 6 There is an xp-algorithm that solves k-PCB in time O(nk · B(k + 1) ·
(m · log(m) + n)).

Proof By Lemma 1 we can restrict to solutions which have size at most k. The
number of families of disjoint subsets X ′

1, . . . , X
′
m of a set X on n Elements, such

that |X ′
1 ∪ . . . ∪ X ′

m | ≤ k can be bounded as follows.

∑k
i=1

(n
i

)
B(i) = ∑k

i=1

(k
i

)
(k−i)!n!
k!(n−i)! B(i)

i≤k≤ n!
(n−k)!

∑k
i=1

(k
i

)
B(i) ≤ n!

(n−k)! B(k + 1)
≤ nk B(k + 1)

Every of these families can be handled in time O(m · log(m) + n). �

Parameterization by the sum of capacities
∑m

j=1 c j From a practical point of view
choosing k as a parameter is not useful, since a large return of the portfolio X ′ violates
the aim that a good parameterization is small for every input. Sowe suggest it is better
to choose other parameters, e.g. κ(I ) = ∑m

j=1 c j .
By assuming that we have one portfolio of capacity

∑m
j=1 c j using Theorem 1 in

[5] we can bound the number of investments w.r.t. the sum of all capacities.

Lemma 2 (Bounding the size of the inut) Every instance of Max PCB can be
transformed into an equivalent one, such that n ∈ O((

∑m
j=1 c j ) · log(∑m

j=1 c j )).

Thus by Theorem 4 we get the following result.
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Theorem 7 There is an fpt-algorithm that solves the (
∑m

i=1 c j )-PCB problem in
time O(B(O((

∑m
j=1 c j ) · log(∑m

j=1 c j ))) · (m · log(m) + n)).

Parameterization by number of portfolios m When choosing κ(I ) = m the para-
meterized problem does not allow an fpt-algorithm and even no xp-algorithm with
respect to m since both would imply a polynomial time algorithm for every fixed m.
But even for m = 1 the problem is NP-hard [8].

Theorem 8 There is no xp-algorithm that solves m-PCB, unless P = NP.

Parameterization by combined parameters In the case of hardness with respect
to some parameter � a natural question is whether the problem remains hard for
combined parameters, i.e. parameters (�, �′) that consists of two or even more parts
of the input.

By Theorem 1 the (m, cmax)-PCB problem is fixed-parameter tractable with run-
ning time O(m · n · cmmax) ⊆ O(cmmax · |I |2).

Further we add the parameter val(I ) =“length of the binary encoding of maxi-
mum number within I”. By Theorem 3 we obtain a parameterized running time
of O(m · n · cmmax) ⊆ O(|I |2 · (2val(I ))m) ⊆ O(2m·val(I ) · |I |2). Thus the (m, val(I ))-
PCB problem is fixed-parameter tractable.

Finally for the parameter (m, n) we can apply the result of [7], which implies that
integer linear programing is fixed-parameter tractable for the parameter ”number of
variables”. Thus by BIP (1)–(4) the (m, n)-PCB problem is fixed-parameter tractable
with running time O((n · m)O(n·m) · |I |).
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Upper Bound for the Capacitated
Competitive Facility Location Problem

V.L. Beresnev and A.A. Melnikov

Abstract We consider the capacitated competitive facility location problem
(CCFLP) where two competing firms open facilities to maximize their profits
obtained from customer service. The decision making process is organized as a
Stackelberg game. Both the set of candidate sites where firms may open facilities
and the set of customers are finite. The customer demands are known, and the total
demand covered by each of the facilities can not exceed its capacity. We propose the
upper bound for the leader’s objective function based on solving of the estimating
MIP.

1 Introduction

Competitive location models form a wide class of optimization problems [2, 6,
7]. In contrast to classic facility location problems, these models consider several
competitors acting in a common space and having objective functions, which are
usually in conflict with each other. In this paper we deal with competition of two
firms, which open their facilities aiming to capture customers and maximize profit
from their serving. The decision making process is organized in a Stackelberg game
framework [10]. It assumes that competitors are not equal in rights. One of them,
called a leader, decides, where to open his facilities first. The second firm, called a
follower, knows the leader’s decision and uses this information when opens its own
facilities at the second step. After the decisions are made, each customer chooses the
firm to be served by.

There is a number of customer behavior models depending on the kind of service
the facilities provide and many other factors [9]. Similar to the model of the facility
location with order [4], we assume that each customer has known preferences. The
firm which opens the most preferable facility for the customer captures him.
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After customers have chosen the firm to be served by, each firm assigns facilities
to serve the captured customers. In our model both leader and follower use a free
choice of suppliers rule [2]. According to this rule, firm can serve the customer only
with a facility which ismore preferable for him than any of the competitor’s facilities.
To satisfy the customer’s demand, the facility must provide him a known quantity of
goods. The capacity of facilities is assumed to be bounded. Since the total demand
satisfied by the facility can not exceed facility’s capacity, some customers may be
ignored. The problem is to find a location and a supply scheme for the leader’s
facilities maximizing his profit anticipating the follower’s rational reaction.

The rest of the paper is organized as follows. In Sect. 2 we give a bilevel integer
linear mathematical model of the problem. In Sect. 3 we show that the CCFLP can be
represented as a problem of maximization of a pseudo–boolean function, depending
only on the leader’s facilities location. The upper bound for this function is presented
in Sect. 3 as well. Section4 concludes the paper.

2 Mathematical Model

In the mathematical model of the CCFLP we will use the following entities:
Index sets:

I = {1, . . . ,m} set of locations (candidate facility sites);
J = {1, . . . , n} set of customers.

Parameters:
fi fixed cost of opening a leader’s facility i ∈ I ;
gi fixed cost of opening a follower’s facility i ∈ I ;
pi j profit of the leader’s facility i ∈ I obtained from a customer j ∈ J ;
qi j profit of the follower’s facility i ∈ I obtained from a customer j ∈ J ;
ai j demand of the customer j ∈ J for products of the leader’s facility i ∈ I ;
bi j demand of the customer j ∈ J for products of the follower’s facility i ∈ I ;
Vi capacity of the leader’s facility i ∈ I ;
Wi capacity of the follower’s facility i ∈ I .

Variables:

xi =
{
1, if the leader opens facility i
0, otherwise

; zi =
{
1, if the follower opens facility i
0, otherwise

;

xi j =
{
1, if the leader’s facility i serve the customer j
0, otherwise

;

zi j =
{
1, if the follower’s facility i serve the customer j
0, otherwise

.

We assume that the preferences of the customer j ∈ J are represented with linear
order � j on the set I . The relation i1 � j i2 shows that either facility i1 is more
preferable for j than i2 or i1 = i2. If i1 �= i2 and i1 � j i2, we use denotation i1 � j i2.

Given j ∈ J , we denote the most and the least preferable facilities for j from the
nonempty set of facilities K with α j (K ) and ω j (K ) correspondingly. For a nonzero
boolean vector x = (xi ), i ∈ I we assume that α j (x) = α j ({i ∈ I |xi = 1}).
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It is assumed that firms use a free choice of suppliers rule for facilities assignment.
If we are given with boolean vectors x and z corresponding to the leader’s and
the follower’s facilities locations respectively, then, following this rule, the leader’s
facility i ∈ I can serve a customer j ∈ J iff i � j α j (z). Similarly, the follower’s
facility i ∈ I can serve a customer j ∈ J iff i � j α j (x).

Now we can formulate the model of CCFLP:

max
(xi ),(xi j ),(z̃i ),(̃zi j )

{
−

∑

i∈I
fi xi +

∑

j∈J

∑

i∈I
pi j xi j

}
, (1)

z̃i +
∑

k|i� j k

xk j ≤ 1, i ∈ I, j ∈ J ; (2)

xi ≥ xi j , i ∈ I, j ∈ J ; (3)

∑

j∈J

ai j xi j ≤ Vi , i ∈ I ; (4)

xi , xi j ∈ {0, 1}, i ∈ I, j ∈ J ; (5)

(z̃i ), (̃zi j ) — optimal solution of the follower’s problem: (6)

max
(zi ),(zi j )

{
−

∑

i∈I
gi zi +

∑

j∈J

∑

i∈I
qi j zi j

}
, (7)

xi + zi ≤ 1, i ∈ I ; (8)

xi +
∑

k|i� j k

zk j ≤ 1, i ∈ I, j ∈ J ; (9)

zi ≥ zi j , i ∈ I, j ∈ J ; (10)

∑

j∈J

bi j zi j ≤ Wi , i ∈ I ; (11)

zi , zi j ∈ {0, 1}, i ∈ I, j ∈ J. (12)

We denote the upper level problem (1)–(6) with L and the lower level problem
(7)–(12) withF . For the problem (1)–(12) we use the denotation (L ,F ).

The objective function (1) of the problem L expresses the value of the leader’s
profit and consists of two components. The first one is the cost of facilities to be
opened, and the second summand represents the income collected by them. The
problem F may have a number of optimal solutions for some feasible solution of
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the problem L . We assume that in this situation the follower cooperates with the
leader and chooses the solution, which maximizes (1). Constraints (2) ensure that the
leader serve the customer with a facility which is more preferable for the customer
than each of the follower’s facilities. Also these constraints ensure that the customer
is served with not more than one leader’s facility. The constraints (3) guarantee that
customers are served with open facilities. Inequalities (4) ensure that total demand
covered by the facility doesn’t exceed its capacity. The objective function and the
constraints of the problemF have similarmeaning. Additional constraint (8) ensures
that the facility can’t be opened by both firms simultaneously.

3 Upper Bound

Note that given boolean vector x = (xi ), i ∈ I , we can obtain the corresponding
feasible solution (X, Z), X = ((xi ), (xi j )), Z = ((zi ), (zi j )) of the problem (L ,F )

and calculate the value of its objective function in two steps.
At the first step we solve the problem F with given x = (xi ), i ∈ I and get an

optimal value of its objective function, F∗. At the second step we solve the auxiliary
problem (1)–(5), (8)–(12), with additional constraint

−
∑

i∈I
gi zi +

∑

j∈J

∑

i∈I
qi j zi j ≥ F∗.

Consequently, the problem (L ,F ) can be represented as a problem of pseudo–
boolean function maximization. To calculate the value of that function f (x) on the
boolean vector x = (xi ), i ∈ I we are to solve the problem F and the auxiliary
problem. This operations provide a corresponding feasible solution of the problem
(L ,F ) as well.

Consider the problem of calculation of the upper bound for the pseudo–boolean
function f (x), x = (xi ), i ∈ I . We call a vector y = (yi ), i ∈ I which elements take
values 0, 1, and uncertain value ∗ by partial solution. For the partial solution y =
(yi ) we define sets I 0(y) = {i ∈ I | yi = 0} and I 1(y) = {i ∈ I | yi = 1}. Partial
solution y = (yi ) defines the set of boolean vectors x = (xi ) such, that xi = yi for all
i ∈ I 0(y) ∪ I 1(y). We denote this set with P(y) and the problemL with additional
constraints xi = yi for i ∈ I 0(y) ∪ I 1(y) withL (y).

To calculate an upper bound for the pseudo–boolean function f (x), where x ∈
P(y) for some partial boolean vector y, firstly we relax the problem (L (y),F ) by
removing the lower level problem F and its variables. The resulting MIP, which
we will address as an estimating problem, models the situation where the leader is a
monopolist. Its optimal solution is a valid upper bound,which is actually significantly
overestimated. We extend the estimating problem with additional inequalities to
make it more accurate. These inequalities are satisfied by any feasible solution of the
problem (L (y),F ) but reduce the feasible region of the estimating problem.
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We adapt the method from [1, 3] to formulate the additional constraints of the
estimating problem. Given j ∈ J we build a set I j (y) ⊆ I with the following prop-
erty: if x ∈ P(y) and α j (x) /∈ I j (y), then the follower opens some facility which
is more preferable for j than α j (x). Given a partial solution y = (yi ), i ∈ I and a
customer j ∈ J , let us formulate the rule for determining if a facility i ∈ I belongs
to the set I j (y) or not.

Consider the set N j (i) = {k ∈ I |k � j i} of facilities which are more preferable
for j than i . We suppose that i /∈ I j (y) if yi = 0 or i is less preferable than some
leader’s facility which is open in partial solution y, i.e. N j (i) ∩ I 1(y) �= ∅. If i is the
most preferable facility for j , i.e. N j (i) = ∅, then i ∈ I j (y).

Let N j (i) �= ∅ and N j (i) ∩ I 1(y) = ∅. Consider the set of customers, which can
be captured only with the facility from the set N j (i):

J (i) = {s ∈ J |∀k ∈ I if k �s αs(I
1(y) ∪ {i}), then k ∈ N j (i)}.

Note, that j ∈ J (i). For each k ∈ N j (i) consider the set

J (k, i) = { j ∈ J (i)|k � j α j (I
1(y) ∪ {i})}

of customers from J (i), which the facility k is able to capture. We suppose that
i /∈ I j (y) if there exists a subset of customers S ⊆ J (k, i) that makes the facility k
profitable for the follower, i.e. gk <

∑

j∈S
qk j andWk ≥ ∑

j∈S
bk j . If there is no k ∈ N j (i)

with a mentioned property, then i ∈ I j (y).

Lemma 1 Let y be an arbitrary partial solution, (X, Z̃), X = ((xi ), (xi j )), Z̃ =
((̃zi ), (̃zi j )) be a feasible solution of the problem (L (y),F ), and x = (xi ), z̃ = (z̃i ).
Then for each j ∈ J if α j (x) /∈ I j (y), then

∑
k∈N j (α j (x))

z̃k > 0.

Lemma1 allows us to formulate additional constraints to strengthen the estimating
problem.Consider arbitrary j1, j2 ∈ J and i1 ∈ I .Note that here j1 and j2 are allowed
to be equal. Suppose that i1 is the most preferable leader’s facility for the customer
j1 but i1 /∈ I j1(y). Then from Lemma 1 there is an open facility of the follower in
the set N j1(i1). Constraints (2) guarantee that in this case xi j2 = 0 for any i ∈ I such
that ω j2(N j1(i1)) � j2 i .

The resulting estimating problem is written as follows:

max
(xi ),(xi j ),(ti j )

{
−

∑

i∈I
fi xi +

∑

j∈J

∑

i∈I
pi j xi j

}
, (13)

xi ≥ xi j , i ∈ I, j ∈ J ; (14)

∑

j∈J

ai j xi j ≤ Vi , i ∈ I ; (15)

xi ≥ ti j , i ∈ I, j ∈ J ; (16)
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∑

i∈I
ti j = 1, j ∈ J ; (17)

xi +
∑

k|i� j k

tk j ≤ 1, i ∈ I, j ∈ J ; (18)

1 − ti1 j1 +
∑

i∈I j1 (y)
ti j1 ≥

∑

k|ω j2 (N j1 (i1))� j2 k

xk j2 , i1 ∈ I, j1, j2 ∈ J ; (19)

xi = yi , i ∈ I 0(y) ∪ I 1(y); (20)

xi , xi j , ti j ∈ {0, 1}, i ∈ I, j ∈ J. (21)

Due to inequalities (16)–(18) the new boolean variable ti j , i ∈ I , j ∈ J takes
the value 1 iff i = α j (x). Constraints (19) implement the following consequence
of Lemma 1: if i1 = α j1(x) and i1 /∈ I j1(y), then xk j2 = 0 for each k such that
ω j2(N j1(i1)) � j2 k.

Let X0 = ((x0i ), (x
0
i j )), T

0 = (t0i j ) be an optimal solution of the estimation prob-
lem (13)–(21) and B(X0, T 0) be an optimal value of its objective function (13).

Theorem 1 The inequality maxx∈P(y) f (x) ≤ B(X0, T 0) holds.

4 Conclusion

We have shown, that CCFLP can be represented in the form of maximization of the
implicitly given pseudo–boolean function f (x) depending onm boolean variables. It
allows to apply methods based on local search ideas [5, 8] for obtaining approximate
solutions. For the considered function f (x),where x ∈ P(y) for somepartial solution
y = (yi ), i ∈ I , we propose the method of the upper bound calculation. The method
consists in formulating and solving of the estimation MIP. Supposed approach of the
upper bound calculation may be used in the exact procedure based on the branch–
and–bound scheme [1, 3].
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The Onset of Congestion in Charging
of Electric Vehicles for Proportionally
Fair Network Management Protocol

Ľuboš Buzna

1 Introduction

With the expected uptake of electric vehicles in the near future, we are likely to
observe overloading in the local distribution networks more frequently. Such devel-
opment suggests that a congestion management protocol will be a crucial component
of future technological innovations in low voltage networks. An important property
of a suitable network capacity management protocol is to balance network efficiency
and fairness requirements. Assuming a stochastic model, we study the proportional
fairness (PF) protocol managing the network capacity in charging of electric vehi-
cles. We explore the onset of congestion by analysing the critical arrival rate, i.e. the
largest possible vehicle arrival rate that can still be fully satisfied by the network.
We compare the proportionally fair management protocol with the max-flow (MF)
management protocol. By numerical simulations on realistic networks, we show that
proportional fairness leads not only to more equitable distribution of power allo-
cations, but it can also serve slightly larger arrival rate of vehicles. We consider
simplified setup, where the power allocations are dependent on the occupation of
network nodes, but they are independent of the exact number of vehicles, and to
validate numerical results, we analyse the critical arrival rate on a network with two
edges, where the optimal power allocations can be calculated analytically.

2 Optimization Model

We model the electrical distribution network as a directed rooted tree graph composed
of the node set V and edge set E . Only the root node of the tree r ∈ V injects the
power into the network and electric vehicles can be plugged into all other nodes. By

Ľ. Buzna (B)
University of Žilina, Univerzitná 8215/1, 01026 žilina, Slovakia
e-mail: lubos.buzna@fri.uniza.sk

© Springer International Publishing Switzerland 2017
K.F. Dœrner et al. (eds.), Operations Research Proceedings 2015,
Operations Research Proceedings, DOI 10.1007/978-3-319-42902-1_13

95
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the symbol � ( j) we denote the subtree rooted in the node j ∈ V . An edge ei j ∈ E
connects node i to node j , where i is closer to the root than j , and is characterised
by the impedance Zi j = Ri j + i Xi j , where Ri j is the edge resistance and Xi j the
edge reactance. The power loss along edge ei j is given by Si j (t) = Pi j (t) + i Qi j (t),
where Pi j (t) is the real power loss, and Qi j (t) the reactive power loss. We model car
batteries as elastic loads (i.e. able to absorb any value of power they are allocated).
Electric vehicle l = 1, . . . , N (t) receives only active power Pl(t), where N (t) is the
number of vehicles charging at time t . Value Δil(t) is one if electric vehicle l is
charging on node i and zero otherwise. Vehicle l derives a utility Ul(Pl(t)) from the
allocated charging power Pl(t). Let P�( j) denote the active power, and Q�( j) the
reactive power consumed by the subtree � ( j) that include power consumed by all
vehicles connected to the subtree and power losses dissipated on edges of the subtree.
By the symbol Vi (t), we denote the voltage level on the node i ∈ V . We allocate the
power to electric vehicles by maximizing the aggregate utility U (t), while making
sure that all nodal voltages are within the interval ((1 − α)Vnominal, (1 + α)Vnominal),
where α is a parameter and Vnominal is the nominal voltage level the network is
operated on (for more details see Ref. [1]):

maximise
W (t)

U (t) =
N (t)∑

l=1

Ul(Pl(t)) (1)

subject to ((1 − α)Vnominal)
2 ≤ Wii (t) ≤ ((1 + α)Vnominal)

2 , i ∈ V, (2)

Wi j (t) − Wj j (t) − P�( j)(t)Ri j − Q�( j)(t)Xi j = 0, ei j ∈ E, (3)
(
Wii (t) Wi j (t)
Wji (t) Wj j (t)

)

� 0, ei j ∈ E . (4)

With every edge ei j ∈ E is associated one decision variable Wi j (t) that it is equal
to the product of real voltages on edge nodes, i.e. Wi j (t) = Vi (t)Vj (t) and simi-
larly with every node i ∈ V is associated variable Wii (t) = Vi (t)2. The generalized
inequality (4) means that matrices are positive semidefinite. Constraints (2) ensure
that all nodal voltages are within the defined limits. Constraints (3)–(4) have been
derived in reference [1] and they encode relations between decision variables Wi j (t),
power allocations Pl(t) and power losses along edges that arise from Kirchhoff’s
current and voltage laws, where:

P�(k) =
∑

i∈V�(k)

N (t)∑

l=1

Δil(t)Pl(t) +
∑

i∈V�(k)

∑

j :ei j∈E�(k)

Pi j (t), (5)

and

Q�(k) =
∑

i∈V�(k)

∑

j :ei j∈E�(k)

Qi j (t), (6)
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where power losses along edge ei j ∈ E can be expressed as:

Pi j (t) = (
Wii (t) − 2Wi j (t) + Wj j (t)

) Ri j

R2
i j + X2

i j

, (7)

and

Qi j (t) = (
Wii (t) − 2Wi j (t) + Wj j (t)

) Xi j

R2
i j + X2

i j

. (8)

We consider the proportional fair allocation representing a trade-off between
network throughput and equality in allocations [2], that maximizes the sum of the
logarithm of user rates, i.e. U (t) = ∑N (t)

l=1 log(Pl(t)). Computationally it is more
practical to use the equivalent definitionU (t) = ∑

i∈V+ wi (t) log(Pi(t)), where Pi(t)
is power allocated to network node i , V+ is the subset of nodes with at least one
charging vehicle, and wi (t) is a number of vehicles charging at node i at time t ,
i.e. wi (t) = ∑N (t)

l=1 Δil(t). Values Pl(t) can be then recovered from Pl(t) = Pi(t)
wi (t)

.
As a benchmark representing the efficient network throughput, we consider non-
unique max-flow allocation given by U (t) = ∑N (t)

l=1 Pl(t), where we optimise the
system whenever the configuration of vehicles changes. Max-flow maximizes the
network throughput, however, it can leave some users with zero power, which can
be considered as unfair from the user point of view. Both problems are convex, and
hence can be solved by general purpose optimization solvers.

To study the behaviour of proportional fairness and max-flow, we implemented a
discrete simulator that solves the problem (1)–(4) in discrete time steps. Simulations
start with empty network. Vehicles arrive to the network in continuous time, following
a Poisson process with rate λ, and choose node to charge randomly with uniform
probability. Vehicles have a battery with capacity B that is empty at arrival and leave
the network when it is full. The level of battery is given by the time integral of
allocated power.

3 Results

3.1 Numerical Experiments

We simulate vehicles charging on the realistic SCE 47-bus network [3] while set-
ting Vnominal = B = 1.0 and α = 0.1. In order to characterize the behaviour of the
network, we adopt the congestion parameter [4]:

η(λ) = lim
t→∞

1

λ

〈ΔN (t)〉
Δt

, (9)

where ΔN (t) = N (t + Δt) − N (t) and 〈. . . 〉 indicates an average over time window
of length Δt . Congestion parameter η(λ) = 0 when all cars leave the network fully
charged within a large enough time window, and η(λ) > 0, when some vehicles
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Fig. 1 a Congestion parameter η as a function of the vehicle arrival rate for the SCE 47-bus network
and for the simulation time horizon of 1.5 × 104. b Zoom of the critical region for longer horizon
of 105 time units. Symbols show average values over an ensemble of 25 independent runs and error
bars reflect 95 % confidence intervals

have to wait for increasingly long times to fully charge, i.e. the network is congested.
Simulation results in Fig. 1 show that the largest value of the arrival rate λc, when
all vehicles are still fully charged, is larger for proportional fairness than for max-
flow, meaning that proportional fairness is able to charge slightly larger number of
vehicles.

3.2 Onset of Congestion in 2-Edge Network

To validate analytically that λc can be different in both methods, we analyse a three-
node and two-edge network with node 1 (root node), and vehicles arriving at node 2
(the closest node to the root), and at node 3 (the leaf node), respectively, assuming
uniform R and X values.

The two congestion control methods lead to different allocations of instantaneous
power, with vehicles charging in different order and in different time intervals. The
voltage drops with the increasing distance from the root and the lower voltage limit
(constraint (2)) is fulfilled at equality for one node. The objective function of pro-
portional fairness guaranties that both nodes (if occupied by vehicles) will receive
positive power allocation. Thus, the lower voltage limit constraint is satisfied at equal-
ity on the most distant node from the root. In max-flow, however, the maximisation
of the aggregate power allocated to vehicles implies also minimising instantaneous
power losses, and this is achieved by allocating all power to the closest occupied
node from the root node.

Note that optimal max-flow allocation is independent of how many vehicles are
charging on each node. To simplify our analysis, we set wi to value one if at least one
vehicle is charging at node i , and zero otherwise for i ∈ 2, 3, and thus proportional
fair optimal power allocations will be also independent of the number of vehicles
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on each node. For this simplified setup we can easily estimate the critical value λc

analytically.
Under our assumptions, for 2-edge network the problem (1)–(4) can be solved

analytically. Optimal power allocation of max-flow at the node i ∈ {2, 3} is:

PMF
i = 2α(1 − α)V 2

nominal

(i − 1)R
. (10)

Optimal proportional fair power allocations are:

PPF
2 = 2V 2

nominal(3
√

γ − γ )

9R
and PPF

3 = (1 − α)V 2
nominal(

√
γ + 3α − 3)

3R
, (11)

where γ = 2
√

α2 − α + 1|α − 2| + 2α2 − 5α + 5. When deriving the value λc, we
assume a time interval Δt that is composed of two subintervals ti , when vehicles
situated at node i ∈ {2, 3} are charged. Within this time interval the demand arriving
at each of the nodes (i.e. BλcΔt

2 ) has to be the same as the energies PMF
2 t2 and PMF

3 t3
that max-flow is able to deliver at nodes 2 and 3, respectively. From here we obtain:

λMF
c = PMF

2

B
2 (

PMF
2

PMF
3

+ 1)
. (12)

Similarly, for proportional fairness we obtain:

λPF
c = PMF

3

B
2 (

PMF
3

PPF
2

− PPF
3

PPF
2

+ 1)
. (13)

We set parameters R = X = B = Vnominal = 1.0 andα = 0.1, yielding theoretical
predictions λMF

c = 0.12 and λPF
c ≈ 0.1222. Thus, our analyses show that propor-

tional fairness may support slightly larger arrival rate, giving support to our numerical
simulation on realistic electrical networks. To validate our analyses, we simulated
max-flow and proportional fair protocols in 2-edge network with two λ values. When
λ < λc number of vehicles is oscillating, while for λ > λc it has a tendency to grow
(see Fig. 2). Thus, numerical results are in good agreement with calculated values.

4 Conclusions

The main contribution of this paper is that we showed analytically that PF can accom-
modate larger arrival rate than MF. This result is surprising, because common expec-
tation is that efficiency of the system comes at the expense of the increased inequal-
ity [5]. However, it should be noted that here we optimise the dynamic system over
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Fig. 2 Representative time series for the 2-edge network. Panel a shows that for λ = 0.119 the max-
flow supplies all vehicles, whereas in panel b, for λ = 0.121, it is congested being in the agreement
with the calculated value λMF

c = 0.12. Panel c shows that for λ = 0.122 the proportional fairness
is supplying all vehicles, whereas in panel d, for λ = 0.123, it is congested being in the agreement
with the calculated value λPF

c ≈ 0.1222

a certain time period and our optimisation model is not dynamic, hence, it is only a
heuristic.
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A Comparison of Heuristic Methods
for the Prize-Collecting Steiner Tree Problem
and Their Application in Genomics

Murodzhon Akhmedov, Ivo Kwee and Roberto Montemanni

Abstract The prize-collecting Steiner tree (PCST) problem is a broadly studied
problem in combinatorial optimization. It has been used to model several real world
problems related to utility networks. More recently, researchers have started using
PCSTs to study biological networks. Biological networks are typically very large
in size. This can create a considerable challenge for the available PCST solving
methods. Taking this fact into account, we have developedmethods for the PCST that
efficiently scale up to large biological network instances. Namely, we have devised a
heuristic method based on the Minimum Spanning Tree and a matheuristic method
composed of a heuristic clustering phase and a solution phase. In this work, we
provide a performance comparison for these methods by testing them on large gene
interaction networks. Experimental results are reported for the methods, including
running times and objective values of the solutions.

1 Introduction

The prize-collecting Steiner tree is a well known problem in combinatorial optimiza-
tion and graph theory. Within the concept of the PCST, given an undirected network
G = (V ,E), where nodes are associated with prizes pj ≥ 0 and arcs are associated
with costs ce > 0, the goal is to construct a sub-graph G′ = (V ′,E′) that has a tree
structure. The researchers have studied different variants of the PCST problem in
the literature. One of the broadly studied variant is known as Goemans–Williamson
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Minimization [1], where the objective is to identify a tree for a given graph by mini-
mizing the total cost of arcs in a tree andminimizing the total prize of nodes excluded
from the tree. This corresponds to the minimization of the following expression:

GW(G′) =
∑

e∈E′
ce +

∑

v/∈V ′
pv (1)

The PCST has been successfully applied to model several real-world problems
in utility networks. Recently, researchers have realized its application to biological
networks for discovering the hidden knowledge [2]. Based on this idea, we have
applied the PCST to gene interaction networks, where nodes correspond to genes
and arcs represent the mutual information between genes. The PCST potentially
captures the portion of graphs where genetic aberrations and mutations are highly
present. Basically, biological interaction networks are large in size, and this can
be remarkable challenge for existing PCST methods. By considering this fact in our
previous studies, we have developedmethods for the PCST that efficiently scale up to
large biological network instances for analyzing the function of genes. In this work,
we extensively test previously developed methods on generated gene interaction
networks, and compare their performance on large networks.

2 Related Work

The pioneeringworkwas performed by [3] in the PCST literature. The nodeweighted
Steiner tree problem was proposed in [4], in which the specific set of nodes have to
be covered by output tee. The state-of-the-art exact methods were presented in [5,
6], where the PCST was formulated by means of mixed integer linear programming
(MILP) and a branch-and-cut algorithms was employed to solve underlining MILP.
Some heuristic and matheuristic algorithms were studied in [1, 7, 8].

There some studies in the literature [2, 9–11] that already applied the PCST for
functional analyses of protein interaction networks. As a result of these studies,
the authors identified unknown functions of some proteins. They validated their
computational findings by biological experiments. This shows the potential of the
PCST to generate promising results while analyzing interaction networks.

3 Methodology

Usually, biological interaction networks are complex and huge in size. The PCST
belongs to the class of NP-hard problems, where it is time consuming to obtain
solutions for large graphs. This was the primary limiting factor for available PCST
methods being applied on gene interaction networks. To enable the application of
the PCST on biological networks, we have developed a heuristic and a matheuristic
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solution methods in our previous studies. The methods are shortly outlined in the
following subsection.

3.1 The MST-Based Heuristic

This heuristic method is based on the iterative solution of Minimum Spanning Tree
(MST) problems. Given an undirected network G = (V ,E) and a user-defined para-
meter α, the heuristic constructs a complete network G1 = (V1,E1) within the first
iteration, where V1 : v only composed of nodes with pv > α and E1 : (i, j) corre-
sponds to the shortest path distance between nodes i and j. The algorithm starts
solving the problem by considering the nodes with prize p(v) ≥ α at the first itera-
tion. Afterwards, the algorithm solves a MST onG1 and obtains a tree T1 = (V

′
1,E

′
1)

with the cost of C1. In the second iteration, the heuristic constructs next complete
network G2 = (V2,E2), where V2 : v formed by all nodes of tree from previous iter-
ation v ∈ V

′
1, and E2 : (i, j) corresponds to the shortest path distance between nodes i

and j. Again, the algorithm computes a MST on G2 and obtains a tree T2 = (V
′
2,E

′
2)

with the cost of C2. If C2 ≥ C1, the algorithm terminates. Otherwise, the heuristic
continues generating complete graph and solving MST problems until the cost of
current tree gets bigger or equal to the cost of the previous tree. Then, the algorithm
prunes the leaf nodes of the tree in order to further decrease the cost, and obtains final
solution. The interested reader may refer to [12] for further details of the heuristic
method.

3.2 The Clustering Matheuristic

The matheuristic algorithm was devised by combination of a heuristic clustering
algorithm and an exact PCST solver. The main idea of the matheuristic was to divide
the large graph into smaller graph clusters, and to solve each cluster separately using
exact solver. The heuristic clustering algorithm clusters the nodes according to the
all-pairs shortest path distance. Then, smaller graphs are constructed by inducing
the nodes in the same cluster. Every smaller graph is solved by using exact PCST
solver. Important to note that any exact solver could be used as inner solver at this
stage. We have adapted the method proposed by [5] to our approach, and used it as
an exact solver due to its efficiency. In [5], the PCST was formulated by MILP, and
a branch-and-cut algorithm was proposed to solve the formulation. The interested
reader may refer to [13] for further explanation of the matheuristic method.
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4 Experimental Results

In this section, we test the MST-based heuristic and the clustering matheuristic
method on large gene interaction network instances, and compare their performance.
The benchmark instances are generated based on gene expression profiling data of
Diffuse Large B-Cell Lymphoma (DLBCL) cancer patients available online in Gene
Expression Omnibus repository.1 There two subtypes of DLBCL cancer that are: the
germinal center B cell (GCB) and an activated B cell (ABC). The goal is to identify
a set of genes that are relevant for subtype classification. The networks are generated
by using the multiplicative model of ARACNE [14] algorithm, which is a powerful
tool for the reconstruction of gene interaction networks. ARACNE uses the mutual
information among genes for the network reconstruction. We used two parameters
(eps = 0.01, eps = 0.05) fed into ARACNE in order to generate the test instances.
In these networks, every arc represents the interaction between two genes and its
weight is labeled as the pairwise correlation of expression values of genes. Each
node is labeled with prize pv = |EABC − EGCB|, where EABC and EGCB are the mean
value of gene expression of ABC and GCB cancer patients for corresponding gene,
respectively. All of the nodes have positive prize pv > 0 in generated instances.

The computational experiments have been performed on amachine equippedwith
an Intel(R) Xeon(R) CPU E5320 1.86GHz processors and 32 GB of shared memory.
A single core was used for the experiments.

Table1 summarizes the results of both methods for gene interaction network
instances generated with the parameter eps = 0.01. The first three columns of the
table show the names and the sizes of test instances, respectively. From the fourth
to the ninth columns we report the objective values and running times of the MST-
based heuristic method [12], in which the algorithm employs different values for
the parameter α. The tenth and eleventh columns present the objective values and
execution times of the clustering matheuristic method [13].

Table2 delivers the results of theMST heuristic and clustering matheuristic meth-
ods for interaction network instances generated with the parameter eps = 0.05.

According to the results of the tables, both methods, the MST heuristic and clus-
teringmatheuristic, were able to provide solutions in a reasonable time. The solutions
obtained by the clustering matheuristic are considerably better than the MST heuris-
tic in terms of solution cost for these instances. The MST heuristic also was able to
obtain good quality solutions, and the running times of the instances are improved
by decreasing the parameter α. The primary reason for elaborated execution times is
the decay in parameter α, where the larger set of nodes are considered in computa-
tions during the first iteration. The general pattern of the solution cost is decreased
by lowering the α from 0.5 to 0.3 and 0.1, however, lowering the α to 0.0 did not
improve the cost further. The main reason for this is the MST heuristic was designed
for large networks that have smaller number of positive nodes pv > 0. In contrast,
the clustering matheuristic method was developed for large networks where most of
the nodes have positive prizes pv > 0. The parameter α can be used to tune a trade

1http://www.ncbi.nlm.nih.gov/geo/.

http://www.ncbi.nlm.nih.gov/geo/
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off between the quality and running time for the MST heuristic. The α can be set to a
reasonably higher value in order to analyze large interaction networks fast, and also
not losing too much from the optimality.

5 Conclusions

In this study, we have compared a MST-based heuristic and a clustering matheuris-
tic methods developed for large prize-collecting Steiner tree problems generated
from real biological data describing gene interaction networks. Experimental results
support that the performance of the clustering matheuristic is better than the MST
heuristic method in terms of solution quality for the interaction network instances,
however, MST heuristic also can be used to analyze large interaction networks in a
quick manner by tuning the α parameter.
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A Benders Decomposition Approach
for Static Data Segment Location to Servers
Connected by a Tree Backbone

Goutam Sen, Mohan Krishnamoorthy, Vishnu Narayanan
and Narayan Rangaraj

Abstract We consider the problem of allocating database segments to the loca-
tions of a content distribution network (CDN). Many other decisions such as server
location, query routing, user assignment and network topology are also addressed
simultaneously. We consider the problem with the backbone (server network) being
restricted to be a tree. Although it is an extremely hard problem to solve in its original
form, prior information on the segment allocation, server location, and the tree back-
bone, reduces the original problem to a simple assignment problem, and therefore,
indicates the suitability of a decomposition approach. We formulate the problem
and develop a Benders decomposition approach. Due to the hardness of the master
problem, we solve it heuristically to obtain a reasonable upper bound on the origi-
nal problem in a short period of time. The success of the algorithm is particularly
significant in large problems, for which CPLEX struggles to obtain even a feasible
integer solution.

1 Introduction

The problem of data location in an information network arises in a distributed archi-
tecture, in which multiple data centers store the content and serve the users. The
purpose of this architecture is to mitigate load and congestion in the network result-
ing in faster access to content. However, a service provider would like to minimize
the costs associated with the service too. Placement of data could affect the cost
of access and transfer to a significant scale. Thus, it is important to consider this
problem with the objective of minimizing the total routing costs.
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There are three possible units of allocation: files, database segments and the repli-
cas of the entire database (or, mirrors). The optimal solution for the file allocation
approach is hard to find due to the presence of a very large number of files. On
the other hand, considering mirror allocation leads to significant data consistency
cost and data storage cost [1]. So, an intermediate approach could be to partition
the database to several segments and locate these segments in appropriate places.
This problem is known as Segment Allocation Problem (SAP). If the segments are
non-overlapping, the updates are handled locally.

The subproblems associated with the SAP are: (a) segment allocation (b) server
location (c) the user assignment to servers (d) query routing, and (e) network topol-
ogy. All these problems (referred to here as the SAP-tree) are formulated and solved
in [6] by using concepts from hub location. The hubs (or data servers) are assumed
to be connected by a tree. A file aggregation heuristic [5] is used to pre-compute the
segments prior to considering the SAP-tree (a)–(e). A mixed-integer linear program-
ming (MILP) formulation, which is adapted from the well-known “tree of hubs”
problem [2], is presented. They also develop a simulated annealing approach for
quick heuristic solutions.

In this paper, we analyze a formulation of the SAP-tree in a Benders decom-
position framework (BD-tree). As a consequence, we are able to generate upper
bounds on the optimal solution within an acceptable computational time. For the
variant of SAP with fully connected mesh backbone, upper bounds of the Benders
decomposition are reported in [5] along with an empirical performance guarantee
(percentage gap from the lower bound). In our current implementation for the vari-
ant SAP-tree, such guarantee proves very costly; therefore, we assess the quality of
the upper bounds against the CPLEX solutions, if available. Our approach provides
mathematical insights into the problem structure and complexity, and the algorithm
produces a good feasible solution in cases where CPLEX does not even find the root
relaxation within a reasonable time.

2 Formulation of the Problem SAP-Tree

In this section, we formulate the problem SAP-tree by using a 4-subscripted variable
based on the formulation given in [3]. For a graph G = (I,E); i = 1, 2, . . . , n; j =
1, 2, . . . , n; k = 1, 2, . . . , p; define: I = set of user nodes in the network G, i, j ∈ I;
P = set of database partitions or segments, k ∈ P; dij = distance between the user
nodes i and j; α = discount factor per unit inter-hub transfer cost; qik = volume of
query from user i to segment k. Define the variables: yjk = 1 if segment k is located
at data hub j, 0 otherwise; xij = 1 if user node i is assigned to the data hub j, 0
otherwise; hjl = 1 if (j, l) is a hub arc, 0 otherwise; zijlk = fraction of query from
user i to segment k, that is routed through data hubs located at j and l using tree arc
(j, l), in that order. Then, the problem can be formulated as:
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min
∑

i∈I

∑

j∈I

∑

k∈P
qikdijxij +

∑

i∈I

∑

j∈I

∑

l∈I

∑

k∈P
αqikdjlzijlk (1)

subject to
∑

j∈I
xij = 1, ∀i ∈ I, (2)

∑

j∈I
yjk = 1, ∀k ∈ P, (3)

∑

k∈P
yjk ≤ 1, ∀j ∈ I, (4)

xij ≤
∑

k∈P
yjk, ∀i, j ∈ I, (5)

hjl ≤
∑

k∈P
yjk, ∀j, l ∈ I; j < l, (6)

hjl ≤
∑

k∈P
ylk, ∀j, l ∈ I; j < l, (7)

∑

j∈I
zijlk + xil =

∑

j∈I
ziljk + ylk, i, l ∈ I, k ∈ P, (8)

zijlk + ziljk ≤ hjl ∀i, j, l ∈ I, j < l, k ∈ P, (9)
∑

l∈I
zijlk ≤

∑

k∈P
yjk ∀i, j ∈ I, k ∈ P, (10)

∑

l∈I
ziljk ≤

∑

k∈P
yjk ∀i, j ∈ I, k ∈ P, (11)

∑

j∈I

∑

l∈I
hjl = p − 1, (12)

xij, yjk, hjl ∈ {0, 1}, ∀i, j, l ∈ I, k ∈ P, (13)

zijlk ≥ 0, ∀i, j, l ∈ I, k ∈ P. (14)

Constraint (2) represents the single allocation of users to hubs. Constraint (3)
ensures that all segments are allocated, and constraint (4) prevents a hub to host more
than one segment. Constraint (5) is a link constraint between xij and yjk . Constraint (8)
is the new flow balancing constraint. We have a bunch of new link constraints in this
formulation: (6), (7), (9)–(11). Constraints (6) and (7) ensure that the small tree arcs
connect established data hubs only. Constraint (9) guarantees that the query is routed
through the tree edges only. Constraints (10) and (11) ensure that the query is routed
through the link (j–l) if these hubs are established.
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3 Benders Decomposition Approach

We identify the variables yjk and hjl as complicating variables and obtain the following
subproblem and the initialmaster problem to use in the Benders decomposition. The
reason for choosing such a decomposition is an expectation that once the tree structure
(alongwith the hub locations) is known, the distances between any two hub nodes can
be easily calculated; the remaining subproblem reduces to a simple user assignment
problem. In the following mathematical analysis, we prove that this assumption is
correct.

The Primal subproblem (PSP) consists of the objective (1), subject to con-
straints (2), (5)–(11), and variables xij ∈ {0, 1},∀i, j ∈ I; zijlk ≥ 0,∀i, j, l ∈ I,

k ∈ P. The variables yjk and hjl are fixed as ŷjk and ĥjl respectively.
We introduce a new parameter tjl to represent the distance between the data hubs

j and l in the small tree (backbone). The computation of tjl for each pair (j, l) is
done a-priori. We derive the hub set H ⊂ I from the values of ŷjk . Since there is no
user-to-user interaction, we have xij = 0, ∀i ∈ I, j ∈ I\H. Therefore, it is sufficient to
consider xij, ∀i ∈ I, j ∈ H in the formulation. Again, given the hub setH, the reduced
primal subproblem is decomposable for each i ∈ I and is denoted by PSPi-R. The
integer program of the PSPi-R can be written as follows:

min
∑

j∈H

∑

k∈P
qik(dij + αtjl)xij ∗ ŷlk (15)

subject to
∑

j∈H
xij = 1, (16)

xij ∈ {0, 1}, ∀i ∈ I\H, j ∈ H, (17)

Now,we consider the linearly relaxedPSPi-Rwith 0 ≤ xij ≤ 1. Clearly, the result-
ing LP is in standard form with only one constraint (16). Hence, the optimal solution
to the linearly relaxed PSPi-R is always integer.

Since the dual for this type of problems (PSP) is generally known to be highly
degenerate, we strengthen the values of the dual variables without affecting the value
of the objective. In the master problem (MP), we introduce a new set of connectivity
constraints (25)–(29) to ensure a spanning tree. A similar strategy is used in [3] by
using a dummy source node. We do not use any additional node. We directly adapt
the constraints from the 3-subscripted formulation in [6].

Dual of PSPi (DPSPi):

max r −
∑

j∈I
(
∑

k∈P
ŷjk)sj +

∑

l∈I

∑

k∈P
ŷlktlk −

∑

j∈I

∑

l∈I

∑

k∈P
ĥjlujlk

−
∑

j∈I

∑

k∈P
(
∑

k∈P
ŷjk)vjk −

∑

j∈I

∑

k∈P
(
∑

k∈P
ŷjk)wjk (18)
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subject to r − sj +
∑

k∈P
tjk ≤

∑

k∈P
qikdij, ∀j ∈ I, (19)

tjk − tlk − ujlk − vjk − wlk ≤ αqikdjl, ∀j, l ∈ I, j < l, k ∈ P (20)

tjk − tlk − uljk − vjk − wlk ≤ αqikdjl, ∀l, j ∈ I, j > l, k ∈ P (21)

sl ≥ 0, ujlk ≥ 0, vjk ≥ 0,wjk ≥ 0, r, tjk ∈ R, ∀j ∈ I, l ∈ I, k ∈ P. (22)

Master Problem (MP): min
∑

i∈I
ηi (23)

subject to

ηi ≥ r −
∑

j∈I
(
∑

k∈P
yjk)sj +

∑

l∈I

∑

k∈P
ylktlk −

∑

j∈I

∑

l∈I

∑

k∈P
hjlujlk −

∑

j∈I

∑

k∈P
(
∑

k∈P
yjk)vjk

−
∑

j∈I

∑

k∈P
(
∑

k∈P
yjk)wjk, ∀i ∈ I, (r, s, t, u, v,w) ∈ θ (24)

subject to (3), (4), (6), (7), (12), and

∑

j∈I
xj = 1, (25)

xj ≤
∑

k∈P
yjk,∀j ∈ I, (26)

zjl + zlj ≤
∑

k∈P
qikhjl, j, l ∈ I; l > j, (27)

∑

i∈I
ηi ≤ UB(1 − ε), (28)

∑

l∈I
zjl −

∑

l∈I
zlj =

∑

k∈P
qikxj −

∑

k∈P
qikyjk,∀j ∈ I, (29)

xj ∈ {0, 1}, zjl ≥ 0, ηi ≥ 0, yjk ∈ {0, 1}, hjl ∈ {0, 1},∀i, j, l ∈ I, and k ∈ P. (30)

We denote θ as the set of extreme points of theDPSPi,∀i ∈ I . TheMP formulation
guarantees a spanning tree only for integer hjl. Since hjl (of the order of n2) dominates
the number of integer variables, the MP proves to be a major bottleneck to the
algorithm’s performance. Therefore, we develop a heuristic approach to solve the
MP. Consequently, MP does not provide a lower bound on the original problem
anymore.

The constraint (28) is due to ε-optimal BD algorithm in [4]. MP is solved in
CPLEX till the first feasible solution is found. If the program is infeasible, the upper
bound (UB) obtained by solving the previous DPSPs is within ε% of the optimal



114 G. Sen et al.

solution, and the algorithm terminates with a proof of the quality of theUB. However,
this schemehas a drawback. Since thefirst feasible solution canbeweak, it is expected
to take a large number of iterations to terminate.

Algorithm 1 Benders Decomposition Algorithm (BD-tree)
1: Iteration = 0;
2: Solve the MP to feasibility in CPLEX. Let this solution be (yfjk , h

f
jl), for all j, l ∈ I, k ∈ P. If

MP is infeasible, terminate and return the UB.
3: Solve the DPSPi for all i ∈ I with fixed (yfjk , h

f
jl). If obj(DPSP) < UB, UB = obj(DPSP).

4: Generate Benders optimality cuts (24) and add them toMP.
5: Apply RND to (yfjk , h

f
jl) to obtain an improved solution (y

′
jk , h

′
jl), if available.

6: Solve the DPSPi for all i ∈ I with fixed (y
′
jk , h

′
jl). If obj(DPSP) < UB, UB = obj(DPSP).

7: Generate Benders optimality cuts (24) and add them toMP.
8: Iteration = iteration + 1;
9: if Iteration=m then
10: return UB and terminate;
11: else
12: go to Step 2.

The first feasible solution, as obtained by running MP in CPLEX, is used as an
initial solution for a local search heuristic to find a local optimum that is expected
to produce a stronger optimality cut. The local search is descent in nature in order
to respect constraint (28). We apply a simple random neighborhood descent (RND)
algorithm that performs four types of moves by perturbing the location-allocation
schema in the present solution. The new solution is accepted in the event of cost
improvement. The tree is improved after each move by examining each arc one by
one. The moves and the tree improvement heuristic in the RND are exactly the same
to those used in the simulated annealing algorithm in [6].

4 Computational Experiments

The 3-subscripted formulation in [6] for SAP-tree is used for direct CPLEX results.
We use CPLEX 12.5 with its default settings for this purpose. TheMovieLens dataset
[5] contains information about user locations (zipcodes) and movie ratings (used
as proxy for queries). The distances between different zipcodes are calculated by
the great circle method [5]. The distance between the users in the same zipcode is
assumed to be zero, which means that queries from the same zipcode are treated as
though they emanate from one user. We consider instances ranging from 10 to 100
nodes(n), and 3 to 5 segments(p).Weuseα = {0.2, 0.4, 0.6, 0.8}. The problem instance
can be represented by a tuple (n, p, α). The parameter m (number of iterations) in
the BD-tree algorithm is fixed to 10 for instances up to (50, 3, 0.8) and set to 5 for
larger instances. We run all the experiments on an IBM M3 X3400, Intel Quad core
Xeon E5506, 64GB RAM server. The results are listed in the Table1.
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Table 1 Performance of the BD-tree algorithm

n p α Optimal/best-feasible topt (s) zBD-tree gap
(%)

tBD-tree

10 3 0.2 86.04 0.03 0.00 0.65

0.4 121.40 0.04 0.00 0.46

0.6 156.76 0.06 0.08 0.45

0.8 189.40 0.08 0.00 0.42

20 3 0.2 174.60 1.55 0.00 4.91

0.4 240.03 2.00 3.37 2.82

0.6 297.51 2.74 4.71 2.78

0.8 341.77 26.22 0.00 2.82

30 3 0.2 262.18 11.86 0.00 17.69

0.4 353.76 128.08 9.63 8.16

0.6 433.21 1386.07 2.76 7.94

0.8 475.76 (1.11%) 5000.00 0.00 7.78

30 4 0.2 446.30 1335.41 0.12 75.66

0.4 637.83 2578.33 3.97 52.36

0.6 797.50 (2.21%) 5000.00 5.98 58.22

0.8 923.35 (2.48%) 5000.00 6.08 57.26

50 3 0.2 381.17 1423.40 0.00 325.78

0.4 490.05 4827.79 4.30 178.49

0.6 559.25 (1.00%) 5000.00 2.09 188.66

0.8 598.95 (0.68%) 5000.00 2.66 189.85

50 5 0.2 1300.88 (3.18%) 5000.00 9.79 122.17

0.4 1835.87 (4.14%) 5000.00 4.59 127.01

0.6 2321.88 (5.51%) 5000.00 2.50 137.71

0.8 2660.86 (5.02%) 5000.00 −0.14 134.09

100 5 0.2 N/A 5000.00 N/A 1295.98

0.4 N/A 5000.00 N/A 1313.96

0.6 N/A 5000.00 N/A 1102.78

0.8 N/A 5000.00 N/A 1134.88

The performance of BD-tree is assessed by the quality of the upper bound (in
terms of the percentage gap from the optimal solution) and the elapsed CPU time
(tBD-tree). We report CPLEX best-feasible solutions obtained after 5000s along with
the ending MIP gap for the cases where the optimality could not be proved. The gap
is available for instances up to 50 nodes. It is generally within 4–5% of the optimal
solution (or the best-feasible solution)with a few exceptions.Wefind two instances in
which the BD-tree produces weak upper bounds. These instances are (30, 3, 0.4) and
(50, 5, 0.2). The gap is reported to be high (about 9%) in these two cases indicating
the need for a more sophisticated local search. For the instance (50, 5, 0.8), BD-
tree solution is better (gap of −0.14%) than the CPLEX best-feasible solution. The
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primary advantage of the BD-tree is the time saved in reaching a reasonable solution.
The BD-tree takes a minuscule portion of the CPLEX solution time to produce an
upper bound. For larger instances like (100, 5, 0.6), CPLEX struggles to find even
a feasible solution, whereas, BD-tree terminates with a solution in 1102.78 s. This
observation is significant keeping in mind that realistic cases deal with hundreds
of nodes and direct computation in CPLEX is infeasible. BD-tree may serve as
an effective tool that utilizes the easy subproblems to reach an upper bound fairly
quickly.

5 Conclusions

The use of the MILP formulation for the SAP-tree is limited to small scale problems
in practice. So, we propose a Benders decomposition approach, in which the dual
subproblem is solved directly by CPLEX, and the master problem is solved heuristi-
cally.We apply the ε-optimal approach [4] to solve theMP to feasibility. This feasible
solution is further improved by a local search to facilitate the production of strong
cuts. Although we report good upper bounds, our algorithm is still unable to provide
an empirical performance guarantee (ε%). This study is important in identifying the
complexities of the problem in detail. We plan to extend this work by designing a
more efficient cut generation strategy to strengthen the master problem. Although
simulated annealing solutions [6] could be used to generate Benders cuts, we feel
that a population based heuristic might help to generate multiple cuts based on local
solutions thereby accelerating convergence.

References

1. Applegate, D., Archer, A., Gopalakrishnan, V., Lee, S., Ramakrishnan, K.K.: Optimal content
placement for a large-scale vod system. In: Proceedings of the 6th International Conference,
Co-NEXT ’10, pp. 4:1–4:12. ACM, New York, NY, USA (2010)

2. Contreras, I., Fernndez, E., Marin, A.: The tree of hubs location problem. Eur. J. Oper. Res.
202(2), 390–400 (2010)

3. de Sá, E.M., de Camargo, R.S., de Miranda, G.: An improved benders decomposition algorithm
for the tree of hubs location problem. Eur. J. Oper. Res. 226(2), 185–202 (2013)

4. McDaniel, D., Devine, M.: A modified benders’ partitioning algorithm for mixed integer pro-
gramming. Manag. Sci. 24(3), 312–319 (1977)

5. Sen, G., Krishnamoorthy, M., Rangaraj, N., Narayanan, V.: Exact approaches for static data
segment allocation problem in an information network. Comput. Oper. Res. 62, 282–295 (2015)

6. Sen, G., Krishnamoorthy, M., Rangaraj, N., Narayanan, V.: Mathematical models and empirical
analysis of a simulated annealing approach for two variants of the static data segment allocation
problem. Networks (2016, in press). doi:10.1002/net.21675

http://dx.doi.org/10.1002/net.21675


Mathematical Optimization of a Magnetic
Ruler Layout with Rotated Pole Boundaries

Marzena Fügenschuh, Armin Fügenschuh, Marina Ludszuweit,
Aleksandar Mojsic and Joanna Sokół

Abstract Magnetic rulers for measuring systems are either based on incremental or
absolute measuring methods. Incremental methods need to initialize a measurement
cycle at a reference point. From there, the position is determined by counting incre-
ments of a periodic graduation. Absolute methods do not need reference points, since
the position can be read directly from the ruler. In the state of the art approach the
absolute positionon the ruler is encodedusing two trackswith different graduation.To
use only one track for position encoding in absolutemeasuring a pattern of trapezoidal
magnetic areas is considered instead of the common rectangular ones. We present
a mixed integer programming model for an optimal placement of the trapezoidal
magnetic areas to obtain the longest possible ruler under constraints conditioned by
production techniques, physical limits as well as mathematical approximation of the
magnetic field.

1 Introduction

As amatter of factmagnetic rulerswith incremental positionmeasurement, see Fig. 1,
are easy to produce. They consist of equidistant pole rectangles and the position is
determined via counting the switches between the north and south pole. The demand
of the market focuses however on absolute position measurement systems. In the
state of the art approach the production of such magnetic rulers is cost-intensive
mainly due to the need of the two magnetic tracks, see Fig. 2. The one track consists
of equidistant pole rectangles. The pole rectangles in the second track are multiples
of one rectangle from the first track. In this way the magnetic ruler can be divided
into rectangular regions, each one covering a unique pattern and thus encoding a
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Fig. 1 A magnetic ruler for the incremental position measurement

Fig. 2 A magnetic ruler with two tracks for the absolute position measurement

Fig. 3 A magnetic ruler with rotated pole boundaries

unique position [1–4]. The size of such a rectangular region depends on the size of
the magnetic reading head.

An approach to reduce the production costs is to elaborate such unique patterns
using only onemagnetic stripe for themagnetic ruler. This can be achieved, e.g. by the
rotation of pole boundaries, see Fig. 3 and [5]. In this way we obtain a magnetic ruler
covered by trapezoid shaped poles. The position is encoded via the signal sequence
of the magnetic field, see Fig. 4. The different lengths of the upper and lower sides of
the trapezoids consecutively placed give rise to the irregularity of the signal curves
providing the uniqueness of the encoded values. However, the longer the magnetic
ruler the more probable a repetition of a signal value is.

The fundamental task is to find an appropriate placement of the trapezoids support-
ing a unique signal sequence on an as long as possible magnetic ruler. The placement
underlies further conditions due to production techniques, physical limits as well as
mathematical approximation of the magnetic field.

Fig. 4 The signal sequence on a magnetic ruler with rotated pole boundaries
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In the approach presented in this paper we aim to construct a magnetic ruler
with rotated pole boundaries of the maximal length provided only a few production
restriction explained in the next section.

2 Mathematical Optimization Model

To obtain a mathematical model we consider the trapezoids as segments, which
are uniquely identified via the lengths of its parallel sides. Having the technical
specifications as the minimal, lmin , as well as the maximal, lmax , length of a parallel
side as well as the minimum difference between two adjoining sides s, a list of all
possible trapezoid side lengths can be determined a priori:

L = {L1, . . . , Ln}, L1 = lmin, ∀1≤i≤n−1 Li = L1 + is, Ln = lmax ,

where

n =
⌊
lmax − lmin

s

⌋

+ 1.

We index the list with the set I = {1, . . . , n}. Each item on the list means a length
of a parallel trapezoid’s side and can be used for the upper as well as the lower side.
We obtain the maximum number of |I × I | = n2 segments, which can be arranged
on one magnetic ruler. One obtains the index set P = {1, . . . , n2} of positions on
magnetic ruler at which a segment can be set. Next, we introduce binary variables
x p
i, j , for all i, j ∈ I and p ∈ P . If x p

i, j equals 1 a trapezoid with the upper parallel
side Li and the lower parallel side L j is placed on position p on the magnetic ruler.
Furthermore, we introduce the binary variables yi, j for all i, j ∈ I . A yi, j is set to 1,
if the corresponding trapezoid is placed on the magnetic ruler at all.

We seek for a magnetic ruler of a maximal length,

max
∑

i, j∈I
(Li + L j )yi, j ,

provided that each trapezoid is assigned to at most one position,

∑

i, j∈I
x p
i, j ≤ 1, ∀ p ∈ P,

can be used at most once,

∑

p∈P

x p
i, j = yi, j , ∀ i, j ∈ I,
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and the segments should be placed continuously—without gaps—on the magnetic
ruler,

∑

i, j∈I
x p
i, j ≤

∑

i, j∈I
x p−1
i, j , ∀ p ∈ P\{1}.

Finally, we formulate the following technical restriction. To magnetize the ruler
with rotated pole boundaries, the writing head has to be rotated, but not too strongly.
The parameter ε determines the maximal possible rotation of the pole boundary. It
corresponds to themaximal difference of the cumulated lengths obtained by summing
up the upper and the lower parallel sides, respectively, of trapezoids placed upto a
given position. We introduce the real variables �

p
s ∈ R+. Using s we index the sides,

s = 1 for upper and s = 2 for the lower one, and p ∈ P indicates the position up to
which the summation is performed. Thus we obtain the cumulated length on the
upper side,

�11 =
∑

i, j∈I
Li x

1
i, j ,

�
p
1 = �

p−1
1 +

∑

i, j∈I
Li x

p
i, j , ∀ p ∈ P\{1},

and the cumulated length on the lower side,

�12 =
∑

i, j∈I
L j x

p
i, j ,

�
p
2 = �

p−1
2 +

∑

i, j∈I
L j x

p
i, j , ∀ p ∈ P\{1}.

Having that, we can formulate the condition on the difference of both upper and
lower total lengths,

|�p
1 − �

p
2 | ≤ ε, ∀ p ∈ P.

2.1 Preprocessing

The parameter ε gives rise to a sort of a preprocessing condition. If the difference
of the upper and lower side of a trapezoid exceeds the value 2ε, it can be removed
from considerations. Thus for all i, j ∈ I with |Li − L j | > 2ε we can immediately
set yi, j = 0.
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3 Computational Results

We apply IBM ILOG CPLEX [6] to solve the model presented above. The com-
putations were performed on a MacOS 10.10 with 1.7GHz Intel Core i7 processor
and 8GB 1600MHz DDR3 memory. We summarize the computational results in
Table1. The parameter lmin , the minimum length of a trapezoid’s side, is generally
set to 2mm, as too small trapezoids would not be recognized by the readingmagnetic
head. The parameter lmax , the maximum length of a trapezoid’s side, should not be
too big, otherwise breaks in the signal sequence may occur. Small values of the step
size s, the minimum difference between two adjoining sides, lead to a bigger number
of different trapezoids, but then the uniqueness of the encoded signal is vulnerable
as the trapezoids are almost equal. The value ε as already mentioned is specified by
the production terms.

Comparing the computation times with and without the preprocessing the advan-
tage of the preprocessing constraint is obvious. In a very short time we obtain layouts
of magnetic rulers with lengths of industrial use. As an example we plot in Fig. 5 the
magnetic ruler computed due to parameters given in the first line of Table1. Addi-
tionally, by reflecting the ruler on the upright left side and switching the sensitivity
of the start pole one obtains the contrary signal sequence and thus a unique signal
sequence on a ruler of a double length.

Table 1 The optimal length of magnetic rulers computed due to given production parameters

# lmin
(mm)

lmax (mm) s (mm) ε (mm) Length of
an optimal
magnetic
ruler (mm)

CPU time
without
preprocess-
ing
(s)

Gap (%) CPU time
with pre-
processing
(s)

1. 2.0 4.0 0.5 0.5 57.0 1.04 0.17

2. 2.0 4.0 0.5 1.0 75.0 0.40 0.36

3. 2.0 6.5 0.5 0.5 187.0 267.15 0.88

4. 2.0 6.5 0.5 1.0 297.5 1965.47 2.85

5. 2.0 8.0 0.5 2.0 745.0 3600.00a 18 11.09

6. 2.0 8.0 0.5 3.0 845.0 32.12 31.35

7. 2.0 8.0 0.4 2.0 1130.0 3600.00a 30 56.66

8. 2.0 12.0 0.5 2.0 1809.0 3600.00a 575 1234.79

9. 2.0 12.0 0.4 2.0 2819.0 3600.00a ∞ 3041.26
aThe computation was interrupted after this time, the optimality gap is given in the next column
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Fig. 5 An optimal magnetic ruler for the parallel side lengths L := {20, 25, 30, 35, 40}. The unit
of the numbers in the figure is 1 =̂ 0.1mm.The numbers in the first line from above are the cumulated
upper sides of trapezoids up to a given position. The numbers directly above and directly below a
trapezoid are the lengths of its upper and lower side, respectively. In the next line the cumulated
lower sides of trapezoids up to a given position are listed. The last line below indicates the measure
of the inner left bottom angle of each trapezoid

4 Conclusions

After the production of the magnetic ruler layouts we computed by our industrial
collaboration partner it turned out that it is preferred to arrange the trapezoids in a
gradually growing way with respect to their lengths. Furthermore, it is desired to
have the largest parameter for the stepsize when the length of the ruler is fixed. This
cannot be formulated directly as a mixed-integer program, because this requires that
the stepsize is a real value. Hence we use our approach with a fixed stepsize, and
decrease the stepsize in each consecutive run of the model, until the desired length
of the ruler is met.

In the approach presented in this paper a trapezoid with the same upper and lower
length can be placed at most once and cannot repeat. This assures the uniqueness of
the signal sequence in the upper and lower part of the trapezoids. Since the width of
the reading head may exceed the width of a single trapezoid, one may consider to
cluster two or three adjacent trapezoids, which then cannot repeat on the magnetic
ruler. The reformulation of the model in this respect is our ongoing research. We
expect to obtain longer rulers with a higher accuracy.

Themathematical optimizationmodel formulated in this paper is a basis to expand,
when further production or physical limitations as well as the mathematical approx-
imation by decoding the signal come into play.
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A New Exact Approach to the Space-Free
Double Row Layout Problem

Anja Fischer, Frank Fischer and Philipp Hungerländer

Abstract Given a set of departments, two rows with a common left origin and pair-
wise connectivities between the departments, the Space-Free Double-Row Facility
Layout Problem (SF-DRFLP) looks for permutations of the departments in both
rows such that the weighted sum of the center-to-center distances between all pairs
of departments is minimized. In this paper we present a new mixed-integer lin-
ear programming formulation for the (SF-DRFLP) with given assignment of the
departments to both rows that combines distance and betweenness variables. Further-
more, we analyze the combinatorial structure of optimal solutions, which allows us to
prove a certain balancing condition. We then use this formulation in an enumeration
scheme for solving the (SF-DRFLP). Indeed, we test all possible row assignments,
where some assignments are excluded by our new combinatorial investigations. This
approach allows us to solve (SF-DRFLP) instances with up to 16 departments to
optimality for the first time.

1 Introduction

An instance of the Space-Free Double-Row Facility Layout Problem (SF-DRFLP)
consists of n departments {1, . . . , n} =: [n] with given positive lengths �i > 0, i ∈
[n], and pairwise non-negative connectivities wij ≥ 0, i, j ∈ [n], i < j. The objective
is to find an assignment r : [n] → {1, 2} of the departments to two rows with a
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common left origin and permutations of the departments in both rowsminimizing the
total weighted sum of the center-to-center distances between all pairs of departments:

min
r∈{1,2}n,
π1∈Π1(r),
π2∈Π2(r)

∑

i,j∈[n]
i<j

wij · dij(π1, π2),

where r ∈ {1, 2}n is the row assignment, Πh(r), h ∈ {1, 2}, denotes the set of all
permutation of the departments assigned to row h and dij(π1, π2) is the center-to-
center distance between departments i and j with respect to π1 ∈ Π1(r) and π2 ∈
Π2(r).

A mixed-integer linear programming (MILP) formulation for the (SF-DRFLP)
is presented in [3].With this model instances with up to 13 departments can be solved
to optimality. Additionally a semidefinite optimization approach is proposed in [8],
which provides high-quality global bounds for instances with up to 15 departments.

In this short paper we adapt the idea of enumerating over all possible row assign-
ments from the semidefinite approach in [8] to an appropriate linear model for the
(SF-DRFLP), which we present in Sect. 2. To further improve the efficiency of the
enumeration schemewe provide some combinatorial properties of optimal space-free
double-row layouts in Sect. 3. In Sect. 4 we provide computational results showing
that we are able to solve instances with up to 16 departments to optimality in reason-
able timewith our new approach.We conclude our paper in Sect. 5. Formal proofs and
detailed computational results as well as extensions to related row layout problems
are omitted due to space limitations and will be provided in a forthcoming paper.

2 A New Formulation for Space-Free Double-Row Layouts
with Fixed Row Assignments

In order to simplify the presentationwe introduce two additional dummydepartments
D := {n + 1, n + 2}, to be placed at the left and the right boundary of both rows,
respectively, with �n+1 = �n+2 = 0 aswell aswij = 0 if i, j ∈ [n + 2], {i, j} ∩ D �= ∅.
Note that formally the horizontal position of n + 2 is not well-defined (it may be
different in both rows), but because of wi(n+2) = 0, i ∈ {1, . . . , n + 1}, this is not
important. Let Rh := {i ∈ [n] : r(i) = h} be the set of all departments assigned to
row h ∈ {1, 2}. We define R̃h := Rh ∪ D, h ∈ {1, 2}, and set �ij := 1

2

(
�i + �j

)
.

Our MILP formulation uses betweenness variables

xikj = xjki =
{
1, if k lies between i and j (in the same row),

0, otherwise,

for h ∈ {1, 2}, i, j, k ∈ R̃h, |{i, j, k}| = 3, i < j, and additionally distance variables
dij = dji ≥ 0, i, j ∈ [n + 1], i < j.



A New Exact Approach to the Space-Free Double Row Layout Problem 127

Using these variables we can formulate the (SF-DRFLP) for fixed row assign-
ment r as follows:

min
∑

i,j∈[n]
i<j

wijdij

s. t. xijk + xikj + xjik = 1, h ∈ {1, 2}, i, j, k ∈ R̃h, i < j < k, (1)

x(n+1)i(n+2) = 1, i ∈ [n], (2)

xikj = 0, h ∈ {1, 2}, i, j ∈ Rh, k ∈ D, i < j, (3)

x(n+1)ij = xij(n+2), h ∈ {1, 2}, i, j ∈ Rh, i �= j, (4)

xilj + xilk + xjlk ≤ 2, h ∈ {1, 2}, i, j, k, l ∈ R̃h, |{i, j, k, l}| = 4, (5)

− xilj + xilk + xjlk ≥ 0, h ∈ {1, 2}, i, j, k, l ∈ R̃h, |{i, j, k, l}| = 4, (6)

dij =
∑

k∈Rh,
k /∈{i,j}

�kxikj + �ij, h ∈ {1, 2}, i, j ∈ Rh ∪ {n + 1}, i < j, (7)

dij ≥ di(n+1) − dj(n+1), i, j ∈ [n], r(i) �= r(j), (8)

dij + djk ≥ dik, i, j, k ∈ [n + 1], |{i, j, k}| = 3, i < k, (9)

xijk ∈ {0, 1}, h ∈ {1, 2}, i, j, k ∈ R̃h, |{i, j, k}| = 3, (10)

dij ≥ 0, i, j ∈ [n + 1], i < j. (11)

Equation (1) and inequalities (5)–(6) express that the departments in each row
do not overlap. Indeed, these constraints were originally introduced by Amaral in
a formulation of the (SRFLP) [2]. If i, j, k ∈ [n], |{i, j, k}| = 3, lie in the same
row, exactly one of them lies in the middle (see (1)) and then certain transitivity
constraints have to be fulfilled. Furthermore we ensure by Eqs. (2)–(4) that in each
row all departments lie between the dummy departments n + 1 (the left border of the
layout) and n + 2 (the right border in each row). The distance of two departments in
the same row equals the sum of the length of all departments between them plus half
the length of both departments, see (7). Finally the inter-row distances are calculated
in (8) and we add triangle inequalities (9) to improve our model.

Remark 1 Themodel presented above is indeed a formulation for the(SF-DRFLP)
withfixed rowassignment.Usingmainly the betweennessmodel of [2] for each single
rowwe know that the departments in each row correspond to a feasible ordering. The
inner-row distances are calculated by (7) and the absolute value of the difference of
the center positions of two departments lying in different rows is modeled via (8). In
summary dij, i, j ∈ [n], i < j, equals the exact distance between departments i and j
in all optimal solutions if the corresponding connectivity wij is positive.
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1 3

2

Fig. 1 We consider an instance with �1 = �2 = 1, �3 = k ≥ 2, w12 = 4, w13 = w23 = 1. In the
optimal space-free double-row layout g equals k = maxi∈R1 �i

3 Combinatorial Properties for Speeding Up
Our Enumeration

Next we incorporate the above models in an enumerative scheme considering all
possible row assignments to obtain an exact approach for the (SF-DRFLP), i.e. we
determine the optimal value for each possible row assignment and take a minimal
one. Obviously, we can stop the calculation for a row assignment if the lower bound
in branch-and-cut exceeds the value of the currently best solution.

In the following we aim to further improve the computational performance of our
approach by excluding row assignments that are too unbalanced. We denote the sum
of the lengths of the departments in row h ∈ {1, 2} by Lh := ∑

i∈Rh
�i. Obviously we

can restrict to all row assignments with L1 ≥ L2 in our enumeration scheme.
Now our goal is to determine the smallest number g ∈ R+ such that there always

exists an optimal solution of the (SF-DRFLP), independent of the objective func-
tion, where g ≥ L1 − L2 holds for the corresponding row assignment. Note that in
general we have g ≥ �max,1 = maxi∈R1 �i, see Fig. 1 for a small instance where this
value for g is obtained.

Theorem 2 states that �max,1 is also an upper bound to g.

Theorem 2 �max,1 is the smallest g such that there always exists an optimal solution
to the (SF-DRFLP), where g ≥ L1 − L2 holds for the corresponding row assign-
ment r∗.

4 Computational Experiments

In this section we present computational results for well-known benchmark instances
taken from [1, 3–6, 8], which can be downloaded from [7]. All experiments were
performed on a QUAD-Core INTEL-Core-I7-4770 (4× 3400MHz) with 32
GB RAM in single processor mode. We used Cplex 12.6.2 [9] as an IP solver and
tested two versions. In Full we included all inequalities at once, and in Cuts we
only used some of the constraints at once and separated the triangle inequalities (9)
and inequalities (5)–(6).

Although the number of row assignments grows exponentially and so lots of
NP-hard problems have to be considered, we could solve instances with up to 16
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Table 1 Running times in seconds and optimal values “optimal” for the (SF-DRFLP) obtained
by applying our MILP model for both variants Full and Cuts for each relevant row assignment
in the standard variant (L1 ≥ L2) and according to Theorem 2

Name Source Standard Theorem 2 Amaral
[3] time
(gap)

Optimal

Full Cuts Full Cuts

HA5 [8] 0.04 0.02 0.02 0.01 0.02 52.5

HA6 [8] 0.17 0.16 0.09 0.13 0.06 190.5

HA7 [8] 0.39 0.36 0.25 0.29 0.08 166.0

HA8 [8] 1.65 1.51 1.00 1.06 0.57 205.0

HA9 [8] 6.13 6.76 3.79 4.95 4.34 492.5

HA10 [8] 18.04 19.86 11.00 14.57 22.85 838.0

HA11 [8] 30.97 22.88 16.06 16.59 33.89 796.0

HA12 [8] 173.73 164.76 115.03 133.52 331.32 1028.0

HA13 [8] 335.08 227.52 175.57 164.40 832.24 1530.5

HA14 [8] 1868.29 1418.52 1131.58 1043.26 13315.28 1841.0

HA15 [8] 7907.46 7010.24 5449.31 5685.67 TL (2.50) 2643.5

s9 [3, 4] 4.16 3.35 1.47 1.97 9.03 1181.5

s9h [3, 4] 18.43 28.28 10.99 18.64 55.96 2294.5

s10 [3, 4] 11.78 8.63 4.37 4.39 25.23 1374.5

s11 [3, 4] 48.04 42.65 22.25 24.36 152.59 3439.5

Am12a [3, 4] 177.61 146.16 110.23 116.41 356.88 1529.0

Am12b [3, 4] 116.68 84.20 56.44 56.79 421.01 1609.5

Am13a [3] 446.76 341.49 292.51 282.80 2033.46 2467.5

Am13b [3] 402.71 267.21 239.40 203.14 1580.31 2870.0

Am14_1 new 2150.47 1645.00 1482.12 1429.62 10058.04 2756.5

Am15_1 [1] 3892.73 1693.54 2077.85 1241.81 TL (5.39) 3195.0

HK15 [6] 3291.68 1132.41 1576.67 764.08 TL (8.73) 16640.0

P16_a [5] 41468.10 37276.28 29152.76 29800.27 TL
(53.48)

7370.0

P16_b [5] 15619.68 8688.04 8636.34 6466.20 TL
(45.08)

5884.5

Additionally, the table shows the running times and the gaps in percent after a time limit (TL) of
twelve hours in brackets using the model of Amaral [3]

departments in reasonable time, see Table1. Note, the previously largest solved
instance for the(SF-DRFLP) contained 13 departments. To allow the reader a direct
comparison to the approach of Amaral [3] we also tested his model and included the
running times as well as the gaps in percent, calculated by (

optimal
lower bound − 1) · 100, for

instances not solved within the time limit of twelve hours. With our new approach all
instances with n ≤ 15 could be solved in less than two hours, only the instances with
n = 16 were costlier, but could be solved within the time limit. This was not possible
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for five instances using the approach of Amaral. Comparing Full and Cuts there
is no clear winner, although separation often helps if n is increased. In order to show
the impact of Theorem 2, we tested a variant using all assignments with L1 ≥ L2,
neglecting the ones with L1 = L2 and r(1) = 2 and a variant that restricts to assign-
ments with �max,1 ≥ L1 − L2. Reducing the number of row assignments that have
to be considered allows to reduce the running times for solving the (SF-DRFLP)
significantly.

5 Conclusion

In this paper we presented a new formulation for the (SF-DRFLP) with fixed row
assignment. Using this formulation and enumerating over all relevant row assign-
ments we were able to solve (SF-DRFLP) instances with up to 16 departments for
the first time.

In a forthcoming paper we will extend our approach to space-free problems with
more than two rows. Additionally we will present related models and combinatorial
results for general multi-row layouts, where spaces between the departments are
allowed.

It remains for future work to further improve our approach. On the one hand the
study of the corresponding polyhedron could help deriving stronger relaxations for
our formulation and on the other hand it would be interesting to find some criteria
for deciding which row assignments should be considered first in order to further
speed-up our enumeration scheme.
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Cost Allocation for Horizontal Carrier
Coalitions Based on Approximated
Shapley Values

Kristian Schopka and Herbert Kopfer

Abstract To improve competitiveness, small and mid-sized carriers ally in horizon-
tal carrier coalitions for request exchange. A crucial aspect for the long-term viability
and stability of coalitions is a fair cost allocation among the agents. Despite of the
long computing time, the well-known Shapley value has been used as a scheme for
cost allocation. The contribution of this paper lies on the development of a suitable
sampling procedure that approximates the Shapley value applied to cost allocations
for the collaborative traveling salesman problem with time windows. A computa-
tional study identifies the deviation of the values generated by the proposed sampling
procedures from the actual Shapley value.

1 Introduction

Rising petrol and labor prices, shorter product life cycles and higher customer expec-
tations reduce the profit margins of carriers [3]. Due to the limited availability of
resources and a weak market position, it is difficult for small and mid-sized carriers
(SMCs) to generate cost-effective transportation plans. By building horizontal coali-
tions, SMCs may find a way to overcome their cost disadvantage against large for-
warding companies. Thereby, especially auction-basedmechanisms for the exchange
of transportation orders (referred to as requests) are provided by current studies [8].
Beside the requirement of preserving autonomy of all coalition members, a fair cost
allocation permits a long-term and stable coalition. The Shapley value [7] ensures a
fair cost allocation in the core if the core is not empty. Several approaches for collab-
orative transportation planning use the Shapley value to allocate costs (e.g. [4, 5]).
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Since both the calculation of the Shapley value and the generation of transportation
plans are NP-hard problems, strategies that approximate the Shapley value are rec-
ommended. The contribution of this paper is the development of a new strategy that
approximates the Shapley value and enables a fair cost allocation for coalitions with
numerous SMCs. The strategy is compared with an existing sampling procedure for
the collaborative traveling salesman problem with time windows (CTSPTW) that is
introduced in Sect. 2. Section3 presents the Shapley value and sampling procedures.
The results of a computational study are presented in Sect. 4. Section5 concludes
the paper.

2 The Collaborative TSPTW

The CTSPTW can be formulated as a mixed integer program (Eqs. 1–8). We assume
a horizontal coalition with m independent SMCs (referred to as agents) denoted as
K = {1, 2, . . . ,m}. Each agent k has n pick-up requests that are divided into the
subsets: private requests Pk and common requests Ck . Whereas the private requests
Pk have to be served by the agent k, his common requests Ck can be satisfied by
any agent k ′ ∈ K . Let C := ∪m

k=1Ck denote the set of all common requests. To fulfill
requests each agent uses one vehicle route k ∈ K that starts and ends at the individual
depot dk . The transportation network of each agent k is given by the directed graph
Gk := (Nk, Ak), where Nk := {dk} ∪ Pk ∪ C represents the node set and Ak builds
the set of connecting arcs. The usage of an arc (i, j) ∈ Ak on vehicle route k requires
travel time gi jk ; let one time unit equates one cost unit. The fulfillment of any request
i ∈ Pk ∪ C on vehicle route k requires a service time sik and has to be started within
the time window [aik, bik]. The binary decision variable xi jk is equal to one if vehicle
route k uses the arc (i, j) ∈ Ak and equal to zero otherwise. Let tik be the service
starting time for vehicle tour k and request i .

min c(K ) =
∑

k∈K

∑

(i, j)∈Ak

xi jk · gi jk (1)

subject to:
∑

j∈Pk

xi jk = 1, ∀k ∈ K , i ∈ Nk, (2)

∑

k∈K

∑

j∈Nk

xi jk = 1, ∀i ∈ C, (3)

∑

j∈Nk

(xi jk − x jik) = 0, ∀k ∈ K , i ∈ Nk, (4)

tik + sik + gi jk − M · (1 − xi jk) ≤ t jk, ∀k ∈ K , i ∈ Nk, j ∈ Nk \ {0}, (5)

ai ≤ ti ≤ bi , ∀k ∈ K , i ∈ Nk, (6)

xi jk ∈ {0, 1}, ∀(i, j) ∈ Ak, (7)

tik ≥ 0, ∀k ∈ K , i ∈ Nk . (8)
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The mathematical model minimizes the sum of the overall fulfillment costs c(K ),
while all information is fully transparent and visible for all agents, i.e. aspects
of preserving the agents’ autonomy are not considered in this paper. Constraints
(2)–(4) represent the assignment constraints and ensure that each private request
i ∈ Pk is served exactly once by agent k, respectively each common request j ∈ C
is severed only once by any agent k ′ ∈ K . Whereat constraint (5) excludes sub-
tours (with M as a large positive number), constraint (6) observes the time windows.
Finally, constraints (7)–(8) define the domains of the decision variables.

3 Approximating the Shapley Value

An issue of the CTSPTW is a fair allocation of costs. A popular cost allocation
scheme is the single-valued solution concept called Shapley value [7]. Let K be the
set of all agents, where any subset (sub-coalition) is given by S ⊂ K . Furthermore,
the related costs of any sub-coalition S ⊂ K are given by c(S) and can in our case
be calculated by solving the related CTSPTW including all agents of S. Generally,
the Shapley value allocates costs based on the marginal cost contributions of agents
and is given by SVk(K , c) for each agent k as follows:

SVk(K , c) =
∑

S⊂K\{k}

|S|! (|K | − |S| − 1)!
|K |! (c (S ∪ {k}) − c (S))

Since the calculation of the Shapley value is NP-hard [1], it is inefficient to deter-
mine the actual Shapley value especially for scenarios with numerous agents. How-
ever, it seems rather reasonable to approximate the Shapley value by using sampling
procedures. To the best of our knowledge, the first sampling procedures were intro-
duced by Mann and Shapley [6], where the Type-0 sampling has been identified
as the best procedure. This procedure repeatedly generates random permutations
of all agents until a defined number is reached. For any of those permutations the
marginal costs for each agent k ∈ K are calculated. Therefore the costs c(S) of the
sub-coalition including all agents of the viewed permutation before k and the costs
c(S ∪ {k}) of this sub-coalition and k are calculated. The marginal costs of k on this
permutation are given by the difference of c(S) and c(S ∪ {k}). The calculation of the
marginal contribution of all agents on numerous and varying permutations (samples)
leads to an approximation of the Shapley value.

The ApproShapley algorithm of Castro et al. [2] is a recent variant of the Type-0
sampling that allows a polynomial calculation of the Shapley value for a large class of
theoretical games. Thereby the ApproShapley values determine a fair cost allocation
for the traveling salesperson game [1]. Indeed by Type-0 sampling or rather the
ApproShapley it is possible to reduce the computing time, though by considering only
random samples the calculated data (costs) are used ineffective. Furthermore, each
iteration of those procedures requires the calculation of costs for a sub-coalition with
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numerous agents. These two issues still lead to a long and unacceptable computing
time for approximating the Shapley value.

A possibility to reduce the computing time and to use the calculated data effective
is introduced in this paper. This possibility is implemented in the presented strategic
sampling procedure called α-Sampling. Against the consideration of samples based
on random permutations, α-Sampling uses sub-coalitions as samples. By consider-
ing only sub-coalitions with a small number of agents, the computing time can be
reduced. Thereby, α-Sampling calculates the marginal contribution of each agent
in every sub-coalition with α agents (α-coalition). Let Sα := {S∗ ⊂ K : |S∗| = α}
store all α-coalition and Sα

h ∈ Sα represent one concrete α-coalition. Aziz et al. [1]
define the marginal contribution of agent k in any sub-coalition, as the cost increase
if k joins the coalition or the cost reduction if k leaves the coalition. The marginal
contribution ck(Sα

h ) of agent k to a α-coalition Sα
h ∈ Sα is given by:

ck(Sα
h ) =

{
c(Sα

h ) − c(Sα
h \ {k}) if k ∈ Sα

h

c(Sα
h ∪ {k}) − c(Sα

h ) if k /∈ Sα
h

After the calculation of the marginal contribution on every α-coalition for all
agents, the costs of the overall coalition c(K ) are allocated among the agents. There-
fore, the cost fraction of any agent k is given by the approximated Shapley values
˜SVk that the α-Sampling procedure calculates as follows:

˜SVk =
∑|Sα |

h=1 c
k(Sα

h )
∑|K |

l=1

∑|Sα |
q=1 c

l(Sα
q )

· c(K ) ∀ k ∈ K

4 Computational Experiments

In a computational study, the sampling procedures of ApproShapley and α-Sampling
are analyzed in terms of computing time and the deviation to the actual Shapley value
for the CTSPTW. Therefore, new instances are generated that differ in the request
structure (rs), the number of agents (|K |) and collaborative requests (|Ck |), and the
size of time windows (|TW |).1 For running the experiments of this study, the cost
allocation procedures of theShapley value, theApproShapley, and theα-Sampling are
implemented in a C++-application on a Windows 7 PC (i7-2600 processor with 3.4
GHz, 16 GB RAM). The mathematical solver CPLEX 12.5.1 was used to calculate
the cost for any (sub-)coalition and the computing time for solving any CTSPTW
was limited to 600 seconds To reduce the computational effort for all cost allocation
procedures the results are stored on a list, so that within one allocation procedure
the costs of any (sub-)coalition are calculated only once. Our study includes the 3-

1http://www.logistik.uni-bremen.de/english/instances/.

http://www.logistik.uni-bremen.de/english/instances/
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Table 1 Approximation of the Shapley value for instance R2 12 3 80

k Iso. Col. Appro30 Appro10 3-Sampling 4-Sampling

I Pk SVk ˜SVk |Δk | ˜SVk |Δk | ˜SVk |Δk | ˜SVk |Δk |
1 295.85 263.84 273.78 0.0377 269.70 0.0222 248.50 0.0581 254.72 0.0346

2 335.33 299.42 300.76 0.0045 296.74 0.0090 289.54 0.0330 294.96 0.0149

3 314.92 238.74 249.62 0.0456 246.14 0.0310 241.60 0.0120 238.90 0.0007

4 205.70 176.44 169.69 0.0382 171.36 0.0288 184.47 0.0455 184.00 0.0429

5 548.43 406.40 417.02 0.0262 398.81 0.0187 401.22 0.0127 400.49 0.0145

6 384.02 194.66 188.46 0.0318 188.99 0.0291 207.30 0.0650 193.66 0.0052

7 254.77 173.15 174.05 0.0052 150.57 0.1304 179.27 0.0354 173.24 0.0005

8 396.23 361.02 365.84 0.0133 364.72 0.0102 367.22 0.0172 372.92 0.0330

9 280.36 240.77 242.36 0.0066 253.20 0.0517 233.23 0.0313 237.00 0.0157

10 207.07 196.70 195.80 0.0046 200.21 0.0178 193.19 0.0178 198.72 0.0103

11 280.36 252.39 242.88 0.0377 254.41 0.0080 249.89 0.0099 255.23 0.0113

12 311.68 214.43 197.67 0.0782 223.07 0.0403 222.49 0.0376 214.10 0.0016
∑

3814.72 3017.93 MErr 0.0347 0.0460 0.0358 0.0205

Sampling, the 4-Sampling, and two versions of the ApproShapley; namely Appro10
with 10 samples and Appro30 with 30 samples.

Table1 presents the detailed results for instanceR2 12 3 80. The overall costswith-
out request exchange (3814.72) can be reduced by collaborative planning (3017.93).
A distribution key for assigning coalition costs to agents is given by the Shapley
value SVk . Thereby SVk is less than the costs of a planning without request exchange
I Pk for all agents k ∈ K . Table1 includes also the approximated Shapley values˜SVk

and the deviation to the actual Shapley value |Δk | for any agent k and all considered
sampling procedures. As the mean error (MErr) shows, the results of 4-Sampling are
superior to the results of Appro10 and Appro30. The solution quality of 3-Sampling
is comparable to the solution quality of Appro30.

The good solution quality of 3-Sampling and 4-Sampling can be confirmed by
the results of the overall test cases presented in Table2. The average mean error for
Appro10 is 0.0720 respectively 0.0429 forAppro30. The overall results of3-Sampling
are averaging at a mean error of 0.0395 and are slightly superior to Appro30. The
average mean error of 0.0489 for 4-Sampling is inferior to Appro30. Nevertheless,
4-Sampling achieves several best solutions, especially for instances with 10 or 12
agents. Another benefit of 3-Sampling (4-Sampling) refers to the obviously shorter
computing time of approximately 10% (15%) compared to Appro30. In summary,
α-Sampling enables an approximation of the Shapley value for the CTSPTW in
obvious shorter computing time that is necessary to calculate the actual Shapleyvalue,
where the solution quality is comparable to state-of-the-art sampling procedures.
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5 Conclusion

In this paper, a new procedure for approximating the Shapley value is introduced
called α-Sampling. α-Sampling considers all sub-coalitions with α agents and cal-
culates the marginal contribution for each agent. By this procedure the computing
time can be reduced enormously, particularly when the calculation of the marginal
contribution itself is NP-hard (e.g. CTSPTW). Furthermore, a computational study
identifies that the solution quality of α-Sampling is comparable to state-of-the-art
sampling procedures. Hence, α-Sampling may ensure a fair cost allocation for hor-
izontal coalitions with numerous agents. Currently, we use α-Sampling for the cost
allocation within scenarios of dynamic collaborative transportation planning, where
typically only less computing time is available.
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Collaborative Transportation Planning
with Forwarding Limitations

Mario Ziebuhr and Herbert Kopfer

Abstract In collaborative transportation planning, independent forwarders align
their transportation plans by exchanging requests within a horizontal coalition. The
goal of the coalition members is to increase their profitability and flexibility in com-
petitive markets with high demand fluctuations. In recent publications, it is assumed
that each request can be fulfilled by any coalition member. However, in practice
some requests are prohibited to be forwarded due to contractual agreements. These
requests are known as compulsory requests. The contribution of this paper is to iden-
tify the increase of costs caused by compulsory requests of a collaborative pickup
and delivery transportation planning problem. To analyze the impact of compulsory
requests, an existing column generation-based heuristic with two solution strategies
for handling compulsory requests is applied and investigated.

1 Introduction

In competitive transportation markets with high demand fluctuations, forwarders
have to reduce their costs and to improve their flexibility by considering different
fulfillment modes. As fulfillment modes forwarders use beside their own transporta-
tion resources (self-fulfillment), external carriers (subcontracting), and horizontal
cooperation (collaborative planning). In collaborative transportation planning (CTP),
independent forwarders try to improve their planning situation by reallocating their
transportation requests or capacities in a horizontal coalition [6]. The goal of CTP
is the identification of a transportation plan where each coalition member reduces
his operational costs. In the literature several CTP models are examined. Most of
them focus on request exchange where either all requests [1, 6] or just a subset of
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requests are exchanged [2, 5]. In practice, the latter approach seems to be preferable
because coalition members do not want to reveal their entire request portfolio in a
competitive environment. A common solution approach for these CTP problems is
a cherry-picking procedure which identifies profitable requests for self-fulfillment
(referred to as reserved requests) and unprofitable requests for outsourcing. In our
approach some of these reserved requests are selected due to contractual obligations
while the remaining ones are selected due to their profitability. This means that a
forwarder has to use a certain fulfillment mode for requests with contractual oblig-
ations while the remaining requests can be served by a profitable fulfillment mode.
These requests with contractual obligations (e.g. security relevant goods) are known
as compulsory requests. The impact of compulsory requests is analyzed in case of
transportation planning problems with self-fulfillment and subcontracting as fulfill-
ment modes by Schönberger [4] and Ziebuhr and Kopfer [7]. The contribution of
this paper is to identify the increase of costs by considering compulsory requests in
a collaborative pickup and delivery transportation problem. To analyze the impact of
compulsory requests, a column generation-based heuristic (CGB-heuristic) with dif-
ferent strategies for handling compulsory requests is applied, which were introduced
by Ziebuhr and Kopfer [7]. The CGB-heuristic is suitable for linear programming
with many variables, where the overall problem is divided in a subproblem for gen-
erating vehicle routes and a master problem for selecting vehicle routes. To handle
compulsory requests two solution strategies are proposed. One strategy proposes the
consideration of the compulsiveness of requests during the subproblem (strict gen-
eration procedure) while the other one considers forwarding limitations during the
master problem (strict composition procedure). For experiments, the consideration
of different request types is proposed, which is motivated by the fact that a forwarder
should be able to offer various services to a client and each of these services may
differ with respect to its impact on costs. The following request types are considered:
standard requests (fulfillment by any fulfillment mode), premium requests (fulfill-
ment by private fleet and coalition members), and premium plus requests (fulfillment
by private fleet). In Sect. 2 the CTP problem is presented, while Sect. 3 describes the
main solution and Sect. 4 presents the computational experiments.

2 Collaborative Planning with Compulsory Requests

In the pickup and delivery problem with time windows (PDPTW), a transportation
plan has to be determined where n less than truckload requests have to be transported
from their pickup P = {1, . . . , n} to their delivery location D = {n + 1, . . . , 2n}. In
the PDPTW, the set of nodes is given by V = P ∪ D ∪ {0} where {0} represents
the depot. For each edge (i, j) ∈ A a travel time ti j and a distance di j is given.
At each node i ∈ V with a demand li a service si has to be started within a time
window [ai , bi ]. For request fulfillment a set of homogeneous vehicles K , each
having capacity Q, is assumed. The task is to determine a transportation plan which
minimizes the sum of the fixed costs αk and variable costs βk by fulfilling routing,
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time and loading constraints. A transportation plan is defined by the binary decision
variable xi jk which is equal to one if a vehicle k travels from node i to j . The PDPTW
is solved by isolated planning (IP) assuming a single decisionmaker and costs defined
by the objective function (1). A PDPTW is described by Ropke and Pisinger [3].

min I P =
∑

k∈K
αk +

∑

k∈K

∑

(i, j)∈A

βkdi j xi jk (1)

This paper looks at the PDPTW from a collaborative perspective, where m for-
warders align their transportation plans by exchanging requests. During the collab-
oration each forwarder i offers his entire request portfolio Pi (P = ∑m

i=1 Pi ) for
exchange and receives a new portfolio P ′

i after the allocation process is completed.
Depending on the transportation plans of the coalition members, each member i
transfers a set of requests (P−

i ) to the coalition and receives a set of requests (P+
i )

from the coalition. If a member receives more requests than he can fulfill he will
employ an external carrier from the spot market. As the coalition members are self-
interested they aim to minimize their own costs (local costs) by preserving customer
payments and cost structure information. The goal of this CTP problem is to min-
imize the individual local costs (I P ′) by considering the updated request portfolio
P ′ and can be modeled as follows:

minCT P =
m∑

i=1

I P ′
i (2)

P ′
i ∩ P ′

j = ∅, ∀i, j = 1, . . . ,m, i �= j, (3)

∪m
i=1P

−
i = ∪m

i=1P
+
i . (4)

The described CTP problem involving pickup and delivery nodes assumes that
each coalition member i offers his entire request portfolio Pi for exchange. By
considering the CTP problemwith compulsory requests, it is proposed to separate the
request portfolio of amember i into three disjoint sets: standard requests P1

i , premium
requests P2

i , and premium plus requests P3
i with Pi = P1

i ∪ P2
i ∪ P3

i . Based on this
formulation, the considered CTP problem has to be modified in such a way that
premium and premium plus requests cannot be fulfilled by an external carrier and
premium plus requests cannot be forwarded to a coalition member.

3 Solution Approach

To solve the CTP problem with forwarding limitations the CGB-heuristic with two
strategies for handling compulsory requests is applied and modified. In the following
theCGB-heuristic aswell as the strategies are briefly described. The idea of theCGB-
heuristic is the identification of a transportation plan by using an iterative approach
where vehicle routes are generated in a subproblem and promising vehicle routes are
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selected in a master problem. In a CTP problem, the subproblem is solved by each
coalitionmember separately while themaster problem is solved by a neutral software
agent. By solving the master problem dual values are generated and forwarded to the
subproblem for identifying new vehicle routes which reduce the operational costs.
The process is repeated until a specific number of iterations are investigated. The
subproblem is solved by an adaptive large neighborhood search (ALNS) and the
master problem is solved by the commercial solver ILOG CPLEX. An ALNS is
a local search heuristic which uses a simulated annealing acceptance criterion and
different removal and insertion heuristics. In CTP it is recommended to execute
the CGB-heuristic two times. First, the approach applies to the complete request
portfolio P which means that each coalition member is able to bid on all requests of
the coalition. Secondly, each coalition member uses this approach for the winning
bids of the first application of the CGB-heuristic.

To ensure forwarding limitations for requests, the strict generation procedure is
proposed where the compulsiveness of requests is strictly observed by the subprob-
lem. Thereby, only valid vehicle routes are accepted by the simulated annealing
during the ALNS. This means that a request is fulfilled by a transportation mode
corresponding to the type of service attached to the request. To generate as many
valid vehicle routes as possible, three modifications are recommended for the ALNS.
First, the external carrier option is penalized by using penalty costs for premium
and premium plus requests. Second, the insertion of premium plus requests into
vehicle routes from a different coalition member is prohibited by skipping these
invalid insertions for the insertion heuristics. Third, the request portfolio of the
insertion heuristics is split into one for compulsory requests and one for standard
requests so that compulsory requests are preferred for reinsertion. In terms of pre-
mium requests, it is observed that each forwarder always generates vehicle routes
where all premium requests are served by self-fulfillment in order that similar routes
are generated. To solve this issue we eliminate the penalty costs when all requests are
visible for each coalition member and reintegrate them after the first application of
the CGB-heuristic has assigned a new request portfolio for each coalition member.

A second strategy for handling compulsory requests is the strict composition
procedure where forwarding limitations are ignored by the ALNS and considered for
the solution of the master problem. This means that many of the routes submitted by
the ALNS may contain compulsory requests which are served by an inappropriate
fulfillment mode. To ensure that vehicle routes are selected, which are valid for
the considered CTP problem, the master problem is extended with new constraints
which observe the applied fulfillment modes for compulsory requests. Based on the
generated dual values, theALNS is guided to generate valid vehicle routes in terms of
compulsory requests. To ensure feasible solutions by high percentages of compulsory
requests in the first round of the column generation, where the ALNS is not guided
by dual values, the strict generation procedure is applied.
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4 Computational Experiments

In this Sect. 4, the best strategy and the increase of costs in terms of compulsory
requests are determined. Therefore, the instances presented by Wang and Kopfer [6]
are examined where 2–5 PDPTW instances with the same characteristics (C, R, RC)
and size (100 customers) are combined into one instance. The applied fleet sizes
are set to the number of used vehicles in the best-known solutions, while the fixed
costs are set to zero and the variable costs are set to one per distance unit. In total
24 instances are generated. The instances with five decision makers are skipped due
to the computational time. To analyze the CTP problem with compulsory requests
the mentioned instances are extended by different ratios of compulsory requests.
We analyze ratios of 10, 20, and 30% compulsory requests, which means e.g. that
20% of all pickup nodes are compulsory requests and 80% are standard requests.
15 samples are generated for each ratio and instance. In our study, scenarios with
standard requests combined with one type of compulsory requests are analyzed. As
parameter setting, the same parameters are used as presented by Ziebuhr and Kopfer
[7] except for the extended time limit of the commercial solver (300s) and reduced
iterations during the ALNS (5,000 iterations).

In a benchmark study, the strict generation procedure is compared with the strict
composition procedure for all instanceswith 20%premiumor premiumplus requests.
Thereby, it is identified that on average a forwarder has to charge about 0.27%
(6.13%) additional costs per 20% premium request and about 8.25% (5.60%) addi-
tional costs per 20% premium plus requests. The results in the brackets are computed
by the strict generation procedure, while the remaining ones are computed by the
strict composition procedure. As can be seen, the strict composition procedure is
preferable for premium requests while the strict generation procedure is preferable
for premium plus requests. The strict composition procedure seems to be superior in
case that several transportation modes are applicable for request fulfillment which
occurs for premium requests and not for premium plus requests.

To investigate the impact of compulsory requests all instanceswith 2–4 forwarders
are solved by the strict generation procedure for premium plus requests and by the
strict generation procedure for premium requests. First, the solution quality of the
CGB-heuristic is verified by a centralized planning (CP) and collaborative planning
approach. The results are compared with the best-known results of Wang and Kopfer
[6] which are computed by a CGB-heuristic with a large neighborhood search (LNS)
instead of an ALNS. In Table1, the best-known IP solutions reported by SINTEF, CP
and CTP solutions reported byWang and Kopfer [6], and our solutions are presented.
In a centralized planning scenario, the subproblem is solved by a central decision
maker who is in charge of all vehicles and request portfolios. In our study, 29 new
best-known solutions for the CP and CTP are identified. The best CTP solutions are
used to determine the percentaged cost increases per compulsory requests. For the
CTP problem with forwarding limitations, it is observed that the impact of premium
requests is not significant. However, premium plus requests have a significant impact
on the costs where the additional costs depend on the location structure, number of
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members, and ratios of premium plus requests. It is identified that random location
structures lead to the lowest additional costs, while clustered structures lead to the
highest additional costs. This observation can be explained by the distribution of the
requests. Thereby, it is more expensive to fulfill premium plus requests in different
request clusters instead of considering equally distributed requests. In terms of the
ratios, it is observed that the costs per premium plus request decrease by increasing
the ratio of premium plus requests. The mentioned behavior can be explained by
the first application of the ALNS where it is preferable when several compulsory
requests are available for route building. By increasing the number of members m,
different results are identified. Thereby, it seems that in random structures additional
coalition members reduce the impact of premium plus requests while additional
coalition members in clustered structures lead to higher or lower costs depending on
the positions of the request clusters.
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A Multi-compartment Vehicle Routing
Problem for Livestock Feed Distribution

Levent Kandiller, Deniz Türsel Eliiyi and Bahar Taşar

Abstract In the well-known Vehicle Routing Problem (VRP), customer demands
from one or more depots are to be distributed via a fleet of vehicles. Various objec-
tives of the problem are considered in literature, including minimization of the total
distance/time traversed by the fleet during distribution, the total cost of vehicle usage,
or minimizing the maximum tour length/time. In this study, we consider a multi-
compartment VRP with incompatible products for the daily solution of a livestock
feed distribution network, where each livestock farm requests one type of feed from
a single depot, and the vehicles have several compartments. The objective is to
minimize the total cost of distribution. Although VRP is a well-studied problem in
literature, multi-compartment VRP is considered only by few authors, and our prob-
lem differs from the existing ones due to special operational constraints imposed by
the situation on hand. We formulate a basic mathematical model for the problem
and present possible extensions. We design a computational experiment for testing
the effects of uncontrollable parameters over model performance on a commercial
solver and report the results. The proposed model can easily be adapted to other
distribution networks such as food and fuel/chemicals.

1 Introduction and Literature Review

Vehicle Routing Problem (VRP) of the logistics field is involved with the distribu-
tion of goods to a set of customers via a fleet of vehicles. The problem was proposed
by Dantzig and Ramser [2] as a generalization of the well-known Traveling Sales-
man Problem (TSP), and shown to be NP-hard [6]. In this study, we consider a rich
VRP,which involves separated compartments on vehicles that can carry incompatible
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products for one or more customers while minimizing total cost. Despite the vast
amount of literature on VRP, relatively few studies focused on multi-compartment
VRP; Van der Bruggen et al. [8] studied the multi-compartment assignment problem
for a large oil company. They considered the number and size of trucks and driver
schedules. Avella et al. [1] introduced a multi-period routing problem where each
compartment had to be completely full or empty. Suprayogi et al. [7] worked on a
multiobjective delivery problem in Indonesia and East Timor. They used sequential
insertion and local search algorithms. El Fallahi et al. [4] focused on the distribution
of cattle food to farms by deciding the fleet size. They proposed a memetic algorithm
and tabu search. Derigs et al. [3] introduced food and petrol distribution examples, a
general mathematical formulation for the corresponding VRP, and several heuristic
approaches. They assumed that an order should be assigned to exactly one compart-
ment on a vehicle. Henke et al. [5] proposed an mathematical model for the flexible
size MCVRP (multi-compartment VRP) and developed neighborhood heuristics for
the solution of large size problems.

The next section presents our problem definition and mathematical formulation
together with some possible extensions.

2 Problem Definition and Formulation

One of the largest agricultural companies in Turkey seeks a solution for their distrib-
ution problem in the Aegean Region. Based on daily demands for different types of
feeds, the company delivers to turkey breeding farms in the region. A farm demands
only one type of feed, depending on the growth stage of the turkeys at the farm. There
is a single depot located in Izmir, Turkey, and all vehicles having several compart-
ments (silos) depart daily from this depot for distribution. The fleet is homogenous
and a silo on a vehicle can carry only one type of feed at a time. We assume that all
vehicles are available at all times; i.e., there are no breakdowns. The vehicles travel
at the same speed. All drivers work in 8h shifts. Loading and unloading times are
included in the travel times. We propose a basic mixed integer programming model
for the real-life MCVRP defined above. All decision variables are binary except the
one related to time. The vehicle index k = 1, . . . ,K indicates the number of vehi-
cles and the compartment index l = 1, . . . ,L reflects the number of compartments
in each vehicle. The customers are indexed by i, j = 1, . . . ,N , and the products
p = 1, . . . ,P.

Parameters

fk: Fixed cost for vehicle k (TL)
Clk: Capacity of compartment l of vehicle k (tons)
Dip: Demand of customer i for product type p (tons)
sij: Distance from customer i to customer j (km)
α: Fuel cost (TL/km)
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Tk: Time capacity of vehicle k (min)
Tij: Time from customer i to customer j (min)

Decision Variables

xki =
{
1, if vehicle k serves farm i
0, otherwise.

yk =
{
1, if vehicle k is used
0, otherwise.

uij =
{
1, if route from customer i to customer j is used
0, otherwise.

zi =
{
1, if route from depot to customer i is used
0, otherwise.

vi =
{
1, if route from customer i to depot is used
0, otherwise.

alkp =
{
1, if compartment l of vehicle k is used for product type p
0, otherwise.

tkij = The time taken by vehicle k from customer i to customer j

Based on the above definitions, the mathematical model is as follows:

Minimize
K∑

k=1

fkyk + α

N∑

i=1

(si0vi + s0izi +
N∑

j=1

sijuij) (1)

subject to
N∑

i=1

xki ≤ Nyk ∀k (2)

N∑

p(i)=1

Di xki ≤
L∑

l=1

Clk alkp ∀k, ∀p (3)

P∑

p=1

alkp ≤ yk ∀l, ∀k (4)

K∑

k=1

xki = 1 ∀i (5)

zj +
N∑

i=1,i �=j

uij = 1 ∀j (6)

vi +
N∑

j=1,i �=j

uij = 1 ∀i (7)
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N∑

i=1

zi =
K∑

k=1

yk (8)

N∑

i=1

vi =
K∑

k=1

yk (9)

xki − (1 − uij) ≤ xkj ∀k, ∀i, j, i �= j (10)

xkj − (1 − uij) ≤ xki ∀k, ∀i, j, i �= j (11)

tkij ≥ Tij − Tij(2 − xki − uij) ∀k, ∀i, j, i �= j (12)

tk0j ≥ T0j − T0j(2 − xkj − zj) ∀k, ∀j (13)

tki0 ≥ Ti0 − Ti0(2 − xki − vi) ∀k, ∀i (14)
K∑

k=1

tkij ≤ Tijuij ∀i, j, i �= j (15)

K∑

k=1

tk0j ≤ T0jzj ∀j (16)

K∑

k=1

tki0 ≤ Ti0vi ∀i (17)

N∑

j=1

tk0j +
N∑

i=1

tki0 +
N∑

i=1

N∑

j=1

tkij ≤ Tk ∀k (18)

∑

i,j∈S
uij ≤ |S| − 1 ∀S ⊂ {1, . . . ,N} (19)

xki, yk, zi, vi, uij ∈ 0, 1 ∀k, ∀i, j, i �= j (20)

alkp ∈ 0, 1 ∀k, ∀l, ∀p (21)

tkij, tk0j, tki0 ≥ 0 ∀k, ∀i, j, i �= j (22)

The objective function in (1) minimizes the total transportation cost including
fixed costs of the vehicles and fuel costs. Constraint set (2) ensures that a vehicle can
serve customers only if it is in use. Constraint set (3) imposes capacity restrictions.
Constraint set (4) ensures that there can be only one type of product in one silo of a
vehicle, while constraint set (5) guarantees that a customer can be served by only one
vehicle. Constraint sets (6) and (7) guarantee flow balance. Constraint sets (8) and
(9) ensure that the total number of departures (arrivals) from (to) the depot is equal to
the total number of vehicles used. Constraint sets (10) and (11) guarantee continuity
of the routes. Constraint set (12)–(14) determine travel times. Constraint sets (15)–
(17) relate time and route variables. While constraint set (18) imposes time limits for
the routes, constraint set (19) enforces sub-tour elimination. Finally, constraint sets
(20)–(22) dictate the structures and sign restrictions of the decision variables. As the
simple VRP is NP-hard, so is our problem.
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For evaluating the possibility of allowing overtime at a higher wage rate, a non-
negative continuous decision variable is required as ok : overtime of vehicle k (min).
Constraint (18) should be updated as (18′).

N∑

j=1

tk0j +
N∑

i=1

tki0 +
N∑

i=1

N∑

j=1

tkij ≤ Tk + ok ∀k (18′)

Overtime of each vehicle should be penalized in the objective function, replacing
(1) with (1′), where co is the unit cost of overtime:

Minimize
K∑

k=1

(

fkyk + cook
fk
Tk

)

+ α

N∑

i=1

⎛

⎝si0vi + s0izi +
N∑

j=1

sijuij

⎞

⎠ (1′)

Ifmultiple trips per vehicle are allowed, an alias vehicle for eachpossible trip of the
same vehicle is created.We define a trip index r for each vehicle where r = 1, . . . ,R.
With the assumption that a vehicle can perform at most R trips during its shift, the
number of vehicles in the model is replaced as k = 1, . . . ,K,K + 1, . . . , 2K, 2K +
1, . . . ,RK . A new constraint should be formed to ensure that, if a vehicle can only
perform its next tour if it performs its previous one:

ykr ≤ yk ∀k (23)

Finally, to satisfy the time constraint for the same vehicle in different trips, constraint
(18) should be updated as (18′′):

N∑

j=1

(tk0j + tk+r
0j ) +

N∑

i=1

(tki0 + tk+r
i0 ) +

N∑

i=1

N∑

j=1

(tkij + tk+r
ij ) ≤ Tk ∀k (18′′)

3 Computational Experiment and Results

Apilot experiment is designed to evaluate the performance of the basicmodel includ-
ing several factor levels. The number of customers is set as 10 and 15. The locations
of the customers are generated uniformly over a 200 by 200 grid, and Euclidean dis-
tances are computed between each pair of nodes. The single depot is located at the
origin. The demand and product type of each customer is generated from a discrete
uniform (DU) distribution, between 1–8 (low variance, low demand), 4–12 (low vari-
ance, medium demand) and 1–16 (high variance). After generating the demand for
each instance, the minimum number of identical 16-ton vehicles is calculated. The
fuel cost is assumed as 1.4 TL/km, while the fixed cost of a vehicle is 200TL/day
and 400TL/day. Ten instances are generated from each setting and Table1 shows the
summary of the results.
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In terms of computation time and objective, DU [1, 8] yields the best results for
demand, and similar results are expected for the low variance settings computation-
ally. Although DU [1, 8] has low transportation costs, it increases the frequency of
orders and there is an economically tradeoff. The combinatorial nature of the prob-
lem when the number of customer is increased to 20. Most of the problem instances
cannot be solved in reasonable times for this size.

4 Future Work

A multi-compartment vehicle routing problem is considered; a mathematical model
and someextensions are proposed.The research ismotivatedby a real-life distribution
problem having several types of incompatible products. As the problem is NP-Hard,
only small size instance solutions can be obtained within reasonable time limits
even for the basic problem. A heuristic approach is to be developed for obtaining
near-optimal solutions in short and practical computation times. For multiple trips
per vehicle, split delivery for the customers and overtime considerations, further
experimentation will be performed. The developedmodel can be adapted quite easily
to fuel or food delivery.
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Single Vehicle Routing Problem
with a Predefined Customer Sequence,
Stochastic Demands and Partial Satisfaction
of Demands

Epaminondas G. Kyriakidis and Theodosis D. Dimitrakos

Abstract We consider the problem of finding the optimal routing of a single vehicle
that starts its route from a depot and delivers a product to N customers that are
served according to a particular sequence. The vehicle during its route can return to
the depot for restocking. The demands of the customers are random variables with
known distributions. The actual demand of each customer is revealed as soon as
the vehicle visits the customer’s site. It is permissible to satisfy fully or to satisfy
partially or not to satisfy the demand of a customer. The cost structure includes
travel costs between consecutive customers, travel costs between the customers and
the depot and penalty costs if a customer’s demand is not satisfied or if it is satisfied
partially. A dynamic programming algorithm is developed for the determination of
the optimal routing policy. It is shown that the optimal routing policy has a specific
threshold-type structure.

1 Introduction

One of themost widely studied problems in combinatorial optimization is theVehicle
Routing Problem (VRP). The objective of the VRP is to minimize the total route cost
for one vehicle or for a fleet of identical vehicles that depart fromone or several depots
and deliver goods to N customers comprising the nodes of a predefined network. The
vehicle may also collect expired products from the customers. A first version of the
VRP was proposed by Dantzig and Ramser [1].

Much attention has been paid to the capacitated VRP in which the vehicles have
limited carrying capacity of the goods thatmust be delivered (see e.g. Secomandi [11],
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Novoa and Storer [7], Goodson et al. [3]). In the last fifteen years some capacitated
vehicle routing problems have been studied in which a single vehicle starts its route
from a depot and serves N customers according to a predefined sequence. Thismeans
that customer 1 is served first, then customer 2 is served, then customer 3 is served and
so on.We refer to papers byYang et al. [12], Kyriakidis andDimitrakos [4],Minis and
Tatarakis [6], Pandelis et al. [8, 9], Dimitrakos and Kyriakidis [2]. Suitable dynamic
programming algorithms have been proposed for these problems. It was shown that
the structure of the optimal routing strategy is of threshold-type. In all these problems
it was assumed that the demands of the customers must be satisfied completely. In the
present paper we relax this assumption by allowing the possibility to satisfy partially
or not to satisfy the demands of the customers. In the case of partial satisfaction of
the demand of a customer a penalty cost is incurred. Specifically, we assume that a
vehicle starts its route from a depot loadedwith items of a product to its fully capacity
and visits N customers according to a predefined sequence 1 → 2 → · · · → N .
The demands of the customers for the product are random variables with known
distributions. The actual demandof a customer becomes knownonlywhen the vehicle
arrives at his/her site. Thevehiclemay satisfy fully thedemandof a customer or satisfy
some part of the demand or not satisfy the demand at all. The vehiclemay interrupt its
route by going to the depot for replenishment. The total cost consists of (i) travel costs
between consecutive customers, (ii) travel costs between customers and the depot and
(iii) penalty costs due to unsatisfied demands. A dynamic programming algorithm
is constructed for the determination of the optimal routing strategy of the vehicle. It
is shown that the optimal routing strategy is characterized for each customer by two
critical numbers. Note that the problem studied in the present paper can be considered
as a generalization of the problem studied in Kyriakidis and Dimitrakos [5], in which
it was assumed that the vehicle visits each customer and satisfies as much demand as
possible and then an action is selected that depends on the number of the remaining
items of the product carried by the vehicle. A penalty cost was imposed if the demand
of the customer was satisfied partially.

The rest of the paper is organized as follows. In Sect. 2 the problem is specified
for the case in which the demands of the customers are discrete random variables.
A dynamic programming approach is proposed for the determination of the optimal
routing strategy. The structure of the optimal routing strategy is given. In Sect. 3 our
theoretical results is illustrated by a numerical example. A summary of results and
topics for future research are presented in Sect. 4. Note that an extended version of
the present paper, in which technical details andmany numerical results are included,
has been submitted for publication.
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2 The Problem When the Demands Are Discrete
Random Variables

We assume that a vehicle of capacity Q starts its route from a depot loaded with Q
items of a product and visits N customers according to a predefined sequence 1 →
2 → · · · → N. The demand of customer j ∈ {1, . . . , N } for a product is a discrete
randomvariable ξ j ∈ {0, . . . , Q}with knowndistribution. The actual demandof each
customer becomes known onlywhen the vehicle visits the customer’s site. Let c j0 and
c0 j , j = 1, . . . , N , be the travel cost from customer j to the depot and the travel cost
from the depot to customer j , respectively. Let also c j, j+1, j = 1, . . . , N − 1, be the
travel cost from customer j to customer j + 1. These costs can be considered as the
costs of the required driver’s labor and of the gasoline that the vehicle needs to cover
the distances between consecutive customers and the distances between customers
and the depot. It is plausible to assume that these costs satisfy the symmetric property
and the triangle inequality, i.e. c j0 = c0 j , j = 1, . . . , N and c j, j+1 ≤ c j0 + c0, j+1,
j = 1, . . . , N − 1. The road network is depicted in Fig. 1. Suppose that the vehicle
arrives at customer’s j ∈ {1, . . . , N − 1} site loadedwith z ∈ {0, . . . , Q} items of the
product and suppose that the actual demand of customer is equal to s ∈ {0, . . . , Q}.
If z ≥ s the possible actions are Action 1θ , θ ∈ {0, . . . , s} and Action 2. Action 1θ

means that the vehicle delivers θ items of the product to customer j and proceeds to
customer j + 1. Action 2 means that the vehicle delivers s items of the product to
customer j , it goes to the depot, restocks with load Q and then visits next customer
j + 1. If z < s the possible actions are 3θ (θ ∈ {0, . . . , z}), 4, 5θ (θ ∈ {1, . . . , s − z})
and 6. Action 3θ means that the vehicle delivers θ items of the product to customer
j and then proceeds to customer j + 1. Action 4 means that the vehicle delivers z
items of the product to customer j , it goes to the depot, restocks with load Q and
then visits next customer j + 1. Action 5θ means that the vehicle delivers z items
of the product to customer j , it goes to the depot, restocks with load Q, it returns to

Fig. 1 The road network for
the problem
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customer j to deliver θ ∈ {1, . . . , s − z} owed items and then proceeds to customer
j + 1. Action 6 means that the vehicle delivers z items of the product to customer
j , it goes to the depot to restock with the owed s − z items of the product, it returns
to customer j to deliver the owed s − z items of the product, it makes a second trip
to the depot to restock with Q items of the product and then goes to next customer
j + 1. Note that it is assumed that, if Action 5θ or Action 6 is selected, there is
no extra demand when the vehicle returns to customer j , i.e. ξ j remains unaltered.
Suppose that the vehicle arrives at customer’s N site and its load is greater or equal
to the actual demand of customer N . In this case it satisfies fully the demand and
terminates its route by returning to the depot. If the load of the vehicle is less than the
actual demand of customer N the possible actions are Action 7 and Action 8. Action
7 means that the vehicle delivers its load to customer N and terminates its route by
returning to the depot. Action 8 means that the vehicle delivers its load to customer
N , it goes to the depot to restock with the owed quantity, it returns to customer
N to deliver the owed quantity and then it terminates its route by returning to the
depot. Note that, when Actions 1θ (θ ∈ {0, . . . , s − 1}), 3θ (θ ∈ {0, . . . , z}), 4, 5θ

(θ ∈ {1, . . . , s − z − 1}), 7 are selected then some part or the whole of the demand
of customer j is not satisfied. In this case a penalty cost is incurred that is equal to π j

per item that is not delivered. The vehicle returns to the depot after servicing (fully or
partially) the customers. Our goal is to determine the optimal routing strategy of the
vehicle that serves all customers fully or partially. This routing strategy minimizes
the expected total cost from the beginning of the route until its end.

Let f j (z, s), z, s = 0, . . . , Q, denote the minimum expected future cost if the
number of items carried by the vehicle when it arrives at customer’s j ∈ {1, . . . , N }
site is equal to z and s is the number of items that customer j demands. For j ∈
{1, . . . , N − 1} this quantity satisfies the following dynamic programming equations
(1) and (2) (see Chap. I in Ross [10]). If z ≥ s then

f j (z, s) = min
{
Hj (z, s), R j

}
, (1)

where,

Hj (z, s) = c j, j+1 + min
θ∈{0,...,s}

{
π j (s − θ) + E f j+1(z − θ, ξ j+1)

}
,

and
R j = c0 j + c j+1,0 + E f j+1(Q, ξ j+1).

If z < s then

f j (z, s) = min
{
A j (z, s), Bj (z, s),C j (z, s), Dj

}
, (2)

where,

A j (z, s) = c j, j+1 + min
θ∈{0,...,z}

{
π j (s − θ) + E f j+1(z − θ, ξ j+1)

}
,
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Bj (z, s) = c0 j + c0, j+1 + π j (s − z) + E f j+1(Q, ξ j+1),

C j (z, s) = 2c0 j + c j, j+1 + min
θ∈{1,...,s−z}

{
π j (s − z − θ) + E f j+1(Q − θ, ξ j+1)

}
,

Dj = 3c0 j + c0, j+1 + E f j+1(Q, ξ j+1).

The boundary conditions are

fN (z, s) = c0N , z ≥ s,

and
fN (z, s) = c0N + min

{
Fj (z, s),G j

}
, z < s, (3)

where,
Fj (z, s) = πN (s − z),

G j = 2cN0.

The minimum total expected cost during a visit cycle is equal to

f0 = c01 + E f1(Q, ξ1).

In the above equations the expected values are taken with respect to the random
variables ξ j , j = 1, . . . , N . The terms Hj (z, s) and R j in the right-hand-side of
Eq. (1) correspond to Actions 1θ (θ ∈ {0, . . . , s}) and to Action 2, respectively. The
terms A j (z, s), Bj (z, s), C j (z, s), Dj in the right-hand-side of Eq. (2) correspond
to Actions 3θ (θ ∈ {0, . . . , z}), Action 4, Action 5θ (θ ∈ {1, . . . , s − z}), Action 6,
respectively. The terms Fj (z, s) andG j in the right-hand-side of Eq. (3) correspond to
Action 7 and Action 8, respectively. It is possible to prove the following theorem that
describes the structure of the optimal routing strategy. The proof is a consequence of
the following results: (i) f j (z, s) is non-increasing in z, (ii) Hj (z, s) is non-decreasing
in s and (iii) A j (z, s), Bj (z, s), C j (z, s) are non-decreasing in s.

Theorem 1 For each customer j ∈ {1, . . . , N − 1} and each demand s ∈ {0, . . . , Q}
there exist two critical integers h1( j, s), h2( j, s) (h2( j, s) < s ≤ h1( j, s)) such that
it is optimal to select (i) Action 1θ for some θ ∈ {0, . . . , s} if z ∈ {h1( j, s), . . . , Q}
(ii) Action 2 if z ∈ {s, . . . , h1( j, s) − 1} (iii) Action 3θ for some θ ∈ {0, . . . , z} or
Action 4 or Action 5θ for some θ ∈ {1, . . . , s − z} if z ∈ {h2( j, s) + 1, . . . , s − 1}
and (iv) Action 6 if z ∈ {0, . . . , h2( j, s)}. The critical integers h1( j, s) and h2( j, s)
are non-decreasing in s.
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Fig. 2 The optimal
decisions for customer 5

0 2 4 6 8 10 12
0

2

4

6

8

10

12

z

s

3 Numerical Example

In the following numerical example, we implemented the dynamic programming
algorithm by running the corresponding Matlab program.

Example 1 Suppose that N = 8 and Q = 12. The travel costs c j, j+1 between con-
secutive customers j and j + 1, j ∈ {1, . . . , 7}, are given by: c12 = 5, c23 = 4,
c34 = 3, c45 = 2, c56 = 5, c67 = 2 and c78 = 4. The travel costs c j0 between cus-
tomers j , j ∈ {1, . . . , 8} and the depot are given by: c10 = 7, c20 = 6, c30 = 5,
c40 = 4, c50 = 3, c60 = 7, c70 = 6 and c80 = 5. Note that these costs satisfy the
triangle inequality. We assume that, for each customer j ∈ {1, . . . , 8}, the penalty
cost π j is equal to 1.4. We also assume that for each customer j ∈ {1, . . . , 8}, the
demands ξ j of the customers for the product follow the discrete uniform distribution,
i.e. Pr(ξ j = x) = (Q + 1)−1, x = 0, . . . , Q. In Fig. 2, we present the optimal deci-
sions for customer 5. For z ≥ s, the action of delivering θ items of the product and
then proceeding directly to next customer (Action 1θ ) is denoted by blue circles and
the action of delivering s items of the product, returning to the depot for restocking
with load Q and then visiting next customer (Action 2) is denoted by red squares.
For z < s, we use magenta x-marks for action 3θ which corresponds to the quan-
tity A j (z, s), black upper triangles for action 4 which corresponds to the quantity
Bj (z, s), green diamonds for action 5θ which corresponds to the quantityC j (z, s) and
cyan stars for action 6which corresponds to the quantity Dj . It can be seen fromFig. 2
that the structure of the optimal routing strategy is, as expected, of threshold-type
described in Theorem1. For example, h1(5, 1) = 9 and h1(5, 4) = 12. The value of
the minimum total expected cost f0 is found approximately equal to 63.82.
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4 Summary of Results and Topics for Future Research

In this paper a capacitated vehicle routing problem was studied in which (i) the
customers are served according to a predefined sequence, (ii) the demands of the
customers are stochastic and each customer’s demand is less or equal to the vehicle
capacity and (iii) partial satisfaction of demand is allowed.The cost structure included
travel costs between consecutive customers, travel costs between customers and the
depot and penalty costs due to unsatisfied demands. We selected as decision epochs
the epochs at which the vehicle visits for the first time each customer. A dynamic
programming approach was proposed for the determination of the optimal routing
strategy. It was proved that according to the optimal routing strategy, for a given
value of a customer demand, the set of all possible loads carried by the vehicle is
divided into four disjoint sets. If the load of the vehicle belongs to the first set, then
the optimal action is to satisfy (fully or partially) or not to satisfy the demand of the
customer and to proceed to the next customer. If it belongs to the second set, then
the optimal action is to satisfy fully the demand of the customer, go to the depot
for replenishment and, then proceed to the next customer. If it belongs to the third
set, then the optimal action is to satisfy partially the demand of the customer and to
proceed (directly or after a trip to the depot for replenishment) to the next customer
or to make one trip to the depot for restocking, return to the customer to satisfy fully
or partially the demand of the customer and, then proceed to the next customer. If it
belongs to the fourth set, then the optimal action is to go to the depot to restock the
owed quantity, return to the customer to deliver the owed quantity, make a second
trip to the depot for restocking and, then go to the next customer. A possible topic for
future research could be the study of a more general problem in which (i) the vehicle
delivers new products to the customers, (ii) the vehicle collects expired products
from the customers and (iii) partial service is permissible.
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A Tabu Search Based Heuristic Approach
for the Dynamic Container Relocation
Problem

Osman Karpuzoğlu, M. Hakan Akyüz and Temel Öncan

Abstract The container relocation problem (CRP) is concerned with clearing out a
single yard-bay which contains a fixed number of containers each following a given
pickup order so as to minimize the total number of relocations made during their
retrieval process. In this work, we consider an extension of the CRP where contain-
ers are both received and retrieved at a single yard-bay named Dynamic Container
Relocation Problem (DCRP). The arrival and departure sequences of containers are
assumed to be known in advance. A tabu search based heuristic approach is proposed
to solve the DCRP. Computational experiments are performed on an extensive set
of randomly generated test instances from the literature. Our results show that the
proposed algorithm is efficient and yields promising outcomes.

1 Introduction

More than 50% of the world sea borne trade in terms of dollars are carried with
containerized cargo [11]. As the emerging technologies increase speeds and sizes of
vessels; now, container terminals are forced to transfer larger amounts of containers
than before. Therefore, efficient management of container terminals is crucial. The
container terminal area can be separated into two parts: quay side area and yard
side area. In general, terminal operators give more importance to quay side area
operations which include berth allocation, quay crane assignment and scheduling,
and vessel storage planning. On the other hand, yard side area operations, which
consist of transferring containers from quay side area, yard crane scheduling, and
storing and handling of containers at the yard storage area, are equally important in
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Fig. 1 A block of containers. Source [1]

container terminal management. A yard area includes blocks of containers which is
illustrated with Fig. 1.

A yard-bay is servedwith a yard crane so that containers are received and retrieved
at top of the columns. Containers on top of a column are directly accessible for
retrieval. However, if a target container (a container that will be retrieved from yard-
bay immediately) isn’t positioned at top of a column, then all containers above the
target container can be relocated to other columns of the yard-bay. Once blocking
containers are cleared, target container can be retrieved. These clearing movements
are denoted as relocations. Relocations are idle operations for yard cranes. There-
fore, yard crane operations should be planned in such a way that the number of
relocations are minimized. Given a set of containers in a yard-bay and their retrieval
sequence, the Container Relocation Problem (CRP) tries to minimize the total num-
ber of relocations made until the yard-bay is empty. A closely related problem is
referred to as Dynamic Container Relocation Problem (DCRP) where containers are
both received and retrieved at a yard-bay [1]. The DCRP generalizes the CRP which
is known to be an NP-hard problem [2] and thus, it is difficult to solve. In this work,
we focus on the DCRP and propose an efficient heuristic method to plan operations
at a yard-bay. A Tabu Search (TS) based algorithm is suggested for the DCRP. To
the best of our knowledge, there are no other work proposing TS algorithms for this
problem. Besides, we also present an extensive computational study which shows
that the proposed TS algorithm is promising and can be used as an alternative to
other heuristics in the literature.

Since the seminal work by Kim and Hong [6], there exist several studies address-
ing the CRP. Caserta et al. [2] propose two mathematical formulations and a simple
heuristic for the Blocks Relocation Problem (BRP) which is synonymously used to
address the CRP. Petering and Hussein [9] propose a new mathematical formulation.
They introduce a new look-ahead algorithm that yields better solutions than other
algorithms for the CRP. Jovanonic and Voss [5] implement a chain heuristic for BRP
where relocation decisions consider properties of the next container to be moved.
Recently, Jin et al. [4] developed a greedy look-ahead heuristic and performed exten-
sive experiments on existing data sets for the CRP. Unlike the CRP, the DCRP has
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not received much attention from the researchers. For the first time, Wan et al. [12]
introduce the DCRP. In their work, a CRP formulation is suggested and employed
to solve both the CRP and DCRP. Akyüz and Lee [1] propose the first mathemati-
cal programming formulation for the DCRP and suggest heuristic methods. For an
in-depth discussion on container terminal operations and on stacking problems in
storage areas, we refer to excellent surveys by Stahlbock and Voss [10] and Lehnfeld
and Knust [7], respectively.

The rest of this work consists of the following. In Sect. 2 a formal definition of the
DCRP is presented. TS based heuristic is proposed in Sect. 3. Computational results
and findings are discussed in Sect. 4. Lastly, Sect. 5 concludes our study.

2 Dynamic Container Relocation Problem

The DCRP is a containers both depart and arrive at the yard-bay. In this work, the
following assumptions used by Akyüz and Lee [1] are employed. It is assumed that
one yard-crane operates at the yard-bay and can handle one container at a time.
The planning horizon of the yard-bay operations are divided into equal time-steps
in which only one container arrival or retrieval may occur. The arrival and retrieval
time-steps are known a priori. Container relocations occur only at the departure
time-step of the outgoing container. In the rest of this paper, we call an arriving
(departing) container at the yard-bay as incoming (outgoing) container. Besides a
container can be relocated at most once per time-step. No container premarshalling
is allowed and all relocations are assumed to be performed within the yard-bay.
Containers are assumed to be of the same type and size, i.e., only regular 1 TEU
containers. Furthermore, it is assumed that the number of columns is denoted with
C and the yard-bay has a height limit given with H . The objective is to minimize the
total number of relocations made such that arriving containers are located within the
yard-bay and departing containers are retrieved from the yard-bay in the planning
horizon. A solution to the DCRP is obtained when all containers are handled.

The difficulty of solving the DCRP can be seen better when a new container
arrives at the yard-bay. Observe that, the DCRP reduces to solving a CRP as long
as containers depart from the yard-bay until the next container arrival. However, an
incoming container is likely to change the retrieval sequence of the existing containers
within the yard-bay. Therefore, incoming containers change plans repetitively at each
arrival. Now, not only the relocation of the containers but also finding the best location
for incoming containers gains importance in order to increase the efficiency of yard
cranes in yard-bay planning. For the sake of brevity, the DCRP formulation proposed
by Akyüz and Lee [1] is not explicitly given here.
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3 Tabu Search Based Heuristic Method

Broadly speaking, TS algorithm moves from one solution to another by changing
value of decision variables which represent locations of containers depending on
the structure of the problem considered [3]. Unfortunately, changing the value of
a decision variable, which represents locations of containers within a yard-bay at
a time-step, affects all subsequent container movements to be made in the DCRP.
Hence an efficient algorithm is required to restore the feasibility. To this end we
employ the Reshuffling Index (RI) heuristic which is tailored for the DCRP. The RI
heuristic is presented in the following. Next, we give details of the suggested TS
based algorithm, namely TS algorithm (TSA), employed as efficient upper bounding
procedure for the DCRP.

RI heuristic is initially used by Murty et al. [8] and adapted for the DCRP byWan
et al. [12]. The RI heuristic is an efficient upper bounding method which is employed
in our TS heuristic approach. RI defines the number of relocations that should be
made to clear blocking containers above the earliest outgoing container in a column.
For each column the RI is calculated and incoming (or relocating) containers are
located on top of the column with the lowest RI. Clearly, RI is calculated among
the columns which are not full. In case of a tie, the container is placed on top of
the highest column. In case of a further tie, the container is randomly assigned to a
column. To avoid the randomness of the RI heuristic, the latter tie breaking rule is
modified to assigning the container into the leftmost column.

The slot assignment of containers in the yard-bay is denoted as yard-bay config-
uration. A feasible solution of the DCRP is obtained by keeping track of yard-bay
configurations at each time-step. Initially, the RI heuristic is run to obtain a feasible
solution. A Tabu List (TL) records the status of columns of the yard-bay for each
container. Once a container, denoted by n, is assigned to a column, shown as c, in
a feasible solution, then column c is declared as tabu for container n for at least β

iterations. Here, β stands for the number of iterations of the tabu duration (tenure).
Then, container n can not be positioned at the tabu column c for at least β iterations.
The TS heuristic is run for a total number of K iterations. A tabu iteration consists
of finding a feasible solution by following the RI heuristic steps described consider-
ing the TL which provides diversification of solutions, and hence, the generation of
different solutions at each iteration of the TS algorithm. To declare a column c tabu
for a container n, α percentage of the incoming containers are randomly selected.

Now, we present the notation used and a generic algorithm for it. Let T Listn,c

and C a
n denote the TL value of container n for column c and the set of available

columns on which container n can be placed, respectively. The number of containers
that exist in a column c is given by Nc. The total number of time-steps t is shown
with T . A formal outline of the TSA is given in Algorithm1.
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4 Computational Experiments

In this section, our computational experiments are presented. The test bed given
by Akyüz and Lee [1] is used. There are two groups of instances in the test bed:
Group-I and Group-II instances. Each group consists of medium and high density
of container traffic at the yard-bay with C = 6 columns. The range of height, H , is
chosen from the set {2, 3, 4, 5, 6} and the number of containers, N , which departs
from the yard-bay, is selected from the set {5, 50, 100, 200, 400, 800}. This makes a
total of 60 different combinations for each group of instances. 20 test instances for
each combination are randomly generated. Therefore, there are 1200 instances for
each group. We refer to the work by Akyüz and Lee [1] for more details on the test
bed. In the following, our results obtained by the heuristic method proposed for the
DCRP are reported. The experiments are performed on a computer with a Intel Core
i7-3630QM CPU 1.40GHz and 8GB RAM operating within Microsoft Windows 8
64-bit environment and codes are written in C++.

In Table1, we summarize the performance of the TSA on Group-I and Group-
II instances. The number of TS iterations is set to K = 10000. The first column
indicates the group and the density of the test instances. The second column gives
the size of the test instances so that (C, H ) stands for the number of columns and rows
(height) in the yard-bay, respectively. The tabu duration parameterβ is set to beβ = 3
after our preliminary experiments. The percentage to declare a column as tabu for an
incoming container, denoted with parameter α, is calibrated as α = 2 and α = 3 in

Step 0. (Initialization): Set T Listn,c = 0 for n = 1, . . . , N and c = 1, . . . ,C and C a
n = ∅

for n = 1, . . . , N . Set tabu iteration number k = 1 and time-step t = 1.
Step 1. For time-step t if container n is an arriving container then go to Step 2. Otherwise go
to Step 6.
Step 2. (Incoming container ): Check the T Listn,c for c = 1, . . . ,C and set
C a
n = {c : T Listn,c = 0, Nc < H}.

Step 3. If the cardinality of the set C a
n , |C a

n | > 1 then use RI heuristic steps to determine the
location of container n for columns c ∈ C a

n . If |C a
n | = 1, then place container n to column

c ∈ C a
n . Otherwise, select the column with lowest T Listn,c among the columns satisfying

Nc < H to locate container n. Set c∗ equals the selected column to place container n.
Step 4. Generate a random number r ∈ [0, 100]. If r < α then T Listn,c∗ = β + 1.
Step 5. If t < T , set t = t + 1 and go to Step 1. Otherwise, go to Step 7.
Step 6. (Outgoing container): If there is no container above the outgoing container n then
remove container n from the yard-bay configuration and go to Step 5. Otherwise for each
container n′ above the container n at column c∗ repeat the following starting from the
highest slot and go to Step 5. Check the T Listn′,c for all c = 1, . . . ,C , c �= c∗ and set
C a
n′ = {c : T Listn′,c = 0, Nc < H, c �= c∗}. If the cardinality of the set C a

n′ , |C a
n′ | > 1 then

use RI heuristic steps to determine the location of container n′ for columns c ∈ C a
n′ . If

|C a
n′ | = 1, then place container n′ to column c ∈ C a

n′ . Otherwise, select the column with
lowest T Listn′,c among the columns satisfying Nc < H to locate container n′.
Step 7. If k < K then set k = k + 1 a feasible solution is found and update the best upper
bound accordingly. Set T Listn,c = T Listn,c − 1, t = 1 and go to Step 1. Otherwise, stop
and report the best upper bound.

Algorithm 1: TS Algorithm
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Table 1 Summary of the performance of the TSA on Group-I and Group-II instances

Instance
group

Size
(C, H)

α = 2, β = 3 α = 3, β = 3 α = 2, β = 3 RI

UB CPU UB CPU UB (4 s.) UB CPU

Group-I
medium

(6, 2) 0.04 1.19 0.04 0.92 0.04 0.11 0.08

(6, 3) 2.24 1.41 2.3 1.16 2.2 3.37 0.08

(6, 4) 24.68 1.72 24.9 1.66 24.37 25.41 0.08

(6, 5) 63.03 2.22 64.03 2.34 62.33 57.6 0.08

(6, 6) 113.86 2.71 115.16 2.94 113.55 98.84 0.09

Group-I
high

(6, 2) 25.41 1.2 25.96 0.93 25.05 30.57 0.08

(6, 3) 83.42 1.72 83 1.42 82.16 86.3 0.09

(6, 4) 144.05 2.31 144.15 2.2 143.19 138.65 0.09

(6, 5) 221.84 3.13 222.48 3.09 221.38 211.95 0.1

(6, 6) 293.23 3.68 293.64 3.98 292.51 276.32 0.11

Group-II
medium

(6, 2) 4.91 0.87 4.92 1.02 4.85 5.24 0.07

(6, 3) 44.67 1.29 44.83 1.36 44.45 45.88 0.08

(6, 4) 92.41 2.12 92.35 1.76 91.62 91.63 0.08

(6, 5) 121.82 2.57 122.24 2.16 122.08 117.45 0.09

(6, 6) 171.92 3.28 171.8 2.7 171.22 158.92 0.1

Group-II
high

(6, 2) 71.24 1.06 71.68 1.27 70.81 76.48 0.08

(6, 3) 139.43 1.65 139.6 1.8 139.23 139.89 0.09

(6, 4) 200.71 2.5 201.55 2.17 200.16 188.72 0.1

(6, 5) 278.15 3.46 278.81 2.85 278.13 247.38 0.11

(6, 6) 368.43 4.14 369.25 3.67 368.43 315.57 0.13

the light of our initial experiments. The columns “UB” and “CPU” indicate the total
number of relocations and the CPU times in seconds, respectively. Each cell gives
the average of 20 × 6 = 120 test instances with different numbers of containers, N .
Columns 3 to 6 include the results when α = 2, β = 3 and α = 3, β = 3. In column
7, we remove the limit on number of tabu iterations and impose a time limit of 4
seconds to run the TSA algorithm with the same parameters α = 2, β = 3. The last
two columns present the performance of the original RI heuristic whose results are
taken from [1] for comparison. The best outcomes are shownwith bold characters for
each row. Clearly, the performance of TSA increases as the number of TS iterations
(or CPU time limit) increases. Observe that the RI heuristic is more efficient than the
TSA. It is observed that the suggested TSA performs better than the RI heuristic for
H = 2 and H = 3 on all instances. Moreover, for Group-I and Group-II instances
with medium density having a height of H = 4 the TSA yields better outcomes than
the RI heuristic.
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5 Conclusion

In this work, we address the DCRP and suggest a TS based heuristic algorithm.
The algorithm, TSA, uses a random selection strategy for tabu declarations for that
purpose. To the best of our knowledge, this is the first work which employs TS
for the DCRP. According to our computational experiments, it is observed that the
proposed TS Algorithm is efficient and yields promising outcomes where it can be
used as an alternative to previous heuristic methods. Efforts to design other meta-
heuristic algorithms are worthwhile and remain as open research area. The tabu
search algorithm to obtain better results worth further research.
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Optimization of Railway Timetable
by Allocation of Extra Time Supplements

Takayuki Shiina, Susumu Morito and Jun Imaizumi

Abstract We consider the allocation of a running time supplement to a railway
timetable. Previously, Vekas et al. developed a stochastic programming model. In
this paper, their optimization model is improved by adding bound constraints on the
supplements. It is shown that the probability of delays decreases when using the
proposed model. In addition, an effective L-shaped algorithm is presented.

1 Introduction

In Japan, there is high demand for travel by railway, and this is especially true during
weekday rush hours,when the trains become highly congested due to commuterswho
work in themetropolitan areas. There is a positive correlation between the congestion
rate and the times at which travelers embark and disembark at train stations.

On the other hand, it is important to determine an appropriate supplement to the
running times between stations and arrival times at each station, in order to create a
schedule that is robust against unanticipated delays. In the present study, we develop
a way to distribute the running time supplement in such a way that the train can
operate according to the schedule, in spite of delays.

Vekas et al. [10] examined the optimalway to allocate the running time supplement
for a train. The uncertain disturbances were modeled as a random variable using
stochastic programming [2, 3, 6] model. In their model, it was assumed that there
was an upper limit to the total supplement, but its allocation was not restricted. In
this paper, we suggest an improvement to the previous model and present a new
mathematical programming model in which there is a constraint on the running time
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supplement allocated to each trip; this is done in order to minimize the expected
delay. In addition, we compare the expected total delay for each model and examine
the differences in the delay ratios.

We assume the existence of a railway line with a sequence of T + 1 stations,
and the stations are assigned numbers 0, 1, . . . , T . Thus, we will consider T trips
between stations. The expected total delay time of a train traveling from station 0 to
station T is set as the objective function that is to be minimized.

To formulate the problem, we make the following assumptions.

1. A stop event in station t − 1 and the running event between station t − 1 and t
are brought together in one event, and this is defined as trip t (1 ≤ t ≤ T ). Each
trip corresponds to a stage in the multistage stochastic programming [1, 4, 8].

2. A disturbance that occurs in trip t is defined by the random variable ξ̃t . It is
assumed that ξ̃1, . . . , ξ̃T are independent.

3. The total running time supplement is limited, and the amount that can be distrib-
uted to each trip has both a lower bound and an upper bound.

4. The actual delay in a trip can be calculated by subtracting the running time
supplement from the sum of the delay of the previous trip and the disturbance of
the present trip.

2 Formulation of the Problem

In the formulation of the problem, we will use the following notation.

Parameters

T Number of trips
kt Number of realizations of disturbances in trip t
Kt Number of stage t scenarios Kt = ∏t

i=1 ki
pst Probability of stage t scenario s
Ut Upper bound on the running time supplement allocated to trip t
Lt Lower bound on the running time supplement allocated to trip t
M Upper bound on total running time supplement

Random Variables

ξ̃t Time of a disturbance in trip t
ξ s
t Realization of time of disturbance in trip t for stage t scenario s

α(t, s) Predecessor of stage t scenario s; α(1, s) = 1
Ξt Support of ξ̃t

The decision variables are defined as follows.

First-stage Variable

xt Amount of running time supplements exceeding Lt that are allocated to trip t



Optimization of Railway Timetable … 175

Stage t Variable

yst Upper bound for actual delay in stage t scenario s

We assume the stochastic elements are defined over a finite discrete probability
space (Ξ, σ (Ξ), P), where Ξ = Ξ1 × · · · × ΞT is the support of the random data
in each stage, with Ξt = {ξ s

t , s = 1, . . . , kt }. The possible sequences of the realiza-
tion of random variables (ξ1, . . . , ξT ) are called scenarios. The scenarios are often
described using a scenario tree, as shown in Fig. 1. In stages t ≤ T , we have a limited
number of possible realizations, which we call the stage t scenarios.

In a scenario tree, the stage t scenario connected to the stage t − 1 scenario s is
referred to as a successor of the stage t − 1 scenario s. The set of all successors of
the stage t − 1 scenario s is denoted by Dt (s). Similarly, the predecessor of the stage
t scenario s is denoted by α(s, t). These relationships are illustrated in Fig. 2.

The stochastic programming problem is formulated as follows.

min
T∑

t=1

Kt∑

s=1

pst Q
s
t (y

α(t,s)
t−1 , xt , ξ

s
t ) (1)

Fig. 1 Scenario tree

Fig. 2 Successor and
predecessor
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subject to Qs
t (y

α(t,s)
t−1 , xt , ξ

s
t ) = min{yst |yst ≥ yα(t,s)

t−1 + ξ s
t − (xt + Lt ), y

s
t ≥ 0},

t = 1, . . . , T, s = 1, . . . , Kt (2)
T∑

t=1

(xt + Lt ) ≤ M (3)

(xt + Lt ) ≤ Ut , t = 1, . . . , T (4)

y10 = 0 (5)

xt ≥ 0, yst ≥ 0, t = 1, . . . , T, s = 1, . . . , Kt (6)

ξ s
t ∈ Ξt , t = 1, . . . , T, s = 1, . . . , Kt

The objective function (1) minimizes the expectation of the total delay. Constraint
(2) represents the definition of the recourse function that denotes the recursion of the
actual delay. The actual delay yst (≥ 0) can be calculated by subtracting the running
time supplement xt + Lt from the sum of the delay of the previous trip yα(t,s)

t−1 and
the disturbance of the present trip ξ s

t . Constraint (3) shows that the total running time
supplement is bounded by M . Constraint (4) expresses the upper and lower bounds
on the running time supplement for trip t . Constraint (5) indicates the initial delay.
Constraints (6) ensure that the variables are nonnegative.

The L-shaped algorithm [7, 9] can be applied to the problem. TheMaster problem
uses y as the upper bound of the expected value for the recourse function.

(Master): min
T∑

t=1

Kt∑

s=1

pst y
s
t (7)

subject to
T∑

t=1

(xt + Lt ) ≤ M (8)

(xt + Lt ) ≤ Ut , t = 1, . . . , T (9)

xt ≥ 0, yst ≥ 0, t = 1, . . . , T, s = 1, . . . , Kt (10)

The relation between the next y and the recourse function is not included in this
problem, and so the optimal cuts are added to a later iteration.

yst ≥ Qs
t (y

α(t,s)
t−1 , xt , ξ

s
t ) (11)

The Master problem is a linear programing (LP) problem, and various types
of algorithms can be used to seek the optimal solution. Here, the Master problem
is solved. Next, the solution to the Master problem (x̂, ŷ) is employed to solve a
second-stage problem that defines the recourse function. The dual problem in the
second-stage problem is defined as follows.
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Qs
t (y

α(t,s)
t−1 , xt , ξ

s
t ) = min{yst | yst ≥ yα(t,s)

t−1 + ξ s
t − (xt + Lt ), y

s
t ≥ 0} (12)

= max{π t
s {yα(t,s)

t−1 + ξ s
t − (xt + Lt )} | 0 ≤ π s

t ≤ 1} (13)

The second-stage problemhas complete recourse, and so this is a feasible problem.
In other words, there exist feasible yst ≥ 0 in an arbitrary ξ s

t . Also, as long as ŷ is not
at the upper bound of the recourse function, that is, when ŷ < Qs

t (ŷ
α(t,s)
t−1 , x̂t , ξ s

t ), the
dual optimal solution π̂ s

t of the second-stage problem can be used to generate the
following optimality cut, and this is added to the Master problem.

yst ≥ π̂ t
s {yα(t,s)

t−1 + ξ s
t − (xt + Lt )} (14)

The Master problem is solved using the L-shaped algorithm, and the cut is added;
this is repeated until ŷst ≥ ŷα(t,s)

t−1 + ξ s
t − (x̂t + Lt ) is satisfied.

When the solution x̂, ŷ that is obtained in the solution to the Master problem sat-
isfies ŷst ≥ ŷα(t,s)

t−1 + ξ s
t − (x̂t + Lt ), we can assume that we have obtained an accept-

able approximation of the recourse function Qs
t (y

α(t,s)
t−1 , xt , ξ s

t ) in the neighborhood
of (x̂, ŷ). Then, we find a first-stage feasible solution, solve a second-stage problem
using the first-stage solution, and find the expected value for the recourse function.
The L-shaped algorithm for obtaining the optimal solution can be summarized as
follows.

L-Shaped Algorithm

Step 1: Solve Master Problem Solve theMaster problem.Let x̂t , t = 1, . . . , T, ŷst ,
s = 1, . . . , Kt , t = 1, . . . , T be the optimal solution of the Master problem.

Step 2: Solve Recourse Problem Solve the recourse problem for stage t scenario
s, s = 1, . . . , Kt , t = 1, . . . , T .

Step 3: Add Optimality Cuts CalculateQs
′
t (ŷst−1, x̂t , ξ

s
′

t ),∀s ′ ∈ Dt (s), s = 1, . . . ,

Kt , t = 0, . . . , T − 1. If ŷs
′

t < (1 − ε)Qs
′
t (ŷst−1, x̂t , ξ

s
′

t ), s
′ ∈ Dt (s), the optimal-

ity cut (14) is added to the formulation of Master problem (ε > 0: tolerance). Go
to Step 1.

Step 4: Convergence Check If no optimality cuts are added, then stop.

3 Numerical Examples

The running time supplement was allocated by using the model proposed in the
present study. The number of trips in the rail line was set to six. The maximum
number of disturbances per trip was set to eight. It was assumed that there was a
possibility of either a big or a small disturbance in any trip. The expected values of
these big and small disturbance were assumed to be 60 and 20s, respectively. We
assumed three cases: big disturbances occur in each of two of the early trips, big
disturbances occur in each of two of the central trips, and big disturbances occur in
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Table 1 Result of examples

Position of big
disturbance

Forward Forward Central Central Backward Backward

Bound constraints Yes No Yes No Yes No

Trip 1 x1 + L1 100 108 55 33 55 33

Trip 2 x2 + L2 100 166 55 51 55 55

Trip 3 x3 + L3 85 55 100 122 55 55

Trip 4 x4 + L4 55 33 100 156 55 41

Trip 5 x5 + L5 55 55 85 55 100 166

Trip 6 x6 + L6 55 33 55 33 100 100

Objective 22.10 14.71 21.89 14.60 19.39 13.42

Probability of delay
occurrence (%)

23.44 33.01 23.44 48.71 23.44 33.01

Computing time (s) 42 55 29 57 6 46

each of two of the final trips. The upper boundM on the total running time supplement
for the entire rail line was assumed to be 450s. The bounds for the supplement were
set to Lt = 55 and Ut = 100. The probability of a disturbance in each trip was set
to 1/kt for all trips. The disturbances followed a discretized exponential distribution
with expected value 1/λt .

Experimentswere carried out usingAMPL [5]CPLEXonaXeonE55072.00GHz
(two processors; memory: 12.0GB). Table1 shows the results of the experiment with
three disturbance cases. In this table, two types of optimizationmodels which include
bound constraints for each trip or not are compared. The models without bound
constraints coincide with the previous model [10]. The value of xt + Lt denotes the
planned time for trip t . The total supplement time was equal to the upper bound
M , except for one case that had a big disturbance in the final trips and with bound
constraints. The probability of delay is the probability of the scenario in which the
delay is caused in either of trip in the rail line.

It can be seen that the probability that a delay occurs decreases when upper and
lower bounds are added, even though the value of the objective function increases;
with upper and lower bounds, the objective function increased by a factor of 1.5.
Because the expectation of the total delay is small compared to the upper bound on
the total supplement M = 450, it has little influence on the schedule. The reason for
considering the probability of delay is as follows. In Tokyo area, one of the major
feature of the transport by railway is that trains coming from the suburbs, proceed
into a different railway lines in the city center, and also go to another direction. The
direct operation like this enables passengers to reach wide areas without transfer. But
the direct operation may increase the probability of delay which cause a big delay.

In a previous model [10], allocation of the running time supplement was biased
because it was not allocated to all trips. We balanced the supplements for each trip
by adding upper and lower bounds. The fluctuations of the supplements for each trip
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Table 2 Large scale problems

Upper bound Ut ∞ ∞ 100 100

Lower bound Lt 0 55 0 55

Computing time (s) of
deterministic equivalent MIP

43810 8904 17561 1086

Computing time (s) of L-shaped 10846 3539 1018 672

thus became small, and the probability of a delay thus decreased. A certain amount
of supplement is necessary for safe operation and as a buffer against delays. An
overcrowded schedule can be avoided by setting a lower bound on the supplement
for each trip.

Here, we compare the calculation times using the L-shaped algorithm and branch-
and-bound for a deterministic equivalent MIP on large-scale problems. The number
of scenarios are increased to 12. So the total number of scenarios becomes 126 which
is approximately three million. Both methods showed calculation times increasing
with the problem scale, but the L-shaped algorithm had shorter times (Table2).

4 Concluding Remarks

In the present study, we showed that our method reduced the probability of delay
for a rail line, even though the objective function was slightly larger than that of a
previous optimization model. Moreover, it was shown that the problem can be solved
effectively by using the L-shaped method.
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Train Platforming at a Terminal
and Its Adjacent Station to Maximize
Throughput

Susumu Morito, Kosuke Hara, Jun Imaizumi and Satoshi Kato

Abstract To cope with growing passenger demand and to provide better services,
increasing the number of trains is desired for certain lines. Maximum possible
throughput of a line is often limited due to the limited number of platforms at the
terminal, which was the case with two bullet-train lines originating from Tokyo. In
these lines, there exists an intermediate station in the close vicinity of the terminal.
This paper proposes a network-based optimization model to analyze the throughput
of a line when turn-backs at the adjacent station are introduced to increase the line
capacity.

1 Introduction

Terminal stations in intercity rail transportation are often equipped with many plat-
forms, and trains go into/out of these stations frequently. Reduction of headway time,
however, would be limited due to technical reasons of signal equipment as well as
safety reasons, and an appropriate methodology will be required to fully utilize the
capacity of these terminal stations. These terminal stations are often so-called stub
stations, i.e., dead-end stations where trains change their direction. Time for passen-
gers to get off/on a train together with time for clean-up would be needed, but it is
not desired for trains to unnecessarily occupy platforms.

We focus on lines in which an intermediate station exists in the close proximity
of the dead-end terminal, and propose a mathematical optimization model to quan-
titatively evaluate the effects of utilizing an intermediate station on the throughput
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of a line. The model gives departure and arrival times of trains as well as platform
assignments at the terminal and its adjacent station during one hour horizon assum-
ing a cyclic timetable, so that the number of trains of the line is maximized. The
experimental evaluation is performed based on the two bullet-train lines in Tokyo,
and effects of such factors as stopping time at stations and the minimum headway
time on line throughput are analyzed.

Assigning trains to platforms has been studied as a train platforming problem
(TPP) in Europe where train operators are independent from companies which man-
age infrastructures such as tracks and stations. See, e.g., Billionnet [1].

In Japan, platform assignments are generally separated by in-bound/out-bound
and also by lines, and also there exist no need for adjustment of different compa-
nies involved. Rather, high-frequency train operations and passenger convenience
of transfers between trains are more important. Imaizumi, Kitakoga, and Morito [3]
and Wakisaka and Masuyama [2] considered dead-end terminals and studied the
relationship between the maximum number of trains that can be run and such factors
as the minimum headway time and the minimum turn-back time at the terminal.

This paper, based on Imaizumi, Kitakoga, and Morito [3], considers not only a
terminal but also a near-by intermediate station and presents a model that determines
arrival and departure times of trains and also platform assignments so that the total
number of trains that can be run is maximized. The model thus has both features of
time tabling and platform assignments, based on which throughput capacity of the
two stations, namely, a terminal and a near-by intermediate station, is evaluated.

2 Throughput Maximization Problem

Below we list basic assumptions of the throughput maximization problem:

1. There exist a terminal and its adjacent station as in Fig. 1a.
2. In Fig. 1, there exist in-bound trains which move from right to left and out-bound

trains which move from left to right.
3. At the terminal, all in-bound trains turn back and become out-bound trains.
4. The number of platforms at each station is given, together with track layout

(including location of points) around the stations. Platform numbering and track
layout of a terminal and of an intermediate station are shown in Fig. 1b and in
Fig. 1c, respectively.

5. A part of in-bound trains may turn back at the intermediate station. All other
in-bound trains stop at an intermediate station for a fixed amount of time and
then head for the terminal. On the other hand, all out-bound trains that leave the
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Platform #6
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(a)

(b)

(c)

Fig. 1 Terminal, intermediate station, and track layout. a A terminal and an intermediate station. b
Platforms and track layout of the terminal. c Platforms and track layout for an intermediate station

terminal stop at the intermediate station for a fixed amount of time. We assume
that turn-back at an intermediate station is allowed only at platforms #8 and #9.

6. Turn-back at the terminal or at the intermediate station requires a fixed amount
of time. That is, the arrival time of in-bound train and the associated departure
time of the out-bound train after turn-back must be separated by at least a fixed
amount of time. It is assumed that arriving trains never change parking platform.

7. Time between a platform and the switch is assumed to be 0.
8. Time between the terminal and its adjacent station is a given constant.
9. Any two successive trains of the same direction must be separated by the mini-

mum headway time.
10. Any two trains of the opposite directions passing through crossover structure

must be separated by headway limited by crossover structure, which we call the
minimum crossover time.

11. We consider a discrete time model.

3 Network Model

State transitions of the system are expressed by taking time as a horizontal axis and
platforms as a vertical axis as in Figs. 2 and 3. Each node then corresponds to a status
of a platform at the time, and each arc the state transition.
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Fig. 2 Arc connections to node. a Platform of terminal. b Platform #7 of intermediate station.
c Platform #8 of intermediate station. d Platform #9 of intermediate station. e Platform #10 of
intermediate station
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At a terminal, the following transitions are possible: ia = arrival of an in-bound
train, od = departure of an out-bound train, s = stoppage at platform. At an inter-
mediate station, on top of these two transitions of the terminal, two more transitions
are possible: id = departure of an in-bound train, oa = arrival of an out-bound train.

A network model will be constructed by (1) considering state transitions from
each node and drawing the corresponding directed arcs, and then (2) adding dummy
start and end nodes. A path between these dummy nodes indicates the movement of
a rolling stock.

For example, path A in Fig. 3 shows movement of a rolling stock which turns
back at the intermediate station, whereas path B in Fig. 3 movement of a rolling
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stock which turns back at the terminal. Note that a rolling stock remains at a station
for some time when it is assigned to a different train after turn-back.

We now define notations used in our formulation.
Sets

Pterm a set of platforms at the terminal (Pterm = {1 . . . 6})
Pint a set of platforms at an intermediate station (Pint = {7 . . . 10})
T a set of discrete time (T = {0 . . . tmax})
Constants

tmove time between the terminal and an intermediate station
u minimum turn-back time both at the terminal and an intermediate station
sint stoppage time at an intermediate station
h headway time
c crossover time
α, β weight for the 1st term and 2nd term in the objective function, respectively

Variables

xodp,t departure from platform p of the terminal at time t

x iap,t arrival at platform p of the terminal at time t

x termp,t stoppage at platform p of the terminal at time t

yiap,t in-bound arrival to platform p of an intermediate station at time t

yidp,t in-bound departure from platform p of an intermediate station at time t

yoap,t out-bound arrival to platform p of an intermediate station at time t

yidp,t out-bound departure from platform p of an intermediate station at time t

yintp,t stoppage at platform p of an intermediate station at time t

The problem then is formulated as a 0–1 integer program. All variables are 0–1
variables and take value 1 if the associated transition occurs, and 0 otherwise. The
formulation below only shows typical constraints and similar constraints are omitted
to save space.

Maximize α ×
∑

p∈Pterm

∑

t∈T
xiat,p + β ×

∑

p∈Pint

∑

t∈T
yodt,p (1)

Subject to
∑

t∈T
(yoa7,t + yod7,t + yoa8,t + yid9,t + yia10,t + yid10,t ) = 0 (2)

x termp,t−1 + xiap,t − xodp,t − x intp,t = 0, p ∈ Pterm,∀t ∈ T (3)

x termp,t−1 + xiap,t ≤ 1, p ∈ Pint,∀t ∈ T (4)

yidp,t ′ − yiap,t ′−sint
≤ 0, p = 7, 8,∀t ′ ∈ T (5)
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yiap,t ′ +
t ′+u−1∑

t=t ′
yodp,t ≤ 1, p = 8, 9,∀t ′ ∈ T (6)

8∑

p=7

yidp,t ′ −
∑

p∈Pterm

xiap,t ′+tmove
= 0,∀t ′ ∈ T (7)

∑

p∈Pterm

xodp,t ′ −
10∑

p=9

yoap,t ′+tmove
= 0,∀t ′ ∈ T (8)

t ′+c−1∑

t=t ′+1

yia9,t ≤ M(1 − yod8,t ′),∀t ′ ∈ T (9)

∑

p∈Pterm

t ′+h−1∑

t=t ′
xiap,t ≤ 1,∀t ′ ∈ T (10)

Equation (1) is the objective to maximize throughput. Two alternative measures
of performance could be considered for throughput. One is the number of out-bound
trains from the intermediate station, which we call the “line throughput,” and the
other the number of out-bound trains at the terminal, which we call the “terminal
throughput.” Equation (1) is the weighted sum of the line and terminal throughputs
with the corresponding weights of α and β. We currently use 1 and 0.01 for these
weights, where the type of throughput with weight 1 becomes a primary objective,
whereas the one with weight 0.01 becomes a secondary objective. Which option to
choose depends on which throughput measure is more important to the operator.

Equation (2) is a constraint of applicable platforms due to track layout of an
intermediate station. Equation (3) is one of the flow balance constraints at platform.
Equation (4) is one of two constraints which allow only one train to occupy a plat-
form. Equation (5) is one of the two constraints of stoppage time at an intermediate
station. Equation (6) is one of two constraints of turn-back time. Equations (7) and
(8) link states of the terminal with those of the intermediate station. There exist
three constraints (can be combined into two) like (9) to consider crossover time at an
intermediate station and also three (again, can be combined into two) other similar
constraints to consider crossover time at the terminal. Here we note that a departure
of an out-bound train immediately after an arrival of an in-bound train is permitted
in practice. This means that crossover time can be 0 for the sissors crossing of this
type, and thus we do not set a constraint for the type of crossover. Equation (10) is
one of 6 constraints on headway time.

4 Numerical Experiments

Numerical experiments are performed based on two cases, Case X (Tokyo and Shina-
gawa of Tokaido Shinkansen) andCaseY (Tokyo andUeno of Touhoku Shinkansen).
We note that in Case Y, the track layout of the intermediate station is slightly different
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from Case X in that the scissors crossing is located on the out-bound side (that is,
the non-terminal side) of the two single switches outside the intermediate station,
that is to the right-most position of Fig. 1c. This necessitates an addition of 2 more
constraints like (9) to consider scissors crossing.

Parameter setting for (|Pterm|, |Pint|, tmove, u, sint, h, c) is (6, 4, 7, 17, 1, 3, 3) for
Case X, and (4, 4, 6, 12, 1, 4, 4) for Case Y, unless otherwise specified. These are
the parameter settings currently used in practice. The results below are based on
α = 1 and β = 0.01, which gives higher priority to the terminal throughput, unless
otherwise stated.

Effects of turn-backs at an intermediate station on throughput were studied first
assuming the basic parameter settings reflecting the current practice. For Case X, the
maximum hourly throughput remains at 18 whether or not turn-backs are allowed at
the intermediate station. The results remain the same even if we change the priority
in the objective function to α = 0.01 and β = 1, which gives highter priority to the
line throughput. However, for Case Y, the throughput of 12 without turn-backs at
an intermediate station is increased to 15 when turn-backs are allowed. Out of 15,
three utilize intermediate turn-backs. Again, the results remain the same when the
priority of the terminal and line throughputs has been switched. The differences of
the effects of turn-backs at the two cases are estimated to be due to differences of the
number of platforms, together with the differences of the minimum turn-back time.

Some of the parameters might be adjusted with relative ease (than others). The
model allows easily to analyze effects of changing parameter values on throughput.
Table1 shows throughputs of Case X when the turn-back time has been changed,
which also shows throughputs when turn-backs are allowed/not allowed at the inter-
mediate station. The following observations are in order. First, platforms at the ter-
minal and tracks between the two stations are already fully utilized and one could not
expect more throughput originating from the terminal without regard to the values of
turn-back time. Second,when turn-back time is increased (which improves passenger
service), throughput could be increased by utilizing turn-backs at the intermediate
station.

Similar analysis could bemade forCaseYwhich is omitted due to space limitation.

Table 1 Throughputs of Case X for different values of minimum turn-back time

Minimum turn-back time 12 15 16 17 18 19 20

Turn-back only at terminal: # departure from terminal 20 18 18 18 12 12 12

Turn-back possible at both
stations

# departures from terminal 20 18 18 18 12 12 12

# departures from
intermediate

0 2 1 0 4 4 4



188 S. Morito et al.

5 Conclusions

This paper presented a network-based optimization model to analyze throughput
when turn-backs at an adjacent station of the terminal are introduced to increase
throughput of a given line. The throughput as defined by the two parameters α and
β is tried to be maximized by generating a one-hour cyclic timetable which also
determines whether a train turns back at the terminal or at the intermediate station,
together with assigning platforms to trains at both stations. The model can be used
to observe, under the specified throughput measure, not only the effects of allowing
intermediate turn-backs on throughput, but also the effects of changing parameter
values.
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The Baltic Sea as a Maritime Highway
in International Multimodal Transport

Joachim R. Daduna and Gunnar Prause

Abstract The introduction of the Sulphur Emission Control Areas is expected to
lead to increasing costs in maritime transportation with a high impact on Short Sea
Shipping in the North Sea and the Baltic Sea. As a consequence a modal shift in
multimodal container transport might occur towards road and rail freight transport,
which is related to negative ecological effects. Simultaneously, a downside risk of
the North Range harbours exist in international container transport due to their com-
petition with the south European harbours. Based on a case study it will be analysed
how and to what extent the new frame conditions influence the container business
and what consequences can be expected.

1 Introduction

In the North Sea and the Baltic Sea maritime transport, especially multimodal con-
tainer transport plays an important role as part of the global transport links but also
due to the regional transport chains. Since the introduction in January 2015 of the
Sulphur Emission Control Area (SECA) for reduction of emissions1 for this region
the frame conditions for transport mode selection have been changed. One important
question is how and to which extent the changed bunker costs might impact the logis-
tical patterns. But the related economic decisions have to take into account different
criteria for modal choice comprising distance, transport time and costs as well as
ecological aspects. Literature review reveals that the considered decision variables
might differ between the studies [2, 6].

1See the International Convention for the Prevention of Pollution from Ships (MARPOL) with
Annex VI in the reviewed version from 2010.
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Consequently, it has to be analysed in this context if the increase of costs leads
to a modal shift from maritime freight transport to road and/or rail freight transport
(see e.g. the different results in Notteboom [8] and Holmgren et al. [5]). Additionally,
also the related impact of the competition between the North Sea and the Baltic Sea
harbours, on one side, and the Eastern Mediterranean and Black Sea harbours, on
the other side, have to be discussed with a long-term view of economic efficiency.
The future development depends on existing technical alternatives and their related
costs.

The paper begins with the consideration of different technical possibilities to
comply with the SECA regulations. Afterwards the impact of increased bunker costs
on transport system decisions will be discussed in order to assess the possibilities of
a modal split in container transport.

2 Technical Solutions for Compliance with SECA Limits

The currently discussed solutions for compliance with SECA limits are presented
below. It is important to take into account the related investment and operational costs
as well as the necessary realization period for providing a satisfying infrastructure
(see e.g. Czermaski et al. [3], 10 pp; Bergqvist et al. [1]).

• Retrofitting of sulphur scrubbers together with the use of heavy fuel oil (HFO)
for a transition period for those ships navigating in SECA areas (see e.g. Jiang
et al. [7]).

• Use of nearly sulphur-free Marine Gas Oil (MGO).
• Reconstruction of ships with Liquefied Natural Gas (LNG) engine which is linked
to investments for necessary bunkering and refuelling stations.

• Use of renewable liquid fuel (bio oil) with a sulphur share of less than 0.1%.
• Use of wind energy as additional measure to compensate for the increased bunker
costs, i.e. the installation of Flettner Rotors.

The use of MGO represents only a short-term solution among the five alternatives
which can be realized on a larger scale. All others are related to investments in
ships and land based infrastructure, i.e., these solutions require long-term realization.
Consequently, further research will focus on the use of MGO and its influence on
the modal choice in the multimodal container transport.

3 Case Study

The assessment of the impact of using MGO will be done by studying a case from
Daduna et al. [4] where a container transport between two destinations can be for-
warded along different routes and in different combination of the transport modes.
This approach allows the analysis of costs as well as of ecological aspects. The start-
ing point of the analysis is the transport of a 40’-ISO-Container from Leeds (GB) to
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Fig. 1 Connection graph Leeds (GB)—Jonava (LT)

Table 1 Alternative transport routes between Leeds (GB) and Jonava (LT)

(1) Leeds–(Truck/RoRo-ferry)—Jonava

(2) Leeds–(Truck)–Hull–(Sea going vessel)–Hamburg–(Truck)—Jonava

(3) Leeds–(Truck)–Hull–(Sea going vessel)–Hamburg–(Railway)–Kaunas–(Truck)—Jonava

(4) Leeds–(Truck)–Hull–(Sea going vessel)–Klaipeda–(Truck)—Jonava

(5) Leeds–(Truck)–Hull–(Sea going vessel)–Klaipeda–(Railway)–Kaunas–(Truck)—Jonava

(6) Leeds–(Truck)–Hull–(Sea going vessel)–Esbjerg–(Railway)–Karlshamn–(Sea going
vessel)–Klaipeda–(Truck)—Jonava

(7) Leeds–(Truck)–Hull–(Sea going vessel)–Esbjerg–(Railway)–Karlshamn–(Sea going
vessel)–Klaipeda–(Railway)–Kaunas–(Truck)—Jonava

Jonava (LT) leading to a connection graph and seven specified transport alternatives
which are depicted in Fig. 1 and Table1 (see e.g. [4]).

The calculations are based on transport data of a 40’-ISO-Container (see e.g.
[4], only the data of alternative 1 has been updated due to actual information about
RoRo ferry tariffs). The use of exact (route based) data is, apart from distances,
only possible to a limited extent. Transport times depend strongly on situational
factors like topography, weather conditions or the traffic situation; idle times for
modal change have to be added. Cost data are estimations as the pricing results
from negotiations depending e.g. on transport volume or transport frequency. The
calculation of CO2 emissions, especially for land based transportation, depends on
topography, the technical vehicle standard, infrastructure condition as well as the
type of energy generation in case of E-traction.

The starting point of the analysis is a scenario based on the use of HFO before the
introduction of the new limits ofMARPOLAnnexVI. Relating to the initial situation
four additional scenarios are considered based on different strong increases of bunker
costs. Firstly, increases of bunker costs of 44 and 51% are analysed, which are in
accordance with the forecasts of Bergqvist et al. [1], and after this cost increases
of 100 and 200%. The aim of the research is to analyse tentative modal shifts of
maritime transport.
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4 Results

The analysis of the considered case leads to the results of Table2 describing the length
of the routes (differentiated by transport mode), the transport time, the accrued costs
and the CO2 emissions.

A closer look at the data of Table2 reveals some mode-specific tendencies, which
are partly contradicting the public perception. In detail it is possible to extract the
following results from Table2 (see Daduna et al. [4]):

• Transport time: A high proportion of transportation services by truck leads to a
shorter transport time due to the direct links and the high flexibility. A growing
share of rail freight transport extends significantly the transport time.

• Costs: High shares of road and rail transport cause higher costs. A large proportion
of Short Sea Shipping (SSS) yields lower cost constellations.

• CO2 emissions: A high share of road freight transport operations results in signif-
icantly increasing emission values whereas rail freight transport and SSS lead to
lower emissions.

In case of the price increases of the MGO the question emerges: starting from
which price level a modal shift in favour of road and rail transport occurs. The
application of the four above mentioned price levels for MBO results are presented
in Table3.

Table 2 Results of the calculations using HFO

Distances (km) Dura-
tion 

(hours) 
Costs 

(€) 
CO2 

emissi-
ons1Truck Rail Vessel Total 

1 2,270  80 2,350 116 2,700 148.99 
2 1,410  710 2,120 137 1,880 104.43 
3 130 1,320 710 2,160 205 2,200 51.59 
4 340  1,710 2,050 119 1,130 52.88 
5 130 320 1,710 2,160 136 1,250 46.59 
6 340 500 1,020 1,860 168 1,870 51.96 
7 130 820 1,020 1,970 185 1,990 45.67 

1 kg per t/km 

Table 3 Comparison of cost level for different scenarios

0 % 44 % 51 % 100 % 200 % 
1 2,700 7 2,720 7 2,725 7 2,740 7 2,780 7 
2 1,880 4 1,960 3 1,980 3 2,060 3 2,240 3 
3 2,200 6 2,280 6 2,300 6 2,380 6 2,560 6 
4 1,130 1 1,320 1 1,350 1 1,560 1 1,990 1 
5 1,250 2 1,440 2 1,470 2 1,680 2 2,110 2 
6 1,870 3 1,990 4 2,005 4 2,140 4 2.410 4 
7 1,990 5 2,110 5 2,125 5 2,260 5 2,530 5 
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Table 4 Multi-criterial comparison using the Savage-Niehans rule
Duration 
(hours) Costs (€) CO2 emis-

sions Rating 
1 0.000 1.389 2.262 3.651 
2 0.181 0.664 1.287 2.132 
3 0.767 0.947 0.130 1.844 
4 0.026 0.000 0.158 0.184 
5 0.172 0.106 0.020 0.298 
6 0.448 0.655 0.138 1.241 
7 0.595 0.761 0.000 1.356 

The calculations reveal that even significant price increases of MBO do not gen-
erate substantial changes in the ranking of the seven alternatives. In contrast, the
maximum cost differences of the alternatives decrease from 139 to 40%, but this
does not deliver an economic reason for a modal shift from sea freight to road and/or
rail freight transport.

So the analysis produces a unique solution concerning the cost criterion. By taking
additionally into account the transport time and the CO2 emissions it turns out that
the available data are not generating a unique solution due to missing comparability
of the different criteria. Consequently, standardization is necessary for achieving a
multi-criterial comparison, which can be realized by applying the Savage Niehans
rule (also:Minimax regret rule), which sets all values of the different alternatives in
relation to each best value. The result of this calculation for the starting situation is
shown in Table4.

The application of the Savage-Niehans rule to all alternatives identifies the alter-
natives 4 and 5 as the best solutions. The disadvantage of alternative 5 compared
to alternative 4 consists of the longer transport time, which can be compensated by
an earlier departure time, i.e., if only costs and CO2 emissions are included into the
decision then the ranking will change. The calculation of the ratings for all five cases
is shown in Table5.

The assessment of the calculations reveals that even significantly higher bunker
costs for the use of MGO have no impact on the mode selection. Additionally, a
further rise or fall of the oil prices will also have no consequences since all price

Table 5 Comparison of the scenarios considering costs and emissions

0 % 44 % 51 % 100 % 200 % 
1 3.651 7 3.323 7 3.281 7 3.018 7 2.659 7 
2 1.951 6 1.472 6 1,857 6 1.608 6 1.413 6 
3 1.077 5 0.857 5 0.730 5 0.656 5 0.416 5 
4 0.158 2 0.158 2 0.158 2 0.158 2 0.158 2 
5 0.126 1 0.111 1 0.109 1 0.099 1 0.080 1 
6 0.793 4 0.653 4 0.623 4 0.510 4 0.349 4 
7 0.761 3 0.598 3 0.574 3 0.449 3 0.271 3 
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changes will influence all transport modes equally. In the long run advantages for
rail transport may appear in case of using electrical traction under the precondition
of cheap and sufficiently available renewable energy.

Proceeding in this way, it is possible to determine alternative decisions, which
enable the decision-maker to include problem-specific preferences (e.g. costs, emis-
sions) in the sense of generating a Pareto-optimal solution. Based on invited offers
from logistics service providers a detailed calculation of the possible alternatives
must take place to allow for the making of the final decision regarding the preferred
multimodal transportation route.

5 Conclusions

After the introduction of SECA regulations in the areas of the North Sea and the
Baltic Sea, the Baltic Sea Region will keep its importance as a maritime highway.
Modal shifts are not expected with the exception of the very short route sections
where they might appear. These conclusions are generally valid for all sea freight
transport in the frame of multimodal transport chains within the considered area.
More research has to be done on the regional integration within intercontinental
shipping routes as well as on the assessment of unequal competition conditions due
to different emission regulations in the North Sea and the Baltic Sea, on one side, and
in the Mediterranean and the Black Sea, on the other side. The research question in
this context will be if and to what extent changes will appear in the transport demand
of the container traffic.
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Computing Indicators for Differences
and Similarities Among Sets of Vehicle
Routes

Jörn Schönberger

Abstract The quantification of the differences of two sets of vehicle routes is
addressed. We present procedures to compute indicators quantifying differences in
the tour composition among both sets. Furthermore, we propose two different ideas
to compare sequencing decisions related to the routing sub-problem in vehicle rout-
ing. Finally, we combine clustering and sequencing decision comparison procedures
in order to quantify differences of the vehicle route sets.

1 Introduction

The solving of vehicle routing problems plays an important role in both logistics
process planning as well as in the evaluation of planning algorithms. In both applica-
tions the comparison of two given sets of vehicle route is necessary in the analysis of
impacts of changing underlying decision models or solving procedures. Clustering
(tour composition) decisions as well as the sequencing (routing) decisions must be
evaluated regarding preserved similarities and resulting differences.

Permutations representing routes can be compared using Hamming-distances [3].
Fagerholt et al. [1] introduce a distance indicator for comparing clustering decisions
made in two sets of routes. Løkketangen et al. [4] append attribute vectors to the
components of route sets and compare the values of the attribute vectors found in
two route sets.

This article first discusses the comparison of clustering decisions (Sect. 2). Sim-
ilarities of sequencing decisions are evaluated among pairs assigned to the same
route (Sect. 3) or to different routes (Sect. 4). Two combined clustering and sequenc-
ing decision comparison procedures are proposed in Sect. 5.

J. Schönberger (B)
Chair of Transport Services and Logistics, Technische Universtät Dresden,
01062 Dresden, Germany
e-mail: joern.schoenberger@tu-dresden.de

© Springer International Publishing Switzerland 2017
K.F. Dœrner et al. (eds.), Operations Research Proceedings 2015,
Operations Research Proceedings, DOI 10.1007/978-3-319-42902-1_26

195



196 J. Schönberger

2 Comparison Based on Clustering

Two sets P1 and P2 of M vehicle routes (some may be empty) are given and the set
O of operations must be covered by both route sets. The i th tour contains the subset
of O served by the i th route r Pi in P ∈ {P1; P2}. The route r Pi is a permutation of the
i th tour in P . All operations o ∈ O are uniquely indexed. The fleet is homogeneous
and we define O∗ := (O × O)\{(i; i) | i ∈ O}.

Figure1 shows two example sets of three routes P1 as well as P2 covering seven
operations 1, . . . , 7. By shifting customer 1 from route 1 to the beginning of route
3 we transform P1 into P2. In P2, route 1 is empty, route 2 is extended and route 3
remains unchanged.

Shifting of a complete route between two identical vehicles does not lead to an
effective route set variation. From this perspective the donating vehicle as well as the
receiving vehicle are equivalent. Vice versa, a shift of a route between two equivalent
vehicles must not change the quantified distance value between two compared route
sets. Fagerholt et al. [1] claim that Hamming-distances are not precise enough to
detect these kinds of non-effective shifts.

Two route sets can be compared by analyzing the extent to which the clustering
as well as the sequencing decisions associated with the two route sets match. The
general idea is to count identical clustering decisions as well as to count identical
sequencing decisions in the two route sets P1 and P2. In order to overcome the
challenge of equivalent routes, we propose the check only if two pairwise different
operations i and j from O are clustered in a common tour in P1 as well as in a
common tour in P2. Following this way to compare the clustering decisions in the
two route sets it is not necessary to check if i and j are contained in the tour with
the same number in both route sets. Given route set P and two distinct operations
i, j ∈ O we define the binary indicatorCP

i j to be 1 if and only if these two operations
are contained in the same route. Otherwise, we set CP

i j := 0.

C(P1; P2) :=
{

cused_both(P1;P2)
cused (P1;P2) , if cused(P1; P2) > 0

1, if cused(P1; P2) = 0
(1)

Fig. 1 Example route sets
P1 and P2 to be compared
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Let cused(P1; P2) :=
∥
∥
∥

{
(i; j) ∈ O∗ | CP1

i j = 1 ∨ CP2
i j = 1

}∥
∥
∥ be the number of

pairs of distinct operations that are assigned to a common route either in route set P1
and/or in route set P2 and cused_both(P1; P2)

∥
∥
∥

{
(i; j) ∈ O∗ | CP1

i j = 1 ∧ CP2
i j = 1

}∥
∥
∥

carries the number of pairs (i; j) ∈ O∗ that are clustered together in both route sets.
We have 0 ≤ cused_both(P1;P2)

cused (P1;P2) ≤ 1 if cused(P1; P2) > 0. In case that cused(P1; P2) = 0
all routes contain at most one customer location. Here, we do not find a pair of opera-
tions assigned to the same route neither in P1 nor in P2. However, we also do not find
a pair of operations that is assigned to different routes in P1 as well as P2. Therefore,
we define the percentage C(P1; P2) of pairs of operations that are assigned to the
same route in both considered route sets P1 as well as P2 as shown in (1).

3 Comparison of Processing Sequences Inside a Tour

If two distinct operations i and j are found in the same tour in a given route set
P (CP

i j = 1) we check next if i is processed before j (SP
i j = 1) or not (SP

i j = 0). We

define sused(P1; P2) :=
∥
∥
∥

{
(i; j) ∈ O∗ | SP1

i j = 1 ∨ SP2
i j = 1

}∥
∥
∥ to be the number of

pairwise precedencies detected in at least one of the two considered route sets P1
and P2. Further, sused_both(P1; P2) :=

∥
∥
∥

{
(i; j) ∈ O∗ | SP1

i j = 1 ∧ SP2
i j = 1

}∥
∥
∥ carries

the number of pairs of distinct operations that are clustered in a tour in both route
sets and that are processed in the same order.

S(P1; P2) :=
{

sused_both(P1;P2)
sused (P1;P2) , if sused(P1; P2) > 0

1, if sused(P1; P2) = 0
(2)

The indicator S(P1; P2) determines the percentage of the same processing orders
of two distinct operations that are clustered together in a route in both route sets (2).
In case that sused(P1; P2) = 0 both route sets have the common property that no pair
(i; j) ∈ O∗ is contained in a tour. No different processing orders are observed and
therefore we define S(P1; P2) to be 1 in case that sused(P1; P2) = 0.

4 Sequencing Comparison Based on Giant-Routes

An obvious shortcoming of the intra-tour sequence comparison is the small number
of available pairs of operations contained in a tour. In situations where tours are
small, even few processing order variations among the rare pairs of operations in
a route let S(P1; P2) vary significantly. In order to reduce the sensitivity of the
distance measure with respect to the sequencing decisions, we propose another way
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to quantify differences as well as similarities in pairwise precedence relations among
two operations.

The basic concept used for increasing the number of comparable pairs of opera-
tions is to establish an inter-route comparison of processing sequences. For this, we
build a so-called giant-route from the determined routes [2]. A giant-route R is an
M-tuple of the available M routes.

The route set comparison starts with the calculation of C(P1; P2). In order to
prepare the determination of the giant-route we first sort the routes contained in P1.
Each route is evaluated with the smallest unique operation index observed for the
operations it contains. Empty routes are evaluated with∞. Afterwards, the routes are
sorted by increasing evaluation values. Finally, the giant-route RP1 := (ri1 , . . . , riM )
is compiled. In the same way, a giant-route RP2 is setup for P2.

The binary parameter T P
i j is set to 1 if and only if operation i is processed prior

to operation j in the giant-route RP . The number of pairs of distinct operations
that can be compared with respect to their precedence relation is significantly larger
compared to the number of pairs considered for the specification of SP

i j (2) since it is
not necessary any more that both operations i as well as j are contained in a common
route.

T (P1; P2) := tused_both(P1; P2)
tused(P1; P2) (3)

Let tused(P1; P2) :=
∥
∥
∥

{
(i; j) ∈ O∗ | T P1

i j = 1 ∨ T P2
i j = 1

}∥
∥
∥ be the number of

found processing orders in at least one of the compared giant-routes. The number of
matching processing orders of two distinct operations that are observed in both giant-

routes is stored in tused_both(P1; P2) :=
∥
∥
∥

{
(i; j) ∈ O∗ | T P1

i j = 1 ∧ T P2
i j = 1

}∥
∥
∥. We

calculate the percentage of observed processing orders of two distinct operations that
are observed in both giant-routes and store it in T (P1; P2) (3).

5 Combined Comparison of Clustering and Routing
Decisions

H 1(P1; P2) = 1 − 1

2
· (C(P1; P2) + S(P1; P2)) (4)

Using the percentage of consistent operation pairings C(P1; P2) as well as the
percentage of consistent operation processing sequences S(P1; P2) we are able to
define the first difference indicator H 1(P1; P2) for the similarity of two route sets
P1 and P2 (4). We calculate H 1 for the example scenario from Fig. 1. The left part
of Fig. 2 shows the intermediate results for the calculation of C(P1; P2). In total
cused(P1; P2) = 18 pairs of clustered operations are found either in P1 or in P2 but
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only cused(P1; P2) = 12 pairs are detected in both plans P1 as well as P2. Therefore,
we get C(P1; P2) := 12

18 = 2
3 .

Intermediate results from the calculation of S(P1; P2) are shown in the right
part of Fig. 2. Overall, sused(P1; P2) = 9 precedence relations are detected in P1
or in P2. Among them, sused_both(P1; P2) = 6 are found in both route sets, so that
S(P1; P2) := 6

9 = 2
3 . This leads to the H 1(P1; P2)-distance of 1 − 1

2 · (
2
3 + 2

3

) = 1
3 .

From a naive perspective, this H 1-value can be interpreted in the way that the shifting
of operation 1 from route 1 to route 3 varies one third of the properties of P1.

H 2(P1; P2) = 1 − 1

2
· (C(P1; P2) + T (P1; P2)) (5)

If we replace S(P1; P2) by T (P1; P2) in the definition of H 1 we get a second
distance indicator H 2 (5) for the comparison of two vehicle route sets.

In the considered example both giant-routes (left part of Fig. 3) provide together
tused(P1; P2) = 30 precedence relations from which tused_both(P1; P2) = 12

1 2 3 4 5 6 7
1 2 2 2
2 1/2 1/2
3 1/2 1/2
4 1/2 1/2
5 2 1/2 1/2
6 2 1/2 1/2
7 2 1/2 1/2

CP1
i j -and CP2

ij -values

1 2 3 4 5 6 7
1 2 2 2
2 1/2 1/2
3 1/2
4
5 1/2 1/2
6 1/2
7

SP1ij -and SP2ij -values

Fig. 2 The left tabular carries the clustering information used in the calculation of C(P1; P2) (1
means both operations are contained in the same route in P1 and 2 indicates that the two operations
are clustered together in P2). The right tabular contains the sequencing information related to the
calculation of S(P1; P2)

r1 = (1)
r2 = (2;3;4)
r3 = (5;6;7)

⎫⎬
⎭ ⇒ RP1 = (1;2;3;4;5;6;7)

giant-route of P1

r1 = ()
r2 = (2;3;4)
r3 = (1;5;6;7)

⎫⎬
⎭ ⇒ RP2 = (1;5;6;7;2;3;4)

giant-route of P2

1 2 3 4 5 6 7
1 1/2 1/2 1/2 1/2 1/2 1/2
2 1/2 1/2 1 1 1
3 1/2 1 1 1
4 1 1 1
5 2 2 2 1/2 1/2
6 2 2 2 1/2
7 2 2 2

Fig. 3 Determination of T (P1; P2): In the right tabular all pairs of operations (i; j) ∈ O∗ in which
operation i precedes operation j in P1 (P2) are indicated by 1 (2)
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precedence relations are detected in both route sets. Therefore, we have T (P1; P2) =
12
30 = 0.4. The H 2-distance between P1 aswell as P2 is H 2(P1; P2) = 1 − 1

2

(
2
3 + 4

10

)

≈ 0.47. From a naive perspective and with regard to the observed H 2-value 47% of
the properties of P1 are changed if operation 1 is moved from route 1 to route 3.

6 Summary and Conclusions

We have proposed two indicators to quantify structural differences among two given
vehicle route sets. Both indicators shown different distance values. The next research
steps comprise the evaluation of both indicators in several VRP-like scenarios includ-
ing larger sets of operations. Furthermore, we will specify additional comparison
approaches in order to take care of additional challenges in route set comparison like
the processing independence of routes in the CVRP.
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Optimal Transportation Mode Decision
for Deterministic Transportation Times,
Stochastic Container Arrivals
and an Intermodal Option

Klaus Altendorfer and Stefan Minner

Abstract For container transport from an overseas port to the final customer destina-
tion, the decision whether the transport should be by direct truck or by an intermodal
option, including train and truck, is rather relevant. An optimization problem min-
imizing transportation costs and delay costs is developed. For unknown container
arrival times, deterministic transportation times and a predefined container delivery
date, the optimal transportation mode is discussed. For a predefined train depar-
ture time, the relationship between unplanned truck delivery if arrival time is after
train departure and expected delay for later train departure times is shown. For the
intermodal option, an optimization problem minimizing transportation and expected
delay costs is solved. Results show that there is a certain delivery date threshold above
which the intermodal option becomes optimal. A counter-intuitive finding from the
numerical results indicates that better information quality does not necessarily favour
the intermodal option. Especially for low delivery date values, the additional cost to
be paid for the intermodal option increases with better information quality.

1 Introduction and Literature Review

A problem often faced by logistics providers as well as international supply chains
is the transportation mode decision. If containers arrive with an overseas ship at
one of the major European ports, several transportation options can be applied. We
compare either the option to ship a container directly by truck to its final destination,
which is fast but may be expensive, or the option to ship a container initially by

K. Altendorfer (B)
Department for Operations Management, Upper Austria University of Applied Sciences,
4400 Steyr, Austria
e-mail: klaus.altendorfer@fh-steyr.at

K. Altendorfer
Department for Production and Logistics Management, Johannes Kepler University Linz,
4040 Linz, Austria

S. Minner
TUM School of Management, Technische Universität München, 80333 Munich, Germany

© Springer International Publishing Switzerland 2017
K.F. Dœrner et al. (eds.), Operations Research Proceedings 2015,
Operations Research Proceedings, DOI 10.1007/978-3-319-42902-1_27

201



202 K. Altendorfer and S. Minner

train to a certain inland hub and cover only the on-carriage by truck, which is usually
slower but cheaper. Recent literature on intermodal transport focusses on the cost
calculation for both modes and evaluates the environmental impact of this decision
(e.g. [1, 2]) or technical and infrastructure prerequisites (e.g. [3, 6]). In a survey
of intermodal transport decision problems, [4] identify that for the decision itself,
the time related measures expected delay and on-time probability are among the
most important decision factors. Related to the timing of information, [5] discuss the
impact of advance load information on transportation costs. Reference [7] discuss the
effect of information uncertainty on the on-time probability and the transportation
costs for different transportation modes. Even though they do not specifically cover
the intermodal transportation option, they provide some insights on the value of
information and its influence on the transportation mode decision.

We extend available literature by analytically evaluating the influence of a stochas-
tic arrival process on the expected delay. Furthermore, a single objective optimization
problem is stated to identify the optimal transportation mode decision and an optimal
train departure time is identified.

2 Model Development

A set of containers with stochastic arrival time A from the port has to be transported
to a final destination either by direct truck transport or by a combination of train
and truck. This decision has to be taken before the stochastic arrival occurs. As the
arrival time depends on the unloading of the containers from the overseas ship and
no further information is available, it is assumed to be uniformly distributed between
Amin and Amax . All containers have the same deterministic delivery date T when
they are expected at their final destination and delay costs are cd per container and
period of time. We assume that T ≥ Amax. Costs are ct for the direct truck transport
and ci for the intermodal option. The train leaves the port at departure time R and
whenever A > R occurs, the container is transported via an unplanned truck that
has to be provided on a short term basis with costs cu . The transportation times are
deterministic with Lt , Lu , Li for direct truck, unplanned truck and intermodal option,
respectively. The following relationship between the transportation times and costs
is assumed: Lt ≤ Lu ≤ Li and ci ≤ ct ≤ cu (see also [7] for similar assumptions).
The random delay a container faces is Dt and Di for the direct truck or intermodal
option, respectively. For the direct truck option, the truck waits for the container
and the deterministic transportation time applies after container arrival, therefore the
expected delay (with f A() and FA() being the pdf (probability density function) and
cdf (cumulative distribution function) of the arrival time, respectively) is:

E [Dt ] =
Amax∫

T−Lt

(Lt − (T − κ)) f A (κ) dκ =
Amax∫

T−Lt

1 − FA (κ) dκ (1)
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The probability that a container arrives after the scheduled train departure time,which
means it takes an unplanned truck to be delivered to its final destination, is:

α (R) = 1 − FA (R) = (Amax − R) / (Amax − Amin) (2)

The delay of a container that takes the intermodal option for A ≤ R is
[Li − (T − R)]+ (which might be zero) and whenever A > R (and therefore the
unplanned truck option is realized) it is the random value [Lu − (T − A)]+. The
expected delay can therefore be constructed as:

E [Di ] =
Amax∫

R

[(Lu − (T − κ))]+ f A (κ) dκ + [R − (T − Li )]
+FA (R) (3)

Based on Lt ≤ Lu ≤ Li , several cases can be distinguished with respect to R:

E
[
Di |R > T − Lu

] =
Amax∫

T−Lu

1 − FA (κ) dκ + (Li − Lu) FA (R) +
R∫

T−Lu

FA (κ) dκ

E

[

Di

∣
∣
∣
∣
R > T − Li
R ≤ T − Lu

]

=
Amax∫

T−Lu

1 − FA (κ) dκ + (Li − (T − R)) FA (R)

E
[
Di |R ≤ T − Li

] =
Amax∫

T−Lu

1 − FA (κ) dκ

(4)

For a very late train departure with R > T − Lu , the container is late if it catches
the train A ≤ R and it is also late if it arrives after train departure. For a medium train
departure time T − Lu ≥ R > T − Li , the container is late if it catches the train but
it might be on time if it uses the unplanned truck, which is more expensive. For a low
departure time R ≤ T − Li , which includes the case that the train leaves to deliver
exactly on time (R = T − Li ), containers are only late if they arrive after T − Lu

and therefore the unplanned truck delivery, too, does not reach the planned delivery
date. Equation (4) shows that an increase in train departure time leads to an increase
in expected delay time andEq. (2) shows that this increase leads to a lower probability
of unplanned truck transport. If the train departure time is a decision variable, i.e. a
set of containers coming from one ship has to be delivered and the mode has to be
decided, these results indicate that R = T − Li might be a good solution. This train
departure time minimizes the expected delay while also minimizing the unplanned
truck delivery.

The overall costs for intermodal and direct truck transportation, Oi and Ot , respec-
tively, are:

Oi = FA (R) ci + (1 − FA (R)) cu + E [Di ] cd (5)

Ot = ct + E [Dt ] cd (6)
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Fig. 1 Cost comparison with respect to predefined train departure

Figure1 shows a comparison of costs for different transportation modes with respect
to the train departure time on the left hand side. It identifies that the minimum costs
are not reachedwith R = T − Li (whichwould be R = 7) but with a rather high train
departure time R = 11. This happens because the low delay costs are outweighed by
the larger cost difference between the modes of transportation. For R = 11, the con-
tainer has a rather low probability of being transported by the expensive unplanned
truck. If the train departure time can also be decided, this shows that the aforemen-
tioned trade-off cannot intuitively be solved but has to be optimized. On the right
hand side of Fig. 1, the overall costs for intermodal transportation are presented with
respect to Li

/
Lt showing its relative transportation time in comparison to direct

truck transportation. Note that here the intuitive train departure time R = T − Li is
applied, which has already been shown to be not optimal.

From the cost function (5) it is obvious that a train departure time below the
intermodal transportation time, i.e. R < T − Li , is never optimal as this leads to
unnecessary unplanned truck transport. However, the trade-off between accepting a
certain delay and increasing the probability of shipping the container by the cheaper
intermodal option has to be further investigated. Therefore, two relevant cases from
Eq. (4) can be identified with Case 1 being R > T − Lu and Case 2 being T − Lu ≥
R ≥ T − Li . For Case 1, the overall costs are:

Oi = FA (R) (ci − cu + (Li − Lu) cd ) + cu +
⎛

⎝Lu − T + Amax −
Amax∫

R

FA (κ) dκ

⎞

⎠ cd (7)

Setting the first derivative with respect to R to zero leads to:

R∗
1 = max

[

T − Lu,
cu − ci
cd

+ Amin + Lu − Li

]

(8)

The optimal train departure time R∗
1 is independent of the required delivery date that

only defines the lower boundary from Case 1 definition. The overall costs for Case
2 are:
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Fig. 2 Optimal cost comparison

Oi = FA (R) (ci + cu + (R − T + Li ) cd) + cu +
Amax∫

T−Lu

1 − FA (κ) dκcd (9)

and again setting the first derivative with respect to R to zero leads to:

R∗
2 = min

[

T − Lu,max

[

T − Li ,

(
cu − ci
cd

+ Amin + T − Li

)/

2

]]

(10)

To identify the optimal solution for train departure time, Oi
(
R∗
1

)
and Oi

(
R∗
2

)
have

to be compared. Figure2 shows the optimal costs for direct truck and intermodal
transportation either with respect to the delivery date (left hand side) or with respect
to the relative intermodal transportation time (right hand side).

The results with respect to T show that, up until a certain threshold value, an
increase in delivery date leads to a similar cost decrease for both modes.With respect
to intermodal transportation time, the cost difference is far less than in Fig. 1 with
predefined train departure time R = T − Li where all containers that catch the train
are shipped on time. This is an interesting finding as it shows that it can be optimal
to accept a certain delay in order to exploit the cheaper intermodal transportation
option even for deterministic transportation times with a stochastic arrival process.

3 Numerical Example

To identify the influence of the different model parameters on overall costs, Fig. 3
shows the relative cost difference (Oi − Ot )

/
Ot as average value over all para-

meter combinations. For each model parameter (i.e. ci , cu , ct , Lu and Li ), three
different values near the values of the examples in Figs. 1 and 2 are tested. For the
arrival time information uncertainty, Amax ∈ {9, 12, 15} and Amin = 15 − Amax are
applied, which leads to E [A] = 7.5. Whenever the values in Fig. 3 are negative, the
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Fig. 3 Numerical example results

intermodal option leads to lower average costs. Detailed results from the numerical
study (not presented) confirm the intuitive results that higher cost for intermodal
and unplanned truck transportation and lower costs for direct truck transportation
reduce the probability of the intermodal option to be optimal. However, the results
for an increasing T value show that the threshold above which the intermodal option
is optimal depends very much on the parameter combination. An increase in inter-
modal delivery time of 80% leads to a cost delta of only 7 to 9%, which shows that
this parameter’s effect is less pronounced than intuitively conjectured. The results
concerning Amax − Amin provide the counter-intuitive finding that better informa-
tion does not necessarily increase the probability that the intermodal option becomes
optimal. For low T values, the additional costs for the intermodal option decrease
with higher information uncertainty. Also for high T values, a better information
quality does not consistently increase the cost benefits of the intermodal option.

4 Conclusion

In this paper a simplified decision problem for either direct truck or intermodal
transportation of containers between a port and their inland destination is solved.
Numerical results show that, even in this setting with deterministic transportation
times, it is not (always) optimal to schedule train departure such that a container
transported by train is on time, because delay costs and transportation costs have to be
balanced. Furthermore, a counter-intuitive finding is that better information quality
does not necessarily increase the probability that the intermodal option becomes
optimal. These results are the basis for further research covering more stochastic
influences and richer problem structures, such as train capacity reservation.
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Optimization Models for Decision Support
at Motorail Terminals

Pascal Lutter

Abstract Motorail transportation covers the loading of various types of vehicles
onto transportation wagons. The detailed treatment of realistic technical and legal
constraints by integer linear programming models is challenging especially in terms
of computation times. This paper considers decision support for the loading process at
motorail terminals with the goal of speeding up the entire loading process while guar-
anteeing the feasibility of the proposed loading plan at all times. Specially tailored
integer programming formulations are proposed and their suitability for real-world
use is evaluated by means of a case study.

1 Introduction

The problem under consideration deals with the loading of cars and motorcycles onto
motorail wagons under realistic technical and legal constraints. The load planning
problem for motorail trains, introduced as motorail transportation problem (MTP)
[7, 8], aims at assigning a given set of vehicles to transportation wagons. Decision
support for order acceptance management has already been developed in [8] and
is currently being used by DB Fernverkehr AG. This paper focuses on the loading
process at motorail terminals. Vehicles are pre-booked and the train length, e.g.
the number of transportation wagons, is known before departure. Due to differing
and unknown arrival times of vehicles, pre-calculated loading plans can hardly be
implemented in practice. Once loaded, vehicles are not allowed to change their
position anymore. Thus, loading plans need to be consecutively revised in accordance
with the current terminal situation and the already loaded vehicles. We propose and
evaluate three integer programming formulations for decision support at motorail
terminals.

Related problems arise at container terminals. Ambrosino et al. [1] address the
loading of import containers at seaport terminals. In reference to a case study at an
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Italian harbor, they develop an integer linear optimization model for decision support
at seaport terminals. The goal is to fulfill the physical loading requirements while
minimizing rehandling operations as well as penalty costs. As the original integer
programming formulation is hard to solve with standard optimization software, the
authors develop two heuristics to generate solutions of better quality within reason-
able time. Corry and Kozan [4, 5] as well as Bruns et al. [2, 3] consider the load
planning problem at intermodal container terminals. While Corry and Kozan explic-
itly focus on terminal operations management, Bruns et al. emphasize the detailed
treatment of physical loading constraints and the integration of uncertainties. In con-
trast to recent contributions to container terminal optimization, this paper focuses on
developing exact approaches to solving the MTP.

The remainder of this paper is structured as follows. Section 2 describes technical
details of motorail transportation and processes at motorail terminals. This is followed
by different integer linear programming formulations for terminal optimization in
Sect. 3. Section 4 presents a case study for evaluating the proposed models. Section 5
concludes with some final remarks and perspectives for future research.

2 Problem Description

The problem under consideration focuses on the optimization of load planning at
motorail terminals: pre-booked vehicles consecutively arrive at the terminal and
are to be loaded on transportation wagons soon. The goal is to select subsets of
vehicles from the waiting queue to be loaded onto the same loading deck, such that all
currently remaining vehicles can be loaded as well. The order of the arriving vehicles
is unknown due to uncertain vehicle arrival times. Parking spaces are commonly
limited, preventing the usage of pre-determined loading plans. Decision support at
motorail terminals can be achieved by embedding the MTP in a rolling horizon
framework. The goal is to consecutively construct a loading plan for the entire train.
A crucial aspect is to guarantee the feasibility of the loading plan at all times. This
makes it necessary to partly revise the loading plan for currently not loaded vehicles
in each optimization run. Hence, it is required to generate optimal solutions very
quickly in order to support the loading process at motorail terminals.

Let V̄ denote the number of vehicles and let V := {1, . . . , V̄ } denote the set
of vehicles. A vehicle v ∈ V is described by five different characteristics, namely,
weight Wv, height Hv, roof width category Rv, position capacity requirement Cv,
and type Tv. The entire motorail train consists of Ī identical vehicle transportation
wagons i which are summarized in the set I := {1, . . . , Ī }. Vehicle transportation
wagons offer two loading decks e ∈ E := {1, 2} each providing P̄ different positions
p ∈ P := {1, . . . , P̄}. The total weight limit for a single loading deck equals W . The
upper loading deck is identified by e = 1 while the lower loading deck is given by e =
2. Length limits are included into the position capacity requirement parameterCv and
hence incorporated by position capacity constraints. Each vehicle v is associated with
a position capacity demand parameterCv which is determined by its type coding Tv. In
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Fig. 1 Illustration of both loading decks of a wagon i (taken from [8])

general, each loading deck provides the same length and contains five positions which
are numbered in ascending order corresponding to the driving direction as illustrated
by Fig. 1 Maximal heights differ with respect to the loading deck under consideration:
upper loading decks have different maximal heights for each position which are
further dependent on the roof width of the assigned vehicle. Solid lines indicate
maximal heights for vehicles with normal roof width (≤135 cm) while dashed lines
show maximal heights for vehicles with large roof width (>135 cm). On the lower
loading deck, all positions feature the same, but smaller maximum height and no
distinction is made between different vehicle roof widths. The maximum height
of each position p on loading deck e is given by the parameter He,p,Rv which is
dependent on vehicle width Rv. The next section shows the integration of optimization
based decision support in order to help terminal staff to select the right vehicles from
the queue within a short period of computation time.

3 Optimization Models for Motorail Terminal
Optimization

The original four-index formulation of the MTP (MTP-4Idx) was introduced in [8].
Here, a modified version for motorail terminal optimization is presented. The decision
variables xviep indicate the assignment of a vehicle v to a position on the train and
equal 1 if and only if vehicle v is assigned to position p on loading deck e on wagon i .
Let V denote the set of currently not loaded vehicles and let the subsetT ⊂ V denote
vehicles waiting at the terminal. The goal is to select vehicles v ∈ T , indicated by
the decision variables xviep, maximizing the terminal specific objective function (1).
In contrast to the original problem formulation, only a single loading deck (i�, e�) is
considered in the objective function. Loading deck selection is done by the terminal
staff. Terminal staff is responsible for selecting the right loading deck in each loading
iteration. It is important to notice that a loading deck can only be loaded, if all assigned
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vehicles are available for loading, e.g. they have already arrived at the terminal. Due
to the rolling horizon framework, the setsT , V as well as the available transportation
wagons change in each iteration. In analogy with [8], the MTP-4Idx for optimizing
a fixed loading deck (i�, e�) reads as

max
∑

v∈T

∑

p∈P

⎛

⎝Wvxvi�e� p − M ·
∑

v∈�V
xvi�e� p

⎞

⎠ (1)

s. t.
∑

i∈I

∑

e∈E

∑

p∈P

xviep = 1 ∀v ∈ V

(2)

Hvxviep ≤ Hz,e,p,Rv ∀v ∈ V, i ∈ I, e ∈ E, p ∈ P
(3)

∑

v∈V

∑

p∈P

Wvxviep ≤ W ∀i ∈ I, e ∈ E

(4)
∑

v∈V
Cvxviep ≤ 1 ∀i ∈ I, e ∈ E, p ∈ P

(5)

xviep ∈ {0, 1} ∀v ∈ V, i ∈ I, e ∈ E, p ∈ P .

(6)

The objective function (1) maximizes the total weight of vehicles loaded onto the
current loading deck (i�, e�). As only vehicles waiting at the terminal can be loaded,
the first sum is restricted to the subsetT . The additional term M · ∑

v∈�V xvi�e� p with
�V := V \ T assures that the loading deck under consideration is preferably loaded
with currently available vehicles. If M is sufficiently large, a negative objective value
indicates that the current vehicle selection is not realizable. Thus, at least one more
vehicle needs to arrive until the particular loading deck can be loaded. Alternatively,
this part of the objective function could be included in the constraint set to adjust the
domain of decision variables corresponding to currently unavailable vehicles. The
inclusion of such constraints changes the structure of the coefficient matrix. As a
consequence, an additional constraint appears in the master problem of the column
generation approach (discussed at the end of this section). Constraints (2) ensure
that each vehicle is assigned to one position on the train. Constraints (4) guarantee
a maximal weight of W for each loading deck. Maximum heights for each position
are considered by constraints (3) and the position capacity is modeled by constraints
(5). Finally, the domain of the decision variables is defined by (6).

A crucial component of the MTP-4Idx concerns the formulation of the height con-
straints (3) as argued by Lutter [6]. By grouping all vehicles which can be placed onto
the same positions, a different representation of the problem is derived. The entire
height spectrum of a transportation wagon is grouped into four different categories in
ascending order of maximal heights. Given these height categories, the set of vehicles
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Fig. 2 Three formulations of the MTP. Reformulating height and capacity constraints and dropping
the position index from the decision variables in the MTP-4Idx leads to the MTP-3Idx. Both formu-
lations inherit a bordered-block diagonal structure allowing the application of Dantzig-Wolfe (DW)
decomposition. Finally, the MTP-CG formulation results from the application of DW decomposition
to one of the compact formulations

V is partitioned into four disjoint subsets H1, . . . ,H4, each representing vehicles
of a given height category. Let ah denote the number of feasible positions on a single
loading deck for vehicles belonging to height category h. A three-index formulation
of the problem (MTP-3Idx) is obtained by removing the position index p from the
decision variables. Enforcing height (3) and capacity (5) constraints in a single set
of combined knapsack constraints

∑
v∈⋃4

h′=h Hh′ Cvxvi1 ≤ ah (h = 1, . . . , 4) gives a

proper representation of the MTP. The MTP-3Idx yields a tighter LP-relaxation than
the original formulation, but preserves the bordered-block diagonal structure of the
coefficient matrix [6].

The third formulation emerges from exploiting the special structure. The problem
is split into a master problem and into two sub-problems by applying Dantzig-Wolfe
decomposition (MTP-CG). In the following, a subset of vehicles forming a feasible
solution for a single loading deck is referred to as a loading pattern. While the
previous formulations of the MTP treat loading patterns as decision variables, the
third formulation considers loading patterns as input parameters and decides about
their use. In order to guarantee that each vehicle is loaded once, the master problem
consists of set packing constraints (2). In addition, the master problem assures that no
more than I loading patterns are selected for upper and lower loading decks. In case of
decomposing the MTP-3Idx problem, resulting sub-problems are multi-dimensional
knapsack problems ensuring that only feasible solutions, e.g. loading patterns, are
generated. Figure 2 summarizes the three proposed model formulations and shows
their interdependencies. The next section analyses the computational performance
of the developed models on the basis of a real-world case study.
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Fig. 3 Runtimes of the
MTP-4Idx, MTP-3Idx and
MTP-CG formulations
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4 Case Study and Results

To illustrate the described problem and to evaluate the computational performance
of the three formulation, the following situation is considered: 29 vehicles consec-
utively arrive at the terminal. The motorail train consists of three wagons. The sum
of vehicle weights is 44,829 kg while total train capacity is 45,000 kg. It is assumed,
that the loading process starts after 12 vehicles have arrived. Loading starts, if the
optimal solution to the MTP indicates a positive objective value. In case of a nega-
tive objective, loading is currently not possible and it has to be waited until the next
vehicle arrives. In the considered case study, the entire train is loaded after 25 itera-
tions. Figure 3 summarizes running times for all models and all instances. It turns out
that the MTP-3Idx and MTP-CG formulations were able to prove optimality in all
instances very quickly. The MTP-4Idx formulation performed considerably worse:
an optimal solution was only found in 15 instances while optimality was proven in
only 6 of 25 test instances. In consequence, it also had the longest runtimes with an
average of 1,156 s. The MTP-3idx formulation showed an average runtime of 34 s
(due to one outlier) while the MTP-CG formulation exhibited the shortest runtime
with only 2.1 s on average and a maximum runtime of 29.5 s.

5 Conclusion and Outlook

In this paper, three formulations of the motorail transportation problem specially
tailored for decision support at motorail terminals were described and analyzed on
the basis of a real-world case study. As indicated by the computational experiments,
the MTP-3Idx and the MTP-CG show the best overall performance and qualify
for real-world use at motorail terminals. Further improvements should focus on
the inclusion of vehicle shunting operations at the terminal. As these extensions
require the introduction of further binary variables which may slow down the solution
process, specific solution approaches have to be developed.
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Continuity Between Planning Periods
in the Home Health Care Problem

Daniela Lüers and Leena Suhl

Abstract Home health care providers face a complex routing and scheduling task
to plan their services because their clients stay at their own homes. As the solution
of this task may be inefficient or infeasible for a subsequent planning period, a new
optimization is inevitable at the end of each period. The consideration of continuity
in multi-period planning by avoiding extensive changes between periods is essential
to ensure client and nurse satisfaction. To address this issue, we consider the home
health care problem in a rolling planning horizon. Our heuristic solution method
determines a new plan while preserving the continuity between periods. Since there
are many possibilities to quantify continuity, we compare different measures and
show their impact on the solutions.

1 Introduction

Home health care is a growing sector in public health. In some cases it provides
an alternative to stationary institutions like hospitals and elderly homes. Due to
the spread locations of their clients, home health care providers have to perform a
weekly route planning, which respects the working regulations of their employees.
In home health care, amongst economic goals, the preferences of clients and nurses
are important. One major criterion for satisfaction is continuity [6].

Currently, two types of continuity are considered in previous work on the home
health care problem (HHCP): Assigning only a small number of nurses to a client is
referred to as continuity of care [2]. Whereas keeping similar appointment times, e.g.
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in Nickel et al. [7], can be referred to as continuity of time. Especially the continuity
of care is considered in most of the solution approaches for static planning horizons.
However, both types are important to ensure client satisfaction. The demands and
capacities of a home health care provider are dynamic. Clients and nurses constantly
enter or leave the services or change their demands. Therefore, it is crucial to consider
these changes and at the same time assure continuity between periods.

Previous work on rolling horizon planning for the home health care problem
followed different approaches. One is the decomposition in two stages, where the
first stage assigns new clients to a reference nurse and the scheduling is performed for
each nurse and day separately in the second stage [2, 4, 10]. To ensure continuity of
care, either the nurse assignments are fixed [10], reassignments are minimized [2] or
both [4]. Bowers et al. [3] model continuity of care by maximizing the preferences
of clients. Another approach is the construction of master schedules, which are a
template for future periods and therefore influence the continuity of time [5, 7].
Nickel et al. [7] also consider the continuity of time by minimizing the sum of
changes in job start times, while inserting new clients. Bennett and Erera [1] ensure
continuity of time by setting fixed appointment times for new clients for the length
of their care period. Nowak et al. [8] model the HHCP as a consistent vehicle routing
problem to assure continuity of care.

In this paper, we propose a rolling horizon approach to the HHCPwhich considers
the continuity between planning periods. Because the duty scheduling and routing
component depend on each other, we integrate both. Our approach extends previous
work by respecting changes not only for clients, but also on the level of nurses and
jobs. We allow entering or leaving the services, as well as changing demands or
capacity. Continuity is modeled with respect to care and time by using different
measures. We also present an additional type for securing the satisfaction of nurses
by implementing continuity of duty schedules. We compare the different measures
and show their impact on the solution. The numerical results are computed by our
implementation of an adaptive large neighborhood search (ALNS) [9].

2 Problem Description

The basic HHCP is an integration of the vehicle routing problem with time win-
dows (VRPTW) and the nurse rostering problem. We define the HHCP on the set of
clients C , jobs J , nurses N and shift types S for a planning horizon of T days (here
T = 7). Each client may request multiple jobs, which have a required qualification
and duration. The day of a job is known and each job has a fixed time window.

Each nurse n has a set of qualifications. To model work contracts, the set of shift
types S is given. Each shift type is defined by its earliest start time and latest end time.
To adhere to legal and contract requirements the daily and weekly working time as
well as the number of weekly workdays is limited for each nurse n individually. This
allows different work contracts, e.g. part-time employments. Further constraints are
rest times, the assignment of both days onweekends and the limitation of consecutive
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workdays. Additionally, we model the assignment of breaks in routes. Finally, the
working regulations have to be considered also across periods.

The HHCP assigns each nurse n to a shift type s on each day t and determines
the sequence of jobs in this shift, simultaneously. Thus, the routing is restricted
by the shift assignments and determines the working times. The objective function
minimizes the route lengths of all nurses and a penalty term for unassigned jobs.

Every week alterations in demands or capacities are possible: Clients enter (C+)
or leave (C−) the services. Known clients can change their job demand concerning
durations ( ˆJ D), time windows ( Ĵ T ) or number (J+, J−). Nurses may start (N+) or
terminate their employment (N−) as well as change their work contract (N̂ ). The
unchanged sets of nurses, clients and jobs are denoted by N̄ , C̄ and J̄ , respectively.

3 Continuity Measures in a Rolling Horizon Approach

In this section we present the implemented measures for continuity of time, care and
duty schedules in the HHCP using the previously defined sets N̄ , C̄ and J̄ .

3.1 Continuity of Time

Let z j be the start time in minutes of job j in the current and z′
j in the previous

period. Nickel et al. [7] model the continuity of time (CoT) as the sum of deviations
in start times (in minutes):

CoT Sum =
∑

j∈ J̄

|z j − z′
j |. (1)

Another possibility is to minimize the maximum of all time deviations:

CoT Max = max
j∈ J̄

{|z j − z′
j |}. (2)

From a practical point of view, a small deviation in times may be tolerated, as they
also occur due to uncertainties in driving times. Therefore, we introduce another
measure, that considers only deviations of more than θ minutes:

CoT t =
∑

j∈ J̄

δ j , with δ j =
{
0, if |z j − z′

j | ≤ θ

|z j − z′
j |, if |z j − z′

j | > θ.
(3)

For heuristics, we further investigate the influence of using the quadratic sum:

CoT Quad =
∑

j∈ J̄

δ2j . (4)
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3.2 Continuity of Care

Let Nc be the set of nurses assigned in the current period and N ′
c the set of assigned

nurses in the previous period. The continuity of care (CoC) can be modeled by
minimizing the number of new nurses assigned to a client:

CoCClient =
∑

c∈C̄
|{Nc}\{N ′

c}|. (5)

In comparison to the client-based calculation, a job-based calculation is also possible:

CoC Job =
∑

j∈ J̄

γ j , with γ j =
{
1, if n j �= n′

j

0, otherwise,
(6)

where n j is the currently and n′
j the previously assigned nurse.

3.3 Continuity of Duty Schedules

The first measure for continuity of duty schedules (CoD) is based on shift types. For
each nurse and day, we determine if there is a difference in the assigned shift type:

CoDType =
∑

t∈T

∑

n∈N̄
βn,t , with βn,t =

{
1, if sn,t �= s ′

n,t

0, otherwise,
(7)

where sn,t contains the assigned shift type of nurse n on day t in the current period
and s ′

n,t in the previous period. To further consider the start and end of the shifts, a
measure similar to the continuity of time is used as an alternative. We calculate the
time deviations in start (an,t , a′

n,t ) and end times (en,t , e′
n,t ) for each nurse n:

CoDTime =
∑

t∈T

∑

n∈N̄

(|en,t − e′
n,t | + |an,t − a′

n,t |
)
. (8)

3.4 Heuristic Rolling Horizon Approach

The implemented heuristicmethod is based on theALNSmetaheuristic introduced by
Ropke and Pisinger [9]. Our destroy operators are job-, client-, nurse- or assignment-
based. The set of jobs to remove is determined by the chosen operator, different
sorting options and the degree of destruction. The repair operators are based on
construction and insertion heuristics for theVRPTW. In theVRPTWno incorporation
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Fig. 1 Continuity of time

of qualifications and working regulations is required, we therefore use different
greedy strategies for shift assignments if a new route is necessary. The objective
represents the continuity between the previous and current week.

We use the solution σ ′ of the previous period as an initial solution. Therefore, we
have to remove all jobs in J− and of the clients in C−. The new jobs J+ and jobs
assigned to the nurses in N− and N̂ are moved to the set of unassigned jobs. New
nurses in N+ stay unassigned. Thus, we already have a partial solution to start our
ALNS with a repair operator and not with a destruction by a destroy operator.

4 Discussion

In this section we compare the results of the ALNS regarding continuity measures.1

The results are computed for 15 instances that are generated based on previous
literature, labor laws anddata from theGermanFederal StatisticalOffice.We simulate
the changes of a subsequent week by a Poisson process and calculate the changes
using the arrival anddeparture times. The arrival rates dependon the type of alteration.
The solution for the previous week is also computed by the ALNS. The results are
calculated with the noted continuity measure (and penalty cost) as objective.

Figure1 shows the results for the four CoTmeasures in comparison to the original
objective in a Boxplot diagram. Each data point is a job in an instance. Three of the
measures reduce deviations in starting times. Minimizing the maximum deviation is
not beneficial in this case (2). On our instances considering the sum (1) and the sum
with threshold θ = 10 (3) performed best. We achieved only small deviations in start
times for about 75% of the jobs with these measures.

1All calculations were performed on resources provided by the Paderborn Center for Parallel Com-
puting (IntelXeonE5processor 4× 2.6GHzCPUs and2GBRAMper run). The results are averaged
over five runs with a computation time of five minutes.
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Fig. 2 Continuity of care: results for clients (left) and jobs (right)

Fig. 3 Continuity of duty schedules analyzed by shift type (left) and start and end times (right)

Figure2 compares the CoC measures. Both measures achieve a reduction in the
number of newly assigned nurses. Analyzing the results on a client basis we get
similar results. On a job-level, the difference of the measures becomes apparent. The
job-based measure (6) explicitly reduces the reassignments for each job. In contrast,
the client-based measure (5) allows reassignments to familiar nurses.

The results for CoDmeasures are shown in Fig. 3. Both measures reduce the num-
ber of shift changes. Nonetheless, the median is rather high (four reassignments in
seven days). The reason for this are theworking regulations. Especially, the limitation
due to consecutive workdays and rest times influences the possible shift assignments.
Looking at the sum of deviations in start and end times of shifts per week, the time-
based measure (8) leads to a more balanced distribution.

5 Conclusion

In summary, we presented different continuity measures for the HHCP considering
the categories care, time and duty schedules and integrated them into an ALNS
heuristic. Nearly all the evaluated measures achieve improvements regarding the
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target category. In future work, we want to analyze the trade-off between tour lengths
and continuity and compare the results of our heuristic to an exact approach.
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Map Partitioning for Accelerated Routing:
Measuring Relation Between Tiled
and Routing Partitions

Maximilian Adam, Natalia Kliewer and Felix König

Abstract In this paper we propose key figures to compare two different partitions
of street maps. The first partition is used in navigation and reduce the cutting edges
in the partition. The second is dependent on a new standard for the transmission of
navigational data and has a rectangular shape. We build and analyze the relationship
of the partitions with real map data and present first results.

1 Introduction

Onboardmaps and routing function usually on a device in the car and do not crucially
rely on cloud infrastructure. Navigation is an essential basic function of cars that is
typically required to work even when not online. Precise and quick onboard rout-
ing requires preprocessing, while onboard maps are becoming increasingly modular
to facilitate partial map downloads and updates for dynamic routing. Routing pre-
processing typically relies on partitioning the street network while minimizing the
number of roads crossing the partition. Whereas, modular maps are typically orga-
nized in rectangular tiles. When updating one part of a map for routing, preprocessed
partitions, which overlap rectangular tiled data clusters have to be transmitted.

Considering this, it is likely that some of the data sent to the devices in tiled data
clusters are irrelevant because they are not covered by the routing area as illustrated
in Fig. 1. The dark area represents a routing area and the grey tiles represent the tiled
data clusters. The dashed grey areas represent the tiled data clusters covering the
same routing area. Therefore, the whole data from the dashed grey areas has to be
sent when an update of a routing area is needed.
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Fig. 1 Tiled data clusters overlapping a routing partition formodularmapswith different granularity

Recent literature contains a vast amount of work on graph partitioning for routing
preprocessing. The most promising approach of coarsening multilevel scheme has
lately been applied by multiple clustering libraries and algorithms such as SCOTCH
[5], METIS [3, 4], JOSTLE [6], KaPPa [2] or PUNCH [5]. All of them focus on min-
imizing the sum of cutting edges between areas and getting good overall balanced
partitions with good connectivity. Sending large amounts of data through commu-
nication networks remains a major challenge for online routing, even though the
existing literature has not yet covered this aspect.

In this paper, the map data structure is represented as a tiled partition of the
street graph. We investigate the question of how to measure the relationship between
tiled and routing partitions as well as what influences this relationship. To make the
relationship of the two partitions measurable we propose performance indicators in
Sect. 2 and evaluate these indicators in Sect. 3 by applying them on real street graphs
sourced from Open Street Maps. An algorithm based on PUNCH [1] is used for the
generation of balanced routing partitions. The results of the indicators are presented
for the map group parameter combinations. Chapter 4 gives a brief summary and
discusses further research possibilities.

2 Evaluation of Corresponding Partitions

For the definition of the measurements the following notation according to (Delling
et al. [1]) is used in this paper. A partition P = {V1, V2, . . . Vk} of a street graph G =
(V,E) is a set of nonempty disjoint subsets such that

⋃k
i=1(Vi) = V . Given Vi ∈ P

is additionally defined, the function eo(Vi) = Ei = {e1, . . . , el} with ∀e ∈ Ei, e =
u, v : u ∈ Vi ∨ v ∈ Vi. Following [5] the size sV (v) of a vertice v ∈ V is defined as
the number of points in the original graph represented by v and sE(e) gives back
the number of edges represented in G by edge e. By extension, the vertice size
sV (Vi) = ∑

v∈Vi
(sV (v)) and the edge size sE(Ei) = ∑

e∈Ei
(sE(e)) are used. The edges

e = {u, v} with u, v ∈ V where u ∈ Vi, v /∈ Vi are denoted as δ(Vi), the number of
cutting edges of the area Vi. By extension δ(P) is the count of all cutting edges
between all areas of the partition P. A routing partition is denoted as PR and a tiled

http://dx.doi.org/10.1007/978-3-319-42902-1_4
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partition as PT . Likewise routing areas are named VR and tiled areas V T . The value
ε controls the tolerated imbalance of routing areas when generating partitions.

For measuring the relationship between tiled and routing areas, we propose the
following alternative performance indicators. Note that each performance indicator
is computed for each area of a certain partition. In order to analyze a whole partition,
these values have to be summarized with statistics, such as the arithmetic mean.

1. ToR (Tiled areas of Routing areas):
This straightforward performance indicator measures how many tiled areas are
sharing vertices with each individual routing area. This performance indicator
enables an assessment of the unnecessary sent data as well as insight into the
relationship.

ToR(VR) = |∀V T ∈ PT : ∃v ∈ V T ∧ v ∈ VR| (1)

2. RoT (Routing areas of Tiled areas):
For each area of the tiled partition, the number of routing areas that share at least
one vertice with this tiled area are computed. As the complimentary indicator to
ToR, RoT also gives insight into the relationship of the partitions.

RoT(V T ) = |∀VR ∈ PR : (∃v ∈ VR ∧ v ∈ V T )| (2)

3. ERT (Edge size of Routing areas per edge size of associated Tiled areas):
Taking into account that the dynamic data is mostly bounded to streets which
themselves are represented as edges in the street graphs, this performance indi-
cator shows the percentage of data required (edges of the routing area) of all sent
data (all edges of the overlapping tiled areas with this routing area). Edges that
are in two tiled areas are counted only once.

ERT(VR) = sE(eo(VR))
∑

V T∈PT :(∃v∈V T∧v∈VR)(sE(eo(V T )))
(3)

4. VRT (Vertice size of Routing areas per vertice size of associated Tiled areas):
The VRT computes the ratio of necessary to unneccesary data for each routing
area. The difference to the ERT is that the assessment of data is obtained by
counting the vertices of the areas.

VRT(VR) = sV (VR)
∑

V T∈PT :(∃v∈V T∧v∈VR)(sV (V T ))
. (4)

3 Experiments and Results

Our algorithm is based on Graph partitioning using Natural Cuts [1]. However, in
our algorithm, some steps of the original PUNCH algorithm are modified and some
are excluded. We were able to validate that our generated routing partitions show
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approximately the same vlaues for apparent key figures compared with the results of
PUNCH.

Our algorithm consists of three phases to achieve a balanced partition. The goal
is to find a balanced partition P = {V1, V2, . . . , Vk} of a graph G = (V,E) where
∀Vi ∈ P : sv(Vi) = �(1 + ε)�n/k	
 with n = sv(V ) and ε as the balance parameter.
Differing from PUNCH, in this paper, k is chosen automatically in dependence of
the upper bound for the number of vertices of each routing area U. Therefore, the
upper bound U is applied as ∀Vi ∈ P : sv(Vi) ≤ U. However, simplified balancing
heuristics of PUNCH are applied resulting in a partition where the areas are relatively
balanced. As in the original PUNCH, the balanced partitionminimizes the sum of the
cutting edges between the areas by applying a filtering step and an assembly step. For
the values of parameter U we chose 10,000 and 20,000 in order to generate differing
but comparable routing areas. The remaining parameters correspond to PUNCH.

We applied the proposed indicators on nine real street maps divided into three
map groups depending on the average vertices per square kilometer:

• Urban Maps with the graphs of Berlin, Hamburg and Bremen (75 to 90 vertices
per km2),

• Regional Maps containing graphs of Thringen, Sachsen Anhalt and the country
Luxembourg (vertices per km2 of 9 to 14) as well as

• Sparse Maps with the maps of Iceland and the US states Wyoming and Alaska
(0.8 to 0.03 vertices per km2).

The indicators vary among the map groups and different U values. RoT have
values of four for Urban Maps and 250 for Sparse Maps. This is because routing
areas are mostly dependent on the chosen U whereas the tiled areas are dependent
on the depicted geographical surface. On average, doubling of routing area size led
to only slightly larger values for RoT . ToR had values of nearly one for Regional
Maps and Sparse Maps. This shows that the routing partition have a good structure.
Lot of tiled areas having only one corresponding routing area means retrospective
that the routing partition is already optimal for this tiled areas. It can be stated that
RoT and ToR are good for giving an intuitive approach to the analysis how good the
partitions are.

Figure2 visualizes the results of the experiments for these measurements for
different groups of maps and two different values of U. The red bars show the
average values of the VRT and the green bars display the average values of the ERT .
It is notable that the method of measuring area size by the number of vertices or
by the number of edges has an insignificant effect on the comparison between the
routing area size and the size of all associated tiled areas for map groups with high
geographic densities. For Sparse Maps we observe up to 4% higher VRT -values.
We suggest using solely the VRT for further measurements as it is more common
for partitioning algorithms to measure the size of areas with the number of vertices
and not with the number of edges.

The results of all indicators support the assumption regarding influence of vertices
per depicted space-ratio on the relation of the corresponding partitions.More vertices
per km2 leads to smaller routing areas in comparison with tiled areas. It follows that
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Fig. 2 Average values for the indicators VRT and ERT for different map groups and different
values of upper bound U

on average a higher percentage of vertices and edges is not included in a certain
routing area but in the associated tiled areas of this routing area. Vice versa, we
observe that less vertices per km2 leads to significantly better relations for the ratio
of required and sent data amount reflected also in ToR values of 1.02 and RoT values
up to 258 for Sparse Maps.

4 Summary and Outlook

The proposed performance indicator VRT enables a good estimation of the ratio of
required to sent data, even when assuming that the data is dependent on the streets.
With the indicators ToR and RoT , it is possible to assess and evaluate the relationship
of the routing partitions with tiled data clusters. We observed that street graphs with
less vertices per km2 have clearly better results for the ratio of required and sent data
than street graphs with more vertices per km2.

Further work is required for constructing indicators that are more specific to
improve the mapping of the applied algorithms in the automotive navigation indus-
try. Additionally, there is a need to investigate whether existing algorithms such as
PUNCH can be modified in such a way that they consider a given tiled partitioning.
This modifications is necessary to produce routing partitions which offer a good
trade-off between routing benefits and compatibility with the tiled partition to yield
a better ratio of required to sent data.
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ODMatrix Estimation Using Smart Card
Transactions Data and Its Usage for the Tariff
Zones Determination in the Public Transport

Michal Koháni

Abstract OD matrix is an important input parameter for a large number of opti-
mization problems especially in the public transportation. Traditional approaches of
obtaining OD matrix, such as surveys, could not enable us to obtain comprehensive
and complex data on passengers and their journeys. In cases where passengers in
transportation use smart cards, we can obtain more accurate data about the passen-
gers journeys even in cases where these data are incomplete. In this contribution
we present a trip-chaining method to obtain passenger journeys from smart card
transactions data. Using these transactions data with the combination of data from
other sources such as street maps, timetable and bus line routes, we are able to ob-
tain origins and destinations of passenger journeys and also information about the
changes between the lines on the passengers journey. Designed approach is verified
on the case of the Zilina municipality with a data set with real passengers smart card
transactions for a period of one week. Obtained OD matrix is later used as the input
for the solving of tariff zones partitioning problem in the Zilina municipality area
and these results are also presented in this paper.

1 Introduction

Public transport system planners deal with various types of optimisation problems
such as routes design, timetable design, tariff design etc. In almost all problems, one
of the major input is the origin-destination (OD) matrix, which describes passenger
flows between stops, stations andmunicipalities in transportation network. Obtaining
the OD matrix is often very difficult task. Traditional approaches, such as surveys,
could not enable us to obtain comprehensive and complex data on passengers and
their journeys and are also quite expensive. At this time, there are more possibilities,
how to get input data for OD matrix. Planners can use data from various types of
Automated Data Collection Systems, such as the Automated Fare Collection system
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(AFC), the AutomatedVehicle Location system (AVL), and theAutomatic Passenger
Counting system (APC) [6]. In this paper we propose a trip-chaining algorithm for
OD matrix calculation based on municipality smart card transaction data. Proposed
approach is verified on data from the Zilina municipality, where we have a data set
with passengers smart card transactions for the period of one week. Obtained OD
matrix is used as the input for the solving of the tariff zones partitioning problem
and these results are also presented in this paper.

2 OD Matrix Calculation

In cases where passengers in transportation use the smart cards, we can obtain more
accurate data about the passengers journeys even in cases where these data are in-
complete. In Slovakia and surrounding countries, smart cards for public transport
become more and more popular. Due to the distance tariff, in regional transport we
can get information about boarding and destination stop of all passengers, so the
calculation of the OD matrix is not a problem. In our case we are dealing with the
municipal public transportation, where due to the unit tariff we know information
only about boarding stop, so the destination stop must be calculated or estimated.
We can get following information from AFC system:

• serial number of passenger’s smart card, name and ID number of boarding stop,
• date and time of boarding, line and connection (trip) number and route variant.

Based on these data, we propose a trip-chaining algorithm to obtain OD matrix
from smart card transactions. Similar approaches were mentioned in [1, 3, 6]. Basic
idea of the algorithm assumes that the destination stop of the journey can be the
boarding stop of passenger’s immediately following journey. We need to sort all
transaction data by unique serial card number, day and time. Then the algorithm can
be described by following steps:

Trip-chaining Algorithm

Step 0: Sort all transaction data (record) by unique serial card number and then by
day and time in ascending order.

Step 1: Select next card number. If all serial card numberswere processed, terminate.
Step 2: Select next day of selected card number. If all dayswere processed or selected

day contains only one record, go to the Step 1.
Step 3: Select next record of selected card in selected day. If all records of selected

card in selected day were processed, go to the Step 2.
Step 4: Evaluate selected record and go to the Step 3.

Evaluation of records in the Step 4 and journey construction consists of following
rules:

• If selected record is the first record of the day, boarding stop of the journey is the
stop in this record.
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Fig. 1 Transfer evaluation in the algorithm

• If the time difference between validation time of two consecutive records 1 and 2
is less than ttrans minutes, evaluate transfer, see Fig. 1.

• A transfer is in the situation where the routes of two evaluated consecutive records
are not in the opposite direction or if routes of two consecutive evaluated records
do not intersect and the distance between the boarding stop of record 2 and the
nearest stop on route from record 1 is at most distmax meters.

• If the record is not considered as transfer, set the destination stop of the journey to
boarding stop of record 2, if the boarding stop of record 2 is on the route of record
1. Otherwise find the nearest stop on the route of record 1 to the boarding stop of
record 1.

3 Tariff Zones Partitioning Problem

Let all stops in the public transport network constitute the set of nodes I . Stops i and j
from set I are connected by the edge (i, j) ∈ E, if there is a direct connection by public
transport line between these two stops. Number of passengers between stations i and
j is bij (OD matrix). To describe paths of passenger flows we introduce parameter
arsij . Value of parameter arsij is equal to 1 if the edge (r, s) is used for travelling from
stop i to stop j and 0 otherwise. For each pair of stops i and j is cij the current or fair
price of travelling between these two stations.

We introduce binary variables yi, which represent a fictional centre of the zone
and is equal to 1 if there is a centre of the zone in node i and 0 otherwise. For each
pair of stops i and j we introduce variable zij which is equal to 1 if the station j is
assigned to the zone with centre in the node i and 0 otherwise. We expect to create
at most pmax tariff zones.

There are more possibilities how to set new price in zone tariff. Schöbel in [5]
proposed solution of fare problem with fixed zones to obtain new fares for trips
with various number of travelled zones. In [2] a unit prices f1 and f2 were proposed.
Parameter f1 is the price for travelling in the first zone and unit price f2 for travelling
in each additional zone. To calculate new price of the trip between stops i and j,
we need to know number of zones crossed on this trip. This can be replaced by the
calculation of crossed zone borders accordingly to [5]. We assume that stop can be
assigned only to one zone, so the border between zones is on the edge. We introduce
binary variable wrs for each existing edge (r, s) ∈ E, which is equal to 1 if stops r
and s are in the different zones and is equal to 0 otherwise. New price nij determined
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by the number of crossed zones will be calculated as follows:

nij = f1 +
∑

(r,s)∈E
f2 · arsij · wrs (1)

As the objective function in the model we use the average deviation between
current and new price for all passengers, according to the advices of experts in [5].
Mathematical model of zone partitioning with fixed prices and number of zones can
be written as follows (2)–(8):

minimize devavg =
∑

i∈I
∑

j∈I |cij − nij|bij
∑

i∈I
∑

j∈I bij
(2)

subject to :
∑

i∈I
zij = 1, for j ∈ I (3)

zij ≤ yi, for i, j ∈ I (4)

∑

i∈I
yi ≤ pmax (5)

zij − zik ≤ wjk, for i ∈ I, (j, k) ∈ E (6)

yi ∈ {0, 1}, zij ∈ {0, 1}, for i, j ∈ I (7)

wij ∈ {0, 1}, for (i, j) ∈ E (8)

Conditions (3) ensure that each stop is assigned to one zone only. Conditions
(4) ensure that each stop is assigned only to the existing zone centre. Condition (5)
ensures that at most pmax tariff zones is created. Conditions (6) are coupling between
variables for allocation of the station to the zone and variables for determining the
zone border on the edge (j, k).

Objective function (2) in the model is not a linear function. In [2] the linearisation
of the model was proposed and the model was solved using IP solver. To determine
the optimal values of parameters in the model, a two-phase procedure was used.
In the first phase the optimal number of zones was determined and the model with
different settings of parameters f1, f2 and pmax was solved in the second phase.

4 Numerical Experiments—Case Study

To verify proposed algorithm and subsequent solution of tariff zones partition prob-
lem, we make the case study based on smart card transaction data provided by Žilina
Municipality transport operator DPMŽ. Data set consist from 111293 records of
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Table 1 Percentage of the successfully processed records from the data set DPMŽ

Transfer time ttrans (min) distmax = 300m (%) distmax = 600m (%) distmax = 900m (%)

30 71.73 79.64 82.19

60 70.27 78.51 81.76

Fig. 2 Solution of zone partition problem with 3 and 4 zones

11300 smart cards used in the time period between October 6 to October 12, 2014.
To process the dataset we use software tool developed in [4].

We evaluate various setting of parameters ttrans and distmax in trip-chaining algo-
rithm to get OD matrix with the highest percentage of the successfully processed
records from the data set. We use values 30 and 60min as the value of parameter
ttrans and values 300, 600 and 900 m as the value of parameter distmax (Table1).

We tried to evaluate obtained results in terms of accuracy. Unfortunately, there is
no relevant data source to compare obtained results, so the evaluation was made by
manual check of OD matrix and tracking data. We found that results with distmax =
900 m contain wrongly assessed journeys. Due to this fact we select as the best OD
matrix with parameters distmax = 600 m and ttrans = 30min.

In the next step we use obtained ODmatrix and tracking data to solve tariff zones
partitioning problem. Transport network of ŽilinaMunicipality consists of 120 stops.
Current prices of travelling depend on the distance only partly. For all journeys up to
5 stops without transfer passenger pays 0.55 Eur, for all journeys for more than 5
stops without transfer 0.65 Eur and for journey with transfer 0.80 Eur.

In our case studywe solve the problem for parameter pmax = {3, 4, 5, 6}. Regarding
to the current prices, we use for parameter f1 values 0.50 and 0.55 Eur and for
parameter f2 values 0.05 and 0.1 Eur. In all cases the best results are obtained for
values f1 = 0.55 and f2 = 0.1. Results are shown on the scheme of transport network
in the Figs. 2 and 3. The diameter of the circles represent approximate number of
passengers using the stop for starting or ending their journeys.
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Fig. 3 Solution of zone partition problem with 5 and 6 zones

5 Conclusion

In this paper we described the algorithm for obtaining OD matrix from incomplete
passengers’ smart card data and resulted ODmatrix is then used for the calculation of
tariff zones partition problem.We performed the case studywith real smart card data.
From the results it is obvious that it is necessary to carry out several experiments in
setting parameters of the algorithm, as in certain values the result appeared erroneous
data. From the results of zone partitioning problem it is obvious, that created input
data are relevant. In newly created zones are mostly suburban zones with smaller
demand for travelling and higher distances to the centre, as we expected. Results
were discussed with local authorities and to be able to apply results in practice it is
necessary to test robustness of the design e.g. by fuzzy approach.
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Location Planning of Charging Stations
for Electric City Buses

Kilian Berthold, Peter Förster and Brita Rohrbeck

Abstract Fuel prices on the rise and ambitious goals in environment protection
make it increasingly necessary to change for modern and sustainable powertrain
technologies. This trend also affects the transportation sector, and electric buses
with stationary charging technology grow in popularity. Their launch however is
still costly, and an optimal choice of the charging stations locations is crucial. In
our paper we present a mixed integer model that determines an optimal solution
concerning the investment costs for a single bus line. It is mainly constrained by
an energy balance. Hence, energy consumption on the driven paths and of auxiliary
consumers have to be considered as well as holding times at bus stops and thus the
potentially recharged amount of electric energy. Additionally, we take account of
service life preservation of the batteries as well as beneficial existing infrastructure
and constructional restrictions. We give an overview of our results obtained from
real world data of the bus network of Mannheim. In our tests we consider different
scenarios regarding passenger volume, traffic density and further factors.

1 Introduction

Electric buses can be configured and charged by different technical approaches [7].
Charging strategies could be exclusively over-night-charging in the bus depot, bat-
tery swap [6] or opportunity charging during the daily service at defined charging
points. The advantage of opportunity charging is the possibility of using smaller bat-
teries with lower vehicle costs, less weight and less technical ageing-effects. On the
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downside, a charging infrastructure along the bus lines is needed. A city bus usually
follows a route with a lot of physically identical stops that have to be connected
logically. This makes planning for charging stations of city buses more complex
than other location problems, and few literature exists. We developed a mixed inte-
ger model for one bus line. Contrary to positioning charging stations for individual
electric vehicles, this predetermined routine has to be taken into account. References
[3–5] suggest different approaches, the latter with a more technical background. To
determine optimal charging locations for private electric vehicles [2] developed a
model basing on car park sites.

In the next section we explain our model in detail. Section3 focusses on compu-
tational tests and evaluation. Finally, we give an outlook on future research.

2 Problem Formulation

Themain challenge inmodelling the problem of locating stationary charging stations
is to connect the stops of each tour with each other, i.e. if at location i of the first tour
a charging station is built, then this charging station also exists in every other tour at
location i . Therefore, we introduce the setT = {0, 1, . . . , T, T + 1} of tours. Here,
t = 1, . . . , T stand for the actual tours the bus drives during one day, whereas t = 0
stands for the outbound trip from the depot to the first bus stop and t = T + 1 for the
inbound path from the terminus back to the depot after the last tour. LetN subsume
all potential charging stations, comprising the respective T replications of the bus
stops of the tour route (N tour ) as well as the nodes N out and N in from and back
to the depot. Hence, N = N out ∪ N tour ∪ N in , see Fig. 1.

To model this location problem several decisions have to be taken. First of all we
need an indicator yi , i ∈ N whether a charging station is built in a node i (yi = 1)
or not (yi = 0). For the ease of understanding every potential charging location is
called bus stop as well, no matter whether it is actually a bus stop or not. If a bus

SDepot SDepot+1 SStart−1 SStart

SStart+1 STurn−1

STurn

STurn+1STerm−1

STermSTerm+1

=

N out

N tour

N in

Fig. 1 The route of a bus as graph



Location Planning of Charging Stations for Electric City Buses 239

stops at a station with a charging infrastructure, i.e. yi = 1, it will load a certain
amount of electricity. xit designates the energy charged at a node i , i ∈ N , during
tour t , t ∈ T = {0, 1, . . . , T, T + 1}. While driving, the bus consumes and charges
energy. Let eit , i ∈ N , t ∈ T be the amount of energy that the battery of the bus
contains when leaving node i in tour t .

The objective of our model is to minimise the overall costs. These costs consist
of the installation costs for the charging stations as well as of the acquisition costs
for the buses. The installation costs sum up to

∑
i∈N

1
ai

fi yi : If a charging station is
installed in a node i ∈ N , i.e. yi = 1, fixed installation costs fi arise. In the case of
multiple use of a potential charging station in node i , the costs have to be distributed
equally among the physically identical nodes. Therefore, a parameter ai ∈ N, i ∈ N
is required that indicates the number of nodes located at the same physical location
as node i . The costs for the buses amount to f b · b with f b being the fixed costs per
bus and b being the number of buses circulating on the regarded bus line per day.
Note that the number of buses is a parameter in the basic model. If different types of
buses are considered or restructuring the timetable is possible, we will gain further
variability, and we will leave this figure open for decision, too.

Placing the charging stations has to follow numerous constraints. It is reasonable
that a charging station is installed in the depotwhere the bus can charge over night.We
hence set ySDepot = 1 (1). As a result, the bus starts from the depot with the maximal
battery level E : eSDepot ,0 = E (2). This level must not be exceeded throughout all
the trip. Therefore, we need to set eit ≤ E (3) for all segments of the trip. The
first segment concerns all stations on the outbound tour, i.e. i ∈ N out during tour
t = 0. The second segment contains all stations i ∈ N tour during all actual tours
t ∈ {1, . . . , T }, whereas the inbound segment of the trip contains all stations i ∈ N in

during the return marked by t = T + 1. LetN1 denote the union of these three sets.
On its trip the energy level of the bus must not fall to zero or rather below a safety

value E > 0. Leaving a station i in tour t , a bus has the energy level eit . Driving to the
next station it consumes cit . Hence, arriving at the following station the energy level
is eit − cit , thus we need eit − cit ≥ E ∀ (i, t) ∈ N2 := (N out × {0}) ∪ (N tour\
{STerm} × {1, . . . , T }) ∪ (N in ∪ {STerm} × {T + 1}) (4). At a certain station i while
on tour t the bus charges the amount of energy xi,t . Leaving the previous station i − 1
it has the energy level ei−1,t and consumes on the connecting edge ci−1,t . The energy
balance can thus be calculated by eit = ei−1,t − ci−1,t + xit ∀ (i, t) ∈ N3 := (N out\
{SDepot } × {0}) ∪ (N tour \ {SStart } × {1, . . . , T }) ∪ (N in × {T + 1}) for the three
parts of the day trip being outbound path, loop and inbound path (5). In a similar
way we model the transition from the outbound path to the first tour, depicting
the energy level of the first station of the first tour: eSStart ,1 = eSStart−1,0 − cSStart−1,0 +
xSStart ,1 (6). The transition from one tour to the next can be modelled in an easier way
since the terminus node of the preceding journey corresponds to the starting node of
the following tour. Thus, their energy levels are identical: eSStart ,t+1 = eSTerm ,t ∀ t ∈
{1, . . . , T } (7). Analogously, the energy level at the first node of the inbound path is
equal to the energy level of the last node during the last tour: eSTerm ,T+1 = eSTerm ,T (8).
Moreover, the charged energy before the first stop in a tour t , t ∈ {2, . . . T }, equals the
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amount of energy charged at the terminus of the previous tour: xSStart ,t = xSTerm ,t−1

(9). Apart from modelling the energy development some further conditions must
be fulfilled. Energy can only be charged at a station equipped with the charging
infrastructure. Additionally, the amount that can be charged at a station depends on
the power of the charging station and the time spent at that station. li t ∈ R, i ∈ N ,
t ∈ T limits the amount of energy that can be charged on tour t at the potential
charging station i . Hence, xit ≤ li t yi ∀ (i, t) ∈ N1 (10). Due to structural conditions
it might not be possible to install a charging station in some nodes. The set of these
restricted nodes shall be denoted byR. yi = 0∀ i ∈ R (11) averts the implementation
of a charging station in these nodes. The last constraint is a technical one. We need it
to link the nodes of the different tours, but also to associate other potential charging
stations that are located in the same point. This is for instance the case for SStart and
STerm , therefore (SStart , STerm) ∈ L . We introduce the parameter li1,i2 ,

li1,i2 =
{
1 i1 and i2 are situated in the same physical location

0 otherwise

The set L := {(i1|i2) : li1,i2 = 1, i2 > i1} contains all tuples of nodes that are sit-
uated in the same physical location. If a charging station is built in any node, then
it is also built in its equivalents, so for all tuples (i1|i2) ∈ L we need yi1 = yi2 (12).
Below, we summarise the whole model:

min
∑

i∈N

1

ai
· fi · yi + f b · b

s.t. ySDepot = 1 (1)

eSDepot ,0 = E (2)

eit ≤ E ∀ (i, t) ∈ N1 (3)

eit − cit ≥ E ∀ (i, t) ∈ N2 (4)

eit = ei−1,t − ci−1,t + xit ∀ (i, t) ∈ N3 (5)

eSStart ,1 = eSStart−1,0 − cSStart−1,0 + xSStart ,1 (6)

eSStart ,t+1 = eSTerm ,t ∀ t ∈ {1, . . . , T } (7)

eSTerm ,T+1 = eSTerm ,T (8)

xSStart , t = xSTerm ,t−1 ∀ t ∈ {2, . . . T } (9)

xit ≤ li t yi ∀ (i, t) ∈ N1 (10)

yi = 0 ∀ i ∈ R (11)

yi1 = yi2 ∀ (i1|i2) ∈ L (12)

yi ∈ {0, 1} ∀ i ∈ N (13)

xit , eit ≥ 0 ∀ (i, t) ∈ N1 (14)
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3 Computational Results

We compared our model using the bus line 63 in the city of Mannheim, Germany
with the work of the PRIMOVE Mannheim Project. The tour of line 63 is 9 km long,
contains 23 bus stops (way and return) and takes 40min for the whole circuit. Two
buses do service at 20min intervals.

For a charging stationweassumede250Kbeing the average costs of aBombardier
PRIMOVE 200 charging station as used in Mannheim. We deduced this value from
the public project description [8] and the fact that in Mannheim six charging stations
have been installed. We assume these costs to be less by e10 K if the existing bus
stop is not situated on the traffic lane and by further e25 K if an overhead wire
already exists at that station. For our experiments we measured the exact duration of
a stop and the number of people boarding and deboarding over a couple of days, in
particular at different times of day. From these data and from the technical data of the
buses [1] as well as from the traffic properties of the buses’ routing we could derive
the energy amounts cit needed for every part of the trip. Alike, we determined li t , the
limits of the amount of energy that can be chargedmaximally on tour t at the potential
charging station i . Where data was uncertain we decided for a conservative value.

The lifespan of the buses’ batteries extends tremendously if the State of Charge
(SOC) does not drop to very low values or rises close to its maximum. We hence
restrict the energy level to fluctuate between 20 and 80% of the battery’s 60kWh
capacity and chose these values for E and E .

We implemented our formulation in OPL using the optimization software IBM
ILOG CPLEX Optimization Studio, version 12.5.1 on a four kernel computer with
2.4GHz and 8GB RAM. We tested different instances regarding traffic, external
factors like temperature and driving behaviour. Solving the different instances never
took more than 10s. According to our model for an average parameter setting eight
charging stations would be optimal with a cost ofe1.78M. In practice, the PRIMOVE

Mannheim only envisages six, partially different charging stations. With our data
this would be realised at a cost of e1.39M which lies 22% below our solution but
would not be feasible. Indeed, also in practice the current configuration of PRIMOVE

Mannheim turned out to be insufficient: At present, in addition to the electric buses
regular diesel buses are deployed occasionally over the course of a day to give
the electric buses time to recharge. In fact, the system in Mannheim is still in a
development phase, and experience shall be gathered on line 63 before electrifying
more lines.

In a worst case scenario we start from the premise that at the terminus of line 63
a major event takes place. Consequently, passenger volume and traffic density are
very high. Additionally, we assume very low temperature values and an aggressive
driving behaviour. This leads to a 33% higher energy consumption and a solution
with charging stations at every stop except three and costs of e5.1M. This scenario
might be greatly pessimistic. Yet, it shows the sensitivity of the solution to the under-
lying values which motivates and justifies a carefully considered planning. This also
includes a more in-depth evaluation of passenger flows and energy consumption of
auxiliary consumers, like air conditioning, in the case of exceptional circumstances.
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It might be more efficient to neglect some extreme situations and in the case they
happen to fall back on alternative or additional vehicles.

In addition to several tests with the current timetable of line 63 we also analysed
the sensitivity of the solution with regard to small changes in waiting times. By
dropping one bus stop and thus saving time or by prolonging line 63’s frequency by
one minute we gain a minute of charging time at the turning stations. In this case the
number of charging stations reduced to four. Costs decreased to e0.92M.

Our results emphasise that the electrification of a city bus line under the given
circumstances is a challenging task. Further practical tests will have to show to what
extend an exclusively electric bus operation is viable.

4 Conclusion and Outlook

Our current model depicts the route and energy course of a single bus line and gives
in very short time an optimal solution. Since city buses are usually part of a whole
bus network, it is reasonable that modelling this is the next step to take. Connecting
logically the same station of different circulations to one already gives the basis
for integrating more bus lines to a network. The technical progress also prompts the
consideration of different battery sizes, ageing-effects, vehicle configurations as well
as charging technologies.

For the future work we also plan to scrutinise the current routes and timetables or
incorporate municipal vehicles like street cleaning vehicles or rubbish collection.
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A Hybrid Solution Approach for Railway
Crew Scheduling Problems with Attendance
Rates

Kirsten Hoffmann

Abstract This paper presents a model for railway crew scheduling problems
dealingwith attendance rates for conductors. Afterwardswe discuss a hybrid solution
approach for these kind of problems. This approach consists of a column genera-
tion framework using genetic algorithm to solve the pricing problem. Based on a
real-world instance, we compare our hybrid solution approach with the enumeration
approach with respect to resulting total costs and computation time.

1 Introduction

Apart from energy costs (fuel, electricity), crew costs are the largest cost factor
in rail passenger transport. Therefore, the efficient assignment of crews is becom-
ing increasingly more important. Previous crew scheduling models and solution
approaches mostly deal with covering all trips of the given train timetable. The
diminishing importance of operational tasks and increasing cost pressure, however,
force responsible authorities in Germany to reduce the deployment of conductors.
Therefore, transportation contracts defining all frame conditions for different trans-
portation networks determine one or more percentage rates of trains or kilometres
that have to be attended by conductors.

In regional rail transport, crew members are train drivers (operator of a train)
and conductors (tasks: ticket collection and other customer services). We focus on
the latter, as variable attendance rates cannot be applied to train drivers, obviously.
Nevertheless, train drivers could be included with attendance rates of 100%.

There is awide rangeofmodels and algorithms concerning transport crew schedul-
ing and rostering, respectively. For a recent reviewonpassenger railwayoptimization,
see [1]. Due to the size of crew scheduling problems (up to several millions of pos-
sible duties), metaheuristics are increasingly gaining in importance. Reference [8]
introduce a tabu search algorithm for bus and train drivers. Reference [3] present
a mathematical model for railway crew scheduling solved by simulated annealing.
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Genetic algorithms can be applied in two different ways: After generating feasible
duties, genetic algorithms are used to find the optimal shift schedule. On the other
hand, the pricing problem (generation of new duties) can be solved with genetic
algorithms [5, 7].

To the best of our knowledge, there are no appropriate models or algorithms
dealing with attendance rates. Therefore, we define a new model with attendance
rates in Sect. 2. Section3 presents the hybrid solution approach, containing a column
generation frameworkwith a genetic algorithm to solve the pricingproblem.Section4
reports the results of our computational experiments.

2 Crew Scheduling Problem with Attendance Rates

In public transport, especially railway traffic, there are several requirements that
have to be satisfied. For operational and legal requirements of the German railways
see [4]. Additionally, the transportation contract regulates attendance rates, possibly
distinguished between product types, lines, train numbers, track sections, and time
windows. Moreover, responsible authorities determine penalization if real atten-
dance rates are too low. The railway crew scheduling problem with attendance rates
is to find a minimum cost shift schedule satisfying operating conditions and legal
requirements. The schedule should cover a subset of all trips such that the different
attendance rates specified in the transportation contract are met.

The most common model for crew scheduling problems is the set covering prob-
lem, which is known to be NP-hard. To modify this set covering model for our
purposes, we need a setM of all trips assigned to the considered transportation net-
work and a setN of all feasible duties. Each duty j ∈ N is represented by one column
in matrix A ∈ {0, 1}|M|×|N | with aij = 1 if duty j ∈ N covers trip i ∈ M, 0 otherwise.
Parameter cj displays the costs of duty j ∈ N . Let xj be the binary decision variables
such that xj = 1, if duty j is part of the solution schedule, 0 otherwise. LetG ⊂ (0, 1]
be a set of all attendance rates defined in the transportation contract. Let dig be the
distance of trip i ∈ M with attendance rate g ∈ G and yi the decision variable at which
yi = 1 if trip i ∈ M is covered in the solution schedule. The railway crew scheduling
problem with attendance rates for a single day (CSPAR) is

min
∑

j∈N
cjxj (1)

s.t.
∑

i∈M
digyi ≥ g

∑

i∈M
dig ∀g ∈ G (2)

∑

j∈N
aijxj ≥ yi ∀i ∈ M (3)

yi ≥ aijxj ∀i ∈ M, j ∈ N (4)
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xj ∈ {0, 1} ∀j ∈ N (5)

yi ∈ {0, 1} ∀i ∈ M. (6)

Theobjective function (1)minimizes the total costs over all chosenduties.Constraints
(2) guarantee that the accumulated distance of the covered trips in the solution sched-
ule is greater than or equal to the requested percentage of the total distance assigned
to the special attendance rate. Constraints (3) and (4) are linking constraints for the
xj and yi variables.

We can relax constraints (4) without changing the value of the objective function.
However, variables yi can no longer be interpreted as existence of trip i in the solution
schedule. In practice, we have some additional constraints, e.g. the average working
time of the shift schedule or the personnel capacity of each crew base. This model
can easily be transferred to multiple days which is, due to the increasing complexity
of sets, variables, and indices, not part of the paper.

3 Hybrid Solution Approach

A simple solution approach for the CSPAR consists of two phases: First, generate all
possible duties N , e.g. with depth-first search, than solve model (1)–(6) with suitable
algorithms or optimisation solver. For practical application, where several million
feasible duties are possible, this approach is too time consuming and the memory
usage is high.

To get shift schedules for few days or weeks within reasonable time, we have to
speed up the solution process. To achieve this goal, column generation is an useful
instrument. The problem (1)–(6) is decomposed into master and pricing problem. In
the restricted master problem (RMP) the linear programming relaxation of (1)–(6) is
solved to optimality with respect to a small subset of duties. To generate new duties
that lower the objective value dual values are used. Let πi, i ∈ M, be the dual values
of constraints (3) then c̄j = cj − ∑

i∈M πiaij specifies the reduced costs of duty j. To
lower the objective value add duties with negative values (3) to the restricted master
problem. The question is how to generate feasible duties with negative reduced costs
(pricing problem, PP). The most common approach uses the shortest path problem
with resource constraints to solve the pricing problem [2]. To reduce the problem size
and accelerate the pricing problem, we apply a genetic algorithm for the generation
of new duties.

Genetic algorithms adopt techniques derived from natural evolution to search
for solutions of optimisation problems. For further information we refer to [6]. The
individuals of the population represent the duties. We implement a trip based repre-
sentation, where the trips are sorted by increasing departure time. The basic operators
and properties are discussed below.
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Initial schedule (overall) Since we have to start with a feasible schedule to generate
dual values, the initial schedule has to suffice (2)–(6). In order to determine such
set of duties, we use a block generation approach with depth-first search. For each
trip starting at a crew base, duty blocks with given minimum and maximum duration
and maximum transition time are formed. The resulting highly productive blocks are
randomly matched to feasible duties with required breaks.

Fitness function The fitness function equates the objective function of the pricing
problem, i.e. the reduced costs.

Initial population (pricing problem) In each iteration of the column generation
approach, the set of all duties is available for the pricing problem, whether from
the initial schedule or generated in earlier iterations. We select the best popSize
individuals of the initial population starting the genetic algorithm procedure in each
column generation iteration.

Crossover We implement a special kind of one-point crossover. This operator is
applied in four stages: First, select an individual of the current population randomly.
Then, choose a different individual starting at the same crew base. After random
choice of a cut point of the first parent, we search for a proper cut point of the second
parent. On the one hand, the stations at the cut points must match. On the other hand,
arrival and departure times have to be compatible. All trips located right of the cut
points swap places.

Mutation The mutation operator replaces the randomly chosen genome (trip) with a
suitable one. The new trip has to fit into the resulting gapwith respect to departure and
arrival time/station. The operator is configured in such way that either the resulting
duties are always feasible or the mutation will not be executed.

Selection for replacement The population of the next generation contains all gen-
erated duties without duplicates and the best old ones not included in the former set.

Figure1 summarizes the introduced hybrid solution approach. Compared to [5],
the operators are highly adapted to the crew scheduling problem, so that just a few
generated duties are infeasible concerning the break times. The whole framework
exclusively deals with feasible duties. Reference [7] solve the pricing problem in
an exact way if the genetic algorithm fails to generate new duties. For instances
with up to 1,500 trips per day and a planning period up to 14 days, this approach
is too time consuming, especially considering the fact that these duties reduce the
value of the linear relaxation, not necessarily of the integer problem. Furthermore,
some practical requirements can hardly or not be modelled mathematically. For this
reasons, we decided to use a completely metaheuristic pricing step.
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Generate initial
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Solve RMP
(Gurobi Optimizer)

Add duties  to
RMP

Solve PP
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genSize?

New duties
Yes
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Fig. 1 Hybrid solution approach

4 Computational Results

All computational tests were performed on a real-world test instance with 713 trips,
18 relief points, 10 crew bases and 5 break rooms. Further requirements are: max-
imum duty time (640min), maximum working time (600min), minimum paid time
(300min), and average paid time (∈ [418, 512] min). The attendance rates are pre-
defined to 30% of the total distance in the transportation network during the day and
90% from 7pm. Observed cost factors are fixed costs of 2,000 per duty and 50 per
working minute. This values are prescribed by our project partners and influence the
duration of the duties in relation to the number. We use a Intel(R) Xenon(R) CPU
E5-2630 v2 @ 2.6GHz server with 12 cores and 384GB RAM and Gurobi 6.0.

The results of the two-phase approach (depth-first search, solve model with the
Gurobi Optimizer) are summarized in Table1. Parameter sets set1, set2, set3,

Table 1 Computational results of the two-phase approach

Parameter set # Duties Time
generator (s)

Time solver
(s)

Total time (s) Costs

set1 121,892 50 31 81 407,150

set2 3,821,534 796 578 1,374 397,850

set3 2,807,746 16,224 322 16,546 396,400

set4 7,512,654 45,532 1,351 46,883 394,450
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set4 define various values of the maximum transition time, productivity of the
duties, and minimum duration of connected trips. Both phases run parallel with 24
threads. Considering the limited memory capacity of our system, we receive the best
solution within 13h, whereby 7.5 million duties are generated in the first phase.

For the computational tests of the hybrid solution approach we perform 30 runs
per parameter configuration to measure the random component. The crossover rate is
fixed at 0.9, the mutation rate at 0.1, and the initial schedule contains 52,900–53,000
duties. The Gurobi Optimizer runs parallel on 24 threads, the pricing problem on
one thread. The values stated in Table2 are mean values, and all real numbers are
rounded up to the next integer number.

As shown in the table, an increasing generations size (genSize) results in a
decreasing number of Iterations (Iter) and an increasing number of duties gener-
ated in the pricing problem (# Duties). This implies a rising computation time of
the pricing problem (PP). Increasing the population size (popSize), the pricing
problem lasts longer, too. Furthermore, the mean (Mean), standard deviation (SD)
and minimum/maximum value (Min/Max) of the costs are lowered. Reference [7]
recommend that the population size has to be equal to three times the number of
trips. The proportion of the computation time the Gurobi Optimizer uses for solv-
ing the RMP (LP) is insignificant, whereas the time for the integer solution (IP) is
fluctuating.

5 Conclusions and Further Research

In this paper we presented a new model for crew scheduling problems with special
focus on variable attendance rates for conductors. Although this work is still at an
early stage, the introduced solution approach composed of column generation and
genetic algorithm delivers good results within reasonable time. In comparison with
the simple two-phase approach we obtain better solutions in less time in many cases.

The results show that, in many cases, the time for solving the integer problemwith
the Gurobi Optimizer exceeds the time for the column generation process. Therefore,
we have to check heuristic solutions for the integer problem to reduce the computing
time, such as variable fixing. Furthermore, various methods for generating the initial
schedule have to be tested. In the pricing problem, we could modify the way of
selection or diversify the crossover and mutation operator. In implementation, multi-
threading has to be applied to the pricing procedure. Moreover, computational tests
for instances covering multiple days have to be analysed with respect to computing
time and memory usage.
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A Comparison of Hybrid Electric Vehicles
with Plug-In Hybrid Electric Vehicles
for End Customer Deliveries

Christian Doppstadt

Abstract In this paper we present amethod, which is able to compare the use of pure
combustion vehicleswith hybrid electric vehicles and plug-in hybrid electric vehicles
for end customer deliveries. Benchmark instances representing typical delivery areas
for small package shipping companies are introduced. For small instance sizes, we
are able to generate exact solutions with standard mixed-integer program solver
software. In contrast to the exact approach, our heuristic allows us to solve practical
instance sizes.

1 Introduction

Reducing exhaust gases by electric vehicles (EVs) instead of vehicles with inter-
nal combustion engine (ICEs) is one of the most important challenges for the
future. However, EVs have some disadvantages: their range is limited and addi-
tional infrastructure for recharging is required. These limitations can be eliminated
by hybrid electric vehicles (HEVs) or plug-in hybrid electric vehicles (PHEVs),
which combine combustion and electric engine. In contrast to HEVs, the battery
of PHEVs is not only charged while driving, but also by connecting the vehicle to
the electric supply network. HEVs and PHEVs are widely used as passenger cars,
but uncommon as delivery vehicles. We extend the well-known Traveling Salesman
Problem (TSP) by integrating different modes of operation. The aim is to determine
which arcs in which mode to use, to minimize the total costs. To the best of our
knowledge, this problem setting has not been researched before. For an overview on
the classical TSP, existing problem variants, and different solution methods we refer
to [1, 5]. The newly introduced operation modes have different costs and travel times
for each arc. Usually HEVs and PHEVs distinguish four different modes: pure com-
bustion, pure electric, charging the battery while driving in combustion mode, and a
boost mode, which combines combustion and electric engine. We also implemented
these four modes. For a review on the technical aspects of electric, hybrid, and fuel
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cell vehicles we refer to [3]. Having four modes of operation extends the graph of
a TSP to a multigraph with four arcs between all vertices. The four arcs between
each pair of vertices dramatically increases the number of possible round tours for
the already NP-hard TSP. Therefore, we implemented a heuristic solution method
to be able to solve problems with a practical number of customers. In addition, we
modeled the problem asmixed-integer program (MIP) and are able to solve problems
with a small number of customers to optimality.

2 Problem Description

We define the Problem on a directed network G = (V ,A), with V = {0, 1, . . . , n,
n + 1} as set of vertices, including the starting (0) and ending depot (n + 1), with the
ending depot as a copy of the starting depot. The set of arcs A has different costs and
travel times for each mode of operation indicated as cc and tc for the pure combustion
mode, ce and te for the electric mode, ccc and tcc for the charging mode, and cb and
tb for the boost mode. We set a maximum battery capacity lmax, a charging rate rc,
and a discharging rate rd . The objective is to minimize the cost of the arcs travelled
in each mode of operation:

min
n∑

i=0

n+1∑

j=1;j �=i

cccij x
cc
ij + cbijx

b
ij + ccijx

c
ij + ceijx

e
ij

To ensure the feasibility of a solution, a set of constraints has to be fulfilled. First,
the decision variables for each mode are aggregated to a single one, which is used
afterwards within the model (1). Additionally, it is guaranteed that each node is
visited exactly once (2) and (3). Now, the time flow has to be defined. Therefore, the
time of arriving at a node is defined by the departure time at the previous node plus the
service time si and the travel time in a specific mode of operation (4)–(7). In addition
to the time flow, it is also required to define a flow for the battery charging. For the
charging mode the battery charging increase according to the time driven on an arc
(8). While driving in electric or boost mode, the charging decreases (9) and (10),
and using the combustion mode does not change the charging (11). Additionally, the
charging has to be positive (12) and a maximum tour duration B is set (13). Finally,
the start time is set to 0 (14) and the decision variables are set binary (15).

xccij + xbij + xcij + xeij = xij ∀i ∈ {0, . . . , n}; j ∈ {1, . . . , n + 1}; i �= j (1)
n∑

i=0

xij =
n+1∑

j=1

xij = 1 ∀j = 1, . . . , n; i �= j (2)

n∑

j=1

x0j =
n∑

i=1

xi(n+1) = 1 (3)
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xccij (wi + si + tccij − wj) = 0 ∀i ∈ {0, . . . , n}; j ∈ {1, . . . , n + 1}; i �= j (4)

xbij(wi + si + tbij − wj) = 0 ∀i ∈ {0, . . . , n}; j ∈ {1, . . . , n + 1}; i �= j (5)

xcij(wi + si + tcij − wj) = 0 ∀i ∈ {0, . . . , n}; j ∈ {1, . . . , n + 1}; i �= j (6)

xeij(wi + si + teij − wj) = 0 ∀i ∈ {0, . . . , n}; j ∈ {1, . . . , n + 1}; i �= j (7)

xccij (min{li + tccij r
c, lmax} − lj) = 0 ∀i ∈ {0, . . . , n}; j ∈ {1, . . . , n + 1}; i �= j (8)

xbij(li − tbijr
d − lj) = 0 ∀i ∈ {0, . . . , n}; j ∈ {1, . . . , n + 1}; i �= j (9)

xeij(li − teijr
d − lj) = 0 ∀i ∈ {0, . . . , n}; j ∈ {1, . . . , n + 1}; i �= j (10)

xcij(li − lj) = 0 ∀i ∈ {0, . . . , n}; j ∈ {1, . . . , n + 1}; i �= j (11)

li ≥ 0 ∀i = 0, . . . , n + 1 (12)

wn+1 + sn+1 ≤ B (13)

w0 = 0 (14)

xij, x
cc
ij , xbij, x

c
ij, x

e
ij ∈ {0, 1} (15)

The difference between HEV and PHEV is the initial charging of the battery. For the
HEV we set it 0, as the battery cannot be charged overnight. In contrast, we assume
a fully charged battery for the PHEV.

3 Solution Approach

In this section we describe how our solution methods work. The chapter is split into
two parts: One for the exact and one for the heuristic solution approach.

3.1 Exact Solution Methods

First, the instances allowing only the pure combustionmode are solved. This provides
a measure to calculate the savings gained with a HEV or PHEV. Therefore, our
instances are transformed into TSP instances and solve them to optimality with the
Concorde solver software using the costs for the combustion mode [4].

Second, we developed a MIP formulation of the HEV and PHEV case. We used
the CPLEX solver to solve the benchmark instances to optimality. As the runtime
for this approach is huge, we were only able to solve instances with 10 customers
within a reasonable runtime.



254 C. Doppstadt

3.2 Heuristic Solution Method

To be able to solve larger instances, we develop a heuristic solution approach. Again,
we create a solution with the Concorde method in pure combustion mode. Based on
that, we developed the χ -Mode Change (χ -MC) to change the mode of operation
on a given number of arcs. Preliminary studies showed that it is most profitable
to change the mode on three (3-MC), four (4-MC), or five (5-MC) arcs. We run
all χ -MC moves with a hill-climbing strategy, repeating the move until no further
improvement is found and therefore, a local optimum is reached.

4 Numerical Studies

In this section, we describe our numerical results. First, the generation of the bench-
mark instances is described.Afterwards,we give the results for the exact and heuristic
solutions and compare the results of the HEV and PHEV.

4.1 Benchmark Instances

We generated a set of benchmark instances, based on real world delivery tours. The
instances differ in number of customers and the location of the depot. In the first set,
the depot is adjoining the delivery area. In the second set the depot is 28km and in
the third set 57km apart from the delivery area. For each customer and depot location
characteristic we have three different instances, varying service times and customer
locations. Costs for each arc based onEuclidean distances are calculated and different
factors for each mode are used to generate a realistic structure. We set the cost for
the pure combustion mode to 100% of the distance, for the electric mode to 20%,
for the charging mode to 110%, and for the boost mode to 120%. Travel times are
calculated based on different speed values, which depend on the arc length and the
mode of operation. These speed values were deduced from real world delivery tours.
The full instance set can be requested from the author. We assume a battery capacity
of 16.8kWh, a charging rate of 12.0kW/h, and a discharging rate of 48.0kW/h. These
values are sound with a presumed electric engine with a performance of 60.0kW as
used in [2]. The maximal tour duration is set to 8h.

4.2 Results of Exact Solution Approach

We ran all our numerical studies on a cloud server with up to 8 Opteron cores. In
Table1 we present the CPLEX solutions for the 10 customer instances. On the left
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Table 1 CPLEX solutions for the HEV and PHEV instances

Instance Runtime Upper
bound

Savings Upper
bound

Runtime Instance

HEVTSP_1_10_1 85,092 1798.94 −27.16 1310.29 5478 PHEVTSP_1_10_1

HEVTSP_1_10_2 340,079 1601.73 −34.52 1048.74 65,550 PHEVTSP_1_10_2

HEVTSP_1_10_3 255,839 1513.31 −35.49 976.18 129,130 PHEVTSP_1_10_3

HEVTSP_2_10_1 303,680 7308.15 −7.39 6768.08 4895 PHEVTSP_2_10_1

HEVTSP_2_10_2 52,417 7362.93 −7.61 6802.55 804 PHEVTSP_2_10_2

HEVTSP_2_10_3 21,274 7290.82 −7.01 6779.89 243 PHEVTSP_2_10_3

HEVTSP_3_10_1 322,010 12747.22 −5.38 12061.38 1009 PHEVTSP_3_10_1

HEVTSP_3_10_2 104,211 12772.44 −4.92 12143.54 1549 PHEVTSP_3_10_2

HEVTSP_3_10_3 226,579 12935.48 −4.43 12362.03 1298 PHEVTSP_3_10_3

side we report the runtime in seconds and the best CPLEX solution (upper bound) for
the HEV instances, on the right side we report the same values for the corresponding
PHEV instances, and the middle column denotes the savings of the PHEV compared
to the HEV vehicle.

4.3 Comparison of Combustion, Hybrid Electric, and Plug-In
Hybrid Electric Vehicle

For the comparison of the three vehicles types we aggregate their values in Table2.
Beside the solution for the pure combustion vehicle in the middle column, we give

Table 2 Comparison of combustion vehicles with hybrid electric vehicles and plug-in hybrid
electrical vehicles

HEV instance Costs Savings
(%)

Combustion Savings
(%)

Costs PHEV instance

HEVTSP_1_10_1 1798.94 −7.59 1946.71 −32.69 1310.29 PHEVTSP_1_10_1

HEVTSP_1_10_2 1601.73 −4.59 1678.77 −37.53 1048.74 PHEVTSP_1_10_2

HEVTSP_1_10_3 1513.31 −5.81 1606.63 −39.24 976.18 PHEVTSP_1_10_3

HEVTSP_2_10_1 7308.15 −1.39 7410.99 −8.68 6768.08 PHEVTSP_2_10_1

HEVTSP_2_10_2 7362.93 −1.07 7442.58 −8.60 6802.55 PHEVTSP_2_10_2

HEVTSP_2_10_3 7290.82 −1.51 7402.67 −8.41 6779.89 PHEVTSP_2_10_3

HEVTSP_3_10_1 12747.22 −0.56 12818.75 −5.91 12061.38 PHEVTSP_3_10_1

HEVTSP_3_10_2 12738.38 −0.63 12819.10 −5.27 12143.54 PHEVTSP_3_10_2

HEVTSP_3_10_3 12935.48 −0.59 13012.25 −5.00 12362.03 PHEVTSP_3_10_3

(continued)
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Table 2 (continued)

HEV instance Costs Savings
(%)

Combustion Savings
(%)

Costs PHEV instance

HEVTSP_1_20_1 2005.89 −8.41 2190.03 −30.99 1511.42 PHEVTSP_1_20_1

HEVTSP_1_20_2 1969.86 −8.63 2155.98 −31.73 1471.78 PHEVTSP_1_20_2

HEVTSP_1_20_3 1610.30 −9.66 1782.54 −38.99 1087.46 PHEVTSP_1_20_3

HEVTSP_2_20_1 7807.56 −2.18 7981.50 −8.79 7279.92 PHEVTSP_2_20_1

HEVTSP_2_20_2 7671.69 −1.99 7827.29 −8.90 7130.70 PHEVTSP_2_20_2

HEVTSP_2_20_3 7717.25 −2.09 7882.14 −8.68 7198.23 PHEVTSP_2_20_3

HEVTSP_3_20_1 13343.32 −1.22 13508.19 −5.58 12754.35 PHEVTSP_3_20_1

HEVTSP_3_20_2 13289.94 −1.21 13452.72 −5.50 12713.10 PHEVTSP_3_20_2

HEVTSP_3_20_3 13275.98 −1.07 13419.8 −5.30 12707.99 PHEVTSP_3_20_3

HEVTSP_1_50_1 2716.76 −13.02 3123.30 −28.24 2241.15 PHEVTSP_1_50_1

HEVTSP_1_50_2 2494.49 −12.46 2849.41 −28.99 2023.41 PHEVTSP_1_50_2

HEVTSP_1_50_3 2505.77 −11.21 2822.16 −25.75 2095.46 PHEVTSP_1_50_3

HEVTSP_2_50_1 8338.12 −4.40 8721.75 −9.53 7890.30 PHEVTSP_2_50_1

HEVTSP_2_50_2 8427.86 −3.80 8760.68 −8.87 7983.52 PHEVTSP_2_50_2

HEVTSP_2_50_3 8436.68 −3.90 8779.23 −9.08 7982.18 PHEVTSP_2_50_3

HEVTSP_3_50_1 13853.20 −2.61 14224.77 −5.73 13409.95 PHEVTSP_3_50_1

HEVTSP_3_50_2 13985.94 −2.14 14292.47 −5.78 13466.67 PHEVTSP_3_50_2

HEVTSP_3_50_3 13805.96 −2.35 14138.87 −5.95 13297.19 PHEVTSP_3_50_3

the best values found by either CPLEX or our heuristic for both HEV on the left and
for the PHEV on the right side of the table. Based on this, we calculated the potential
savings for both types of vehicles compared to the combustion one. The PHEV is
able to achieve at least twice as high savings as the HEV on all of our test instances.

5 Conclusion and Outlook

We presented a comparison of hybrid electric vehicles with plug-in hybrid electric
vehicles for end customer delivers and showed that using these types of vehicles
has high potential savings compared to pure combustion engines. We introduced
benchmark instances and solved small instances with an exact approach. Moreover,
we developed a heuristic solution approach, which is able to solve large problems.
It turned out, that for all test cases the initial charging of the battery for the plug-
in vehicles could almost completely be used to drive in electric mode. This gained
additional savings compared to the hybrid electrical vehicle.
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Robust Efficiency in Public Bus Transport
and Airline Resource Scheduling

Bastian Amberg, Lucian Ionescu and Natalia Kliewer

Abstract In this work we address the concept of robust efficiency of resource
schedules in public bus transport and airline industry, dealing with the competing
objectives of cost-efficiency and robustness. Generalizing the findings from two re-
search projects we provide techniques that lead to an improvement of the pareto-front
between robustness and cost-efficiency. These techniques include the improvement
of scheduling and optimization approaches as well as a refinement of delay predic-
tion models enabling a robustness evaluation closer to reality. Additionally, problem
characteristics in public transport and airline network topologies and their influence
on the degree of freedom for robust resource scheduling and dispatching strategies
are examined.

1 Introduction—Robust Efficiency in Resource Scheduling

In this paper, we aim at the generalization of findings of two closely related research
projects, dealing with crew and aircraft or vehicle scheduling in the airline industry
and public bus transport, respectively.

In both problem domains, there is a necessity of coping with contrary objectives
in scheduling and operations. The planning stage primarily deals with the cost-
efficient use of resources like crews, vehicles or aircraft, desirably leading to tight
schedules with low idle and buffer times. However, during operations unforeseen
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disruptions occur frequently and may lead to delayed departure and arrival of flights
or service trips. Therefore, additional reactionary costs for delay compensation may
occur. In this regard, a main goal during operations is punctuality and reliability,
demanding for buffer times and possibilities to adapt resource schedules to the current
circumstances.

Consequently, the real costs for resource usage are determined by the sum of
planned costs and reactionary costs. Considering planned cost minimization as the
only objective leads to an underestimation of the real costs. Therefore, the concept
of robust efficiency in resource scheduling can be applied, aiming at the minimiza-
tion of real costs by already taking into account probable costs of delays during the
scheduling stage. Hence, there is a trade-off between cost-efficiency and robustness.
Resource schedules are called robust if delays are less likely to be propagated to
succeeding tasks. In this context, a distinction can be drawn between exogenous
and propagated delays. The former is caused directly by exogenous disruptions and
cannot be prevented in scheduling. In contrast, the latter is induced by delayed ar-
rival of previous tasks using the same resources and therefore can be influenced by
scheduling decisions.

Considering this, there are two eligible properties of resource schedules, namely
stability and flexibility. Stability describes the capability of schedules to absorb delays
by buffer times between tasks so that no or less delay propagation occurs. A high
degree of flexibility provides simple possibilities to react to delay occurrences on a
cost-neutral basis, e.g. by swaps of resources. If delays occur in operations, resources
can be swapped in order to prevent delay propagation.Note that both properties aim at
the same target of avoidingdelaypropagationby absorption. Stability aims at carrying
out resource schedules exactly as planned. In contrast, the intention of flexibility is to
increase the ability to react to varying circumstances during operations by restricted
schedule modifications. For detailed literature reviews on robust resource scheduling
strategies please refer to [1–4].

For a graphical explanation of the trade-off between cost-efficiency and robust-
ness, see Fig. 1. Line I illustrates the case of cost-efficient scheduling as the only
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Fig. 1 Pareto-optimal solutions for the robust resource scheduling problem
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objective. By additionally taking into account the robustness as a second objective,
pareto-optimal solutions can be generated, see line II.

Based on this, the remainder of this paper considers techniques on incorporat-
ing robust efficiency into resource schedules. Therefore, a generic framework for
generating robust and cost-efficient solutions is addressed in Sect. 2. Furthermore,
techniques for improving the pareto-front are presented. Section3 examines different
problem characteristics arising from differing network topologies and their influence
on the degree of freedom for scheduling and dispatching strategies in simulation.
Finally, the findings are summarized in Sect. 4.

2 Improving Stability and Flexibility—A Generic Robust
Scheduling Framework

In this sectionwe present a generic framework for generating pareto-optimal resource
schedules following the concept of robust efficiency. Afterwards, techniques for
further improving the pareto-front are provided.

For given flight or service trip schedules, column generation approaches are used
with a subsequent IP phase in order to generate resource schedules. The pricing al-
gorithms are modeled as resource constrained shortest path problems and solved by
dynamic programming. Both the column generation master problem and the final IP
phase are usually solved by standard solvers, e.g. CPLEX. For a simultaneous con-
sideration of different scheduling stages, e.g. integrated vehicle and crew scheduling,
column generation is combined with Lagrangian relaxation. This enables us to relax
constraints and decompose integrated models that are naturally hard to solve. The
column generation approaches are extended by delay propagation mechanisms in
order to incorporate stability and flexibility in the resulting schedules, see [1, 3] for
further details.

Important robustness measures are the overall punctuality of flights/service trips
and the total amount of propagated delays. Therefore, the robustness of resulting
crew and aircraft or vehicle schedules is evaluated by simulating delay propagation
in an event-based simulation. As an input factor, scenarios for exogenous delays are
generated based on delay prediction models during simulation.

Evaluating the impact of stability on the robustness demands for propagation only
during simulation as delay management and dispatching strategies may overestimate
the robustness. In contrast, for the evaluation of flexibility dispatching strategiesmust
be applied during simulation, e.g. by enabling swapping opportunities.

The framework is used to evaluate several techniques that may lead to an improve-
ment of the pareto-front for robust efficiency. On the one hand, prediction models
for exogenous delays can be improved. The desired result of more realistic delay
prediction is that buffer times or swap opportunities are considered only for tasks
that imply a considerable delay propagation risk. As a consequence, the pareto-front
is moved downwards, i.e. the robustness is further improved without an additional
increase of planned cost, see Fig. 1 (line III). Reference [5] examine the potential
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of data-driven delay prediction models for airline resource scheduling. Based on
this study, [6] generate delay prediction models with different degrees of prediction
accuracy and compare their effects on robust crew and aircraft scheduling.

On the other hand, both delay propagation and planned costs of resource sched-
ules can be further reduced by an improvement of scheduling approaches, resulting
in additional degrees of freedom for scheduling, see Fig. 1 (line IV). In this con-
text, [3] examines the potential of different scheduling approaches in public bus
transport resource scheduling. In particular, sequential, partially integrated, and in-
tegrated vehicle and crew scheduling schemes are investigated. The results show that
sequential scheduling allows the computation of robust schedules, but it is (far) away
from obtaining the cost-to-robustness ratio attained by integrated scheduling. Due
to the combined consideration of delay propagation between tasks, and the mutual
dependencies between vehicle and crew schedules during optimization, the proposed
integrated scheduling scheme is able to build both robust and cost-efficient resource
schedules. In addition, it is shown that a further integration of planning stages results
in further improvement of the pareto-front. Therefore, integrated scheduling is com-
bined with the ability to shift service trips within time windows in order to modify
the given timetable.

3 Examining the Degrees of Freedom
in both Problem Domains

The ability of generating resource schedules with high degrees of cost-efficiency
and robustness is closely related to the degree of freedom determined by decisions
taken in previous planning stages. In particular, this includes the timetabling and
network design which show substantial differences in the airline industry and public
transport. In this section the emerging consequences are examined with regard to
potential differences in the degree of freedom that limit decisions during the resource
scheduling stage (Study A) as well as for dispatching strategies during simulation
(Study B).

Study A: Figure2 shows the number of different successor tasks in all crew duties
generated in the pricing steps during column generation. With 202 flights for the air-
line case and 210 service trips for the public transport case, the underlying problems
are comparable in size. The airline hub-and-spoke network implies fixed successor
flights for about one fourth of all flights. This unexceptionally appears at spoke air-
ports as a result of the out-and-back principle in hub-and-spoke structures. In these
cases, scheduling decisions cannot be made, irrespective whether the connection is
likely to propagate delay or not. On average there are 5.1 possibilities to connect
flights during pricing. Note that deadheading for crews or ferry-flights for aircraft
are not allowed.

In contrast, the considered public transport network provides a significantly higher
degree of freedom for resource scheduling. This may depend on the consideration of
vehicle deadheads, and transfer/walking of drivers allowing different locations for
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Fig. 2 Different degrees of freedom for the generation of exemplary airline and public transport
crew schedules
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Fig. 3 Impact of swapping during simulation for schedules with different stability degrees

starting or finishing work or having a break. On average there are up to four times
as many connection possibilities for every service trip. For only 1.5% of all service
trips the succeeding service trip is fixed.

Study B: Figure3 presents the reduction of average propagated delay for each task
during simulation for exemplary crew and aircraft or vehicle schedules with an in-
creasing degree of stability (from left to right). The overall benefit of allowing re-
source swaps in case of delays is obvious. On average 26.7 and 28.5% of propagated
delay can be prevented in the airline and public transport resource schedules, re-
spectively. Furthermore, the different degrees of freedom resulting from the network
topologies is not apparent here as the amount of delay absorbed due to swapping
crews and aircraft or vehicles is in the same order for both problem domains.

Referring to the assumption that stable schedules do not tend to imply a high ne-
cessity of dispatching, it is also important to see that an increasing degree of stability
does not necessarily decrease the impact of dispatching strategies. Instead, this effect
is superimposed by the fact that stable schedules often contain more resources than
cost-efficient schedules, offering additional possibilities for dispatching.
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This behavior can be observed in the public transport example. In contrast to the
less stable solutions (1)–(5), the solutions (6)–(11) contain additional resources that
imply more swap possibilities. However, if stability is increased further by incorpo-
rating additional buffer times, less swaps are necessary. This leads to the recurrent
decrease between solutions (6) and (11).

4 Summary and Conclusions

In this paper, we addressed the concept of robust efficiency in resource scheduling for
both airlines and public bus transport. In both problem domains there is a trade-off
between cost-efficiency and robustness.We presented two fundamental techniques to
improve the resulting pareto-fronts. Firstly, the prediction accuracy can be improved
in order to place buffer times only at connections between tasks with a certain delay
propagation risk. Secondly, the degree of freedom for resource scheduling can be
improved by partial or full integration of planning stages that previously have been
solved separately. Sophisticatedmodeling and optimization techniques are necessary
to cope with the resulting increase in complexity.

Comparing the network topologies, they imply different degrees of freedom for
resource scheduling. Airline hub-and-spoke networks contain a certain number of
fixed connections between flights, mainly at spoke airports. In contrast, public bus
transport networks provide a higher degree of freedom for scheduling decisions.
However, it becomes apparent that resulting resource schedules provide a consider-
able degree of flexibility in both domains.
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Route Minimization Heuristic for the Vehicle
Routing Problem with Multiple Pauses

Alexey Khmelev

Abstract In this work we introduce the vehicle routing problem with multiple
pauses, where the fleet is heterogeneous in terms of capacity and drivers availability.
Each shift has a time intervalwhen the driver is available and a set of breaks that needs
to be scheduled in the route during this shift. The objective is to minimize the number
of vehicles and the travel distance. To tackle large instances, we develop a three-phase
local search algorithm taking multiple breaks into account by introducing an ejection
pool and randomized variable neighborhood descent as local improvement proce-
dure. For effective break scheduling, we develop a special dynamic programming
routine. Computational experiments are done on the data set provided by a deliv-
ery company situated in Novosibirsk, Russia. The instances contain 1000 customers
and 30 vehicles. Experiments show effectiveness of our algorithm. It substantially
reduces the fleet and travel distance.

1 Introduction

This paper addresses the vehicle routing problem with multiple pauses (VRPMP).
We are given a set of customers with known demands. For each customer we know a
time window when she has to be served and we know the service time. We are given
a heterogeneous fleet of vehicles in terms of capacity and work shifts. In the VRPMP
each vehicle has a driver assigned to it. Driver is available for a given shift. Moreover,
according to the labor union restrictions, the driver has to schedule a number of short
breaks during the shift. Each break pause has a time window and some duration.
The routes should be designed in such a way that each customer is visited exactly
once by exactly one vehicle. All routes start and end at the depot and all capacity
and time constraints should be satisfied. The primary objective is to minimize the
total number of routes (vehicles). The secondary objective is to minimize the total
distance traveled.
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The VRPMP is a generalization of the well-known vehicle routing problem with
time windows (VRPTW). It also generalizes the single-shift single-break vehicle
routing problem (VRPP) [1].

The most effective route minimization heuristic was proposed in Nagata and
Bräysy [2]. The linear programming model and a heuristic was provided for VRPP
by Gagliardi et al. [1]. Another heuristic for VRPP was Unified Hybrid Genetic
Search proposed by Vidal et al. [3]. More detailed overview on routing problems
with driver’s availability restrictions are discussed in Gagliardi et al. [1].

In this paper we present an efficient heuristic reducing the number of routes/
vehicles in VRPMP based on the idea of the ejection pool [2]. The key optimization
module of this heuristic is Randomized Variable Neighborhood Descent (RVND). It
is integrated in a special procedure, which tries to remove a route and allocate unas-
signed customers to the other routes. For effective break scheduling, we developed
a dynamic programming algorithm (DP).

The remainder of this paper is organized as follows. First, the notations are shortly
described in Sect. 2. Search space, neighborhoods and break scheduling method
described in Sect. 3. The framework algorithm is presented is Sect. 4. The com-
putational experiments and the outcomes are discussed in Sect. 5.

2 Formulation

The VRPMP is defined on directed graph G = (V, A), where V = {0, . . . , n} is the
vertex set and A is the arc set. Vertex 0 corresponds to the depot, while the remaining
vertices of V ′ = {1, . . . , n} represent the customers. Each arc (i, j) ∈ A is associated
with travel time ti j and travel distance di j . Each customer i is associated with service
time τi and demand qi . The service of a customer i has to start within a time window
[ei , li ].

In the beginning of the time, heterogeneous fleet of K vehicles is located at the
depot. Let a vehicle k has capacity Qk . Furthermore, a vehicle/driver is available dur-
ing a shiftu ∈ S = {1, . . . ,m}. If vehicle is availablewithin shiftu ∈ S, its routemust
begin and end within a time window [Eu, Lu] and pu breaks Pu = {P1

u , . . . , P pu
u }

have to be scheduled in the route. Each break P j
u of length τ

j
u should be scheduled

within [e j
u, l

j
u ]. Time windows of breaks do not overlap, i.e., if i, j ∈ {1, . . . , pu}

such that i > j then eiu ≥ l ju . Having two breaks next to each other without customer
inbetween is not allowed.

The problem is to find feasible routes in such a way that each customer is visited
exactly once; all time windows, vehicle/driver availability and capacity constraints
are satisfied; the total number of routes is minimized; the total distance traveled in
routes is minimized.
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3 Search Space and Neighborhoods

Let r be a route with nr customers. Let σ = (σ r
0 , σ r

1 , . . . , σ r
nr+1) be a sequence of

visits in route r where the first and the last elements correspond to depot: σ r
0 =

σ r
nr+1 = 0. For a given sequence we can evaluate the load of a vehicle Q(r) =∑

i=1,...,nr

qσ r
i
and the travel distance C(r) = ∑

i=0,...,nr

dσ r
i σ r

i+1
.

To evaluate the duration of a route we use time warps, proposed by Nagata et al.
[4]. It is related to the time windows. If vehicle k arrives to customer σ r

i and this
happens earlier than the time window starts (srik < eσ r

i
), then we have an idle of

length eσ r
i
− srik . Otherwise, if the vehicle is late to a customer (srik > lσ r

i
), we sug-

gest that the vehicle arrives at time (srik = lσ r
i
) but pays for a time warp twi−1,i =

max{sri−1,k + τσ r
i−1

+ tσ r
i−1,σ

r
i
− srik, 0}. The total timewarp for the route r is TW (r) =∑

i=1,...,nr

twi−1,i . Then, the duration of the route is D(r) = srnr+1,k − sr0k + TW (r).

The penalty Fpenalty of route Rwith vehicle k and shift u is defined as theweighted
sumof its excess duration, load, and time-warp: Fpenalty(r, k, u) = cd max{0, D(r) −
Lu + Eu} + cQ max{0, Q(r) − Qk} + ctwTW (r). Finally, the penalty Fpenalty(s) of
solution s, involving a set of routes R(s), is given by the sum of the penalties of all
its routes.

The local improvement procedure, called randomized variable neighborhood
descent (RVND) [5], uses well-known VRP neighborhoods, 2-opt, 2-opt*, Swap
and Relocate [6].

We also exclude unpromising neighboring solutions using mechanism based on
the idea of customer correlation [7].

Observed that such neighborhood moves can be viewed as a separation of
routes into subsequences, which are then concatenated into new routes. Let σ =
(σi , . . . , σ j ) and σ ′ = (σ ′

i ′ , . . . , σ
′
j ′) be two subsequences with known D, TW , E

and L values, where E and L are the earliest and latest visits to the first vertex
allowing a schedule with minimum duration and minimum time-warp use. For con-
catenation of σ and σ ′, denoted by σ ⊕ σ ′ we evaluate this values in amortized
constant time [7]. Thus any of neighborhood moves can be computed in amortized
constant time.

Insertion of Breaks

To insert break in sequence σ = (σi , . . . , σ j ) we need to find the best division of
σ into two subsequences σ 1 and σ 2 (σ 1 ⊕ σ 2 = σ ) to insert the break in. For such
insertion, we should know D, TW , E and L values for σ 1 and σ 2. Thus, we have to
calculate an optimal travel time from the last element in σ 1 to the break (Fig. 1).

Theorem 1 Optimal travel time tσ 1vp from the last element in σ 1 to the break
vp equals min{max{evp − D(σ 1) + TW (σ 1) − L(σ 1), 0}, tσ 1σ 2}, where tσ 1σ 2 is the
travel time from the last element in σ 1 to the first element in σ 2.

Let D(σ, u, i, j), TW (σ, u, i, j), E(σ, u, i, j) and L(σ, u, i, j) be the values of σ

when the breaks are {Pi
u , . . . , P

j
u }, 1 ≤ i ≤ j ≤ pu for a shift u. We denote such
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Fig. 1 Pause insertion cases

schedule for σ as σui j . The break scheduling for concatenation (σ 1 ⊕ σ 2)ui j is chosen
from the set:

Σσ 1σ 2

ui j = {σ 1 ⊕ σ 2
ui j } ∪ {σ 1

uik ⊕ σ 2
u,k+1, j |i ≤ k < j} ∪ {σ 1

ui j ⊕ σ 2}∪

{σ 1 ⊕ Pi
u ⊕ σ 2

u,i+1, j } ∪ {σ 1
u,i,k−1 ⊕ Pk

u ⊕ σ 2
u,k+1, j |i ≤ k ≤ j} ∪ {σ 1

u,i, j−1 ⊕ P j
u ⊕ σ 2}.

Thus, (σ ⊕ σ ′)ui j = argmin
σ∈Σσ1σ2

ui j
D(σ ).

For a route r with sequence σr and shift u we have to find the best division of σr
into two subsequences σ 1

r and σ 2
r minimizing duration D of (σ 1

r ⊕ σ 2
r )u1pu .

Theorem 2 We can find (σr )u1pu using DP in amortized O(|r |2 p3u) time.

4 Route Minimization Heuristic

The proposed heuristic has three phases. In the first phase we try to find a feasible
solution. If a feasible solution is found, we minimize the number of routes in the
second phase. In the third phase, we minimize the total distance traveled.

First two phases of our algorithm use customer allocation procedure. This proce-
dure tries to allocate a given set of customersC to a partial solution s without creating
any new routes. This idea was first introduced by Nagata et al. [2] for VRPTW. We
adjust this procedure for VRPMP. The pseudocode of the adapted procedure is pre-
sented in Fig. 2.

If there are many feasible insertion positions for vin , we choose a random one
(line 6). Otherwise, we minimize the penalty function using RVND (line 8). If the
obtained solution is still infeasible after local improvement, we use special ejection
procedure proposed by Nagata et al. [2] (line 10). Then, we add ejected customers
at the end of the ejection pool (line 11) and perturbate the solution with random
neighborhood moves (line 12).

To find a feasible solution we use the constructive procedure presented in
Penna et al. [5] with Cheapest Feasible Insertion Criterion and Sequential Inser-
tion Strategy. Upon completion of this procedure, we obtain a partial solution and a
set of unserved customers C . Afterwards, we call the customer allocation procedure
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Fig. 2 Customer allocation procedure

with parameters C , s and limited running time. If the allocation was not finished in
time we stop our algorithm.

On each iteration of the route minimization phase we choose a random route r .
Then we remove it from the solution s. After that, customers of the route r become
unassigned. We call customer allocation procedure trying to insert these customers
in the partial solution s\r without adding a route/vehicle.

In the third phase of our heuristic we use education and repair procedure proposed
by Vidal et al. [3] to minimize the total travel distance for obtained set of routes.

5 Computational Experiments

The algorithm is implemented in Java and was executed on an Intel Xeon 3.07 GHz.
We use two real-life instances with 1000 customers and 30 vehicles. In the first
instance, customers are located randomly in the plane with uniform distribution, and
in the second the customers are located in clusters. Each vehicle works in one of the
three shifts: 7:00–6:00; 13:00–23:00; 7:00–23:00. We solve instances for 0–3 breaks
per shift.

In the first experiment, we studied the performance of local search depending on
the number of breaks per shift (Np). The second column in Table1 shows the average
time of the Relocate neighborhood evaluation T Rel

avg in milliseconds.
In the second experiment, we investigate the possibility of reducing the vehicle

fleet and on how the number of breaks influences this process. Each instance was
solved 30 times for different numbers of breaks. Time limits per 10, 60 and 50min
were set for the first, second and the third phases, respectively. The time to allocate
one route in the second phase was limited by 3min.



270 A. Khmelev

Table 1 Algorithm results

N/Np T Rel
avg Nr Distance

min/

max
D0
min D0

max Dmin Dmax Davg σ (%)

1/0 202 25/25 1,007,427 1,137,817 373,722 385,801 376,743 3766(1, 00)

1/1 480 25/25 988,574 1,088,719 388,511 467,417 408,824 23,208(5, 68)

1/2 794 25/25 1,014,496 1,117,109 412,426 552,966 498,162 43,194(8, 67)

1/3 1015 25/25 1,020,285 1,113,830 482,812 630,404 542,472 46,021(8, 48)

2/0 192 17/18 1,138,816 1,316,069 876,867 1,114,978 1,008,252 81,300(8, 06)

2/1 299 18/19 1,167,424 1,318,621 886,321 1,160,035 1,006,542 98,025(9, 74)

2/2 543 20/21 1,324,955 1,514,604 927,951 1,169,061 1,044,429 93,869(8, 99)

2/3 694 20/21 1,169,061 1,531,777 980,749 1,234,636 1,093,872 104,534(9, 56)

Fig. 3 Obtained solutions for two instances with reference to map

The third column in Table1 shows the number of routes Nr obtained in the second
phase of the algorithm. The fourth and the fifth columns show the total travel distance
D0 after the second phase. The next three columns display the values for the travel
distance D after the third phase. Let σ be the standard deviation of value D in
percentage of the average. Figure3 shows the examples of solutions obtained by the
algorithm for both instances with reference to the map.

Having breaks significantly changes the structure of the solutions and leads to
substantial increase in transportation costs. In general, the main purpose of this work,
namely the optimization of the fleet, has been reached. The developed algorithm have
shown its efficiency in reducing the fleet by at least 20%.

Acknowledgements This research was partially supported by the RFBR grand 15-07-01141.
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Combining NLP and MILP in Vertical
Flight Planning

Liana Amaya Moreno, Zhi Yuan, Armin Fügenschuh, Anton Kaier
and Swen Schlobach

Abstract Vertical flight planning of commercial aircrafts can be formulated as a
Mixed-Integer Linear Programming (MILP) problem and solved with branch-and-
cut based solvers. For fuel-optimal profiles, speed and altitudemust be assigned to the
corresponding segments in such a way that the fuel consumed throughout the flight is
minimized. Information about the fuel consumption of an aircraft is normally given
by the aircraft manufacturers as a black box function, where data is only available
on a grid points depending on speed, altitude and weight. Hence, some interpolation
technique must be used to adequate this data to the model. Using piecewise linear
interpolants for this purpose is suitable for the MILP approach but computationally
expensive, since it introduces a significant amount of binary variables. The aim of this
work is to investigate reductions of the computation times by using locally optimal
solutions as initial solutions for a MILP model which is, thereafter solved to global
optimality. Numerical results on test instances are presented.

1 Introduction

Fuel-efficient flight trajectory planning has been the focus of researchers over the
years with the objective of helping on one hand, the Air Traffic Management (ATM)
to cope with the constantly growing air traffic flow and on the other hand, the aviation
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industry to deal with skyrocketing fuel costs. The computation of such a trajectory
includes calculating a horizontal (2D) route on the earth’s surface connecting a depar-
ture and an arrival point, assigning to this route an admissible altitude level (1D) and
all together guaranteeing that the arrival point is reached within a strict time window
(1D). Due to the computational difficulty of this 4D problem, it is normally solved
by dividing it into two phases: a horizontal and a vertical one [1]. Moreover, infor-
mation about fuel consumption is required to optimally assign speed and altitude to
the corresponding trajectory-composing segments in order to minimize the amount
of fuel. This information is commonly given as a black box function where data is
only available on a grid of points depending in general on discrete speed, altitude
and weight levels. To handle this type of data different interpolation techniques are
used, their selection depends heavily on the solution approach. Furthermore, these
interpolation techniques drastically determine the computation times of the solution.
This study concentrates on the vertical flight planning of commercial aircrafts using
a MILP approach. More precisely, we focus on how to reduce computation times
of the proposed MILP model in [6] by providing the MILP solver with good fea-
sible initial solutions. The key for quickly obtaining such initial solutions is to use
nonlinear global interpolants for fitting the fuel consumption data instead of locally
piecewise linear ones.

2 Mathematical Model

A model for the vertical flight planning of a commercial aircraft is presented in [6]
where unit fuel consumption data is available for discrete levels of speed, altitude and
weight. In the absence of wind, the optimal altitude can be computed given the speed
andweight optimal profiles by enumerating all the possible altitudes and choosing the
best one. Hence its calculation does need to be included in the model. The objective
of the model is then to assign to each of the n segments composing the flight’s
trajectory S = {1 . . . n}, a speed vi for i ∈ S and a weight wi for i ∈ S ∪ {0} at the
corresponding time ti for i ∈ S ∪ {0}, with Δti for i ∈ S being the time spent on each
segment. Furthermore the middle weight wmid

i for i ∈ S ∪ {0} of the aircraft along
each segment is also computed to finally calculate the fuel consumption fi for i ∈ S.
Among the parameters we have the segment length Li for i ∈ S, the minimum and
maximum duration of the trip, T and T respectively; Wdry denotes the weight of
the loaded aircraft including the contingency fuel. The mathematical model is as
follows:

min w0 − wn (1)

s. t. t0 = 0, T ≤ tn ≤ T (2)

∀i ∈ S : Δti = ti − ti−1 (3)

∀i ∈ S : Li = vi · Δti (4)
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wn = Wdry (5)

∀i ∈ S : wi−1 = wi + fi (6)

∀i ∈ S : wi−1 + wi = 2 · wmid
i (7)

∀i ∈ S : fi = Li · F̂(vi,w
mid
i ) (8)

The objective function (1) minimizes the fuel consumed throughout the trip calcu-
lated as the difference between the starting weight w0, and the arrival weight wn.
The starting time t0, and the duration between the given bounds is enforced by con-
straint (2). The time consistency is preserved by (3) and the equation of motion is
given by (4). This quadratic constraint can be reformulated as a second-order cone
constraint if Eq. (2) requires to speed up form the unconstrained fuel-optimal travel
time. Moreover the resulting constraint can further be reformulated using a system
of linear inequalities as introduced by Ben-Tal and Nemirovwski [2] and refine by
Glineur [4] (see [6] for more details). As for the weight, Eq. (5) ensures that all the
fuel is consumed during the flight. The weight consistency is preserved by (6). The
middle weight is computed in (7) which is further used to calculate the fuel con-
sumption per segment in (8), where F̂(vi,wmid

i ) is the function that interpolates all
continue values of v and w within the V × W grid.

Here we focus on how to reduce computation times of fuel-optimal vertical pro-
files. For this, we first consider the (1)–(8) MILP model presented in [6] where F̂
is a piecewise linear function denoted by F̂L, obtained using the Lambda Method
[3, 5]. In order to reduce the computation times of this model, we provide it with
a feasible initial solution so the solver does’t have to spend time searching for one,
which takes, according to our experiments, a large portion of the total computation
time. This solution besides being feasible is in most cases very close to the optimal
one, given its calculation as follows: we let F̂ be a smooth nonlinear globally interpo-
lated function, F̂N , obtained with conventional surface fitting techniques, assuming
the fuel consumption data is drawn from a nonlinear function. This way we not only
avoid the binary variables introduced by F̂L that contribute, to some extent, to large
computation times but also are able to formulate a Nonlinear Programming (NLP)
model that can be quickly solved to local optimality with common nonlinear solvers.
This locally optimal solution, would only be a partial initial solution to the MILP
model in the sense that all variables are provided except the binary associated to F̂L.
Nevertheless building a complete initial solution from that is not a difficult task, we
simply feed this partial solution the initial MINLP model a let solver calculate the
binary variables. Finally we proceed to solve once more the MILP model starting
from the created initial solution. Figure1 depicts the above mentioned interpolant
F̂L and the residuals for the interpolant F̂N . On the left side we see the 2D piece-
wise linear interpolant, on the right side we see the residuals of the 5◦ polynomial
interpolant, whose Adjusted R-square statistic is approximately 1 (i.e. the model is
able to explain almost 100% of the variation of the data around the mean) and Root
Mean Squared Error (RMSE) is 0.4 which accounts for the standard deviation of the
random component present in the data. Note that these residuals differ at most on a
0.5% from the original data.
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Fig. 1 Unit fuel consumption (kg per nautical mile) for the Airbus 320. On the x-axis the aircrafts
speed (mach number from optimal speed to maximal speed) and on the y-axis the weight (kg). a
Piecewise linear interpolant. b Residuals of the nonlinear interpolant

3 Numerical Results

The models were written using AMPL as modelling language and solved afterwards
with Gurobi 6.0.0 and SNOPT 7.2-5 for the MILP and the NLP respectively. We
adopted similar test instances as in [6], that is, the aircrafts Airbus 320, 380, Boeing
737 and772 for two speedup factors from the unconstrainedoptimal. For each aircraft
several travel distances were tested ranging form 800 Nautical Miles (NM) for the
B737 to 7500NMforA380 andB772.Eachflight is divided into equidistant segments
of 100 NM. Table1 summarizes the features of the test instances. All instances were
solved on a 4-core Intel Core i7 at 2.6GHz and 16 GB RAM computing machine. In
the NLP column of Table2 the computation times to solve this model are listed. As
it can be seen they are extremely fast, it takes SNOPT no longer than 1.6 s to reach
local optimality. Another NLP solver, CONOPT 3.15C, was also used to solve the
instances and the differences between the solvers were minimal, with respect to both
the objective function and the computation times. Nevertheless SNOPT was chosen
for the further calculation because it performs better with bigger models (see Fig. 2).
A polynomial of degree 2 (whose coefficients may physically be easier to interpret)
was also proposed for F̂N resulting in lower computation times for the NLP model.
However the time differences with respect to the 5◦ F̂N were not significant while

Table 1 For each instance we listed the optimal and maximal speed (in Mach number), the dry
weight and maximal weight in (kg), the maximal distance (in NM), the number of speed levels |V |
(between optimal and maximal speed) and weight levels |W |
Type Opt. speed Max.

speed
Dry
weight

Max.
weight

Max.
distance

|V | |W |

A320 0.76 0.82 56,614 76,990 3500 7 15

A380 0.83 0.89 349,750 569,000 7500 7 24

B737 0.70 0.76 43,190 54,000 1800 7 12

B772 0.82 0.89 183,240 294,835 7500 8 16
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Table 2 Computation times (s) for the test instances with the two different speed-up factors, 2.5
or 5% and different number of segments |S|
Aircraft |S| 2.5% speed up 5% speed up

NLP MILP MILP-
In.sol

NLP MILP MILP-
In.sol

A320 15 0.018 3.521 1.954 0.016 5.115 2.463

20 0.025 13.750 4.577 0.023 18.306 4.231

25 0.042 29.195 7.667 0.076 22.774 7.186

30 0.030 43.318 14.543 0.033 31.031 18.982

35 0.039 54.525 42.734 0.048 50.409 30.142

A380 30 0.123 14.515 18.265 0.148 17.606 14.623

40 0.208 138.755 30.841 0.212 97.241 34.455

50 0.343 136.468 65.821 0.469 168.055 211.726

60 0.636 311.382 175.656 0.707 273.739 187.716

70 1.122 341.211 218.609 1.033 596.243 458.675

75 1.198 413.155 358.756 1.548 348.766 861.872

B737 8 0.012 0.473 0.847 0.012 0.510 0.689

12 0.018 0.846 1.238 0.018 1.188 1.558

15 0.027 2.542 2.539 0.024 3.146 3.369

18 0.034 7.963 7.561 0.038 5.689 6.072

B772 25 0.325 30.769 7.120 0.274 30.582 11.695

35 0.166 49.582 24.406 0.165 76.427 33.243

45 0.350 145.996 41.735 0.310 128.898 51.452

55 0.611 257.124 50.161 0.482 306.332 135.605

65 1.023 492.730 85.266 0.874 641.873 187.851

75 1.175 322.360 192.436 1.202 2586.521 831.517

Each segment represents 100 NM

Solution times for NLP Solution times for MILP(a) (b)

Fig. 2 a SNOPT versus CONOPT: The points under the green line on the upper tight side of the
plot, represent lower computation times for the solver SNOPT compared to CONOPT. b MILP-
In.sol versus MILP: The majority of the points are below the green light indicating that in fact the
computation times with the initial solution are lower than without one
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the goodness of fit was very low (not enough evidence to support the least-squares
fitting assumptions). It is important to remark that, when comparing the objectives
from the NLP and the MILP model they differ at most in a 0.25%. For the latter
model, computation times range from around 0.5–50s for smaller aircrafts, for the
bigger from 17 to 2586s without providing an initial solution (the results are listed
in the MILP column). But the more interesting results are those for the MILP model
with the created initial solution (these are listed in the MILP-In.Sol column). They
correspond to the time used for computing the initial solution plus the time used to
solve theMILPmodel with the starting solution to optimality or near-optimality (less
than 0.05% gap). These results suggest that providing theMILPmodel with an initial
solution is definitely beneficiary for bigger instances (|S| × |V | × |W | > 3000), in
average the solver requires only 49% of the time than without an initial solution, see
Fig. 2a. For the instanceswith 1500 < |S| × |V | × |W | < 3000 on the other hand, the
improvement average is more (about 35%). For small instances (|S| × |V | × |W | <

1500), providing an initial solution does not help reducing the computation times, on
the contrary it increases them in average (122%). Hence the overhead for handling
data clearly dominated the solution time.

Reducing the computation times for this model could have a great impact on
solving extended versions of thismodel (more realistic ones). For example, themodel
presented in [7] takes into account the influence of the wind in both the vertical and
the horizontal phase, that is, areas with strong tail-wind are pursued and the ones
with strong head-wind are avoided. Similarly to fuel consumption data, wind data is
commonly given as a black function and once more suitable interpolation techniques
must be used. It is natural then to expect that adding this feature to themodel increases
not only its size but also its complexity and is precisely in this cases where potential
reductions in computation times are of great value.

Acknowledgements This work is supported by BMBF Verbundprojekt E-Motion.
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European Air Traffic Flow Management
with Strategic Deconfliction

Jan Berling, Alexander Lau and Volker Gollnick

Abstract To guarantee a safe journey for each aircraft, air traffic controllers make
sure that separation minima are maintained. To prevent controller overburdening,
each controller team is responsible for one confined sector. Furthermore, sectors
limit the number of flights entering each hour. Compliance to all sector and airport
capacity constraints in daily business is ensured by EUROCONTROL’s Network
Management. This function balances the flights’ demand of airspace with available
capacity by re-allocating departure timeslots. However, when minimum separation
between two aircraft may become compromised, a conflict occurs. Conflicts are
solved by controllers who provide pilots with instructions to maintain separation.
Hence, conflicts increase controller workload and thus tighten sector capacity. The
aim of this work is a prevention of actual conflicts by strategic deconfliction. Strate-
gic conflicts refer to planned trajectories which violate separation minima in any
future point in space and time. Mimicking a future Network Management, departure
times are re-allocated to reduce the number of strategic conflicts while satisfying
both sector and airport capacity constraints. As a basis for the deconfliction, actual
datasets of planned trajectories, sector bounds and airport features are aggregated
to model the European Air Traffic Flow Management. The allocation problem of
departure timeslots is formulated as a Quadratic Binary Problem with linear delay
costs, quadratic conflict costs and linear constraints. In an optimal solution, all strate-
gic conflicts are solved. Finally, a trade-off between conflict reduction and delay is
performed.
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1 Introduction

One of the key performance areas of the air transportation system is safety. In partic-
ular, high velocities of aircraft and a dense packaging of airspaces require a cautious
and fail-safe cooperation between all stakeholders. As a safety net, aircraft must al-
ways maintain a minimum separation standard. When two aircraft are in a situation
that may lead to compromised separation minima, a conflict occurs [8]. In day-to-
day operations, these conflicts are solved by air traffic controllers. Each controller
team is responsible for one specific sector. Sectors are capacity-constrained, so that
controllers are able to solve all conflicts. Compliance of aircraft to all sector and
airport capacities in the European air transportation system is supervised by EU-
ROCONTROL’s Network Management. To improve safety, they seek to reduce the
number of conflicts [6]. Because conflicts are time-dependent, improved separation
of aircraft in time reduces conflict potential. For strategic deconfliction, the Network
Management could allocate alternative departure timeslots.

The vast body of literature on Air Traffic FlowManagement performing demand-
capacity-balancing, e.g. [2, 13, 15], does not include deconfliction. Conversely, re-
search about strategic deconfliction, like [3, 5, 10, 14], does not include demand-
capacity-balancing.Hence, there is research potential for the combination of strategic
deconfliction with demand-capacity-balancing. Consequently, this work develops an
Air Traffic Flow Management approach that combines strategic deconfliction with
adherence to system capacities. To achieve both objectives, alternative departure
timeslots are allocated. A model for the European air transportation system, the
Network Flow Environment, is used. From that, a Quadratic Binary Problem is cre-
ated and solved. We expect that conflict reduction by departure timeslot allocation
increases delay. Accordingly, a trade-off between delay and conflicts is evaluated
here.

2 European ATFMModel: Network Flow
Environment (NFE)

European Air Traffic Flow Management (ATFM) is modelled by the Network Flow
Environment (NFE), which contains actual sector boundaries with calculated sector
capacities, actual airportswith approximated capacities aswell as planned trajectories
on the route network (see [11, 12] for additional information on the model). Airport
arrival and departure capacities are based on the runway systems. Sector capaci-
ties are calculated by the method of Monitor Alert Parameter (MAP) [7]. Planned
trajectories are gathered from Network Managements’ flight plan data. The flight
data consist of departure aerodrome, intermediate navaids and the arrival aerodrome.
Each data-point includes a timestamp, coordinates and flight level. Trajectory points
are interpolated with a sampling time of one minute and mapped to the air traffic
control sectors (Fig. 1).
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Fig. 1 Capacity constrained
sectors and trajectories that
were planned for departure
on the 07.06.2012 between
18:00z and 22:00z

Detection of Strategic Conflicts

When two aircraft converge in space and time so that theymay compromise the mini-
mum separation, they are in conflict (see Fig. 2a). The separation standard determines
a distance of five nautical miles lateral and thousand feet vertical between all aircraft
in the upper airspace [8]. When two aircraft violate the separation minima, a loss of
separation occurs (see Fig. 2b).

On the other hand, a strategic conflict exists, when two planned trajectories violate
the separation minima in any points in the future. To enable strategic deconfliction,
every planned flight path point is checked against points of other flights for violations
of the separation minima.

When a flight is delayed, the whole trajectory shifts in time. Hence, delay allo-
cation can result in new conflicts between trajectories that were separated in time
beforehand. Conflicts between delayed flights are only possible, if they are planned
to arrive at the critical points with a time difference which is a multiple of the time-
granularity. For example, if flight F1 crosses a point 15min after flight F2, there is
no conflict (see Fig. 2c). Conversely, if flight F2 is delayed 15min, there is a strategic
conflict (see Fig. 2d).

A check for separation of every trajectory point against each point of all other
trajectories is computationally expensive. That’s because the number of possible
conflict combinations grows quadratically with the number of flights and points.
Therefore, checks for conflicts are only conducted between points in close vicinity,
as e.g. in [9]. For that purpose, trajectory points are mapped to a grid which spans
the European airspace (see Fig. 3). All trajectory points of each grid element are
checked for conflict potential with the points in all nearby grid elements. Finally, the
potential conflicts are determined by geometric methods. Moreover, only conflicts
in the en-route segments above 10 000 feet are considered.
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Fig. 2 a Conflict between two aircraft converging to a violation of the minimum separation (indi-
cated by surrounding circles). b Loss of separation between two aircraft because of a violation of
the separation minima at that point in time. c Two planned trajectories that are not in conflict. They
are sufficiently separated because they cross with a time difference. d Two planned trajectories that
are in conflict because there is a future point in time where they violate the separation minima

Fig. 3 Surrounding area of
Hamburg partitioned to grid
elements for detection of
strategic conflicts between
trajectories
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Binary Quadratic Problem: ATFM with Strategic Deconfliction

The goal of this work is to deconflict planned trajectories while adhering to capac-
ity constraints. The ATFM problem is formulated as a Quadratic Binary Problem
with binary decision variables, a quadratic cost function and linear constraints. Bi-
nary decision variables xf,d represent the allocation of a departure timeslot d to a
flight f (4). Each departure timeslot has delay cost wf,d which corresponds to the
delay (1). Every strategic conflict between two flights i and j with departure slots
xfi,di and xfj,dj has conflict cost kfi,di,fj,dj = k. The coefficient k in delay minutes is
identical for all strategic conflicts. The conflict cost term depends on variables of two
flights and therefore forms a quadratic objective. The objective function consists of
both delay and conflict cost and is to beminimized. Set partitioning constraints assign
one departure slot to each flight (2). Knapsack constraints maintain that all sector
and aerodrome capacity limits are respected (3). The capacity cs,t of every entity s
exists for each time-window t individually for the entire model-time. By setting the
coefficient k to different delay costs, a trade-off between delay and strategic conflits
is performed.

minwᵀx + xᵀKx (1)

so that Fx = e (2)

Ax ≤ c (3)

∀xf,d ∈ [0, 1] (4)

Due to the fact that the conflict cost term is quadratic, the problem is nonlinear.
Therefore, the search for an optimal solution is complicated. For implementation,
the quadratic objectives are surrogated by a combination of quadratic and linear
constraints.

The NFE and conflict detection together with the function of demand-capacity-
balancing are implemented inMatlab. Data are passed to aMatlab-Executable, which
generates a Quadratic Binary Problem with linear constraints. The executable is
partially based on the OPTI Toolbox [4] and uses the framework SCIP [1] to call the
solver Soplex [16].

3 Optimization Results

A trade-off between strategic conflicts and departure delay is performed for a scenario
with 3238 flights. The scenario contains 632 sectors and 489 aerodromes and all
flights scheduled for departure between 18:00z and 22:00z. The number of flights
entering each sector or aerodrome is capacity-constrained in time-windows of 15min.
each. To avoid cancellations, maximum allocated atfm-delay per flight is 2:30h.
With a departure timeslot granularity of 15min., the maximum delay equals 10
departure slots. All possible conflicts which can arise from all possible departure time
combinations were detected. Since departure granularity is 15min., only conflicts
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Table 1 Optimal results of ATFM with strategic deconfliction, depending on conflict cost k

Cost coefficient k (min) 0 5 10 15 20 45

Conflicts (#) 288 255 151 136 9 0

Delay (min) 795 840 1560 1785 3690 3930

Computation time (s) 10.3 73.2 101.4 119.3 136.0 230.2

Saturated capacities (#) 40 40 39 40 36 39
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Fig. 4 a Number of conflicts (dotted line) and total delay in minutes (dashed line) by conflict
cost coefficient k. b Total cost (dashed line) and calculation time (dotted line) by conflict cost
coefficient k

which occur when two flights depart with a time difference of a multiple of 15min.
are considered. The time difference of the potential conflicts is between zero and the
maximum allocated delay. Under these conditions, there are 3 180 potential conflicts
between flight-pairs. The number of possible strategic conflicts between all possible
departure slot combinations is 23 768.Calculation time to detect all potential conflicts
between flight pairs is 129s.1

Optimal results of the problem with different conflict cost coefficients are shown
in Table1. With a conflict cost of zero there are 288 conflicts. The total delay is
795min. while 40 sector and aerodrome capacities are saturated. With a conflict cost
of k = 20, the number of conflicts is 9, accompanied by 3 690min. delay. With a
conflict cost of k = 45, there are no unsolved conflicts and total delay is 3 930min.
For all conflict cost coefficients, the total number of saturated capacity constraints is
between 36 and 40. Calculation time with conflict cost of zero is 10.3s. At conflict
cost of k = 20, calculation time is 136s. With conflict cost of k = 45, calculation
time is 230.2 s. With a rising conflict-cost, delay increases whereas conflict-count
decreases (see Fig. 4). Likewise, with a rising conflict-cost, calculation time and total
cost of the optimal solution increases (see Fig. 4).

1All computations took place on an AMD FX(tm)-4100 processor (3.60GHz) with 16GBRAM.
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4 Conclusion and Outlook

A Quadratic Binary Integer Problem that reduces strategic conflicts between air-
craft while adhering to the capacity constraints of the air transportation system was
solved to optimality. We showed that the allocation of alternative departure slots
can simultaneously reduce the number of strategic conflicts and ensure compliance
to capacity constraints. Calculation times remained below five minutes for a Euro-
pean scenario with 3 238 flights, which makes this approach viable for short-term
planning. A trade-off between delay and conflicts was performed by introducing a
conflict cost coefficient weighted in minutes. Conflict costs just above the smallest
delay lead to a reduction of strategic conflicts by 97%. However, the reduction in
conflicts increased delay by 2 895min. An increased cost coefficient leads to higher
calculation times because of a rising share of the quadratic term in the objective.

We expect that a smaller granularity for departure timeslots would achieve com-
parable conflict counts with less delay. The system efficiency could be improved
by additional pre-departure rerouting. Moreover, consideration of stochastic trajec-
tory and capacity deviations is desirable. However, the resulting growth in problem
size leads to increased computation times. Solving these extended models requires
more powerful optimization methods. For complete day scenarios, we envision a
rolling-horizon method that sequences optimization through the day and benefits
from information gain over time.
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On Optimally Allocating Tracks in Complex
Railway Stations

Reyk Weiß, Michael Kümmling and Jens Opitz

Abstract Timetabling andcapacity planningof railway transport faces ever-growing
challenges.Due to the high number of different influences on capacity, timetable opti-
mization in the railway network cannot be efficiently handled by manual effort. The
software system TAKT is a state-of-the-art realization, which allows to compute
automatically strictly synchronized and conflict-free timetables for very large rail-
way networks. The complexity increases significantly in the consideration of single
tracks and highly frequented main railway stations which may also have a extensive
track layout. This work shows how the complexity of the timetables process can be
reduced by ignoring selected minimum headway constraints. As a result, timetables
with possible conflicts in those covered regions will be computed. Consequently,
there is the need for efficient algorithms and its corresponding conjunction to solve
the remaining conflicts by detecting alternative stopping positions and routes within
a main railway station and the optimized selection.

1 Introduction

In large and intermeshed networks, timetabling is a protracted process, which, despite
computer aided methods, comes along with a high manual effort today.1 The reason
is based on the huge amount of technical, operative and economical requirements
and restrictions and their dependencies among each other. Due to the large amount
of constraints and the operator’s obligatory needed knowledge about geographic

1More than 800 employees work in the timetabling department of DB Netz, the largest railway
infrastructure manager in Germany.
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circumstances as well as the infrastructure, the manual editing is only possible for
small subnetworks. For example, DB Netz AG’s timetabling is operated decentral-
ized and at some predefined points in the network the train paths are coordinated to fit
together. Due to this process the overall optimization of a train path is hard and ineffi-
cient. Particularly for the strategic long-term view and developing the infrastructure
based on long-term scenarios, timetable optimization poses an outstanding challenge.

In recent years, the team of the Traffic Flow Science chair at TU Dresden in
close collaboration with DB Netz AG has successfully developed a prototype soft-
ware system to support the decision makers with their strategic timetable planning
tasks. The software system TAKT automatically calculates and optimizes periodic
train paths for complex railway networks by an innovative approach in strategic
passenger and freight train’s timetabling [3, 4]. All information about model trains
like minimum headway times as well as additional constraints like connections and
symmetry properties will be used to generate a periodic event scheduling problem
(PESP) [6]. Minimum headway constrains are essential to ensure that only one train
will use the same part of the infrastructure at the same time, which is the main
property of a conflict-free timetable. Subsequently, the PESP will be encoded as a
Boolean Satisfiability Problem (SAT) [1] and be solved by a state-of-the-art SAT
solver.

Even that step made it possible to calculate timetables for the whole German
railway network at once, the complexity is still high and needs to be simplified.
Especially highly frequented railway stations as well as single tracks represent a
challenge for the automated timetable generation process. This work shows how
the complexity can be reduced for the timetable calculation and how the resulting
conflicts can be solved by an approach for an optimized and conflict free selection
of alternative routes in railway stations as a post-process.

2 The Approach

The software system TAKT uses the built-in routing algorithm [5] to detect the best
routewith respect to running time and route priority. As a result, the routing algorithm
will try to generate routes using the main track. The route priority is given by the
infrastructure information. For the main track the highest possible value 100 is used.
For siding values between 60 and 90 and for sidings which are crossing the main
track of the opposite direction values less then 40 are usual. The generated trains are
the base for the timetable. Due to the fact that the route of a train cannot be changed
during PESP-based timetable computation, a situation like shown in Fig. 1 will never
be computed. Figure1 shows exemplarily two trains using the same track for both
directions. One train starts in station A at 9:57 and arrived station B at 10:05. After
a stopping time of about six minutes the train will depart at 10:11 until it finally
reaches station C at 10:20. The other train starts at 10:00 and is passing station B at
10:08. This results in a conflict, because both trains are using the main track at the
same time. This conflict could be easily prevented, if an alternative stopping position
on the siding of station B would be used. The stopping time could be automatically
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Fig. 1 Illustration of two trains causing a conflict because both are using the same infrastructure
in station B at the same time (Screenshot: TAKT)

extended, until the other train passed by. However, the necessary use of an alternative
stopping position depends on the resulting timetable. Creating all possible routing
variants would increase the complexity of the timetabling problem dramatically. To
avoid this problem the knowledge about alternative stopping positions can be used to
modify the restrictions of the PESP in that way, that the blocking time on a stop will
be ignored if an alternative stopping position exists. Figure1 illustrates the ignored
blocking time in station B by the faded rectangles. Additionally, the use of static train
routes cause significant problems in very complex railway stations e.g., Dortmund
main station. In order to reduce the complexity in that case it is possible to ignore
the minimum headways for all trains in user-defined railway stations.

In fact, by using this approach the resulting timetable will probably contain trains
with intersecting blocking times which need to be resolved in a post-process.

2.1 Alternative Routes Detection

After a feasible timetable with respect to the PESP is calculated, all railway stations
with conflicts need to be detected. For each train with a stop in those stations a
set of alternative variants will be generated. Therefore, it is necessary to detect all
available alternative stopping positions and their routes in relation to the train and
the current stopping position. The alternative route needs to enter the station at the
same entry and also needs to depart from the station at the same exit like the origin
route with the exception of the first and the last station of a train. Furthermore, all
requirements for the route like power supply for electrical trains and needs for the
stopping position like minimum length have to be fulfilled. For each new alternative
stopping position a new train will be generated which will start in the last stopping
station before the current one and will end as well at the next stopping station.
Choosing an alternative route in the current station that will probably change the
running time of the current train due to different velocities which will have effects on
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the blocking time. Compensating longer running times is possible by the reduction
of the stopping time, if it was increased during timetable computation. It is very
important to consider the influences of those changes not just in the current railway
station, especially because it can also effect other trains of the timetable. Finally,
for all alternative variants the train dynamics as well as the blocking times based on
the new route will be calculated. This set of variants are the base for the optimized
alternative route selection as described in Sect. 2.2.

2.2 Optimized Alternative Route Selection

Finding optimal routes in complex stations is a well known problem. Former
researches [2, 7] already point to promising approaches which will be adapted for
the current requirements. If A describes a set of all trains of the current timetable, for
each railway station in which conflicts between trains exists, the set of trains T ⊂ A
operating in this station will be determined. T can be separated in a set of stop-
ping trains Ts and a set of passing trains Tp, with Ts ∪ Tp = T and Ts ∩ Tp = ∅. The
method described in Sect. 2.1 will be used to generate a set of different variants for
each train t ∈ Ts. Those variants, which cause a conflict with at least one train of the
current timetable, except trains of Ts and corresponding variants, will be discarded.
The result is a set of variants V which are conflict-free to A\Ts. The function O(t)
returns a set of variants for the train t ∈ Ts. In contrast to [7] the optimization model
have to find a feasible solution for all trains and considers the train category, the pri-
ority of the alternative route and the runtime difference and minimizes the product
between the weighted train category value and the sum of the weighted priority and
the weighted difference such that

∑

i ∈ Ts

∑

j ∈ O(i)

xi,j · wi ·
(
wα · (

100 − αj
) + wδ · δi,j

) → min (1)

subject to

∑

j∈O(i)

xi,j = 1, ∀i ∈ Ts, (2)

∀i, a ∈ Ts; j ∈ O(i); b ∈ O(a);
xi,j + xa,b ≤ 1, ei,j,a,b, (3)

with xi,j ∈ {0, 1} indicating whether variant j of train i is active or not. wi 
= 0 can
be used to prioritize certain train categories for example wICE = 1.0 and wRB = 0.7.
The global constant variables wα and wδ can be used to scale the priority value
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αj ∈ {40 . . . 100} of the alternative path j proportional to the time difference between
the alternative route j and the origin route of train i. The constraint (2) ensures that
exactly one variant j of train i will be chosen. Additionally only variants should
be chosen which do not have conflicts. ei,j,a,b ∈ {0, 1} indicates whether variant
j ∈ O(i) (i ∈ Ts) and variant b ∈ O(a) (a ∈ Ts) with i 
= a is in conflict or not. For
all variant pairs with ei,j,a,b = 1 an allocation at the same time must be excluded as
in (3). Since only xi,j are variables, the objective function in (1) is linear.

3 Results

This approachwas tested in a long-term scenario of the DBNetz AG in order to deter-
mine a feasible and optimal track allocation for selected railway stations. Figure2
shows an examplifying result for the optimal, conflict-free track allocation for Dort-
mund main station. The calculation took about 312s whereas the main time con-
sumption was used for generating all possible train variants and conflict detection.
For now the variables were set to wα = 1, wδ = 2. The wi for long distance trains
was set to 1, for short distance trains to 0.7 and for freight transport trains to 0.5. The
routes for 26 trains were changed to achieve a conflict-free and optimal solution with
respect to the objective function (1). For some railway stations like Hannover main
station this approachwas not able to detect a feasible solution, due to the high runtime
offsets which have an impact to the blocking times and the influences to other trains
in the timetable. For those cases the approach described in [2, 7] is also implemented
and can be used to detect the maximum number of possible trains within a railway
station.

Fig. 2 Feasible and optimal track allocation for Dortmund main station by changing 26 train routes
and the use of 13 different tracks (Screenshot: TAKT)
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4 Conclusion

This work shows an approach to reduce the complexity of the timetabling problem by
ignoring selected minimum headway constraints. This can be done by ignoring the
blocking time of train stops if valid alternative stopping positions exist. In that case
the current train can be used as a representative for all alternative trains. Furthermore,
it could be necessary to ignore the minimum headway constraints of all trains in very
complex and highly frequented railway stations to compute a valid timetable. In both
cases it is necessary to determine an optimized track allocation in a post-process.
It turned out that this approach is very useful and fast. In some cases the changes
within a station had so much influences to other trains of the timetable, that it was not
possible to calculate a feasible solution. The generation of alternative train paths with
the built-in routing algorithm generates only trains with maximum allowed velocity.
In some cases, a slower velocity seems to be useful. Additional stops, e.g., on signals
are not used in this approach either, but are heavily used during manual timetabling.
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Optimal and Near-Optimal Strategies
in Discrete Stochastic Multiobjective
Quasi-hierarchical Dynamic Problems

Maciej Nowak and Tadeusz Trzaskalik

Abstract Multi-stage, multi-criteria discrete decision processes under risk are
considered andBellmans principle of optimality is applied. Quasi-hierarchy ofmulti-
period criteria is determined by the decision maker. The aim of the paper is to pro-
pose an algorithm to solve quasi-hierarchical problem according to decision maker’s
requirements. The process of obtaining the final solution is interactive.

1 Introduction

Many decision problems are dynamic by their very nature. In such cases the decision
is not made once, but many times. Partial choices are mutually related, since earlier
decisions influence which decisions can be considered in the consecutive stages of
the process.

The consequences of decisions become apparent in the near or remote future,
which is uncertain by its very nature. In such situations we can apply methods using
discrete stochastic dynamic programming approach based on Bellman’s optimality
principle [1]. For these processes it is characteristic that at the beginning of each stage,
the decision process is in a certain state. In each state, a set of feasible decisions is
available. The process is discrete when all sets of states and decisions are finite. These
processes are stochastic which means that the probability of achieving the final state
for the given stage is known when at the beginning of this stage the process was in
one of the admissible state and when an feasible decision has been made.

We will consider additive multi-criteria processes. At each stage we use stage
criteria. The sum of the stage criteria gives the value of the multi-stage criterion. In
the classical approach, the task consists in obtaining a strategy for which the expected
value of the given criterion is optimal.
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Multi-criteria problems can be regarded as hierarchical problems. This means
that the decision maker is able to formulate a hierarchy of criteria so that the most
important criterion is assigned the number 1; the number 2 is reserved for the second-
most important criterion, and so on. We assume that all criteria considered in the
problem can be numbered in this way.

In this paper we assume that the decision maker considers the problem as a quasi-
hierarchical one. This means that he/she accepts that the most important criterion
can reach near-optimal value in the final solution, which usually makes possible to
improve less important criteria values.

The problem of identifying near-optimal solution in a discrete deterministic
dynamic programming problemwas considered in [7]. The proposed algorithmwas a
generalization of themethod developed by Elmaghraby in [2]. This approach enables
to generate subsequent paths in the network.

In this paper we consider a quasi-hierarchical stochastic problem. We use the
algorithm for identifying near-optimal strategies, described in detail in [5]. Another
technique for generating such solutions, initially proposed in [3], was also described
in [4].

2 Single-Criterion Stochastic Dynamic Programming

We will use the following notation [6, 7]:
T—number of stages of the decision process under consideration,
yt—state of the process at the beginning of stage t (t ∈ 1, T ),
Yt—finite set of process states at stage t ,
xt—feasible decision at stage t ,
Xt (yt )—finite set of decisions feasible at stage t , when the process was in state
yt ∈ Yt at the beginning of this stage,
Ft (yt+1|yt , xt )—value of stage criterion at stage t for the transition from state yt to
state yt+1, when the decision taken was xt ∈ Xt (yt ),
Pt (yt+1|yt , xt )—probability of the transition at stage t from state yt to state yt+1,
when the decision taken was xt ∈ Xt (yt ). The following holds:

∀t∈1,T∀yt∈Yt∀xt∈Xt (yy)

∑

yt+1∈Yt+1

Pt (yt+1|yt , xt ) = 1, (1)

{x}—strategy—a function assigning to each state yt ∈ Yt exactly one decision
xt ∈ Xt (yt ),
{X}—the set of all strategies of the process under consideration,
{xt,T }—shortened strategy, encompassing stages from t to T .

We assume that a single state is considered at the first stage. Let us consider a
strategy {x} ∈ {X}. The expected value for the strategy {x} is calculated as follows:
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Algorithm 1

1. For each yT ∈ YT we calculate:

GT (yT , {xT,T }) =
∑

yT+1∈YT+1

FT (yT+1|yT , xT )PT (yT+1|yT , xT ), (2)

2. For each yt ∈ Yt , t ∈ T − 1, 1, we calculate:

Gt (yt , {xt,T }) =
∑

yt+1∈Yt+1

(Ft (yt+1|yt , xt ) + Gt+1(yt+1, {xt+1,T }))Pt (yt+1|yt , xt ),

(3)
3. As we assume that a single state is considered at the beginning of the first stage,

the expected value of the strategy {x} ∈ {X} is calculated from the formula:

G{x} = G1(y1, {x}). (4)

Using Bellmans optimality principle [1], we determine the optimal expected value
for the process and the optimal strategy.

Algorithm 2

1. For each yT ∈ YT we calculate the optimal value:

G∗
T (yT ) = max

xT ∈Xt (yt )

∑

yT+1∈YT+1

FT (yT+1|yT , xT )PT (yT+1|yT , xT ), (5)

and find the decision x∗
t (yt ), for which this maximum is attained. This decision

forms a part of the optimal strategy being constructed.
2. For each yt ∈ Yt , t ∈ T − 1, 1, we calculate the optimal value:

G∗
t (yt ) = max

xt∈Xt (yt )

∑

yt+1∈Yt+1

(Ft (yt+1|yt , xt ) + G∗
t+1(yt+1))Pt (yt+1|yt , xt ),

(6)

and find the decision x∗
t (yt ), for which this maximum is attained. This decision

forms a part of the optimal strategy being constructed.
3. The optimal expected value for the process is calculated from the formula:

G∗{y1} = G∗
1(y1). (7)

The finite set of all strategies {X} can be sorted into M classes in such a way that:

{X} = {X1} ∪ {X2} ∪ · · · ∪ {XM}, (8)
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where:

1. {Xi } ∩ {X j } = ∅ for i �= j
2. ∀i=1,...,M ∀{xk},{xl}∈{Xi}G{xk} = G{xl}
3. ∀i< j∀{xi}∈{Xi}∀{x j}∈{X j}G{xi } > G{x j }

Let G{X} = {G{x1}, . . . ,G{xM }} where {x1} ∈ {X1},…, {xM} ∈ {XM}. We
define i th optimal expected value for strategies from {X} denoted as maxi G{X}
in the following way:

maxi G{X} = G{xi }. (9)

The way of determining i th optimal expected value and i th optimal strategy is
described below.

Algorithm 3

1. For each yT ∈ YT we calculate i th optimal value:

Gi
T (yT ) = maxi

xT ∈XT (yT )

∑

yT+1∈YT+1

FT (yT+1|yT , xT ) PT (yT+1|yT , xT ), (10)

and find the decision xiT (yT ), for which this value is attained. This decision forms
a part of i th optimal strategy being constructed.

2. For each yt ∈ Yt , t ∈ T − 1, 1 we calculate i th optimal value:

Gi
t (yt ) =

maxi
xT ∈XT (yT )

j∈1,i

⎧
⎨

⎩

∑

yt+1∈Yt+1

[
Ft (yt+1|yt , xt ) + G j

t+1 (yt+1)
]
Pt (yt+1|yt , xt )

⎫
⎬

⎭
,

(11)

and find the decision xit (yt ), for which this value is attained. This decision forms
a part of i th optimal strategy being constructed.

3 Determination of Near-Optimal Strategies

The strategy {xm} is called near-optimal if its expected value differs from the expected
value of the optimal strategy {x∗} by at most the given value z, that is:

G{x∗} − G{xm} ≤ z. (12)

Let LS be the set of near-optimal strategies. In order to determine LS we can use
the following algorithm.
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Algorithm 4

1. Set i := 1, LS := ∅.
2. Use algorithm 3 to determine the set {Xi }.
3. If for {xi } ∈ {Xi }, G{xi } ≥ G{x∗} − z, then: LS := LS ∪ {Xi }, else go to 5.
4. Set i := i + 1, go to 2.
5. End of the procedure.

4 Application of the Quasi-hierarchical Approach
to the Solution of the Multi-criteria Problem

Let us assume that the solution of the dynamic problem is evaluated with respect to
K multi-stage criteria, each of which is the sum of T stage criteria.

The evaluation of each strategy with respect to each criterion is based on the
expected value. We assume that the decision maker ordered the criteria starting with
the one he or she regards as the most important. We assume therefore that he is first
of all interested in the optimisation of the criterion number 1, then of the criterion
number 2, etc. The determination of the solution by means of the quasi-hierarchical
approach is performed as follows:

Algorithm 5

1. Determine the optimal solutions of the problem with respect to each criterion.
2. Present the optimal values of each criterion to the decision maker.
3. Ask the decision maker to determine the aspiration thresholds, that is the values

which should be attained by each criterion in the final solution.
4. For each criterion determine the setLSk of strategies satisfying the requirements

determined by the decision maker.
5. Set J := K .
6. Determine the set LS := ⋂

k=1,J

LSk .

7. If LS �= ∅, go to step 9.
8. Set J := J − 1. Go to step 6.
9. From among the solutions in the set LS select those for which the first criterion

attains the highest value. If there are more than one such solutions, then in your
selection take into account the values of the next criteria in the order determined
by the hierarchy formulated by the decision maker.

10. IfLS := ⋂

k=1,J

LSk = ∅, check if the strategy obtained by this procedure satisfies

the decision maker. If not, return to step 3.
11. End of procedure.

In the procedure we determine the set of strategies which satisfy all the require-
ments determined by the decision maker. In many cases it may turn out that such
solutions do not exist. In such cases we try to determine solutions satisfying the
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requirements formulated for those criteria, which the decision maker regards as the
most important ones. Gradually, we therefore omit the requirements formulated for
the least important criteria, until the set LS containing the solutions satisfying the
requirements of the decision maker ceases to be empty. From among the solutions
contained in this set we select the one for which the first criterion attains the high-
est value. If there are more than one such solutions, then in our selection we take
into account the values of the next criteria according to the hierarchy defined by the
decision maker.

5 Final remarks

Usually we solve the hierarchical problem sequentially. First we find the set of
solutions which are optimal with respect to the most important criterion. Out of this
set, we select the subset of solutions which are optimal with respect to the criterion
number 2. We continue this procedure until we determine the subset of solutions
which are optimal with respect to the least important criterion.

The method described in this paper uses a different approach for solving a quasi-
hierarchical problem. Using the information provided by the decision maker, we
construct the set of optimal and near optimal strategies for each criterion. Next
we identify the intersection of the sets identified for all criteria. If it is not empty,
we use a quasi-hierarchical approach to select the final solution. When the intersec-
tion is empty, the decision maker can choose between two options: to continue the
procedure, ignoring the least important criterion or to start the procedure once more,
assuming new thresholds for criteria values.
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Multicriterial Design of a Hydrostatic
Transmission System Via Mixed-Integer
Programming

Lena C. Altherr, Thorsten Ederer, Lucas S. Farnetane,
Philipp Pöttgen, Angela Vergé and Peter F. Pelz

Abstract In times of planned obsolescence the demand for sustainability keeps
growing. Ideally, a technical system is highly reliable, without failures and down
times due to fast wear of single components. At the same time, maintenance should
preferably be limited to pre-defined time intervals. Dispersion of load betweenmulti-
ple components can increase a system’s reliability and thus its availability inbetween
maintenance points. However, this also results in higher investment costs and addi-
tional efforts due to higher complexity. Given a specific load profile and resulting
wear of components, it is often unclear which system structure is the optimal one.
Technical Operations Research (TOR) finds an optimal structure balancing avail-
ability and effort. We present our approach by designing a hydrostatic transmission
system.

1 Motivation and Technical Application

Technical systems have become more and more complex. In recent years, mathe-
matical methods have been applied to find not only optimal operation strategies [3],
but also the optimal layout of a technical system [6]. Often, one has to consider
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Fig. 1 Details on the hydrostatic transmission system. a Design problem: the construction kit
consists of four proportional and four shift valves. Which combination results in the best system?
b Load profile: the piston has to move outwards and inwards with a certain velocity against a
specified force

conflicting objectives, like investment costs, energy consumption and maintenance
effort. We present an approach that finds an optimal design for a hydrostatic trans-
mission system in a multicriterial setting, cf. Fig. 1. The purpose of the system is to
fulfill a predefined load cycle: A piston has to move outwards and inwards with a
certain velocity against a specified force. The required power is provided by a steady
pressure source and transmitted hydraulically via oil. To do so, volume flow and
pressure are controlled by proportional and shift valves.

The valve system will be designed from scratch. Its components can be chosen
froma construction kit consisting of four proportional and four shift valves. Serial and
parallel connections are possible. We aim to find the system structure that is optimal
regarding the conflictive objectives of low complexity and high availability, i.e., a
tradeoff between a smaller system (favorable in planning) and fewer replacements
due to wear (favorable in operation).

2 Mixed Integer Linear Program

We model the optimization problem as a Mixed Integer Linear Program (MILP)
consisting of two stages: First, find an investment decision in the set of components.
Secondly, find operating settings for the selected valves that fulfill the given load
profile while taking into account the wear of each proportional valve. Both stages
are coupled since a larger system may result in a suitable load dispersion between
the individual components and therefore reduced wear.
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All possible designs for the hydrostatic transmission system are modeled by a
complete graph G = (N,E). Its edges E correspond to optional proportional and
shift valves and to pipes between them. Furthermore, one edge represents the piston
of the transmission system. The nodes N of the graph correspond to connection
points between the components. Two additional vertices represent the steady pressure
source and the tank of the system. A binary variableKi,j for each optional component
(i, j) ∈ E indicates whether it is purchased (Ki,j = 1) or not (Ki,j = 0).

The hydrostatic transmission system has to fulfill two different load scenarios:
One for moving the piston outwards and one for moving it inwards. We copy the
system graph once for each of these load cases l ∈ L = {1, 2}. Since we also want to
model that worn out components can only be replaced at predefined points in time,
we further expand the index set by adding an index w ∈ W = {0, 1, 2, 3, . . .} that
represents the operating intervals. For each of these intervals both graphs are copied
once again. Inbetween these intervals, worn out components may be replaced. We
denote the fully expanded graph by G̃ = (Ñ, Ẽ). Binary variables αw,l,i,j for each
valve edge of the expanded graph allow to deactivate purchased components during
operation – pipe edges cannot be deactivated, so in the following we presume that
∀ (w, l, i, n) ∈ pipes(Ẽ) : αw,l,i,j = 1 by convention.

The conservation of the volume flow Qw,l,i,j is given by

∀ (w, l, n) ∈ Ñ :
∑

(w,l,i,n) ∈ Ẽ

Qw,l,i,n =
∑

(w,l,n,j) ∈ Ẽ

Qw,l,n,j. (1)

A positive value of Qw,l,i,j represents flow from node i to node j, while a negative
value represents flow in the opposite direction. An on/off-constraint makes sure that
only active components contribute to the volume flow conservation:

∀ (w, l, i, j) ∈ Ẽ : Qw,l,i,j ≤ Qmax · αw,l,i,j, (2)

Qw,l,i,j ≥ −Qmax · αw,l,i,j. (3)

Another physical on/off-constraint is the pressure propagation

∀ (w, l, i, j) ∈ Ẽ : pw,l,i − pw,l,j ≤ Δp + pmax · (1 − αw,l,i,j), (4)

pw,l,i − pw,l,j ≥ Δp − pmax · (1 − αw,l,i,j), (5)

which has to be fulfilled along each edge, if the component is active. Regarding
open shift valves, we assume Δp = 0. Regarding proportional valves, the resulting
pressure decrease depends on the valve lift uw,l,i,j and on the volume flow:

∀ (w, l, i, j) ∈ Ẽ : Qw,l,i,j =
√
2 · Δp

ρ
· ζ · d · uw,l,i,j, (6)

where ρ is the oil density, ζ its pressure loss coefficient and d is the valve’s diameter.
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Inbetween maintenance points, the system has to fulfill the load defined by each
loading case l ∈ L. The volume flow and the pressure decrease over the edge (Pi,Pj)

representing the piston of the transmission system have to satisfy

∀ w ∈ W , l ∈ L : Qw,l,Pi,Pj = vl · Apiston, (7)

pw,l,Pi − pw,l,Pj = Fl

Apiston
, (8)

where vl is the required velocity of the piston in loading case l, Apiston is the area of
the piston, and Fl is the required force in loading case l.

According to [2] the wear Δuw,i,j of the control edge of a proportional valve (i, j)
in interval w can be calculated by

Δuw,i,j =
∑

l∈L
uw,l,i,j ·

(

exp

[

−1

3
· Kw,l,i,j · tl

]

− 1

)

. (9)

where Kw,l,i,j = K (Δpw,l,i,j, uw,l,i,j, umax, d, ρ, cv) depends on operating parame-
ters such as the pressure loss Δp, the valve lift u, the maximum valve lift umax, the
valve’s diameter d, the oil density ρ and the volume fraction of suspended solids cv.
With this dependency, we can calculate the wear of each bought valve for a specific
loading case l with length tl. To do so within the MILP, all of the above mentioned
nonlinear equations were approximated by piecewise linear functions [7].

If the wear of a control edge exceeds a maximum valueΔumax in operating period
w ∈ W , the valve is worn out:

Δuw,i,j ≤ Δumax + δ · Dw+1,i,j, (10)

where δ is a small value, and Dw+1,i,j is a binary indicator. A worn out valve with
Dw+1,i,j = 1 cannot be used in interval w + 1 if it is not replaced by a new one. A
binary indicator Tw,i,j represents if the valve has been replaced at the beginning of
interval w (Tw,i,j = 1) or not (Tw,i,j = 0). For the flow through a valve (i, j) holds:

Qw,l,i,j ≤ (Ki,j − Dw,i,j + Tw,i,j) · Qmax, (11)

Qw,l,i,j ≥ −(Ki,j − Dw,i,j + Tw,i,j) · Qmax. (12)

Tw,i,j is coupled with variable Ki,j that represents the purchase of component (i, j):

Tw,i,j ≤ Ki,j. (13)

Furthermore, each valve’s wear in one operating interval has to be coupled with
consecutive intervals, cf. Fig. 2:
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Fig. 2 The wear of a valve’s
control edge saturates with
time, given constant
operating parameters. If the
wear reaches the upper limit,
the valve is replaced. We
assume a constant pressure
difference due to a
closed-loop control

W
E

A
R

max. wear

maintenance point maintenance point

LOAD CASES (without repetition)

∀w1 ∈ W , w2 ∈ W\{1, . . . ,w1}, (i, j) ∈ valves(E) :
w2∑

w=w2−w1−1

uw,i,j ≤
(

Ki,j +
w2∑

w=w2−w1

Tw,i,j

)

· (Δumax + δ) . (14)

We want to find an optimal system structure for the hydrostatic transmission
system that balances twodiverse objectives:An increase in availability by introducing
redundancy implies a decreasedmaintenance effort due towear. However, the system
becomes more complex and thus more costly. In order to find an optimal tradeoff,
we use the following objective function which calculates the overall lifetime costs
consisting of the initial investment and costs due to replacement of worn components
at maintenance points:

min
∑

(i,j)∈shift(E)

Ki,j + 2 ·
∑

(i,j)∈proportional(E)

(

Ki,j +
∑

w∈W
Tw,i,j

)

. (15)

In this example we make the assumption that proportional valves are twice as expen-
sive as shift valves and that shift valves do not wear out.

3 Optimal System Structure

Our aim is to find an optimal design of a hydrostatic transmission system with a
given maintenance plan. We solve the MILP with the commercial solver cplex. If we
assume 200,000 load cycles in each operating interval w and change the number of
maintenance points considered, we get the result depicted in Fig. 3.

If we consider only one operating interval, i.e., no opportunity for replacements
at all, the smallest possible system consisting of four components is chosen: Two
shift and two proportional valves. The system meets the required function during the
interval and the individual components’ wear does not reach the upper limit.
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Fig. 3 Depending on the number of operating intervals that are considered in the optimization
model, the optimal system structure changes

For an extended period with two operating intervals, the two shift valves are
replaced by proportional valves, although we assumed them to be twice as expensive
as the shift valves. By doing so, the wear is shared by two proportional valves in
each load case. Therefore, no replacement happens at the maintenance point.

When considering a third operation interval, the solution contains one additional
valve compared to the smallest possible system consisting of two shift and two
proportional valves. During the outwards-movement of the piston, the throttling
is performed via a parallel connection of two proportional valves instead of one.
This hot spare distributes the wear over both components, making their life cycle
more compatible with the time between maintenance points. In this solution, three
replacements occur: The proportional valve on the left is replaced two times since it
throttles the inward-movement alone and suffers from a high wear. One of the other
two proportional valves has to be replaced one time. There was no combination of
valves in the construction kit which can sustain the wear for three operating periods.

4 Conclusion and Outlook

The presented optimization model finds an optimal system structure for a specific
technical problem with a maintenance plan, given deterministic wear of the compo-
nents. It can be applied to other technical systems, since boundary conditions, like
the number of loading cycles per interval, can be adapted. For each further mainte-
nance point, new second stage variables have to be added to the model, and the run
time increases exponentially. While we focused on modeling aspects in this paper,
we plan to reduce run time by techniques like dual decomposition in future work
[4]. For a large number of time periods it might be necessary to discount the cash
flows. Having increased computation speed, interesting extensions of our model are
to include reliability aspects [1] and to determine the pareto frontier [5].
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Optimal Pulse-Doppler Waveform Design
for VHF Solid-State Air Surveillance Radar

Miloš Jevtić, Nikola Zogović and Stevica Graovac

Abstract VHF radars are suitable in some air surveillance applications, due to their
cost-effectiveness and the fact that radar cross section of an aircraft is larger at
VHF band than at higher frequencies, making detection easier. To ensure coverage
of all ranges and velocities of interest, contemporary VHF radars utilize a complex
waveform.We formulate the design of thiswaveformas amultiobjective optimization
problem, with signal-to-noise ratio (SNR), Doppler visibility and Doppler resolution
as objectives, which should bemaximized.We show that the objectives are in conflict
and use a particular example to explore the Pareto frontier (PF) for the problem.
We find that reasonable tradeoff can be made between SNR and Doppler visibility,
leading to an idea ofmultiplemodes of operation, selectable at run time.We conclude
that this subject is worth of further investigation, and that finding an efficient method
for determining the PF would facilitate further research.

1 Introduction

VHF radars are desirable in some air surveillance applications, due to their cost-
effectiveness and the fact that radar cross section (RCS) of an aircraft is larger at
VHF band than at higher frequencies, making detection easier. The use of solid-state
transmitter (SST) is almost a norm in modern VHF radars. Low peak power (on the
order of 10kW) inherent to SST requires the use of long pulses to achieve acceptable
signal-to-noise ratio (SNR) for long distance targets, which causes significant range
eclipsing, since receiver must be turned off while transmitting. Common approach
for overcoming this problem is alternating pulses of different durations: long pulses,
which enable detection on long ranges only, and short pulses, which enable detection
on short ranges only. To provide target detection in environments dominated by
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clutter, recently developed VHF radars employ a processing approach called moving
target detection (MTD) [1, 2], which is essentially a combination of clutter mapping
and pulse-Doppler (PD) processing [2]. PD processing requires that nP elementary
waveforms (consisting of one short and one long pulse) are transmitted using the same
pulse repetition frequency (PRF). Time interval in between successive elementary
waveforms beginnings (equal to inverse of PRF) is termed pulse repetition interval
(PRI). Time interval consisting of nP equal PRIs is a coherent processing interval
(CPI). For each time sequence consisting of nP samples taken at the same range
during aCPI, discrete Fourier transform (DFT) is applied. Then, spectral samples near
zero, corresponding to unwanted stationary or slowly moving objects are discarded,
leaving targets of interest to compete onlywith noise in subsequent detection process.
However, in a low PRF (LPRF) regime, typically used in air surveillance radars,
target’s Doppler shift can be greater than PRF/2, which causes target’s energy to fold
into [−PRF/2, PRF/2] interval. If target’s energy folds into notched out region (near
zeroth DFT bin), target will go undetected. In such case, it is said that target’s radial
velocity (or speed) is blind for that PRF [2]. To reduce effects of blind speeds, several
different PRFs are used in consecutive CPIs [2]. Complex waveform which enables
coverage of all ranges and velocities of interest, is shown in Fig. 1.

Standard textbooks on radar, such as [1, 2] give basic recommendations on how
to choose the PRFs. In [3–5], PRF set selection for a medium PRF (MPRF) airborne
radar using evolutionary algorithms was studied. Same topic was formulated as a
multiobjective optimization (MOO) problem in [6]. In [7], we formulated the optimal
LPRF PD waveform design as a MOO problem, with pulses durations and PRIs as
design variables, and SNR maximization and blind speed mitigation efficiency as
objectives. We illustrated how this problem can be solved using an approach with a
posteriori articulation of preferences [8]. In this paper, we extend the research from
[7] by introducing an additional objective—Doppler resolution maximization, and
an improved metric for blind speed mitigation efficiency, based on clutter model and
blind zones extents calculation.

Fig. 1 Complex waveform
transmitted during a dwell.
Long and short pulses
durations, τS and τL , and the
number of elementary
waveforms (EW) within a
CPI, nP , are the same in each
of N CPIs



Optimal Pulse-Doppler Waveform Design … 311

2 System Model and Problem Formulation

Let SNRL denote received SNR when target at maximal range of interest (instru-
mented range) RI is illuminated with long pulse. Increasing SNRL is equivalent to
increasing the maximal detection range. For calculating SNRL, we use the same
model as in [7].

We define a blind zone as a region of Doppler spectrum in which target’s radial
speed is blind formore than one PRF. In a blind zone, target can be hard or impossible
to detect. We define Doppler visibility percentage (DVP) as percentage of Doppler
spectrumof interestwhich is not coveredbyblind zones. IncreasingDVP is equivalent
to reducing the extents of blind zones. To calculate DVP, we first need to determine
the extents of notched out region of spectrum for each PRF.We assume that clutter has
Gaussian power spectral density, modeling combined effects of windblown trees and
scanning modulation, with standard deviation determined following [1, pp. 2.11–
2.16], and assuming windy conditions. We approximate the effects of discarding
spectral samples with an ideal highpass filter, with cutoff frequency restricted to odd
multiples of half the DFT bin width. Then we seek for a smallest cutoff frequency
fC for which the clutter attenuation (CA) is at least CAmin, using [2, Eq.17.20] to
calculate CA. Notched out zones of width 2fC centered at integer multiples of the
PRF are combined for all PRFs, and DVP is calculated.

Doppler resolution is commonly determined with the Rayleigh width of the DFT
mainlobe [2, p. 509], which is inversely proportional to observation time.Multiplying
the Doppler resolution with half the wavelength, we obtain velocity resolution (VR).
Capability to resolve targets on the basis of their velocities is improved if VR is
decreased. The worst resolution VRmax is achieved in a CPI with the smallest PRI.

As in [7], we assume that PRIs are chosen according to scheme recommended
in [1, p. 2.41, p. 2.91], so that the PRI set is fully determined with only two design
variables - the smallest PRI in a set, PRImin, and the parameter r∗, which determines
the ratios between PRIs, and in turn how closely spaced they are.As noted in [7], short
pulse duration τS is not considered a design variable, but it influences the problem
through an inequality constraint.

Design variables x1, x2 and x3, design variable vector x and feasible design space
X are defined in (1), with functions gj(x) same as in [7, Eq.15]. Objective functions
F1(x),F2(x) andF3(x), objective function vectorF(x) and feasible objective spaceZ
are defined in (2), where Pt is peak transmitted power, G is antenna gain, λ is carrier
wavelength, σ is target’s RCS, k is Boltzmann’s constant, T0 is standard temperature,
F is receiver noise factor, LS is system loss, θ3 is 3dB antenna beamwidth, and ω is
antenna rotation speed. DVP can not be expressed in closed form. The problem is
formulated in (3).

x1 ≡ r∗, x2 ≡ τL, x3 ≡ PRImin, x = [
x1 x2 x3

]T

X = {
x | gj(x) ≥ 0, j = 1, 2, . . . , 5

}
(1)
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F1(x) ≡ SNRL = PtG2λ2σ

(4π)3R2
I kT0FLS︸ ︷︷ ︸

CSNR

·
⌊

θ3

ω · PRIavg · N
⌋

︸ ︷︷ ︸
nP

· τL

= CSNR ·
⌊

θ3

ω
· r

∗ + �rmin(N)

r∗ + �rmax(N)
· 1

PRImin · N
⌋

︸ ︷︷ ︸
nP

· τL

F2(x) ≡ DVP = DVP(r∗, PRImin)

F3(x) ≡ −VRmax = − 1

PRImin · nP · λ

2

F(x) = [
F1(x) F2(x) F3(x)

]T
, Z = {

F(x) | x ∈ X
}

(2)

x∗ = argmax
x

F(x) s.t. gj(x) ≥ 0, j = 1, 2, . . . , 5 (3)

3 Analysis, Optimization Example and Discussion

Table1 shows our expectations on how increasing design variables affects the objec-
tives. These expectations are partly a result of analyzing formulas forF1 andF3 in (2).
Discontinuities (stairs, saw teeth) are expected, due to presence of rounding down
operator. As for F2, increasing both x1 and x3 leads to more closely spaced PRFs,
which increases the likelihood that the aliases of notched out regions will overlap, in
turn decreasing F2. Although we expect decreasing trend for F2, there may be local
extrema. Conflicts between the objectives are expected.

We propose the same optimization approach as in [7], i.e. finding the Pareto
frontier (PF) and then imposing preferences. To illustrate the approach, we use the
same example as in [7], corresponding to hypotheticalmodernVHF radar.We assume
NDFT = 64 and CAmin = 40dB. Since design space has continuous parts, we sample
it uniformly, calculate values of objective functions for each sampled point, and
perform an exhaustive search for Pareto optimal (PO) points in the objective space.
The results are shown in Fig. 2.

PO points marked with A, B and C in Fig. 2 correspond to maximal attainable
values of objectives. Points between A and C (including C) are not acceptable,

Table 1 Expected influence of design variables on objective functions

x1 ≡ r∗ ↑ x2 ≡ τL ↑ x3 ≡ PRImin ↑
F1 ≡ SNRL ↑ (stair) ↑ ↓ (stair)

F2 ≡ DVP ↓ (trend) – ↓ (trend)

F3 ≡ −VRmax ↑ (stair) – 	 (saw tooth)
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Fig. 2 Objective space
(gray) with PO points (red
circles). PO points which
correspond to maximal
attainable values of
objectives are A (12.81,
98.26, −22.05), B (10.13,
99.06, −24.37) and C
(3.388, 67.83, −22.03). PO
points between A and B
(including A and B) are the
acceptable solutions (color
figure online)

because they provide negligible increase in F3 at the expense of decreasing F1 and/or
F2. However, moving from B to A, reasonable trade-off is made, i.e. F1 is increased
for a factor of 1.26 (26%) and F3 is increased for 2.32m/s (9.5% improvement),
at the expense of decreasing F2 for 0.8%. Thus, A and B and PO points between
them are the acceptable solutions. We propose postponing the ultimate choice of a
single PO point until run time. For example, operator could choose between two
modes of operation, one which favorsDVP (point B), and the other one which favors
improved SNR and VR (point A). The results and suggestions given here, are in
general agreement with, but more accurate than those of [7].

Since exhaustive search provided useful insights into achievable tradeoffs, an
efficient solution method was not needed in this phase of the research. However, we
had to put restrictions on design variables to limit the total number of points, because
exhaustive search does not scale well. An upper bound of 35 was put on x1, while
x2 and x3 were discretized with resolution of 10µs, as in [7]. For application in real
radar system it would be interesting to increase the resolution and the upper bound,
which would require a more efficient solution method. Such a method could even
enable real time adaptation to a change of a system parameter (e.g. antenna rotation
speed). Since there are three objectives, it seems that a mature evolutionary MOO
algorithm such as NSGA-II [9] could be used as the solution method.

4 Conclusion

In this paper, we treat the VHF MTD solid state air surveillance radar PD waveform
design as a MOO problem, taking SNR, Doppler visibility and Doppler resolution
as objectives. Our findings are as follows:
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• Since Doppler visibility is in conflict with SNR and Doppler resolution, there is no
single optimal solution for PD waveform design problem, but there are multiple
PO solutions among which a compromise solution should be chosen.

• Particular example that we used showed that only a part of PF contains the accept-
able solutions, in the sense that compromise achieved by choosing among these
solutions is reasonable from the practical perspective. Moving between two PO
points at the opposite ends of the acceptable part of the PF, 0.8% loss in Doppler
visibility can be traded for 9.5% improvement in Doppler resolution and 26%
increase of SNR. The significance of 26% SNR increase can be illustrated by
comparison. To achieve the same effect through increasing the peak transmitted
power, Pt , 26% more power amplifier modules in the SST would be required,
which would increase SST size, weight, power consumption and price.

• The ultimate choice of a single solution among the acceptable PO points could
be performed by an operator, at run time. In the simplest case, there could be two
modes of operation, one which maximizes SNR and Doppler resolution, an the
other one which maximizes Doppler visibility. Active mode could be selected as
the operator seems fit, according to the current situation.

Based on these results, we believe that the subject of PD waveform design using
MOO deserves further research. One line of future work could involve increasing
resolution and extents of the design space to allow for a more accurate assessment
of the PF. As discussed in the third section, such research would require finding an
efficient method for determining the PF.
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A Hybrid Approach of Optimization
and Sampling for Robust Portfolio Selection

Omar Rifki and Hirotaka Ono

Abstract Dealing with ill-defined optimization problems, where the actual values
of the input parameters are unknown or not directly measurable, is generally not
an easy task. In order to enhance the robustness of the final solutions, we propose
in the current paper a hybrid metaheuristic approach that incorporates a sampling-
based simulation module. Empirical application to the classical mean-variance port-
folio optimization problem, which is known to be extremely sensitive to noises in
asset means, is provided through a genetic algorithm solver. Results of the proposed
approach are compared with that specified by the baseline worst-case scenario and
the two approaches of stochastic programming and robust optimization.

1 Introduction

Dealing with ill-defined optimization problems, where the actual values of the input
parameters are unknown or not directly measurable, is generally not an easy task.
For example, Markowitz-type portfolio optimization problems are formulated with
many probabilistic coefficients, but the coefficients are actually impossible to mea-
sure. Instead, they are approximately calculated from past histories of returns on
assets based on some assumptions, but this often raises the problem that the best
portfolio on the approximate model could be very bad for the real scenario. This
might be due to an over-fitting to the approximate model, and we can say that the
computed portfolio is not “robust” for the difference between the calculated coef-
ficients and the “true” coefficients. This kind of problem is frequently seen in the
fields where true parameters are difficult or impossible to obtain, but still hard to
resolve in the ordinary optimization framework. In this paper, we propose a method
to obtain a robust solution for the problem with approximate parameters. The main
idea is to combine a metaheuristic (MH) algorithm and simulation techniques. Such
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combination has been already covered [9, 10]. The basic role of simulation up to
now in these combinations is the estimation of the solution performance, or in other
terms the computation of the objective function, which is usually done by taking
expectations over simulation’s scenarios. Some approaches extend this role to rank-
ing and selection procedures at the end of MH search, which includes screening
out inferior solutions and conducting additional simulations [3, 10]. However, our
use of simulation is rather different. It is intended to detect robust solutions among
several good candidate solutions, with a main focus on robustness assessment. For
this purpose, two simple robustness criteria are proposed, such that robustness of
each solution depends not only on its performance over scenarios, but on the other
solutions performances as well. The simulation module is run once at the end of the
MH search, with a synergic exchange between both parts. For the application on
portfolio optimization, the hybrid MH is compared to two models of optimization
under uncertainty, one of robust optimization and the other of stochastic program-
ming. In a second experiment, the contrast between the worst-case baseline solutions
and that of the hybrid approach is discussed. The overall hybrid method is described
in the next section, while the application is provided in Sect. 3. Section4 concludes.

2 The Hybrid Approach

Simulation Module. Consider the following constrained optimization problem,

max
x

f (θ̃ , x) subject to x ∈ C ⊆ R

n, θ̃ ∈ Δ ⊆ R

m, (1)

where the uncertainty solely affects the objective function f (θ̃ , x) : Δ × C → R, x
denotes a vector of design variables constrained to a set C ⊆ R

n, and θ̃ ∈ Δ ⊆ R

m

is a vector of random variables representing uncertain parameters. We can make
the problem (1) well-defined by assuming that θ̃ varies within an uncertainty set
Θ ≡ {θ ∈ Δ : ||θ − θ0||p ≤ ξ} = Bξ (θ0) ⊆ R

m, centered at θ0 which we shall call
the nominal value of θ̃ . ||.||p denotes the lp norm in R

m, e.g. p = 1, 2. The focus
of the simulation is on detecting design variables x that have desirable robustness
properties within Θ . To this purpose, given a set X = {x1, x2, . . . , xK } from which
robust solutions will be chosen, we proceed by studying the xi’s behavior in terms of
performance across a number of randomly generated samples θ̃ fromΘ , that we shall
call scenarios. It is important to mention that the simulation module does not involve
any optimization operation, but rather a number of evaluations. Suppose that N
independent and identically distributed scenarios of θ̃ are drawn, say θ1, θ2, . . . , θN ∈
Θ . To measure robustness of an instance x ∈ X , two measures RX

1 (x) and RX
2 (x)

are introduced. The first one reports the ratio across scenarios of being top-ranked
solution, which is defined to be having the best function value f compared with the
other solutions of X . Using the following indicator function,
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IX (θ, x) =
⎧
⎨

⎩

1, if f (θ, x) = max
y∈X

f (θ, y)

0, otherwise
∀θ ∈ {θ1, . . . , θN }, ∀x ∈ X ,

we can obtain an estimate of RX
1 (x) as, ̂RX

1 (x) = 1

N

N∑

i=1

IX (θi, x) ∀x ∈ X .

The second measure RX
2 (x) starts by computing for each scenario θi the per-

formance ratio f (θi, x)/fXmax(θi), where f
X
max(θi) = maxy∈X f (θi, y) is the maximum

function value reached for the scenario θi. These ratios are averaged afterwards. An
estimate of RX

2 (x) can be written as,

̂RX
2 (x) = 1

N

N∑

i=1

f (θi, x)

fXmax(θi)
.

The reason of using the first measure is intuitive. It relates the robustness of a solution
to the number of times it is optimum (within X ) for a number of samples of θ̃ .
Whereas the advantage of the second measure is to take into account the relative
span of each solution to the top-ranked solutions across scenarios. Indeed, this latter
ratio is desirable to know if a solution is rarely ranked best, but frequently exhibits
small gaps to top-ranked solutions. Table1 illustrates the simulation module. Three
elements need to be set: the solution setX , the sample sizeN , and the distribution of
the N random draws of θ̃ ∈ Θ , which includes the distribution shape, e.g. Gaussian,
uniform and the noise magnitude parameter ξ of Bξ (θ0) = Θ .

Hybridization. The combination between the MH and the simulation is designed
to be of high level, allowing each part to retain its own identity. Theoretically any
MH independently of its structure can be used within the approach. Before running
the simulation, the MH will be performed several times, denoted by V , for several
instances of the uncertain parameters. In Fig. 1, the MH is run V = 3 times for 3
randomly generated variables θ ′

1, θ
′
2, θ

′
3 ∈ Θ with θ0 the nominal value. The overall

solution pool outputted by the MH runs are grouped to constitute the input of the
simulation moduleX . The size of the final output is equal to theMH population size

Table 1 Description of the simulation module

X
︷ ︸︸ ︷

x1 x2 ... xK
(I1) scenario θ1 f (θ1, x1) f (θ1, x2) ... f (θ1, xK ) →fXmax(θ1)

(I2) scenario θ2 f (θ2, x1) f (θ2, x2) ... f (θ2, xK ) →fXmax(θ2)

... ... ... ... ...

(IN ) scenario θN f (θN , x1) f (θN , x2) ... f (θN , xK ) →fXmax(θN )

̂RX
1 (x)/̂RX

2 (x) -/- -/- ... -/-
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Fig. 1 General scheme of the proposed hybrid algorithm

K ≥ 1. Each scenario adds a cost of V × K evaluations, thus finding a mechanism
that reduces the sample size N is of high interest.

3 Application to Portfolio Optimization Problem

Methodology. The portfolio selection model considered in this study is the standard
single-period mean-variance without short-selling, stated for n risky assets as [11],

max
w

{EU(w)} = {μp(w) − λσ 2
p (w)} subject to

n∑

i=1

wi = 1, wi ≥ 0 ∀i ∈ [|1, n|] (2)

where wi is the fraction held in the ith asset. The expected return of the portfo-
lio is equal to μp(w) = ∑N

i=1 wiμi, such that μi is the ith asset mean. The vari-
ance of the portfolio corresponds to σ 2

p (w) = ∑N
i=1

∑N
j=1 wiwjσij, such that σij is

the covariance between the returns of the ith and jth assets. The parameter λ indi-
cates the degree of the investor’s risk aversion. This problem is famously known to
be extremely sensitive to perturbations in the inputs, especially to assets means μi

[4, 6]. The uncertainty set wherein the vector μ = (μi) is considered to take value is
the ball Bξ |μ0|(μ0) = {

μ ∈ R

n : |μi − μ0 i| ≤ ξ |μ0 i|, ∀i ∈ [|1, n|]} centered at the
nominal asset means vector μ0. Nominal data values are taken from one of the four
data instances of the OR-library [1] illustrated in Table2. In the first experiment, our
hybridmethod is empirically compared to two robust formulations of the problem (2).
To keep those compared models computationally tractable, hard constraints are not

Table 2 Benchmark instances

No. Index Assets Γbound No. Index Assets Γbound

1 Hang
Seng

31 13.95 3 FTSE 100 89 22.94

2 DAX 100 85 22.44 4 S&P 100 98 24.03
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added to (2). The first formulation is a robust optimization (RO) based on Bertsimas
and Sim approach [2]. It leads to the following quadratic constrained program,

max z s.t.
n∑

i=1

wiμ0 i − λ

n∑

i=1

n∑

j=1

wiwjσij ≥ z + pΓ +
n∑

i=1

qi and
n∑

i=1

wi = 1

and − vi ≤ μ0 i ≤ vi, p + qi ≥ ξviwi, wi, qi, vi, p ≥ 0 ∀i ∈ [|1, n|]
(3)

where Γ is a real valued parameter within [0, n] used to balance the problem robust-
ness against the level of conservatism of solutions. Γ = 0 leads to the nominal
formulation (2). We set Γ at the approximate bound Γbound introduced in [2]. The
solution of (3) will be noted wro. A stochastic programming (SP) based model is also
considered.According tomean-risk stochasticmodels fromFabozzi et al. [8], achiev-
ing robustness can be done through expectation of our objective function EU(w) and
subtraction of a penalty function expressed as a risk variance. By disposing of a
number of S equally-weighted scenariosμs

i , s ∈ [|1, S|], supposed to be drawn from
a distribution similar to that of the hybrid MH scenarios in order to make the analysis
easier, we obtain the following robust counterpart of problem (1),

max
w

n∑

i=1

wiμ0 i − λ

n∑

i=1

n∑

j=1

wiwjσij − κ
[ S∑

s=1

1

S

(
n∑

i=1

μs
i wi

)2 − (
S∑

s=1

n∑

i=1

μs
i wi

S

)2
]

s.t.
n∑

i=1

wi = 1, and wi ≥ 0 ∀i ∈ [|1, n|]
(4)

where κ is a robustness averseness parameter.We fix κ = 1 and S = 50. The solution
of (4) shall be noted wsp. Both wro and wsp are optimally solved using CPLEX 12.5,
while the hybrid method is run in a Java environment. For the metaheuristic, Genetic
algorithm (GA) is applied. The choice of GA, which is a well-known population-
based MH grounded on the darwinian natural selection principle—survival of the
fittest, is due to its high performance reported for solving mean-variance models
when compared with other MHs [5, 12]. We use a straightforward application of

Table 3 Values of the GA parameters initially obtained through a tuning experiment

GA Parameter Value GA Parameter Value

Representation Real-valued Population size (=K) 300

Selection Tournament Max generations 800

Crossover SBX [7] Crossover probability 0.25

Mutation Polynomial [7] Mutation probability 0.01



322 O. Rifki and H. Ono

Fig. 2 First experiment
description

GA with Table3 considerations. In the first experiment, wR1 and wR2 , respectively
the top-ranked portfolios of the hybrid approach according to RX

1 and to RX
2 , are

compared to wro and wsp. After each solving run, a new simulation module is per-
formed as indicated by Fig. 2. The final results are averaged over 100 runs. To con-
struct the solution pool of the hybrid approach, 10MH runs are performed. The
remaining parameters are set as follows, the simulation sample size N = 1.2 × 105,
λ = 2, plus two noise magnitudes are considered, a low ξ = 0.01 and a large one
ξ = 0.3. The sampling is assumed to be uniform. The second experiment compares
the two final lists of solutions of the hybrid approach (of size K) ranked accord-
ing to RX

1 and RX
2 to that induced by μwc the baseline worst-case scenario (wc).

To spot μwc ∈ {μ1, μ2, . . . , μN }, we seek μi with a lower value of the summation∑
w∈X EU(w, μi), ∀i ∈ [|1,N |].

Results. The results of the first experiment are shown in Table4. The dark back-
ground box indicates the best value obtained for each row. All the percentages of
the RX

2 measure are of very high value, which suggests good performance for the
four portfolios. For low noise magnitude, all portfolios have remarkably close RX

2
values, while in high noise magnitude the finer RX

2 ratios are forwR2 andwSP. On the
other hand, RX

1 ratios reveal a couple of variations between the portfolios, though in
general wR1 has the best value, then followed either by wR2 or wR0 and finally by wSP.
For the second experiment, the GA population size is reduced to K = 50 to prevent
memory overflow. Figure3 shows the composition of the three considered popula-
tions averaged over 100 runs. The μj in the figure’s legend represent the instances
of asset means used in the portfolio generation. The three considered populations
(of size K) differ in their repartition. The ones according to wc and RX

2 allow more
space for nominal portfolios, which are generated using μ0, while the reparation
of RX

1 population is more fair between asset means instances, for around 10% for
each μj. RX

1 and RX
2 populations are ranked respectively according to RX

1 and RX
2

measures. The rank of the portfolios induced the wc scenario is set according to
EU(w, μwc). For top ranked portfolio of each population, i.e. rank=1, we examine
its analogous ranking in the other wc, RX

1 and RX
2 populations. This is done 100

times in order to construct the box plots of Fig. 4. We observe inter alia that the best
portfolios of RX

1 population, have spread ranks in wc and RX
2 populations (the gray

boxplots), while portfolios ranked best in wc and RX
2 , still hold high ranking in RX

1
population. Similar observations can also be made for ξ = 0.3 case.
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Table 4 First experimental results: the obtained RX
1 and RX

2 ratios for the 4 datasets

Fig. 3 Population repartitions in terms of asset means instances for ξ = 0.01 (for dataset No. 1)

Fig. 4 Distribution of
analogous rankings of top
portfolios by wc, RX

1 and
RX
2 for ξ = 0.01 (for

dataset No. 1)
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4 Conclusion

In order to find less sensitive solutions to perturbations affecting input parameters of
ill-defined problems, we proposed a hybrid metaheuristic approach incorporating a
simulation module. Two measures of robustness are used (RX

1 and RX
2 ). Empirical

experiments conducted on the problem of portfolio optimization against noises in
assets means show that for low and high noise magnitudes, hybrid GA exhibits better
robustness in terms of the RX

1 measure, not far followed by RO based portfolio and
then lastly by the SP based portfolio, whileRX

2 ratios are quite close for all portfolios.
Results of comparing hybrid GA results to the baseline worst-case scenario (wc), i.e.
themost less favorable scenario among the generated ones, favorsRX

1 measure when
it comes to ranking top portfolios according to RX

2 or wc.
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Tabu Search Heuristic for Competitive Base
Station Location Problem

Marceau Coupechoux, Ivan Davydov and Stefano Iellamo

1 System Model

We consider the following location problem. New 5G networks are deployed by
two competitive operators (called resp. O1 and O2), which we refer to as a leader
and a follower due to their sequential entering the market. They compete to serve
clients by installing and configuring base stations (BS). We assume that the leader
had already made a decision and is operating a 5G network. Follower arrives at the
market knowing the decision of the leader and set it’s own 5G network. Follower is
able to set up his BSs on all the available sites. It is also possible to share the site with
the leader. In the latter case follower pays leader an additional sharing price. Each
client chooses the network considering the average quality of the service provided.
The aim of the follower is to choose locations for his BS in order to maximize his
profit.

1.1 Network and Propagation Model

Let S be the set of all sites, where base stations can be installed. This set is made
of three subsets: S = S f ∪ S o

1 ∪ S o
2 , where S o

i is the set of sites having a 4G
base station installed by Oi , i ∈ {1, 2}, andS f is a set of free sites for potential new
installations.
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O1 have a subsetS n
1 of new 5G base stations installed. His new BSs are installed

among the free sites and the sites having old BSs of O1:S n
1 ⊂ S f ∪ S o

1 . The rent
price is set by O1 for every site with its BS, i.e. in the set S n

1 ∪ S o
1 . Now O2 is

deploying its 5G network by choosing a set S n
2 for its 5G BSs. He has a choice

among all the sites inS , i.e.S n
2 ⊂ S . If a 5G BS of O2 is placed on a site inS n

1 ,
he will have to pay the sharing price fixed by O1. Otherwise, he will have to pay for
maintenance. At the end of this phase, some users leave O1 and take a subscription
with O2.

Now let consider a user located at x . Let define the channel gain between location
x and BS b as gb(x) and let assume that the transmit power of b is Pb. Signal to
interference and noise ratio (SINR) of the considered user in x with respect to b is
given by:

γb(x) = Pbgb(x)
∑

i �=b Pi gi (x) + N
, (1)

where N is the thermal noise power in the band. User in x is said to be covered by b
if γb(x) ≥ γmin for some threshold γmin . User in x is said to be served by b if he is
covered and Pbgb(x) ≥ Pi gi (x) for all i �= b. Note that at every location, users can
be served by at most one BS from each operator.

For a user located in x and served by station b, the physical data rate achievable
by this user is denoted by cb(x), which is an increasing nonlinear function of γb(x)
with cb(x) = 0 if γb(x) < γmin .

1.2 Traffic Model

We assume there is a constant traffic demand in the network that operators will
potentially serve. In every location x , there is a demand λ(x)/μ(x), where λ(x)
is the arrival rate and 1/μ(x) is the average file size. Note that this demand in x
is statistical and can be shared by O1 and O2 or not served at all. Let assume that x is
covered by O1 and a proportion p1(x) of the demand is served by BS b from O1. A
proportion p2 = 1 − p1(x) of the demand is served by O2. We focus in this paper on
a specific case for p1: If location x is not covered by O1, p1(x) = 0. Otherwise, p1
does not depend on the location and depends only on the overall relative quality of
service in the network O1 compared to O2. The idea behind this assumption is that
users are mobile and they choose their operator not only with respect to the quality
of service at a particular location but rather to the average experienced quality.

Then, the load created by x on b in the network of operator Oi is pi (x)ρib(x),
where ρib(x) = λ(x)

μ(x)cib(x)
, where cib(x) is the physical data rate in x and is an increas-

ing function of γib(x). The index i is here to recall that the SINR, so the physical
data rate, and the load are computed in the network of Oi . This is an important point
because in the rest of the paper, station b is likely to be shared by both operators.
We can now define the load of station b as: piρib, where ρib = ∑

Aib
ρib(x), where
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Aib is the serving area of b, i.e., the set of locations served by b, in network Oi . BS
b is stable if piρib < 1 and we will consider only scenarios where this condition is
fulfilled.

Let us define by Λ, Λ = ∑
x∈A λ(x), the total arrival rate in the network. The

average throughput obtained by a random user from operator O1 is given by:

ti = 1

Λ

∑

b∈S n
i

∑

Aib

piλ(x)(1 − piρib)cib(x). (2)

We assume that users are the players of an evolutionary game. In this framework,
the choice of a single user does not influence the average throughput of an operator.
An equilibrium is reached when both average throughputs are the same. In this case,
we equalize t1 and t2, which leads to the following quadratic equation:

f (p1) = p21(
∑

b∈S n
2

ρ2b

∑

A2b

λ(y)c2b(y) −
∑

b∈S n
1

ρ1b

∑

A1b

λ(x)c1b(x))+

+ p1(
∑

b∈S n
1

∑

A1b

λ(x)c1b(x) − 2
∑

b∈S n
2

ρ2b

∑

A2b

λ(y)c2b(y) +
∑

b∈S n
2

∑

A2b

λ(y)c2b(y))+

+
∑

b∈S n
2

ρ2b

∑

A2b

λ(y)c2b(y) −
∑

b∈S n
2

∑

A2b

λ(y)c2b(y) = 0.

Let p∗
1 be the operator 1 market share at equilibrium. Several cases arise:

• If f (p1) > 0 for all p1 ∈ [0; 1], then operator 1 is always preferred to operator 2,
and p∗

1 = 1.
• If f (p1) < 0 for all p1 ∈ [0; 1], then p∗

1 = 0.
• if f (p1) = 0 for some p1 ∈ [0; 1], then there are one or several equilibrium points.
In this case, we set p∗

1 = max{p1 ∈ [0; 1] : f (p1) = 0}. The assumption behind
this choice is that operator 1 has come first on the market. The dynamics of p1
thus starts from 1 and decreases to the first encountered equilibrium point.

1.3 Pricing Model and Objective Function

There are operational costs that have to be paid regularly. These operational costs
include traditional costs like electricity, maintenance, site renting, and possibly a
sharing price. The sharing price is paid by O2 to O1 for every site where BSs are
shared. Let λ be the traditional operational cost per unit of time for a single operator
BS. Let (1 + α)λ with 0 < α < 1 be the traditional operation cost for a shared BS.
Let sb the sharing price set by O1 for its BS b. We assume that the revenues of an
operator are proportional to the market share, i.e. P1 = p1 ∗ C , where C is the total
capacity of the market. The objective function (i.e., the profits) is revenues minus
operational costs.
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2 Problem Formulation

As mentioned in the introduction, we are interested in the problem of base sta-
tion placement where one provider (follower) enters the market competing for the
clients with already existing network (leader). Follower deployes his base stations
on possible candidate sites so as to maximize his profit. In this section we present
the mathematical model of this optimization problem. Let us introduce the decision
variables: y j = 1, if the follower installs a BS on a site j ∈ S , y j = 0 otherwise.
yi j = 1, if the location i is served from station j, yi j = 0 otherwise.

Now the competitive location problem can be written as a followingmixed integer
programming model:

max
y

((1 − p1)C −
∑

j∈S o
1

s j y j −
∑

j∈S f

s j x j y j −
∑

j∈S f ∪S o
2

λy j (1 − x j )) (3)

subject to

Pbgib yb ≥ γmin

∑

j∈S , j �=b

Pj gi j y j + γminN − Γ (1 − yib) ∀b ∈ S , i ∈ I (4)

Pbgib yb ≥ Pj gi j y j − Γ (1 − yib) ∀b, j ∈ S , i ∈ I (5)

yi j ≤ y j ∀i ∈ I, j ∈ S (6)

The objective function (3) can be understood as the total profit obtained by the
follower, computed as the difference between the expected revenue from clients
served and the operational costs and sharing prices paid for the stations installed.
The sharing payment gives additional profit to the leader, and reduces the gain of the
follower. Constraints (4) are the SINR conditions for a location to be covered. When
yib = 1, the expression boils down to the SINR condition with respect to the SINR
threshold γmin .Whenever yib = 0 then the condition is always fulfilled because of the
large value of Γ . Constraints (5) combined with (4) state that the location satisfying
the minimal SINR constraint is served by a BS providing the most powerful signal.
Constraints (6) state that a service is possible only if a station is installed.

3 Tabu Search Approach

Although, the constraints of the problem are linear, due to realistic model of clients
behavior it is not the case for the goal function. Latter fact makes it hard to apply
a broad variety of approaches, which works well with linear integer programming
problems. In order to tackle the follower problem we propose a tabu search heuristic
framework, which performs well on similar problems [1].
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The tabu search method has been proposed by Fred Glover. It is a so called trajec-
torymetaheuristic and has beenwidely used to solve hard combinatorial optimization
problems [2]. The method is based on the original local search scheme that lets one
“travel” from one local optimum to another looking for a global one, avoiding local
optimum traps. The main mechanism that allows it to get out of local optima is a
tabu list, which contains a list of solutions from previous iterations which are pro-
hibited to be visited on the subsequent steps. We use well-known Flip and Swap
neighborhoods to explore the search space within y variables. Together with the tabu
list, we exploit the idea of randomized neighborhoods. This feature allows to avoid
looping, significantly reduces the time per iteration, and improves search efficiency.
We denote by Swapq the part q of the Swap neighborhood chosen at random. Flipq
neighborhood is defined in the same way, but with the different value of parameter q.

Scheme of STS method:

1. Build an initial solution Y , define the randomization parameter q, initialize an
empty tabu list.

2. Repeat until the stopping criterion is satisfied:
2.1. Construct neighborhoods Flipq(Y ) and Swapq(Y ) and remove forbidden

elements from them.
2.2. If the neighborhood is empty, return to step 2.1, else find an adjacent solution

Y ′ with the largest value of the follower’s profit.
2.3. Let Y = Y ′, update tabu list and if Y ′ > Y ∗ update the record.
3. Show the best solution found Y ∗.

The initial solution is chosen at random. The randomization parameters q for the
neighborhoods are set to be sufficiently small. As the tabu list, we use an ordered list
of units or pairs of the follower’s facilities that have been closed and opened over
the last few iterations. The length of the tabu list changes in a given interval during
local search. If the best found solution begins to repeat itself, we increase the tabu
list length by one; otherwise, we reduce it by one. The method stops after a given
number of iterations or after a certain amount of computation time.

4 Experimental Studies

The proposed approach have been implemented in C++ environment and tested on
the randomly generated and real data instances. We generated 10 sets of instances
with different number of client locations (20, 40, . . ., 200). All locations are chosen
with the uniform distribution over the square area. The number of sites was 1/4 of
number of clients locations. Leader occupies exactly half of the sites at random. All
the other data was also generated at random. The aim of the experiment was to study
the behavior and convergence of the approach. We run the algorithm on all the 100
instances, 10 runs per instance. Time limit was set to 5 s. for each run. The algorithm
has demonstrated strong convergence. Among all the instances there was only 3
examples, with different results on different runs. All of the examples was rather
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Table 1 Profit and market share of the follower

Sharing price Leader share
(p1)

Follower
profit

Leader profit N shared sites N opened sites

200 0.327 1755 1314 2 7

220 0.327 1715 1354 2 7

250 0.371 1633 1436 2 7

280 0.393 1589 1420 1 6

310 0.416 1574 1338 0 6

big (with 180, 200 and 200) locations. And the relative difference between outputs
was less then 1%. The second experimental study concerns the real data. We use
the client locations and base station cites of the part of 13th arrondissement of Paris
[3]. The geometric centers of the blocks are assumed to be client locations. We also
use the coordinates of existing base stations in this area. We have run a number of
experiments in order to testify the believability of the proposedmodel. The following
table contains the results of the dependance of followers behavior from the sharing
price, proposed by the leader. It can be seen from the table that high sharing price is
not always the optimal one for the leader (Table1).

5 Conclusions

We have considered new competitive base stations location problem with sharing.
We have proposed a mathematical model for this problem and tabu search based
heuristic for obtaining good solutions rather fast. Computational results shows the
believability of the model and allows to expand both the model and method on the
bilevel problem.
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Robust Optimization of IT Security
Safeguards Using Standard Security Data

Andreas Schilling

Abstract Finding an appropriate IT security strategy by implementing the right
security safeguards is a challenging task. Many organizations try to address this
problem by obtaining an IT security certificate from a recognized standards organi-
zation. However, in many cases the requirements of a standard are too extensive to be
implemented, particularly by smaller organizations. But the knowledge contained in
a security standard may still be used to improve security. Organizations that have an
interest in security but not in a certificate, face the challenge of utilizing this knowl-
edge and selecting appropriate safeguards from the given standard. To solve this
problem, a new robust optimization model to determine an optimal safeguard con-
figuration is proposed. By incorporatingmultiple threat scenarios, obtained solutions
are robust against uncertain security threats.

1 Introduction

Existing models addressing the problem of establishing an effective IT security strat-
egy require organizations to provide a lot of exact input data like threat probabilities
or asset valuations. However, these values are difficult to obtain in practice and hard
to verify but nonetheless critical to the quality of solutions. To address this issue,
Schilling and Werners [5] proposed an approach that solves the safeguard selection
problem on a higher level of abstraction than previous models. For this purpose, a
comprehensive IT security knowledge base, the IT baseline protection catalogues
published by the German Federal Office for Information Technology [1], is utilized.
In this paper, we present a robust extension of this model. By means of simulation,
we show in a realistic example that a robust solution stochastically dominates a
deterministic one.
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2 Model Formulation

The IT baseline protection catalogues divide an IT system into several components
p ∈ P . Each component encapsulates knowledge of a specific part of the overall
system. This includes a list of threats i ∈ I that are endangering the component’s
security. To counteract these threats, a wide range of safeguard alternatives k ∈ K is
available. By deploying a safeguard, the criticality of one or more threats is reduced.
It is important to note that safeguards are different in their effectiveness and they
affect each other when they relate to the same threat. To express how effective a
safeguard is, the effectiveness coefficient σk ∈ [0, 1] is introduced. If more than one
safeguard applies to the same threat, the effectiveness coefficients are multiplied. As
a result, the effectiveness of safeguards is increasing with a decreasing slope if more
safeguards are selected [4]. The product of these coefficients is then multiplied by
the criticality coefficient γ ∈ R>0 of a threat to reduce it. To address the inherent
uncertainty of threats, we introduce a number of scenarios for the threats’ criticality.
By selecting safeguards, the criticality of threat i in scenario ω ∈ Ω is reduced:

tω,i = γω,i ·
∏

k∈K
σk

sk ·Tk,i ∀ω ∈ Ω, i ∈ I . (1)

Equation (1) yields variable criticality index tω,i of threat i in scenarioω for a given
safeguard configuration sk . Binarymatrix T = (Tk,i ) is given as an input to themodel
and defines the relation between safeguards and threats. The exponent of σk states
that a safeguard only causes a reduction of ti if and only if it is implemented (sk = 1)
and relates to the particular threat (Tk,i = 1). If sk = 0 or Tk,i = 0, the corresponding
coefficient of the product defaults to 1 and the threat is unaffected by the safeguard.

The definition of tω,i leads to a nonlinear problem which has some drawbacks
compared to linearmodels [5]. Due to the structure of the problem, it can be linearized
by taking the natural logarithmof tω,i . This transformation is feasible becauseweonly
need to distinguish between threats’ relative criticality indexes tω,i which remains
possible after transformation.When the problem is solved, all logarithmic values can
be reconverted.

To define component security, variable cω,p is introduced. It is defined as the max-
imum of criticality indexes of threats associated with the component. Whether threat
i is associated with component p is defined by matrix C = (Ci,p). The definition of
component criticality is based on the idea that the security of a component depends
on the most critical of its threats, i.e., the weakest link in the security chain:

cω,p = max
i∈I

{
tω,i |Ci,p = 1

} ∀ω ∈ Ω, p ∈ P. (2)

Figure1 illustrates how component criticality is defined and how security is max-
imized by reducing the criticality of components. The objective is to select a feasible
subset from the pool of safeguards thatmaximizes security. This is achieved by select-
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Fig. 1 Safeguard configuration minimizes maximum threat criticality over all components

ing safeguards such that their combined impact on the reduction of threat criticality
is maximized.

With these definitions, we formulate a MILP to obtain a robust safeguard config-
uration. To ensure robustness against uncertain threat realizations, we minimize the
maximal regret in each scenario [6]. By consideringmultiple scenarios instead of one,
the selected safeguard configuration performs better in an uncertain environment. To
obtain the robust configuration, we first determine scenario optimal solutions ln(Z∗

ω)

by solving the problem for all ω ∈ Ω:

min ln(Zω) = max
p∈P

ln
(
cω,p

)
(3)

s.t. ln
(
cω,p

) = max
i∈I

{
ln

(
tω,i

)|Ci,p = 1
} ∀ p ∈ P (4)

ln
(
tω,i

) = ln
(
γω,i

) +
∑

k∈K
sk · Tk,i · ln(σk) ∀ i ∈ I (5)

∑

k∈K
sk ≤ N (6)

sk ∈ {0, 1} ∀ k ∈ K . (7)

The objective is tominimize the logarithmic system criticality ln(Zω)which is de-
fined as the highest logarithmic component criticality index (3). Note that constraint
(5) is obtained by taking the natural logarithm of Eq. (1). Constraint (4) defines
ln

(
cω,p

)
as the maximum of associated ln

(
tω,i

)
values. The total number of safe-

guards is limited to N in constraint (6) and sk is set to be binary (7). In the next steps,
a robust solution is obtained by considering all scenarios in a single model. First, we
minimize the maximal regret:

min ξ = max
ω∈Ω

ln(Zω) − ln(Z∗
ω) (8)

s.t. ln(Zω) = max
p∈P

ln
(
cω,p

) ∀ω ∈ Ω (9)

and (4)−(7).
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In constraint (9), the scenario dependent objective is defined. Using the scenario
optimal solution ln(Z∗

ω), the regret ln(Zω) − ln(Z∗
ω) is calculated and the maximum

of these values is minimized (8). The result is the optimal regret ξ ∗ which serves as
an upper bound for the distance of the robust solution to all scenario optimal ones. In
the following step, this value is used to guarantee that the robust solution performs
well in all considered scenarios. Note that we are using a slightly altered formulation
for calculating the regret in (8) and (11) since ln(Zω) and ln(Z∗

ω) are logarithmic
values. The used formulation is feasible since it leaves the solution space intact.

Finally, in a third step,wemaximize security byminimizingmaximumcomponent
criticality indexes over all scenarios. In order to adhere to the maximal regret ξ ∗
in each scenario, constraint (11) is introduced. The relevant output is the robust
safeguard configuration srob

∗
k :

min ln(Zrob) = max
ω∈Ω

ln(Zω) (10)

s.t. ln(Zω) − ln(Z∗
ω) ≤ ξ ∗ ∀ω ∈ Ω (11)

(4), (5) ∀ω ∈ Ω

and (6), (7), (9).

3 Computational Results

To illustrate the application of the model, an exemplary IT system with 12 compo-
nents is analyzed. The problem comprises 151 threats and 254 safeguard alternatives.
To estimate threat criticality γ and safeguard effectiveness σ , we use the method
proposed by [5]: they determine a deterministic single point estimate for γ by con-
sidering the number and qualification of safeguards associated with each threat. In
the following this value is called γ -base. The safeguard effectiveness σ is estimated
based on the qualification level defined in [1].

Schilling andWerners [5] demonstrate how security is increased by applying a de-
terministic version of the presented model. There an optimal safeguard configuration
is obtained by solving the model with a single criticality estimate γ -base per threat.
They show that the number of safeguards can be reduced significantly compared to
official implementation recommendations published by the BSI while achieving a
greater or equal overall security level. The question is how such a solution performs
in an uncertain environment and how it compares to a robust one. To answer these
questions, we generate a set of scenarios to solve the robust model and a second set
to evaluate and compare the obtained solutions.

The goal when generating scenario values γω,i is to represent uncertainty in a
sensible way. Since security threats are inherently uncertain, we approximate vari-
ations of threat criticality coefficients by a normal distribution with expected value
γ -base. The standard deviation is set to a value of 5 which results in reasonable vari-
ability in relation to γ -base. We initially generate a pool of 250 scenario values for
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γ which give a good indication on how the criticality of threats may vary. For com-
putational reasons, the number of scenarios has to be reduced significantly before
optimization. To utilize the obtained data most effectively, we employ the scenario
reduction approach proposed by [3]. Here scenarios are selected that represent the
initial 250 ones as good as possible. This is achieved by iteratively selecting one
scenario at a time that represents all remaining scenarios as closely as possible and
that is not already represented by a previously selected scenario. In each iteration,
the scenario with the minimal cumulated Euclidean distance to all other scenarios
is selected and then removed from the initial scenario pool [3]. After 10 iterations,
we obtain 10 scenarios which are used as input to the optimization. The scenario
generation process is visualized in Fig. 2. The model is implemented and solved with
the standard optimization software Xpress Optimization Suite [2].

The goal of this analysis is to determine how the robust solution performs com-
pared to the deterministic γ -base solution in an uncertain environment. For this pur-
pose, we simulate how the system criticality (objective value) of our model varies
in different threat scenarios. We generate 1000 additional scenarios using the same
procedure as before. In each iteration of the simulation, we compute the objective
value with one threat criticality scenario and a fixed safeguard configuration. The
two configurations that are of interest are the deterministically determined configura-
tion sγ−base∗

k and the robust configuration srob
∗

k . In Fig. 3, the cumulative distribution
function of both solutions is plotted. The figure clearly visualizes that the robust so-
lution outperforms the deterministic solution. As a matter of fact, the robust solution
is first-order stochastically dominant over the deterministic one. In other words, the
objective value of the model is very likely to be smaller throughout various scenarios
when applying the robust safeguard configuration srob

∗
k compared to the deterministic

configuration sγ−base∗
k . This is a much desired result since a lower objective value

implies higher security.
The reason for this dominance lies within the structure of the problem and is a

combination of two factors: first, we have a lot of safeguards to choose from but
only choose a relatively small subset. In addition, safeguards affect different subsets
of threats and, by combining them, their impact on different threats changes. As a
result, if we incorporate multiple scenarios into the model, the resulting safeguard
configuration performs better in each and every one. And since these scenarios are

Fig. 2 Visualization of
threat criticality scenario
generation with subsequent
scenario reduction. Initially,
250 scenarios are generated
on the basis of γ -base and
then reduced to 10 scenarios
that are input to the model

objective
initial

scenarios

model
input

scenario
reduction

-baseγ

component
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Fig. 3 Plotted cumulative
distribution functions
(CDFs) of objective value of
robust and deterministic
solutions (1000 iterations).
The CDFs indicate the
probability that the objective
value is less than or equal to
a value on the x-axis.
Therefore, robust safeguard
configuration srob

∗
k (upper

curve) is more likely to yield
smaller objective values than
deterministic configuration

sγ−base∗
k (lower curve)

selected to be good representatives of reality, we obtain this strong property of first-
order stochastic dominance. This is a significant observation because it implies that
even if threat criticality is not fully known, the obtained robust solution will be very
effective in protecting an IT system in an uncertain environment.

4 Conclusion

In this paper, we presented a robust extension of the model developed by [5]. The
model solves the safeguard selection problem to effectively protect IT systems. By
means of simulation, we demonstrated that a robust safeguard configuration per-
forms significantly better under the assumption of unknown threat criticality. Future
research may extend the scope of the model further, including a multi-period formu-
lation to support mid- and long-term decision making.
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Cologne Mass Casualty Incident Exercise
2015—Using Linked Databases to Improve
Risk and Crisis Management in Critical
Infrastructure Protection

Florian Brauner, Andreas Lotter, Ompe Aime Mudimu
and Alex Lechleuthner

Abstract Critical Infrastructure Protection (CIP) is a challenging operation for all
involved organisations: Authorities, critical infrastructure providers and even policy
makers. Integrated risk management is required to keep risks as low as possible and
well-developed crisis management helps to mitigate the effects of events that have
occurred. Achieving the right balance is difficult especially for anthropogenic threats
such as terrorist threats, which are difficult to assess with normative riskmanagement
approaches. In May 2015, the TH Köln executed two exercises to address risk and
crisis management in case of terrorist threats. The exercises were embedded in the
research project RiKoV, which was being funded by the German Federal Ministry
of Research and Education.

1 Introduction

Critical Infrastructure Protection (CIP) is a major challenge especially when norma-
tive risk analysis methodologies fail through (a) lack of data and/or (b) low probabil-
ities of events. Terrorism, as an anthropogenic threat and systemic risk, is an example
for an event that has a low probability, but high consequences. New approaches of
risk management are needed to analyse such threats, to find the most appropriate
security measure to reduce the consequences or prevent the event [1].
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The project RiKoV developed such a risk management approach for terrorist
threats in public transportation systems. However, even during the next step in our
research, a new problem arose: How can such an approach be evaluated? The TH
Köln decided to execute two exercises.

In a first exercise, a new approach to determine vulnerability was validated by
verifying the determined values with reallife values in a scenario. In a second exer-
cise, the crisis management personnel were trained to improve the efficiency of the
involved forces. To collect the necessary data, the Institute ofRescueEngineering and
Civil Protection at the TH Köln used a methodical framework they had developed,
which consists of technical support systems. For example, it uses a Mass Casualty
Incident Benchmark that rates the patient care according to the individual satisfaction
of basic needs in the incident with a mobile tele-dialog system. A local positioning
system (RTLS) additionally collects the locations and times of forces or victims and
gains special events. So, it is possible to evaluate which limited resources came into
action and when and where.

All the data are combined in a complex database to understand the processes of
prevention and mitigation of terrorist attacks in a critical infrastructure (CI).

2 Methodology

To evaluate methodology, data are needed that can be processed to obtain a result.
Nevertheless, the structure and type of the methodology itself, has to be considered
in the evaluation process as well. The TH Köln methodology is a scenario-based
approach that consists of a generic process model combined with an expert interview
guideline [2], which is considered in the evaluation process as well. To evaluate the
methodology, a three step evaluation process was executed, including a table-top
exercise, a multi-agent-simulation and real-life exercise. This article focuses on the
real-life exercise.

In addition, the exercise identifies possible links between risk and crisis manage-
ment. What information flows from risk management into the on-scene handling of a
crisis and also what information flows back later on into risk management cycles [3]?

3 Experiment

On the 25th and 26th of May in 2015, two real-life exercises were executed in a
subway station of the city of Cologne. The first day addressed riskmanagement while
the second day addressed especially the crisis management of the cities authorities.
Especially linking the scenarios for both days to capture information flows from risk
into crisis management processes was important.

We chose a terrorist bomb scenario with one attacker (no suicide) to set up two
exercises.
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1st Exercise “Risk Management”

The environment was a Cologne subway station including four different entrances,
two train platforms and two additional intermediate levels each having stairs and
escalators to both platforms. Besides already existing security measures such as
video surveillance and service personnel, additional security measures were imple-
mented on the intermediate level such as different kinds of metal detectors, explosive
detectors and face recognition (smart) cameras. To give the environment a realistic
scenario, 100passengerswere playedbyTHKöln students plus onefictitious attacker.
Like a normal station, someof the passengerswere carrying luggage including liquids
and electronic devices. The attacker also had luggage and was hiding an explosive
device in his suitcase.

In ten experiments, the security measures had to find the attacker or the explosives
by using different security settings. The overall goal was to find an appropriate
setting that allowed detecting the attacker/explosives as well as dealing the passenger
flows over time without having increased waiting times for passengers. Therefore, a
local positioning system tracked every movement of passengers, attacker or service
personnel in the station and stored them in a 3D visualization model in an integrated
database.

2nd Exercise “Crisis Management”

In an additional experiment, wewent one step further and assumed the scenario could
not be stopped by the security measures. Now, the 100 passengers were casualties
according to an explosive analysis with 15 very badly injured, 15 moderately injured
and 70 lightly injured casualties. The student actors were dressed up and wore make-
up according their specific injury role. The train driver started the exercise by sending
an alarm by to the local authorities (911 hotline). Over 140 members of the local
fire brigade, emergency medical services and police joined the exercise to handle the
situation.While our observers and cameras documented and recorded the information
flows, the individual care of patients was recorded by a mobile television dialogue
system based on APP/Tablet version connected via WLAN.

4 Technique

We used different methods for evaluating the ongoing processes and the influence of
the newly implemented security measures. The first method was installing observers
at the defined key positions, such as the entrances to the station, the metal detectors
and so on. These observers monitored the time it takes to pass a specific security
measure or the time the passengers had to stay in the line before entering the station.
They also noticed if passengerswith dangerous goodswere detected.Using observers
to evaluate exercises is a well-known method that has been implemented for long-
time.
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Furthermore we used technical support to obtain results from the exercise, such
as video surveillance to record the paths of the passengers. Therefore we installed
four cameras in the station: Two in the incoming intermediate level and two on the
platform level. In combination with the results of the observers, the recorded videos
gave us the possibility to find reasons for increased waiting time.

In addition, we used a Real-Time Locating System (RTLS), which was developed
by ubisense. Every passenger and also the service personnel were taggedwith a small
transmitter. This system gives us the possibility to track the paths of the passengers
and to track the duration of stay in different zones. These zones were defined in the
planning process and divided the station into the following parts:

• Entrance and waiting line → incoming intermediate level
• Zone of the security measures (where the passengers were checked) → incoming
intermediate level

• Zone of luggage return (if the passengers had luggage) → incoming intermediate
level

• Platform → platform level
• Exit → outgoing intermediate level

Afterwards, the RTLS even gave us the possibility to see when the service per-
sonnel and the attacker met. Together with the observers and the video surveillance
we could determine, why the attacker was recognized or why he was not.

For the second exercise we used observers again. Every observer focussed on
a special part of the exercise and was given only a few central questions to focus
on. In addition to the observers, we also used the Mass Casualty Incident (MCI)-
Benchmark, which had been previously developed by the TH Köln [4].

In the planning process, every passengers injuries had been described and then
afterwards the recommendedmethods of treatmentwere figured out. During the exer-
cise, every passenger received a tablet or smartphone and then logged into a wireless
network and to start a web-based application, where all the recommended methods
of treatment were on buttons. If the passenger received one of the defined methods
of treatment, the passenger was to press the appropriate button and the application
defined a time-stamp. All the gained time-stamps were put in the benchmark system
to calculate point value. The reachable point value is based on the complexity of the
recommended methods of treatment.

5 Integrated Database

The results were captured in an integrated database for evaluation purposes. The data-
base pools the data of the observers, camera surveillance,RTLS, securitymeasures, as
well as scenario details such as passenger/terrorist description and luggage/weapon
description. The architecture was developed according the preference to analyse the
passenger flows for the points of interests (Fig. 1).
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Fig. 1 Database architecture (source TH Köln)

6 Results

The results can be displayed in a 3D model visualization of the environment. By
using the integrated database, the different data sources can be compared by using a
common network time protocol (ntp). This enhances the possibility to look at a same
situation with a different point of view.

3D modelling supports the evaluation of the pathways and can identify specific
regions of crowding or occasions. Especially, the effects of security measures on
the passenger flows can be easily compared according the security level (setting

Fig. 2 Exemplary snapshot of real-life exercise and person tracking (source TH Köln). a Real-life
exercise. b RTLS. c Event-interaction
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of measures). The data of the experiments provided first realistic results on the
effectiveness of specific data, such as service personnel in context of preventive
terrorist or asset detection (Fig. 2).

7 Conclusion

Real-life exercises provide a good possibility to capture data for the evaluation of
methodologies in case of unavailable other data or lack of methodologies. The effort
needed to prepare and perform such an exercise is high. However, the results can
also be used to answer further research questions due to the integrated database. The
collection of data needs special techniques to capture the quantitative data as well as
qualitative data by observers. The technical framework using a RTLS, video surveil-
lance, MCI-Benchmark and observers worked to obtain the data in both exercises.

In the future, we are going to focus on the social patterns of customers to improve
the settings of multi-agent simulations (MAS) in this topic [5]. The optimization of
MAS will help to elaborate data, e.g., data farming [6] and to analyse the effective-
ness of security measures in a more diverse variety of scenarios [7]. Especially the
interconnectedness and the enhancing effects of different security measures will be a
major part of this research towards integrated security concepts that cover variety of
different scenarios. Also,MASwill allow the investigation of futuremeasures, which
have not been implemented in such dynamical systems yet, in order to simulate a
proof-of-concept and find new beneficial application possibilities.
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Simulation-Based Analyses for Critical
Infrastructure Protection: Identifying
Risks by Using Data Farming

Silja Meyer-Nieberg, Martin Zsifkovits, Dominik Hauschild
and Stefan Luther

Abstract Critical infrastructure protection represents one of the main challenges
for decision makers today. This paper focuses on rail-based public transport and on
the interaction of the station layout with passenger flows. Recurring patterns and
accumulation points with high passenger densities are of great importance for an
analysis since they represent e.g. critical areas for surveillance and tracking and
further security implementations. An agent-based model is developed for crowd
behavior in railway stations. For the analysis, we apply the methodology of data
farming, an iterative, data-driven analysis process similar to the design of simulation
experiments. It uses experimental designs to scan the parameter space of the model
and analyses the data of the simulation runs with methods stemming from statistics
and data mining. With its help, critical parameter constellations can be identified and
investigated in detail.

1 Introduction

Critical infrastructures as for example energy, transportation, telecommunication,
water, or health services are essential for the functioning of a modern state [3]. The
protection of critical infrastructures is therefore of high importance. The different
sectors are also highly interconnected which may lead to cascading effects if dis-
turbances as e.g. blackouts arise. This paper reports first results from an ongoing
study in the context of a joint research project [4, 13]. The so-called RiKoV project
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focuses on transportation systems, specifically on rail-bound public transportation.
From an abstract viewpoint, two main components from the railway network have
to be taken into account: the network connections themselves and the nodes—in
other words—the stations. To safeguard the public against e.g. terroristic attacks, the
implementation of various security measures is the focus of recent research [14] and
also part of RiKoV [4, 13]. Here, the emphasis lies on the protection of train stations
as one of the most vulnerable parts of the network. The effectiveness of security
measures depends, however, strongly on the location where they are placed. While
the problem of optimal sensor placement is often considered in literature, see e.g.
[16], we argue that additional factors have to be taken into account. It is standard
to consider the station layout to provide an optimal sensor coverage, see e.g. [15].
However, the influence of crowds on the effectiveness of the security measures or
surveillance sensors themselves is only seldom investigated. We could only identify
some approaches in the area of crowd estimation [8]. In addition, implementing secu-
rity measures may change the passenger flows and the usage of the station. Installing
security technologies as e.g. checkpoints may lead to bottlenecks and may impair
the primary function of the station. Analyzing the traffic patterns inside a particu-
lar station and investigating the interactions between flows, structure, and security
installations appears therefore of great importance.

This paper explores the use of agent-based simulation to gain more insights into
the everyday interactions of the station layout with passenger flows. The goal is to
identify recurring patterns and accumulation points with high passenger densities.
They are of great importance for an analysis since they represent among others
critical areas for surveillance and tracking and further security implementations. The
paper reports first results of the ongoing analysis focussing on the methodology.
We suggest to use data farming, a relatively new approach stemming from military
operations research. It represents an interactive, iterative method which appears to
be well suited to the task at hand.

The paper is structured as follows. Section2 introduces agent-based modelling
and the pedestrian flow model developed for the analysis. Afterwards, the analy-
sis methodology, data farming, is introduced, before it is applied to the model in
Sect. 3. Section4 summarizes the main findings of the paper and presents an outlook
regarding further research topics.

2 An Agent-Based Model for Pedestrian Flows

Agent-based models (ABMs) are concerned with the behavior of autonomous agents,
depicting the actions and the interactions between them and the environment [9].
They are used to analyze the collective, emerging behavior of the modelled system.
Agent-based models follow a ground-up or bottom-up approach by focussing on the
individual and the interactions of the individual. Several type of agents exist with
agents having either simple or complex behavioral routines [1]. Since this paper is
concerned with individual passenger behaviour, an agent-based model appears as
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an appropriate choice. It should be noted that the analysis of agent-based models is
not easy due to stochastic influences and to the interactions on the individual level.
This necessitates an experimental analysis in nearly all cases. The paper focuses on
the Munich main station, a terminal station located in the city center. At present,
this station represents the second largest train station in Germany. Approximately
350,000 passengers are served by 240 long distance trains and over 500 short distance
trains per day, see [10]. Furthermore, concerning the city itself, the central station is an
essential traffic hub since it provides connections to suburban trains and underground
trains in the station itself as well as to many bus and tram lines on the outside.
The terminal station with over 30 tracks consists of three distinct parts: the central
platforms dedicated mainly to the long distance travel and two separate stations
for regional lines. All platforms are accessible from the main hall where shops and
restaurants are located. Currently, the model considers three agent types: tourists,
commuters, and business travelers. In each case, arriving (via train) or departing
pedestrians (other station entrances) are distinguished. The model can be easily
augmented to include further types. The differentiation was introduced to analyze
how groups with different basic behavioral patterns influence the passenger flows.
At the moment, these pattern representatives serve as demonstrative examples. The
value ranges of their control parameters are based on the findings of first data analyses
[11]. Future work will consider behavioral types constructed based on an extensive
data collection. The model is developed for the purpose to analyse the flows that
are caused by the individual paths through the station. The main behavioral routines
of the agents reflect this: While the agent group determines the probabilities for
choosing particular entry or exit points and influences their movement through the
station, each agent makes a stochastic decision causing sufficient diversity of the
agent behavior.

The model distinguishes between regional and long distance trains. The assign-
ment is performed randomly based on the agent class. Trains are an important factor
of the model. They provide entry and exit points for agents. Their arrival and depar-
ture is assumed to be stochastic with the time between the departure of a train and
the arrival of a new train following a truncated normal distribution. The time a train
stays in the station is uniformly distributed.

Furthermore, the walking behavior is decisive. Pedestrians chose their global path
with the A* path finding algorithm. Locally, the path calculated can be varied in order
to avoid collisions. The model was implemented using NetLogo which is released
under the GNUGeneral Public License. While it has originally be aimed at students,
it has emerged as a serious research tool, see e.g. [12].

3 Experimental Analysis: Data Farming

The experiments follow the general data farming methodology [2]. Data farming
aims to provide insights into the potential system responses and into the underlying
causes, that is, into the interaction and effects of the variables. The input variables
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are typically referred to as factors. Data farming is a interdisciplinary approach that
is usually performed iteratively, since information gained from the experiments may
lead towards new research questions. Many agent-based models include stochastic
effects. In order to arrive at statistically sound conclusions with respect to e.g. the
effect of a certain factor, themodel has to be run repeatedly. If additionally, the number
of agents in the simulation is large and/or the simulation requires a large number of
iterations, the time for a single run may become quite long. Thus, computer clusters
are often used to perform the analyses. The more influence factors shall be analyzed,
the more experiments have to be performed. Furthermore, the parameter space of the
influence factors has to be covered in detail. Finally, potential interactions between
the factors need to be accounted for. Therefore, modern statistics has devoted a huge
amount of attention on finding good experimental designs. In order to analyze the
experiments, methods from statistics (descriptive and inferential) and datamining are
applied. Commonly used approaches include among others polynomials (typically of
first and second order) classification and regression trees, Kriging models, artificial
neural networks, support vector regression and many more [6].

Two main scenarios: monday morning and a week-day afternoon are considered
in this paper. The scenarios differ in the proportion and rate of tourists, commuters
and business travelers entering the station. The morning scenario has among others
a higher ration of commuters, whereas tourists represent the dominant group in the
afternoon. People choose their specific entrance or exit corresponding based on the
findings of a data analysis [11]. Summarizing, the scenarios assume that the primary
goal of a commuter is to reach either his train or further connections outside the
station. The group of business travelers is assumed to favor long distance trains.
Intermediate stops are more probable than for commuters in departure, since we
assume that they make purchases with respect to their longer travels. The third group
of travelers are tourists, whose behavior strongly differs with respect to whether they
just arrived or wish to depart. When they arrive, we assume that they leave the station
soon since theywant to reach their destination. On departure, their behavior is similar
to that of departing business travelers with a preference for more intermediate stops.
Since tourists often explore the city itself and since the main station is also one of
the main connecting hubs concerning the inner city transportation, the probability of
choosing a train as an exit is lower as in the other cases. The available empiric data
of Munich central station [11] is used infer waiting times and length of stays at the
intermediate stops.

The focus of our current series of experiments lies on the distribution of the
pedestrian in the different parts of the stations. We are interested in identifying on
the one hand areaswith high passenger densities and on the other hand areaswith long
lengths of stays. Due to time constraints it was not possible to vary all parameters of
themodel in the data farming process. Therefore, only the parameters of the dominant
groups in the respective scenario were taken into account. A nearly orthogonal latin
hypercube design was chosen as experimental design [5, 7]. The design resulted in
33 data points. For each data point, 30 simulation runs were conducted, resulting
in 990 experiments. Due to space restriction, we only show the main findings as
heatmaps in Figs. 1 and 2. This heatmaps are based on the average values of the two



Simulation-Based Analyses for Critical Infrastructure Protection … 353

Fig. 1 Heatmap for the performance measures agent distribution

Fig. 2 Heatmap for the performance measure length of stay

performance measures and scaled in representative groups which can be seen in the
color range at the top right. As the figures show, the platforms represent the areas
with the highest passenger densities whereas people stay longest in the restaurant
areas.

4 Conclusions

The protection of critical infrastructures is of considerable importance, where trans-
portation systems represent a vital part. Therefore, researchoften addresses the imple-
mentation, effects, and costs of safeguarding the infrastructure and the population
against threats posed for example by terrorist attacks—especially in train stations.
The influence and the interactions of security and surveillance installations on the
traffic patterns is however seldom considered. Therefore, this paper focuses on the
experimental analysis of the interactions of structure, pedestrian traffic patterns, and
security measures reporting first results of the ongoing research project. The analysis
shows that in the observed station the highest passenger densities can be found on
the platforms, wheras people spend most time in the restaurant areas. One has to
note that these results might differ according to different stations architectures. The
analysis will be extended in several ways in future work. Among other, we will focus
on the development of new prototypical behavioral models that will be used as the
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foundation of a new series of data farming experiments. Furthermore, we are plan-
ning to optimize the combination and placement of security installations in different
stations and trying to identify resulting changes in the crowds’ movement.
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Time-Based Estimation of Vulnerable Points
in the Munich Subway Network

Marian Sorin Nistor, Doina Bein, Wolfgang Bein,
Matthias Dehmer and Stefan Pickl

Abstract In this paper, the frequency of trains in the Munich subway network is
analyzed. Using influence diagrams the stations and edges in the network that are
most vulnerable to catastrophic attacks are determined. Upon obtaining the number
of trains in each station at a certain moment in time, the most vulnerable stations will
be automatically identified. This process is discrete in time, and various existing train
schedules available to the general public are considered. Considering each schedule,
the gain and the cost of destroying a station is calculated. Based on utility values for
each station representing the difference between the gain and the cost, an influence
diagram decides which stations are most vulnerable to attacks.
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1 Introduction

The Munich subway network is the most populous public transportation network in
the city of Munich region, carrying over one million passengers [1] each day. There
are 100 stations in the network,1 and eight subway lines totaling 95 km of routes [1].
Each station has a certain level of protection against man-made attacks and natural
disasters. Security cameras, security personnel, building infrastructure, are used to
proactively keep a station safe. Since there is no absolute protection from destruction
we consider each station to have a percentage chance of being destroyed or rendered
useless by an attack. These values are calculated using intelligence data which rep-
resents known information. Such information has either been collected by analyzing
data trends over a substantial period of history or has been obtained through human
intelligence gathering. Thus intelligence data impacts the probabilities of events.

For a certain time period each station hosts a number of trains which are passing
through and are stopping briefly on their way to their destination (or returning back
in case this is the end of the line). The maximum number of trains at a station is
bounded by the known total number of (operational) lines in a station. The actual
number depends on the time of day, and can be ascertained by calculating the number
of trains temporarily stopping at that station at a certain moment of time, day of the
week, and type of day in the year, namely whether it is a public holiday or not.

A week-interval during school time, the subway schedule is divided in four differ-
ent schedules: Monday-Thursday (one schedule), Friday (one schedule), Saturday
(one schedule), Sunday and holidays (one schedule) [2]. The exception schedules
with reduced traffic or for special events days are not considered in this project. This
is due to the smaller impact of an attack, or because the schedule is not fixed and is
subject to change by operator.

If the intelligence data is relatively stable (i.e. the values change very slowly as the
time passes) the frequency of trains changes abruptly from peak times, to shoulder
times, and to quiet times. If a large number of trains are in a station A at time t,
then station A could be a vulnerable target. But if the station has a low percentage of
being attacked from intelligence data, then another station may be a better candidate
for attack. The decision regarding which station is most vulnerable thus depends on
numerical values which change over time, and identifying a pattern of time in which
a certain station is the most vulnerable is the goal of this paper.

2 Existing Work: Decision Trees and Influence Diagrams

In decision making, a selection is made from a set of alternatives or options so as to
minimize or maximize an objective. In the rational model of decision making [3],
all aspects of the process such as the set of choices, results and decision criteria are

1There are 100 stations when four stations are doubly counted: these stations are not physically in
the same location, but in close proximity.
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known from the outset.Adecision tree is a decision analysis tool inwhich a problem is
represented as a directed acyclic graphwith nodes and arcs [4].Anode is an element in
which either a decision is evaluated or an uncertainty is calculated. The alternative or
branch which gives the best overall value is the best path within the tree. A decision
tree is useful in graphically displaying the decision alternatives of a problem that
has a relatively small number of decision alternatives. But if there are too many
variables—decision alternatives and uncertainties—the graph can quickly become
large and complex. In such cases, we can represent the same problem with influence
diagrams since such diagrams focus on relationship among various elements and less
on statistical values.

An influence diagram (ID) is a graphical representation of a decision situation.
The graph consists of nodes representing various values and arcs which represent
relationships between the nodes [5]. An ID is a directed acyclic graph. It describes a
decision problem on three levels: relational, functional and numerical. The relational
level is the actual graphical representation of a problem using nodes and arcs that
connect one node to another. The arcs define relationships or dependencies among
different nodes. The functional level specifies the actual function that describes the
dependencies indicated by the graphical structure at the relational level. The numer-
ical level specifies the numerical values related to probability and utility functions.
The Maximum Expected Utility Principle (MEU) principle [6] says that a rational
agent should choose an action that maximizes its expected utility given the current
state of knowledge. Based on the concepts from influence diagrams, we propose an
algorithm which solves a specific decision problem. The specific decision problem
is to determine nodes and edges in the graph that are most vulnerable to attacks.

3 Data Collection

The data is public, and available via the Munich subway operator website at http://
www.mvv-muenchen.de/. As mentioned in Sect. 1, the subway network consists of
eight lines (U1–U8) with 100 stations [1, 7]. Four stations are counted twice due to
the different physical locations of the subway lines platforms:Hauptbahnhof,Odeon-
splatz,Olympia-Einkaufszentrum, and Sendlinger Tor [2]. To be able to differentiate
between these stations, their names incorporate the according subway lines. The
subway lines week-interval schedule is not uniform, but the most common schedule,
available for five from eight lines, can be considered. Thus, four distinct schedules
can be deemed: Monday-Thursday (one schedule), Friday (one schedule), Saturday
(one schedule), Sunday and Holidays (one schedule) [2].

For some of the subway lines, the schedules of working days from Monday to
Friday are also divided in two different schedules: normal, and reduced for non-
school days. The last schedule will not be considered in this work due to the reduced
number of days (84) [2], and available only for five subway lines. The same holds
for the few schedule exceptions during Oktoberfest, Carnivals, Christmas, and New
Year Eve [2].

http://www.mvv-muenchen.de/
http://www.mvv-muenchen.de/
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4 Algorithm for Time-Based Estimation of Vulnerable
Stations

Wepropose and implement an algorithmwhich identifies themost vulnerable stations
within continuous time intervals in a 24-h time period and a week-interval. The
algorithm uses the train frequency data and the available intelligence data to calculate
the utility values of each station. We apply the algorithm to simulated data, obtained
by manually computing the train frequency data for different timestamps from text
data files. Each text file represents the adjacency matrix of the subway network
corresponding to a timestamp. The adjacency matrix contains the number of trains
passing between each pair of stations of the subway network for that timestamp.

These values are compounded with intelligence data, obtained by estimating the
probabilities of completely destroying stations. Our data is simulated and stored in
another data text file, and is obtained by assigning a percentage value for each of the
100 stations. A station given a 0% percentage indicates that there is no likelihood
of its destruction, while a value of 100% means that the station is highly suscepti-
ble to attacks. Intelligence data can be collected by visually inspecting stations or
following the media (including Web reports), or for that matter any other type of
public knowledge. For this paper, the intelligence data indicates the general pattern
of security enforced at train stations over a long period of time, generally a month
or even longer. For each station, two functions are computed: the gain and the cost.

Definition 1 The gain function for station A represents the gain of completely
destroying the station A, measured in the number of trains that cannot go through
the station A. The domain of the function is a partition of a time interval, such as a
24-h time interval or a week-interval.

Definition 2 The cost function for station A represents the maximum gain of not
destroying that station but completely destroying another station. The domain of the
function is a partition of a time interval, such as a 24-h time interval or aweek-interval.

The cost function can be computed using the gain functions for all the stations that
are available for the same time interval. If some gain functions cannot be computed
or need more time to be computed, then these values are ignored, and the cost is
computed using only the ones that are available.

The following steps are then performed for a particular timestamp. For each
station, the gain function is computed using the frequency train data. Using the
available gain functions, the cost function is computed for each station as a result of
compounding the gain function with the intelligence data. For each station, a utility
value is computed where utility= gain – cost. We apply the principle of Maximizing
Expected Utility (MEU) to choose one or more stations whose utility values are
above a certain threshold.
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5 Software Implementation and Simulation Results

We define the Munich subway network as a direct graph G with the pair G = (V, E)
where V is a set of subway stations called vertices (nodes); E is a set of connections
between stations called edges (links), where each edge is a pair of vertices; W is
a set of trains passing between two stations called edge weights, where each edge
has a weight. In this work, we consider the train frequency in a week-interval to
be analyzed. As mentioned in the previous section, four different schedules are
relevant to identify the vulnerable stations. Thus, four different directed graphs can
be computed, where the weights of each edges differ from one graph to another.
Based on the adjacency matrix of the four computed graphs, the proposed algorithm
is applied in order to calculate the utility function of each station for the four proposed
schedules to analyze.

Due to the large number of stations, a selection criteria is proposed. In Fig. 1 are
represented the top ten vulnerable stations according to the proposed utility func-
tion for each schedule of a week-interval. We can observe from Fig. 1 that the most
vulnerable day of a week is Friday. Then the utility value reaches its maximum

Fig. 1 Agraphic representation of the top ten vulnerable stations in a week-interval in an ascending
order
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value in this network, with one exception, Insbrucker Ring station, where the utility
value is almost the same from Monday to Friday. The utility value of Friday, com-
pared with the less vulnerable day in a week-interval, it is almost double. Another
observation based on these top ten vulnerable stations is regarding the train stations
relevance. These are located more closely to the city center, or represent important
connections/transfers between two or more subway lines.

The statistical analysis has been performed using the programing language R [8]
(Release version 3.1.3).

6 Conclusions and Future Work

We utilize the concept of influence diagram to build an algorithm which solves a
specific decision problem. The specific decision problem is to determine the station
and edges in the network which are most vulnerable to catastrophic attacks, using
readily available data. By utilizing an algorithm, the decision making becomes less
prone to human error and hence more efficient in terms of human resources.

The algorithm can be extended to estimate the vulnerable tracks by considering
the tracks between stations and calculating the gain, cost and utility functions.

We have considered the data for an entire day, but in practice there are significant
differences between the number of trains travelling between stations during peak
time, shoulder time, and off time. A more accurate analysis needs to be done by
considering a 24-h interval instead of aweek interval and identify themost vulnerable
tracks at various moments of time.
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Two Approaches to Cooperative Covering
Location Problem and Their Application
to Ambulance Deployment

Hozumi Morohosi and Takehiro Furuta

Abstract This study proposes two approximation methods to define the coverage
probability in ambulance location problems based on the model of cooperative cov-
ering proposed by Berman et al. (IEE Trans. 40, 232–245, 2010, [1]) as an extension
to classical covering problems. A key ingredient of the model is the estimation of
the coverage probability by multiple facilities. We introduce a simple parametric
model for the travel time of ambulances and propose two methods to calculate the
coverage probability approximately. We report and discuss two solutions obtained
from computations using actual data.

1 Introduction

This paper considers a practical implementation of models to deal with ambulance
location problems based on a cooperative coveringmodel [1, 2] that has recently been
developed in facility location planning to generalize classical covering problems. In
classical covering problems, every demand point can take one of two states, covered
or not covered by a single facility, e.g. [4]. A cooperative covering problem extends
the model so that each demand point can be covered with some probability by not
only a single facility but by multiple facilities as well. In order to implement a model
to deal with a cooperative covering problem, the key is to estimate the coverage
probability of the demand point by multiple facilities.

We are mostly interested in modeling an ambulance location problem in a coop-
erative covering setting, where the coverage probability is defined as the probability
that a demand point is accessed by any ambulance within a prescribed time. As an
illustrative example, suppose there are two ambulances A and B for a demand point,
and that A and B can cover the point with probability pA and pB , respectively. Then
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the probability of the point being covered by at least one of the ambulances is calcu-
lated as 1 − (1 − pA)(1 − pB), if we assume that A and B operate independently.We
extend this calculation to cope with the actual extensive ambulance service system.

First, we attempt to provide an estimation of the coverage probability with a
single ambulance by using the conditional probability distribution of the travel time
when the travel distance is given. We propose a parametric model of the travel time
distribution and give the estimate of the parameters in the model using the actual
dispatch data of ambulances. The proposed model can include the uncertainty of the
travel time resulting from congestion or from other kinds of time loss in ambulance
service. By virtue of the function, we can estimate the coverage probability within
a prescribed time from the distance between the ambulance station and the demand
point.

Combining the individual covering probabilities, we propose two methods to
approximate the cooperative coverage probability. One is to calculate the covering
probability directly in a heuristic way, while the other depends on the use of the
uncovered probability. We compare the two approaches in several settings.

In Sect. 2 we introduce our model of the covering probability of ambulances and
provide an estimation using actual data. After presenting our models of cooperative
covering in Sect. 3, we report some numerical examples in Sect. 4.

2 Covering and Uncovering Probability

To build the model of cooperative covering, we first try to estimate the probability
distribution of an ambulance’s travel time given a travel distance. The covering
probability as well as the uncovered probability is composed of the ambulance’s
probability of being busy and the probability that an ambulance can reach the scene
after the arrival of the ambulance call, which is often referred to as the response
time, within a prescribed time. Since the majority of the response time is attributed
to travel time, the covering probability can be estimated from the distribution of the
travel time. Recent research on travel time estimation can be found in [3, 5], while
in this paper we use a simple approach to the problem based on the observations of
data.

We assume that themean traveling time t̄ is well approximated by a linear function
of distance l: t̄ = rl + a, and the variance σ 2 is proportional to l: σ 2 = vl, where, r ,
a, and v are the parameters to be estimated. Their meanings would be apparent from
the expressions. As a simple parametric model, we attempt a normal distribution
with these parameters for the conditional cumulative distribution function: F(t | l) ∼
N(rl + a, vl). The parameters can be estimated by the maximum likelihood method.
The distribution function can be used to calculate the probability that the travel time
to the scene at a distance l is shorter than a prescribed time tc, which is given by
F(tc| l).

Figure1 displays the relation between the travel distance and the probability. The
left panel is for tc = 7 and the right panel is for tc = 8. These values are used in our
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Fig. 1 Travel distance and coverage probability. Left panel is for tc = 7. Right for tc = 8

numerical experiments. They show good agreement of the model to the data up to 3
km, which is sufficient for our analysis.

Let h be the average probability of an ambulance being busy. Using h and F(t | l),
we define the uncovering probability qi j of the demand point i by ambulance j as

qi j = h + (1 − h)(1 − F(tc| li j )), (1)

where li j is the distance between i and j .We introduce a relevant set Ji of ambulances
for demand point i , which is considered as the potential sites covering i . One possible
definition of Ji could be Ji = { j |F(tc| li j ) > ε} for some ε > 0, that is ambulances
in Ji can respond to the call from i with probability more than ε. Assuming every
ambulance operates independently, the probability that demand point i is covered is

1 −
∏

j∈Ji

qi j . (2)

Another approach to estimate the covered probability is straightforward. Let Ji
be the relevant set for i , and the element of Ji is ordered according to the covering
probability F(tc|li j ), namely Ji = ( j1, . . . , jk) so that

F(tc|li j1) ≥ F(tc|li j2) ≥ · · · ≥ F(tc|li jk ). (3)

The probability that ambulance j1 is dispatched to point i is given by

pi j1 = (1 − h)F(tc|li j1). (4)

The second ambulance j2 would be dispatched if the first ambulance j1 is busy and
j2 is idle, and that probability is

pi j2 = h(1 − h)F(tc|li j2). (5)

Eventually the kth ambulance would be dispatched with probability
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pi jk = hk−1(1 − h)F(tc|li jk ) (6)

Summing these up leads to the total covering probability for i :

∑

j∈Ji

pi j . (7)

Expressions (2) and (7) are utilized to build the cooperative covering models in the
next section.

Assuming independence among ambulances could involve some controversy.
However, since our focus is on comparing two models, this assumption is made
as a conventional approximation.

3 Cooperative Covering Models

Cooperative covering models introduce a novel concept of group coverage into the
ambulance location problem. They allow for the probabilistic covering of a demand
point by multiple ambulances. In the model, each ambulance has a covering prob-
ability. Even if the probability is small, the group of ambulances could cover the
point with high probability. With the help of the estimated covering and uncovering
probability, we propose twomodels of cooperative covering. Let I and J be the set of
demand points and potential site of ambulances, respectively. We assume K ambu-
lances to be located. The demand, i.e., number of calls, at i ∈ I is denoted by ai . If
the point i has a total probability larger than the required covering probability level
α, it is thought of as “covered.” The decision variables are x j ∈ Z+, j ∈ J , which
is equal to the number of ambulances located at j , and yi ∈ {0, 1}, i ∈ I , which is
equal to 1, if i is covered, and 0, otherwise.

Our first model is based on the uncovered probability (2). The condition on the
uncovered probability can be linearized by taking the logarithm.

maximize
∑

i∈I
ai yi

subject to
∑

j∈Ji

x j log qi j ≤ yi log(1 − α) ∀i ∈ I (8)

∑

j∈J

x j = K

x j ∈ Z+, yi ∈ {0, 1}

The second model uses the covered probability (7).
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maximize
∑

i∈I
ai yi

subject to
∑

j∈Ji

pi j x j ≥ αyi ∀i ∈ I (9)

∑

j∈J

x j = K

x j ∈ Z+, yi ∈ {0, 1}

It should be noted that the constraint (9) in the second model does not necessarily
give the exact covering probability in some cases. For example, if two ambulances are
located at the sameplace j , the probability pi j is doubled andwould be overestimated.
On the other hand, if no ambulance is located at j , the covered probability would be
underestimated. These examples tell us that this model merely gives an approximate
heuristic solution. Nevertheless, it often gives a solution similar to the first model.
The solutions of the two models are explored in the next section.

4 Numerical Experiments

This section presents a numerical example of the two models using real data from
the Tokyo metropolitan area in 2007. The number of demand points is |I | = 3110,
and the total demand, i.e., sum of calls is 458,903. We conducted the numerical
experiments in a conservative manner. In Fig. 2, the dots represent the actual sites
of ambulance stations, and the total number of sites is |J | = 155. There are two
conditions: each site should have at least one ambulance, and the total number of
ambulances is K = 163. Hence the problem is limited to finding the positions of the
eight stations (i.e., 163 − 155) that have a second ambulance at the existing station.
The reason for the partial modification of the model is, firstly to make the problem
tractable by reducing the number of decision variables, and secondly, to have a clear
comparison between the actual location and the optimized one.

The problem parameters in the model are set to as follows, coverage probability:
α = 0.7, traveling time: tc = 8. These parameter values are chosen to provide a
similar condition to the actual system. Figure2 shows the optimal location of the eight
stations that each have an additional ambulance (circled) for the uncovered model
(8) (left panel) and the covered model (9) (right panel). They look similar to each
other in this parameter setting; namely, the peripheral area is more likely to require
ambulances. On the other hand, the objective function values, the amount of covered
demand, have considerable differences between the two models. The percentage of
covered demand in the covered model is 96.3%, while that of the uncovered model is
77.5%. In our experiments, the covered model always has a greater covered amount
than the uncovered model. As discussed in Sect. 3, overestimation is unavoidable
in this case because every station is always equipped with at least one ambulance.
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Fig. 2 Optimal solution for the uncovered and covered probability models. The uncovered model
is on the left, and the covered model on the right. The parameters are set to tc = 6, α = 0.7

Nevertheless, if we can choose the model parameters appropriately, we might use
the two models for mutual reference.

5 Summary and Concluding Remarks

We have proposed two practical models for the cooperative covering location prob-
lem. Introducing a conditional probability of the travel time readily enables us to
compute the covering probability and leads to easy implementation of the coopera-
tive covering model. We demonstrated the solution of the models using the data of
actual ambulance service to compare the two models. They show similarities and
seem to be complementary to each other in the numerical experiments, although
further investigations on the properties of the models is warranted.

References

1. Berman, O., Drezner, Z., Krass, D.: Cooperative cover location problems: the planar case. IEE
Trans. 40, 232–245 (2010)

2. Berman, O., Drezner, Z., Krass, D.: Discrete cooperative covering problems. J. Oper. Res. Soc.
62, 2001–2012 (2011)

3. Budge, S., Ingolfsson, A., Zerom, D.: Empirical analysis of ambulance travel times: the case of
calgary emergency medical services. Manag. Sci. 56, 716–723 (2010)

4. ReVelle, C., Hogan, K.: The maximum availability location problem. Transp. Sci. 23, 192–200
(1989)

5. Westgate, B.S., Woodard, D.B., Matteson, D.S., Henderson, S.G.: Travel time estimation for
ambulances using bayesian data augmentation. Ann. Appl. Stat. 7, 1139–1161 (2013)



Part VI
Production, Operations Management,
Supply Chains, Stochastic Models and

Simulation



Change Point Detection in Piecewise
Stationary Time Series for Farm Animal
Behavior Analysis

Sandra Breitenberger, Dmitry Efrosinin, Wolfgang Auer,
Andreas Deininger and Ralf Waßmuth

Abstract Detection of abrupt changes in time series data structure is very useful
in modeling and prediction in many application areas, where time series pattern
recognition must be implemented. Despite of the wide amount of research in this
area, the proposed methods require usually a long execution time and do not provide
the possibility to estimate the real changes in variance and autocorrelation at certain
points. Hence they cannot be efficiently applied to the large time series where only
the change points with constraints must be detected. In the framework of the present
paper we provide heuristic methods based on the moving variance ratio and moving
median difference for identification of change points. The methods were applied for
behavior analysis of farm animals using the data sets of accelerations obtained by
means of the radio frequency identification (RFID).

1 Introduction

The detection of structure changes is a very common task in time series analy-
sis performed in many application areas like finance, biometrics, climatology and
telecommunication systems. The application of automated monitoring systems in
agriculture, e.g. for indication of animal welfare, has generated similar problems
connected with a pattern recognition and anomaly detection in recorded time series.
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The majority of the change point detection methods can be classified into two main
groups, namely, parametric and nonparametric. The first group requires the knowl-
edge about distribution of the data which is incorporated into the detection scheme,
while the second one makes no such distributional assumptions regarding the data.
The change point problems from both groups have been intensively studied before by
various authors. The authors in [1] have studied the multiple change point problem
in a correlated series based on Schwarz Information Criterion (SIC). In [5] it was
proposed a procedure to detect variance changes based on an iterated cumulative
sums of squares (ICSS) algorithm. An exhaustive literature overview and a large
number of algorithms were proposed in [2]. Different parametric and nonparametric
methods were discussed in [6]. In [8], the focus lied on non-parametric methods. The
paper [10] instead were devoted to the change point detection based on a Bayesian
approach.

Despite the wide amount of research in the area of change point detection, the
detection of structural changes in the variance and autocorrelation with given con-
straints, what we have exactly in our real data sets, is a quite new research topic.
To get the data sets a herd of dairy calves were equipped with wireless ear tag sen-
sors equipped with accelerometers generating in online regime the data sequences of
three dimensional acceleration. Such information can assist in understanding of the
animal behavior, managing of the farm infrastructure and automatic detection of the
animal welfare. In [7] the authors have analyzed the data obtained by means of radio
frequency identification (RFID) to measure different behavior patterns like mean
daily frequency of visits to the milk feeder of dairy calves, mean daily time spent
feeding at each day before and after calving, mean daily duration of the time spent
lying down and so on. In paper [4] the authors have combined the data obtained by the
GPS collars and satellite images in a wireless sensor networks to monitor behavioral
preferences and social behavior of cattle. The work [9] presents two more experi-
ments carried out to investigate the possibility of behavioral classification using GPS
data.

The aim of the proposed analysis consists in the following: based only on the
given acceleration sample data to obtain the moments of time when the milk feeding
of the calves starts. This information can be used then for optimal managing of the
diet plan, measuring of the individual volume of the milk feed and have potential to
recognize sick animals in a group as discussed in [3]. Furthermore, it is possible to
identify calves at the calf feeder without the need of RFID-Chip-Recognition as the
system itself knows which calf is drinking. Mastering this method, simplified calf
feeders for restricted feeding of group-housed calves could be realized. In this paper,
the sample data of the absolute values of the three dimensional acceleration is used.
Before the discussion of the change point detection in real data sets will be proposed,
the change point model must be defined.
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2 The Change Point Model

Let x1:n = {x1, x2, . . . , xn} be a given series data with length n, where xi is a real-
ization of the random variable Xi . The problem of the single change point detection
of the variance can be formally rewritten as hypothesis testing.

The general approach consists in calculation of some test statistic S(t0, n), where
two-samples (ahead and behind the potential change point t0) and subsequent maxi-
mization of this function for all t0 are required, i.e.

S(max, n) = |max
t0

S(t0, n)|, 1 < t0 < n.

The hypothesis H0 is rejected if S(max, n) > cn for some pre-specified threshold cn
which can be estimated from the data sets.

Based on the given sample data we take two sliding time windows corresponding
to the moment t0: The test window W1(t0) = xt0:t0+d−1 and the reference window
W2(t0) = xk:t0−1. The window W1(t0) has always a fixed size d, whereas W2(t0)
can also be of a fixed size d, when k = t0 − d, or it can be growing with the size
t0 − k. To check whether t0 is a change point two phases of the data sample study
are used. The first phase consists in a retrospective detection, where n observations
are required. This phase is responsible for the parameter estimation and calibration
of the threshold levels. The second phase includes the online detection where new
observations are received over time. In this case the length of the available sequence
of data is not more a constant value and at least t0 + d − 1 observations are needed.
In this case the problem of the multiple change point detection can be solved by
simple restarting the detection algorithm after the last recognized change point.

Here we define a new statistic which provides better results for the real data,
although it is not optimal in case of simulated sample data. Divide the windows
W1(t0) andW2(t0) with the fixed size d into h equal intervals of the length d/h ∈ N.
The next heuristic statistic is derived from the Mann–Whitney statistic for medians
and is based on the difference of median of variances,

H(t0, n) = |ỹW1(t0) − ỹW1(t0)|, (1)

or the normalized version H̃(t0, n) = H(t0, n)/|ỹW1(t0)∪W2(t0)|. Where ỹW1(t0)

and ỹW2(t0) are the medians obtained respectively for the samples yt0:t0+d/h−1 and
yt0−d/h:t0−1 which consist of empirical variances constructed by the formula

yk = 1

d/h − 1

t0+(k−t0+1)d/h−1∑

t=t0+(k−t0)d/h

(xt − mxt0+(k−t0)d/h:t0+(k−t0+1)d/h−1)
2.

For the change point in correlation there are a number of statistics. We present a new
statistic which turned out to be quite appropriate for the real data samples studied in
the framework of this paper,
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K (t0, n) = ∣
∣ max
2≤τ≤m

{ρW1(t0)(τ )} − min
2≤τ≤m

{ρW1(t0)(τ )} (2)

− max
2≤τ≤m

{ρW2(t0)(τ )} + min
2≤τ≤m

{ρW2(t0)(τ )}∣∣,

where ρW1(t0)(τ ) and ρW2(t0)(τ ) are empirical autocorrelation functions andm denotes
the maximal lag.

The change point detection algorithm consists of the following main steps that
are carried out for each sliding time window of size n ≥ 2d:

Step 1. For the given sample x1:n evaluate the statistic S(t0, n).
Step 2. Calculate the extrema S(max, n) for the variance and correlation hypothesis

testing.
Step 3. Compare the value S(max, n) with a critical threshold cn . If S(max, n) <

cn , there is no significant variance change. Otherwise, if S(max, n) ≥ cn , a
potential variance change at point max is detected.

Step 4. Check if the change point from Step 3 satisfies the conditions,

S2W1(t0) ∈ [a1, b1], ρW1(t0)(τ ) ∈ [a2,τ , b2,τ ],

where [a1, b1] and [a2,τ , b2,τ ] are intervals obtained from the real data sets.
Step 5. To evaluate the next change point the change detector can be resetted to

the data after the time t0 + 1. To use the previous observations the shift in
variance at point t0 can be eliminated by the following transformation (F
denotes the Fisher ratio statistic):

x∗
t =

{
1

t0−1

∑t0−1
t=1 xt + √

F(t0, n)
(
xt − 1

t0−1

∑t0−1
t=1 xt

)
t < t0,

xt , t ≥ t0.

Go to Step 1 and treat x∗
t0−d+1:t0−d+1+n as a new sample data.

If n is set to 2d, no information of the past is used. If so, Step 2 can be ignored
(computation of the maximum of one element).

3 Application to the Real Observations

The ear tag records ten values of 3D accelerations per second. For the analysis we
evaluate the absolute values of acceleration. The autocorrelation analysis of the data
inside and outside the feeding interval has shown that the data W1(t0) exhibits the
periodic oscillations during the feedingprocesswhereas the dataW2(t0) canbe treated
as a realization of the White-Noise processes. Therefore the change in correlation
must be also taken into account. The parameter τ was set to 30 during our analysis.

The proposed change point detection algorithm has been carried out for differ-
ent statistics, for different values of d (d = 60, 200) and for different values of n
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(n = 2d, 1000). For each possible combination a table was generated that shows
for different thresholds of variance change and correlation change respectively how
many data sets out of 50 data sets have found the correct change point at the begin-
ning of the drinking period. Table1 shows for H(t0, n), d = 200 and n = 400 such a
table where c1 corresponds to the threshold of variance change and c2 to the change
in correlation.

For the comparison of different methods, it is also important to take a look at the
false detected change points. For the statistic H(t0, n), d = 200 and n = 400 Table2

Table 1 Amount of time series with a change point at the beginning of the drinking phase

Amount
of data
sets
with
correct
change
point

c2 =
0.01

c2 =
0.04

c2 =
0.05

c2 =
0.06

c2 =
0.08

c2 =
0.10

c2 =
0.12

c2 =
0.15

c2 =
0.20

c1 = 3 48 47 46 45 44 41 38 37 25

c1 = 4 46 45 45 42 41 38 35 34 25

c1 = 5 44 43 42 39 39 35 33 33 25

c1 = 6 42 41 39 36 35 32 30 30 24

c1 = 7 38 36 35 33 32 29 27 27 23

c1 = 8 36 35 35 33 31 29 27 26 22

c1 = 9 34 32 32 30 29 29 26 25 20

c1 = 10 30 29 28 26 25 25 22 22 18

c1 = 12 24 24 23 21 20 18 17 17 15

Table 2 Mean amount of false detected drinking starts between two drinking periods

Mean
amount
of false
change
points

c2 =
0.01

c2 =
0.04

c2 =
0.05

c2 =
0.06

c2 =
0.08

c2 =
0.10

c2 =
0.12

c2 =
0.15

c2 =
0.20

c1 = 3 13.76 11.94 11.64 11.3 11.12 10.88 9.92 8.06 5.30

c1 = 4 12.54 10.72 10.62 10.38 10.18 9.74 8.80 6.88 4.70

c1 = 5 11.76 10.20 9.94 9.72 8.92 8.32 7.76 6.06 4.04

c1 = 6 10.96 9.44 8.94 8.50 7.82 7.28 6.68 5.30 3.54

c1 = 7 9.92 8.40 7.86 7.50 6.86 6.30 5.84 4.62 3.12

c1 = 8 8.86 7.38 6.98 6.68 6.10 5.68 5.28 4.14 2.88

c1 = 9 7.94 6.72 6.38 6.18 5.72 5.28 4.92 3.80 2.58

c1 = 10 7.32 6.28 5.92 5.78 5.20 4.88 4.60 3.54 2.36

c1 = 12 6.38 5.40 5.06 4.82 4.44 4.10 3.80 3.04 2.04
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Fig. 1 Absolute acceleration of an ear tag in the course of time with change points shown as red
lines (color figure online)

shows the mean of false detected change points between two drinking periods for 50
data sets.

The comparison of these tables for all possible combinations of the statistics and
parameters d and n showed that actually this method with H(t0, n), d = 200 and
n = 400 produced the best results. In Fig. 1 values of absolute acceleration in the
course of time of a special calf are shown. In the middle of the time series a drinking
period took place. The green vertical line denotes the beginning of the drinking
period, the cyan vertical line marks the end of the drinking period and the detected
change points are shown as red lines (here for the thresholds c1 = 15, c2 = 0.20).
In this figure, the start of the drinking period was accepted as correct. In analysis we
put a short time interval around the correct change point (+/−20s) and all detected
change points that lay in that interval were considered as correct.

The results show that more data, e.g. localization data, will be needed to get an
completely reliable animal identification system at the feeding station. As calves
can also suck on other objects in the box as on the plastic teat of the calf feeder,
an additional knowledge about the approximate positions of the calves would be
advantageous.
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Reliable Order Promising
with Multidimensional Anticipation
of Customer Response

Ralf Gössinger and Sonja Kalkowski

Abstract Reliable order promising is a key competitive factor for MTO companies.
Several measures to maintain reliability in an uncertain production system are pro-
posed in literature, but so far a multidimensional anticipation of customer response
to modified order specifications has not been adequately taken into account. The
purpose of this paper is to demonstrate the potential of this measure by modeling
and numerically analyzing the impacts on reliability and profit.

1 Problem

During the order promising process potential customers and the company decide
interactively on placing resp. accepting orders as well as on order terms. Thereby,
customers’ decisions to place orders are not only determined by quoted prices but also
by non-monetary factors [1, 2]. In particular, reliable delivery dates are of strategic
importance since tardy deliveries can induce losses of market shares in the long-term
[1]. Hence, in an uncertain business environment most likely realizable delivery
dates have to be determined and supply-related measures to compensate deviations
need to be identified in advance. Among these measures are e.g. capacity nesting
[3] or safety capacity [4]. Additionally, interacting with customers by proposing
order specifications that deviate from customers’ inquiries in multiple dimensions
can influence demand. This can be favorable if the acceptable extent of deviations in
different dimensions as well as the interactions between the different dimensions can
be estimated precisely enough. To get first insights onto the impacts of this measure
we focus on the dimensions price and delivery time.

The aim of the present paper is to extent an existing capable-to-promise (CTP)
approach [5] that determines reliable delivery date promises while anticipating time-

R. Gössinger (B) · S. Kalkowski
Department of Business Administration, Production Management and Logistics,
University of Dortmund, Martin-Schmeißer-Weg 12, 44227 Dortmund, Germany
e-mail: ralf.goessinger@udo.edu

S. Kalkowski
e-mail: sonja.kalkowski@tu-dortmund.de

© Springer International Publishing Switzerland 2017
K.F. Dœrner et al. (eds.), Operations Research Proceedings 2015,
Operations Research Proceedings, DOI 10.1007/978-3-319-42902-1_51

377



378 R. Gössinger and S. Kalkowski

oriented customer behavior (one-dimensional response function [1]). The extension
refers to a dynamic time-related price differentiation, that is prices for the same
product are adapted to changing production situations [6]. For this purpose a discount
is granted in case of a deviation between the preferred and the offered delivery date in
order to increase the acceptance probability of the offer. Thereby customer behavior
is anticipated by a response function with the dimensions discount and delivery
date deviation. In the paper essential characteristics of this response function and
resulting modifications of the original decision model are derived. Based on this,
a numerical analysis is performed to investigate the impacts of adjusting delivery
dates and prices on profit and reliability of delivery dates. Essential findings and
implications for future research are summarized in the final section.

2 Modeling Delivery Date-Dependent Discounts

Offering delivery date-dependent discounts is motivated by two observations: (1)
A dynamic time-related price differentiation can be considered as to be unfair if
differentiation criteria are not customary or transparent [7]. (2) In MTO production
the significance level of the estimated willingness to pay can be very low due to
a high degree of individualization [8] so that the risk of generating losses by an
inappropriate price differentiation is not acceptable. Thus, granting discounts for
expected deviations from customary delivery dates seems preferable. To take the
impacts of discounts independently from the level of market prices into account
relative discounts are considered.

The purpose of granting delivery date-dependent discounts is to offer deviating
conditions (delivery date, price) for order inquiries i ∈ Ā which would need to be
rejected at the desired conditions (price ρi , quantity qi , delivery time interval [t ei , t li ]).
In the current planning period ta the company decides on the delivery date Di.t ∈
{0, 1} (t ∈ [ta, T ]) (and thus on the extent of deviation V des

i from the requested
delivery time interval), on the production quantities Pi.t as well as on the discount
Φi . These decisions influence the fulfillment of previously accepted orders i ∈ Â. A
deviation fromproduction quantities and contractually fixed delivery dates is possible
for these orders, but induces penalty costs γ e

i , γ l
i for premature/tardy delivery.

To anticipate customer response to deviating order conditions a two-dimensional
response function β(V des

i , Φi ) which specifies the acceptance probability in depen-
dence of the delivery time deviation V des

i and the discountΦi forms a central element
of the planning model. For the delivery date deviation negative or positive (prema-
ture or tardy delivery) values may occur (1). To reduce computational effort the value
range is limited to a maximum deviation Vmax (2). Discounts are granted as positive
relative reductions of customary prices up to a maximum value ψ which depends on
the relation between manufacturing costs and customary price (3).
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Fig. 1 Continuous
two-dimensional response
function: α = 0, β = 0,
γ = 0.02, δ = 20,
Vmax = 30, ψ = 0.1

V des
i = min(

∑T

t=ta
Di.t · t − t ei , 0) + max(

∑T

t=ta
Di.t · t − t li , 0) ∀i ∈ Ā (1)

− Vmax ≤ V des
i ≤ Vmax ∀i ∈ Ā (2)

0 ≤ Φi ≤ ψ < 1 ∀i ∈ Ā (3)

A continuous response function β(V des
i , Φi ) possesses the characteristics (a)–(d):

(a) non-decreasing in Φi : the acceptance probability does not decrease with increas-
ing discount; (b) non-increasing in V des

i > 0: with increasing positive deviation the
acceptance probability does not increase; (c)β(0, Φi ): certain acceptance if requested
and offered conditions match; (d) non-decreasing in V des

i < 0: the acceptance prob-
ability does not increase with increasing negative deviation. An example of a two-
dimensional response function possessing these characteristics is given in (4):

β(V des
i , Φi ) =

{
e+α·Vdes

i − e+β·Φi + e+α·Vdes
i +β·Φi : V des

i ∈ [−Vmax , 0]; Φi ∈ [0, ψ]
e−γ ·V des

i − e−δ·Φi + e−γ ·V des
i −δ·Φi : V des

i ∈ [0, Vmax ]; Φi ∈ [0, ψ]
(4)

Graphically a hypersurface of the acceptance probability depending on delivery date
deviation and discount results (see Fig. 1).

Compared to the original decision model the relevant stochastic part of the objec-
tive function is adjusted to consider the modified response function as well as dis-
counts (5). The remaining terms of the objective function do not change substantially.

∑T

t=ta

∑

i∈ Ā
β(V des

i , Φi ) · (qi · (1 − Φi ) · ρi · Di.t) (5)

3 Numerical Analysis

This analysis is performed to systematically investigate the impacts of “proposing
deviating order conditions” (no proposal (A0); proposal of deviating delivery dates
(A1) and proposal of deviating delivery dates and discounts (A2)) in the context of
order- and resource-related uncertainty. By means of descriptive statistics interac-
tions with “capacity nesting” (B) and “providing safety capacity” (C) implemented
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in the original model are to be analyzed. For this purpose generated profits and the
reliability from the customers’ point of view (planning robustness) which is mea-
sured by penalty costs for deviations from contractually fixed delivery dates [9] are
considered. The following suppositions can be justified for these indicators: (S1) A1
andA2 extend the degrees of freedom in planning so that a higher amount of accepted
orders and therefore an enhancement of profits are to be expected. Since A2 offers
higher degrees of freedom than A1 higher profits will probably result. (S2) Between
A, B and C interactions exist with regard to planning robustness since the measures
have contrary effects on the amount of accepted orders. As the probability to meet
delivery dates increases with decreasing workload A probably influences planning
robustness in a negative and B resp. C in a positive way.

Real order and capacity data as well as systematically generated data form the data
basis. Order-related uncertainty is present for each product configurationwith respect
to order quantity and interarrival time. On this basis five order streams are generated
bymeans of truncated normal distributions that only permit positive values.All orders
have t li − t ei = 10, γ l

i = 3%, γ e
i = 0%, kTr = 59 and kL .FP

i = 0.25% per tied up
capital in common. To take resource-related uncertainty into account symmetric
triangular distributions are estimated for capacity situations with a low/high level
of uncertainty (III and IV) and certain capacity situations (I and II) are taken as
references (Table1). The parameters of the response function (4) were empirically
estimated based on the collected data: α = 0, β = 0, γ = 0.02, δ = 20, Vmax =
30, ψ = 0.1. To identify interactions of A and B resp. C test runs with (A1, A2)
and without (A0) this measure are performed. Thereby a normal (Ca: 1 · σ c) and
a high level of safety capacity (Cb: 2 · σ c) are assumed. Considering the observed
capacity situations (I, II, III, IV) all test constellations can be assigned to 18 scenarios
within which the B-parameters are varied (costs for utilizing premium capacity (PC):
500, 1000, 1500, 2000, 2500, 3000; shares of PC: 1/3, 1/2, 2/3). In total 7920 test
constellations result (99.67% solved to optimality). For the analysis two scenario-
specific values are determined:While Bequ indicates which observation value is to be
expected for a uniform choice of B-parameters, Bopt results from an optimal choice.

To evaluate the monetary impacts of A1 and A2 the percentage profit changes
generated compared to A0 are considered for low/high uncertainty (Fig. 2). A hori-
zontal comparison provides information on the effect of switching from A1 to A2.
Comparisons along the depth axis illustrate the influence of C-parameters on A.
Furthermore, comparing Bequ and Bopt reflects the influence of B-parameters on
A. Several tendencies can be observed: Measure A leads to profit enhancements
whereby the extent of increases is influenced by A-, B- and C-parameters as well
as capacity uncertainty: A2 generates stronger relative impacts than A1. The effects
are stronger for a change from A0 to A1 compared to switching from A1 to A2. For
low uncertainty the relative impacts of A1 and A2 are strengthened by an increasing
C-parameter, whereas they are first strengthened and then damped for high uncer-
tainty (exception: A2 for Bopt ). By optimizing B-parameters the relative impacts of
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Table 1 Order and capacity data

Product
configuration c

1 2 3 4 5 6 7

Order quantity
μ
q
c |σq

c

4.7|3.3 4.9|2.5 7.8|3.9 4.7|6.5 7.7|0.6 4.8|3.3 6.4|2.6

Interarrival time
μt
c|σ t

c

13.0|5.9 11.4|12.7 9.1|4.9 22.8|16.8 30.3|22.5 22.8|31.5 11.4|7.4

Price ρc 5750 3999 3999 3299 2990 2699 2599

Manufacturing

costs kMc

570.93 384.93 416.50 281.19 289.65 251.72 462.44

Capacity scenario μcap σ
cap
1 σ

cap
2 σ

cap
3 σ

cap
4 σ

cap
5 σ

cap
6...T

I|II 2.75|2.5 0|0 0|0 0|0 0|0 0|0 0|0
III 2.75 0 0.0204 0.0408 0.0612 0.0816 0.1021

IV 2.5 0 0.0408 0.0816 0.1225 0.1633 0.2041

Fig. 2 Percentage profit changes compared to A0

A1 and A2 are strengthened in case of low uncertainty. For high uncertainty hetero-
geneous effects result. Additionally, the relative impacts of A1 and A2 are higher for
low than for high uncertainty. In total (S1) is not disproved by the test results.

Analyzing the impacts of A on reliability of promised delivery dates (planning
robustness) several tendencies can be identified by evaluating penalty cost changes
(Fig. 3): Depending on A-, B- and C-parameters as well as capacity uncertainty A
has robustness enhancing or reducing effects. A2 unfolds more beneficial impacts
(lower increases/ higher reductions) than A1. The positive relative effects induced
by A1 and A2 at first tend to be strongly weakened by increasing C-parameters
before being less influenced. The more advantageous impacts of A1 are intensified
by optimizing B-parameters whereas a heterogeneous picture emerges for A2. With
regard to the disadvantageous relative impacts heterogeneous results are achieved
for A1 and A2. For low uncertainty the relative effects of A1 and A2 are lower than
for high uncertainty. In total (S2) is not disproved by the test results.
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Fig. 3 Percentage penalty cost changes compared to A0

4 Conclusions

In the present paper an existing CTP approach is extended by dynamic time-related
price differentiation to generate reliable order promises which are economically
acceptable for customers and the company. For this purpose order conditions that
deviate from customer requests are proposed while customer response is anticipated
by means of a response function with the dimensions deviation from delivery date
and discount. The extended planning model is numerically analyzed to investigate
the impacts of this measure on economic success and reliability. The following main
impacts of proposing deviating delivery dates have to be highlighted: (1) Generated
profits can be increased by proposing deviating delivery dates. This effect is strength-
ened by additionally granting discounts. (2) The impact direction on reliability from
customers’ point of view depends on the chosen parameter settings; both enhanc-
ing and reducing effects, are observed. In an overall view proposing deviating order
specifications mainly induces economic advantages. Adverse constellations indicate
that this measure should not be applied regardless of other supply-related measures
but needs to be coordinated. Since the results relate to the underlying data basis they
have to be verified in future research using expanded data constellations. Due to the
constant level of order-related uncertainty in the tests the behavior of the planning
approach needs to be investigated for different levels of order-related uncertainty.
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A Scalable Approach for the K-Staged
Two-Dimensional Cutting Stock Problem

Frederico Dusberger and Günther R. Raidl

Abstract Thiswork focuses on theK-staged two-dimensional cutting stock problem
with variable sheet size. High-quality solutions are computed by an efficient beam-
search algorithm that exploits the congruency of subpatterns and takes informed
decisions onwhich of the available sheet types to use for the solutions.We extend this
algorithm by embedding it in a sequential value-correction framework that runs the
algorithmmultiple timeswhile adapting element type values in each iteration and thus
constitutes a guided diversification process for computing a solution. Experiments
demonstrate the effectiveness of the approach and that the sequential value-correction
further increases the overall quality of the constructed solutions.

1 Introduction

We consider theK-staged two-dimensional cutting stock problem with variable sheet
size (K2CSV) in which we are given a set of nE rectangular element types E =
{1, . . . , nE}, each i ∈ E specified by a height hi ∈ N

+, awidthwi ∈ N
+, and a demand

di ∈ N
+. Furthermore, we have a set of nT stock sheet types T = {1, . . . , nT }, each

t ∈ T specified by a heightHt ∈ N
+, a widthWt ∈ N

+, an available quantity qt ∈ N
+,

and a cost factor ct ∈ N
+. Both elements and sheets can be rotated by 90◦. A feasible

solution is a set of cutting patterns P = {P1, . . . ,Pn}, i.e. an arrangement of the
elements specified by E on the stock sheets specified by T without overlap and using
guillotine cuts up to depth K . Each pattern Pj, j = 1, . . . , n, has an associated stock
sheet type tj and a quantity aj specifying how often the pattern is to be applied, i.e.
how many sheets of type tj are cut following pattern Pj.
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The K2CSV occurs in many industrial applications and we are thus considering
here in particular large-scale instances from industry. For these instances, typically
the number of different element and sheet types is moderate but the demands of the
element types are rather high. Nonetheless, reasonable solutions need to be found
within moderate runtimes. The objective is to find a feasible set of cutting patterns
P minimizing the number of used sheets c(P) weighted by their cost factors, i.e.

min c(P) =
∑

t∈T
ctσt(P) (1)

where σt(P) is the number of used sheets of type t ∈ T in the set P .
Each cutting pattern Pj ∈ P is represented by a (cutting) tree structure where the

leaf nodes correspond to individual (possibly rotated) elements and the internal nodes
are either horizontal or vertical compounds containing at least one subpattern. Ver-
tical compounds always only appear at odd stages (levels), starting from stage one,
and represent parts separated by horizontal cuts of the respective stage. Horizontal
compounds always only appear at even stages and represent parts separated by verti-
cal cuts. Each node thus corresponds to a rectangle of a certain size (h,w), which is
in case of compound nodes the bounding box of the respectively aligned subpatterns.
A pattern’s root node always has a size that is not larger than the respective sheet
size, i.e. h ≤ Htj and w ≤ Wtj . Analogously to aj denoting the quantity of sheets cut
according to pattern Pj, compound nodes store congruent subpatterns only by one
subtree and maintain an additional quantity. In this tree structure, residual (waste)
rectangles are never explicitly stored, but can be derived considering a compound
node’s embedding in its parent compound or sheet.

Each pattern Pj ∈ P can be transformed into a normal form of equal objective
value, hence it is sufficient to consider patterns in normal form only. In normal form,
subpatterns of vertical (horizontal) compounds are arranged from top to bottom (left
to right), ordered by nonincreasing width (height), and aligned at their left (top)
edges, i.e. in case the subpatterns have different widths (heights), remaining space
appears to their right (at their bottom). Figure1 shows a 3-staged cutting tree and the
corresponding pattern.

2 Related Work

Many state of the art approaches for cutting and packing problems employ column
generation, dynamic programming, or a combination thereof [3, 10]. However, in
the light of large-scale instances, exact approaches cannot compute solutions within
reasonable time. Instead, heuristics and metaheuristics are far more promising in
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Fig. 1 A three-staged cutting tree (left) and the corresponding cutting pattern (right). The leaves
represent actual elements of types 1 to 4 obtained after at most three stages of guillotine cuts

obtaining competitive solutions in this context. Lodi et al. [9] give a survey on the
classical construction heuristics for cutting and packing problems. In contrast to the
exponential runtime of the exact approaches, their runtime complexities range from
O(n log n) to O(n3), where n is the total demand over all elements. Unfortunately,
this advantage is still not enough when the total demand is very high. Moreover,
these heuristics are rather inflexible and a strategy that does not prematurely fix the
structure of the cutting tree and the sizes of the inserted subpatterns is needed. In a
recent paper, Fleszar [6] proposed three more involved construction heuristics for the
cutting stock problemwith only a single sheet type achieving excellent results in short
time. A promising approach to boost the quality of constructed solutions is sequential
value-correction, an idea that has been successfully applied, among others, to the
two-dimensional strip packing problem by Belov et al. [1] and the two-dimensional
bin packing problem with a single sheet type by Cui et al. [4]. The basic idea is
to associate each element type with a value signifying that type’s priority. Multiple
solutions are constructed based on these values, which are continuously adapted
according to certain quality criteria, leading to a guided diversification process. The
values are increased for types that led to patterns with high relative waste, s.t. those
types are used earlier in the following iterations. Considering multiple sheet types,
Hong et al. [7] embedded fast construction heuristics in a backtracking framework to
address the problem of a meaningful sheet type selection. Solutions are constructed
sheet by sheet, where backtracking is applied to revise the choice of a sheet type that
led to a poor solution. In recent work, we followed a similar strategy by successfully
employing a beam-search algorithm to the K2CSV [5], which serves as a basis for
the sequential value-correction framework we propose here and is summarized in
the following section.
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3 A Congruency-Aware Construction Heuristic
for the K2CSV

The main component of the algorithm is a construction-heuristic for computing the
pattern for a single sheet, more precisely, the heuristic solves the K-staged two-
dimensional knapsack problem. By operating on element types rather than the single
elements separately, the heuristic is highly scalable w.r.t. element type demands
avoiding the excessive runtimes of element-based construction heuristics. A solution
is constructed by considering for each element type i ∈ E the insertion of a completely
filled grid of averti × ahori instances of i. The best position and grid size in the sheet
pattern are determined according to a heuristic fitness criterion. Note that in contrast
to the original algorithm, we use here the more complex sufficiency criterion as
proposed in [2]. Due to the compact solution representation in the cutting tree, where
congruent subpatterns are stored only once with an associated quantity, the heuristic
can then simultaneously apply this insertion to as many congruent subpatterns as
possible. Another drawback of conventional construction heuristics we avoid is their
inflexibility w.r.t. already placed elements. The heuristic considers the current pattern
flexible in the sense that compounds are not fixed after their initialization, but can
be resized, if necessary to accommodate additional subpatterns.

In order to make meaningful decisions on the choice of sheet types, this construc-
tion heuristic is used in a beam-search algorithm generating the solution sheet by
sheet. Each node in the search tree corresponds to a (partial) solution, starting with
the empty solution at the root. A branch from a node reflects the decision for one of
the sheet types from T , the computation of a new pattern on a sheet of that type using
the construction heuristic and adding this pattern to the solution with a quantity as
high as possible considering the residual element type demands. At each level, all
the nodes on that level are evaluated and all but the BW best ones are pruned, where
BW is the chosen beam-width. The quality of a partial solution is determined by
the average relative waste over all used sheets weighted by the cost factors of the
respective types. The lower the relative waste, the better the solution. This procedure
continues until all requested elements are used.

4 Sequential Value-Correction

The effectiveness of the beam-search algorithm is demonstrated in [5], where experi-
mental results showed that the approach computes high-quality solutions in relatively
short time. Nonetheless, being heuristic in nature, the algorithm is not guaranteed to
always find good solutions. In order to compensate for this drawback, we embed it
in a sequential value-correction framework.

We associate each element type i ∈ E with a value vi that is initially equal to its
area, i.e. vi = hiwi. The beam-search algorithm is then called for a certain number of
iterations and each time a solution has been computed, these values are updated. Let
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elemsi(Pj) be the number of elements of type i in pattern Pj and let further wr(Pj)

denote the waste ratio of pattern Pj, i.e. the ratio of unused area to total area in Pj.
For a given solution, the value vi of each element type i ∈ E is adapted for each of
the sheet patterns Pj ∈ P according to the following formula:

vi ← (1 − g) · vi + g · (hiwi)
p

1 − wr(Pj)
, (2)

where p is a parameter slightly larger than 1 (e.g. 1.02) and g is defined as

g = elemsi(Pj) · aj
di + dri

(3)

where dri is the residual demand of element type i after computing pattern Pj.
The intuition behind this formula is the following:

• The deterministic weighting factor g ensures that the value of each element type i
is updated to an extent that is proportional to the number of elements of type i used
in Pj. In particular, we have g = 0 if elemsi(Pj) · aj = 0, i.e. vi remains unchanged
if no element of type i occurs in the pattern.

• As p > 1, the values are overproportional to the element types’ areas. The intention
is to prefer element types that have a relatively large area and are therefore harder
to pack.

• Similarly, combinations of elements that yield a highwaste ratio will lead to higher
values for the respective element types and to their preference in the following
iterations as they are hard to combine.

Since the decisions in both the beam-search algorithm as well as the fitness-criterion
of the underlying construction heuristic are based on the element types’ areas, they
can easily be adapted to utilize the values vi, for i ∈ E, instead.

5 Computational Results

Our algorithms were implemented in C++, compiled with GCC version 4.8.4, and
executed on a single core of a 3.40 GHz Intel Core i7-3770. We tested the sequential
value-correction approach for 30 iterations and BW = 20 (SVC) on the benchmark
set by Hopper and Turton [8]. It comprises three instance categories of increasing
complexity, each consisting of five randomly generated instances with |T | = 6, 2 ≤
qt ≤ 4 and ct proportional to t’s area, for all t ∈ T , and di = 1, for all i ∈ E. We
compared SVC with the HHA algorithm by Hong et al. [7] and with applying the
pure beam-search for BW = 500 (BS500) and, using the original fitness criterion
from [5], for BW = 5000 (BS5000). As HHA does not use a stage limit, we set
K = 10 for our algorithms. Table1 reports for each category the average percentage
of the used area on the sheetsa(P), to be comparablewith the results from [7], and the
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Table 1 Comparison of area utilization for the three instance categories M1 to M3

Instance
category

|E| |T | HHA BS500 BS5000 SVC

a(P) t(s) a(P) t(s) a(P) t(s) a(P) t(s)

M1 100 6 98.4 60 97.7 21.6 98.4 34.2 98.4 18.6

M2 100 6 95.6 60 96.3 12.2 96.1 32.0 96.3 13.0

M3 150 6 97.4 60 96.8 45.8 96.5 103.1 97.6 35.9

The best value for a(P) in each row is printed in bold

average runtime t. Although di = 1, for all i ∈ E, i.e. we cannot exploit congruency,
our algorithms yield competitive results in comparison to HHA.While the pure beam
search variants achieve the same or slightly worse results, SVC yields the best results
for all categories demonstrating the effectiveness of our value-correction strategy.
Moreover, the runtimes of SVC are comparable to those of BS500 and better than
both those of BS5000 and HHA, which always runs for 60 s.

6 Conclusions and Future Work

In this work, we extended a successful constructive algorithm for the K2CSV by a
sequential value-correction framework in order to improve the overall quality of the
constructed solutions. The basic algorithm, which was presented in [5], is a beam-
search constructing a solution sheet by sheet using a congruency-aware construction
heuristic, which makes the approach highly scalable and allows it to solve large
real-world instances within reasonable time. By computing multiple solutions while
adapting values associated to the element types after each iteration, this approach
can be seen as a guided diversification process. Experiments on benchmark instances
document the effectiveness of this strategy.

In future work, we intend to develop a subsequent improvement heuristic for
which the excellent results provided by this algorithm are used as initial solutions.
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A Logic-Based Benders Decomposition
Approach for the 3-Staged Strip Packing
Problem

Johannes Maschler and Günther R. Raidl

Abstract We consider the 3-staged Strip Packing Problem, in which rectangular
items have to be arranged onto a rectangular strip of fixed width, such that the items
can be obtained by three stages of guillotine cuts while the required strip height is
to be minimized. We propose a new logic-based Benders decomposition with two
kinds of Benders cuts and compare it with a compact integer linear programming
formulation.

1 Introduction

In the 3-staged Strip Packing Problem (3SPP) we are given n rectangular items and
a rectangular strip of width WS and unlimited height. The aim is to pack the items
into the strip using minimal height, s.t. all items can be received by at most three
stages of guillotine cuts. In the first stage the strip is cut horizontally from one border
to the opposite one and yields up to n levels. In the second stage the levels are cut
vertically and at most n stacks are received. In the third stage the stacks are cut again
horizontally and the resulting rectangles of the three consecutive stages of guillotine
cuts correspond to the n items and the waste.

The general Strip Packing Problem (SPP) was proposed by Baker et al. [1] and has
received a large amount of attention: on the one hand many real-world applications,
such as glass, paper and steel cutting, can be modeled as SPPs; on the other hand it is
strongly-NP hard and has turned out to be a demanding combinatorial problem. We
study the special case of the SPP, where only guillotine cuts are allowed as already
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considered by Hifi [4] and Lodi et al. [6]. We restrict ourselves to three stages of
guillotine cuts. This can be motivated from glass cutting [8].

One of the leading exact approaches for the SPP proposed by Côté et al. [2] is
based on a Benders decomposition using combinatorial Benders cuts, which can
be seen as an implementation of the logic-based Benders decomposition (LBBD)
introduced by Hooker and Ottosson [5]. Their master problem cuts items into unit-
width slices and solves a parallel processor problem that requires all slices belonging
to the same item have to be packed next to each other. The subproblem consists of
transforming a solution of the master problem into a solution of the SPP. However,
this algorithm cannot be trivially extended to solve the 3SPP.

In this work we suggest a different form of LBBD specifically for the 3SPP,
compare it to a compact integer linear programming (ILP) formulation and show
that its performance is competitive. The proposed master problem assigns items to
levels and defines the number of stacks in which the items can appear. The resulting
subproblems pack items of the same width assigned to the same level into the given
number of stacks. Two kinds of Benders cuts are provided, from which the first one
are rather straightforward, while the second one are more general.

2 A Logic-Based Benders Decomposition for 3SPP

The proposed LBBD consists of a master problem which is a relaxation of the 3SPP.
From an optimal solution of the master problem subproblems are derived that yield
a complete solution for the 3SPP. If this solution is not yet optimal we improve the
master problem with Benders optimality cuts and resolve the master problem.

2.1 Master Problem

The master problem considers n levels and aims to pack the items into these levels.
For symmetry breaking item i is only allowed to be packed into level j if i ≥ j
and only if item j is also packed into level j . This way of symmetry breaking has
been already used by Puchinger and Raidl [7]. To better exploit scenarios where
many items have the same widths and/or lengths, let us more precisely define the
set of all appearing widths as W = {w1, . . . ,wp}, the set of all appearing heights
as H = {h1, . . . , hq}, and the dimensions of item i ∈ I = {1, . . . , n} as wωi and hλi

with ω ∈ {1, . . . , p}n and λ ∈ {1, . . . , q}n . We further assume w.l.o.g. that the items
and the widths in W are given in a non-decreasing order.

We consider in the master problem different variants of each item, in which
depending on a parameter e ∈ {1, 2, . . .} its width is increased by wωi ∗ e while
its height is decreased by hλi /e. We denote the modified width of an item i by the
parameter e with wωi e, and analogously, the modified height with hλi e. We require
that for each level all packed items of the samewidth have to be reshaped by the same
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factor e. The variant of the items models on how many stacks the items meant to be
placed. The total height of the packed variant of items with the samewidth represents
the height if the items can be partitioned between the stacks ideally. Therefore, the
master problem is indeed a relaxation of the original problem since it models the first
two stages but not the third.

The next consideration concerns the maximal number of variants that has to be
provided for each item. For a given item, the parameter e can be restricted on the
one hand by the width of the strip and on the other hand by the total number of items
of that width that can be packed into the considered level. The maximal number of
different variants for a level j and a width wg is

emax( j, g) = min

(⌊
WS − wω j

wg

⌋

+
{
1 ω j = g
0 otherwise ,

|{i = j, . . . , n | ωi = g}|
)

.

The first term of the minimum calculates the maximum number of items of width wg

that can be placed next to each other without exceeding WS. The second term yields
the number of items of width wg that can be packed into level j .

The master problem is modeled by using three sets of variables: Binary variables
x jie which are set to 1 iff item i in variant e is assigned to level j . Binary variables
y jge which are set to 1 iff an item in variant e with original width wg is assigned to
level j . Integral variables z j which are set to the height of the corresponding level
j . To ease the upcoming notation we denote with [i, n] the set {i, . . . , n} and with
E( j, g) the set {1, . . . , emax( j, g)}. The master problem is defined as follows:

min
∑

j∈[1,n]
z j (1)

s.t.
∑

j∈[1,i]

∑

e∈E( j,ωi )

x jie = 1 ∀i ∈ [1, n] (2)

x jie ≤ y jωi e ∀ j ∈ [1, n], ∀i ∈ [ j, n], ∀e ∈ E( j, ωi ) (3)
∑

e∈E( j,g)

y jge ≤ 1 ∀ j ∈ [1, n], ∀g ∈ [ω j , p] (4)

∑

i∈[ j,n] | ωi=g

x jie ≥ e y jge ∀ j ∈ [1, n], ∀g ∈ [ω j , p], ∀e ∈ E( j, g) (5)

∑

e1∈E( j,ω j )

x j je1 ≥ x jie2 ∀ j ∈ [1, n − 1], ∀i ∈ [ j + 1, n], ∀e2 ∈ E( j, ωi ) (6)

∑

g∈[ω j ,p]

∑

e∈E( j,g)

wge y jge ≤ WS ∀ j ∈ [1, n] (7)

hλi x j ie ≤ z j ∀ j ∈ [1, n], ∀i ∈ [ j, n], ∀e ∈ E( j, ωi ) (8)
∑

i∈[ j,n] | ωi=g

hλi e x jie ≤ z j ∀ j ∈ [1, n], ∀g ∈ [ω j , p], ∀e ∈ E( j, g) (9)

Inequalities (2) force that each item has to be packed in a single variant exactly once.
Equations (3) link the variables x jie and y jωi e. The restriction that items of the same
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width have to be packed in the same variant is guaranteed by (4). Inequalities (5)
ensure that items are not meant to be placed onmore stacks than the number of items.
Constraints (6) impose that items can only be packed into a level j iff also item j is
packed into level j . Constraints (7) disallows that the total width of the packed item
variants exceed the strip width WS. Constraints (8) and (9) ensure that the level is at
least as high as every single item in it and at least as high as the total height of all
packed items of the same width in their corresponding variant.

2.2 Subproblem

The master problem is a relaxation of the 3SPP, since it assumes that items of the
same width can be partitioned, s.t. the resulting stacks are of equal height. The
subproblems determine the actual packing of the items and with it the actual level
height. The resulting subproblems consist of assigning items, of the same width
packedby themaster into the same level, into the number of stacks determinedby their
item variant. The aim is the minimize the height of the highest stack. This problem
corresponds to the P||Cmax problem [3].We use for the subproblem a straightforward
ILP formulation which was solved in less than a second in all considered instances.

2.3 Benders Cuts

The aim of Benders cuts is to incorporate the knowledge obtained in the subproblems
back into the master problem. In the simple case a Benders cut states that if a set of
items is packed in a certain variant, then the height of the level is at least as high as
the result of the corresponding subproblem.

Let Ī and ē be the set of items and their variant that have defined a subproblem
and let z̄ be the objective value of a corresponding optimal solution. Moreover, the



A Logic-Based Benders Decomposition Approach for the 3-Staged … 397

set J ′ contains those levels that allow an assignment of items, s.t. the Benders cut
can get activated. The simple version of our Benders cuts is

⎛

⎝
∑

i∈ Ī
x ji ē − | Ī | + 1

⎞

⎠ z̄ ≤ z j ∀ j ∈ J ′. (10)

These Benders cuts have the disadvantage that they do not affect item assignments
differing from I ′ only in that items are exchanged by congruent items, i.e., items
having the same width and height. The extended Benders cuts aim to overcome this
drawback. Let H̄ ⊆ H be the set of heights of the items from a subproblem defined
by Ī and ē. We introduce for each height h ∈ H̄ a binary variable uh which is set to
true iff at least as many items of the same width, height and variant are packed into
a level as it has been packed in the considered subproblem. The set I ′ ⊆ I contains
all items having the corresponding width and height. The constraints that set the uh
variables are given by

∑

i∈I ′
x ji ē − | Ī | + 1 ≤ uh(|I ′| − | Ī | + 1) ∀h ∈ H̄ , ∀ j ∈ J ′. (11)

The extended Benders cuts impose that the height of a level is at least as high as in
the subproblem if all corresponding uh variables are set to 1 and is defined as

( ∑

h∈H̄
uh − |H̄ | + 1

)
z̄ ≤ z j ∀ j ∈ J ′. (12)

Moreover, we iteratively exclude the smallest item of Ī and resolve the subproblem as
long as the objective of the optimal solution does not change. The resulting Benders
cuts are in general stronger and reduce the number of master iterations.

3 Compact Formulation

The used compact formulation is straightforward, hence we omit an exact specifica-
tion. The main idea is to pack items first into stacks and then pack stacks into levels.
To model this, we use binary variables vki that are set to one if item i is packed into
strip k and binary variables u jk to express that stack k resides in level j . Each item
has to be packed exactly once and each stack containing items is allowed to appear
in exactly one level. Moreover, we have to ensure that the total width of all stacks
belonging to the same level does not exceed WS. For each of the potentially n levels
an integer variable is used which has to be at least as high as the highest residing
stack. Furthermore, we applied the symmetry breaking described in Sect. 2.1.
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Fig. 1 Performance profile
of the first 100 s for the
compact formulation (CM)
and for the presented LBBD
with simple Benders cuts
(SBC) and extended Benders
cuts (EBC) on the instance
sets beng, cgcut, gcut, ht and
ngcut from [2]

4 Computational Results

The algorithms have been implemented in C++ and tested on an Intel Xeon E5-2630
v2, 2.60 GHz using Ubuntu 14.04. The ILP formulations have been solved with IBM
Ilog Cplex 12.6.2 using the same parameter setting as in [2]. All algorithms had a
time limit of 7200 s. For the benchmark we use the instance sets beng, cgcut, gcut,
ht and ngcut from [2].

We compare the compact formulation against our LBBDwith simple Benders cuts
and with extended Benders cuts. The compact model could solve 31 out of 47 test
instances to optimality, which is only marginally outperformed with 32 optimally
solved test instances by the LBBD using either simple or extended Benders cuts.
However, the LBBD can solve some instances considerably faster as Fig. 1 shows.
For instance, after 10 s the LBBDwith simple and with extended Benders cuts could
solve 22 test instances to optimality, while the compact model could optimally solve
17 test instances.

5 Conclusion

We proposed a novel LBBD for the 3SPP and compared it with a compact formula-
tion. The master problem relaxes the 3SPP s.t. only the first two stages of guillotine
cuts are determined. The resulting subproblems are iteratively resolved to strengthen
the generated Benders cuts. In addition, we proposed two kinds of Benders cuts. The
experimental results have shown that the presented LBBD can solve substantially
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more test instances in the first 100 s. The LBBD can solve one test instance more
than the compact model within the time limit. More testing is necessary to see under
which conditions the proposed approach works especially well.
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Optimization Model for the Design
of Levelling Patterns with Setup
and Lot-Sizing Considerations

Mirco Boning, Heiko Breier and Dominik Berbig

Abstract Production levelling (Heijunka) is one of the key elements of the Toyota
Production System and decouples customer demand from production orders. For the
decoupling period a levelling pattern has to be designed. Existing approaches for
the design of levelling patterns are majorly limited to large-scale production. There-
fore, this article proposes a novel optimization model regarding the requirements of
lot-size production. Relevant, sequence-dependent changeovers are considered. An
integer, combined lot-sizing and scheduling model is formulated. The four target
criteria changeover times, smoothness of daily workload, variance of lot-sizes and
similarity of production sequences are aggregated into one optimization model. In
a real case study of an existing production plan a clear improvement of changeover
times, similarity and smoothness of workloads is realized.

1 Introduction to Production Levelling

One major problem of production planning is caused by the limited flexibility which
exists in adapting the output of the production resources to a varying, fluctuating
customer demand. In a globalized, highly-competitive market only limited rules for
the timing of customer orders can be established. Therefore, a strict following of
customer orders by production leads to undesired inefficiencies in production plans.
One approach to tackle this issue is proposed by the well-known Toyota Production
System with the concept of levelling (also production smoothing or Heijunka) [9].
Levelling decouples customer demand from production orders for a fixed period of
time. For this levelling period, a levelling pattern needs to be designed. The pattern
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determines at which production day, which product, in which quantity (lot-size) and
in which position (order) has to be produced. Levelling aims at patterns which are
balanced in production volume aswell as in productionmix [4]. As a result, a reliable,
balanced plan and a smoothened production rhythm can be communicated with all
suppliers of the underlying supply chain. The impact of the bullwhip effect can be
decreased and spare capacity or stocks to copewith demand peaks can be reduced [5].

2 Existing Approaches and Related Problems

The design of levelling patterns is nothing new and many approaches have been
described in literature. Existing approaches can be classified into procedure mod-
els and optimization models [1]. Procedure models describe systematic approaches
which contain a set of structured rules for the design of levelling patterns. Such
approaches are presented in [11, 13, 14]. A good summary can be found in [2]. A
major disadvantage of all procedure models is the lack of specific analytical descrip-
tions, rules or algorithms for the design of levelling patterns. Therefore, the second
class of optimization model tries to close this gap. For large-scale production a lot of
research has been published on designing levelling patterns for mixed-model assem-
bly lines. The underlying problem is referred to as Production Smoothing Problem
(PSP) or level scheduling. The PSP aims at finding a production sequencewhichmin-
imizes the deviation from ideal to actual objective values [1]. An excellent literature
survey can be found in [3]. But due to the specific assumptions of the PSP (lot-size
one and negligible changeover times) a generated production plan will not satisfy the
requirements of traditional lot-size production. For the levelling of lot-sizes some
existing research focuses on the Batch Production Smoothing Problem (BSP) which
still ignores changeover times [7]. For lot-sizes and changeover times a promising
approach is presented by [2]. The author uses the Traveling Salesmen Problem (TSP)
for the generation of levelling patterns, but the smoothness of the production plan is
not assured on a mathematical basis. Therefore, this article closes this research gap
by capturing the levelling targets in an optimization model for lot-size production
with relevant changeover times.

3 Modeling Approach

The basis of this model is the Distance-Constrained Vehicle Routing Problem
(DCVRP), see [8] for an introduction. The DCVRP has been selected due to many
analogies between routing and scheduling problems [12]. The following notation is
introduced: In k ∈ K workdays i ∈ I products with a specific demand Di must be
produced. n denotes the total number of products and nWD the number of workdays.
A dummy product 0 is introduced to represent an idle state at the beginning and end
of each day.PTk denotes the available production time on day k andPTUk models the
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used production time. tCT ,i denotes the cycle time of i. tCO,ij denotes the changeover
time from i to j. The binary decision variable yijk equals 1 if a changeover from i
to j is conducted on day k. An integer decision variable xik models the production
quantity of i on day k. For each product a specific EPEIi (Every Part Every Interval)
has to be regarded: If EPEIA = 1, the runner product Amust be produced every day.

The following assumptions are drawn: The capacity of the production resources
is limited. Planning is based on the final product stage (no levelling of subassemblies
or components). Demand must be fulfilled and stock-outs are not permitted. A maxi-
mum of one lot per product can be produced per day. The changeover status at the
end of one production day is not taken over to the next day. All input parameters
are deterministic. Stochastic or dynamic influences are not considered. Changeover
times are decision-relevant and lot-size one is impossible. The model can now be
formulated as:

min λUti

|K|−1∑

k=1

∣
∣
∣
∣
PTUk

PTk
− PTUk+1

PTk+1

∣
∣
∣
∣ + λCO

∑

k∈K

∑
i∈I

∑
j∈V yijk · tCO,ij

PTk

− λSim
1

|K| − 1

|K|−1∑

k=1

∑
i∈I

∑
j∈J yijk · yijk+1

∑
i∈I

∑
j∈J sign(yijk + yijk+1)

(1)

s.t. :
∑

j∈I

∑

k∈K
y0jk = nWD (2)

∑

i∈I

∑

k∈K
yi0k = nWD (3)

∑

i∈I
yihk =

∑

j∈I
yhjk ∀h ∈ I,∀k ∈ K (4)

∑

j∈I
yijk ≤ 1 ∀i ∈ I,∀k ∈ K (5)

∑

k∈K
xik = Di ∀i ∈ I (6)

xik − M
∑

j∈I
yijk ≤ 0 ∀i ∈ I,∀k ∈ K (7)

∑

j∈I

k̃+EPEIi−1∑

k=k̃

yijk = 1 ∀i ∈ I, ∀k̃ ∈ {K : k̃ ≤ |K| − EPEIi + 1
}

(8)

∑

i∈I

∑

j∈I
(yijk · tCO,ij + xik · tC,i) ≤ PTk ∀k ∈ K (9)
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PTUk =
∑

i∈I

∑

j∈J
(yijk · tCO,ij + xik · tC,i) ∀k ∈ K (10)

xik ≤ UBi ∀i ∈ I,∀k ∈ K (11)

u0k = 1 ∀k ∈ K (12)

2 ≤ uik ≤ n + 1 ∀i ∈ I,∀k ∈ K (13)

uik − ujk + 1 ≤ n · (1 − yijk) ∀i ∈ I,∀j ∈ I,∀k ∈ K (14)

uik ∈ {2, 3, . . . , n, n + 1} ∀i ∈ I,∀k ∈ K (15)

yijk ∈ {0, 1} , xik ∈ Z+ ∀i ∈ I,∀j ∈ I,∀k ∈ K (16)

The proposed target function (1) combines three levelling targets: The first part
assures that the deviations of daily utilizations should be as smooth as possible.
The second part minimizes the sum of changeover times relative to the production
time. The third part assures that the order of runner-products should be as similar
as possible to benefit from economies-of-repetition. A similarity measure for the
VRP based on the Jaccard-Index has been proposed by [6] and is adapted in this
article for levelling purposes. The sign()-function is taking the value 1 if either yijk
or yijk+1 equal 1 and can be modeled with a binary auxiliary variable. As similarity
is maximized, the negative sign is used. All three components are weighted with the
factors λUti, λCO and λSim.

Constraints (2) and (3) assure that the dummy state is reached at the beginning and
end of each day. Equation (4) assures that if a changeover to a product h is planned,
a changeover from h to another product must be conducted as well. Equation (5)
assures that each product can only be produced once per day. Fulfilling the demand
is assured by (6). Equation (7) constrains that product i can only be produced if a
changeover from i is conducted (M presents a big number, e.g. the total demand for
i). Equation (8) models the EPEI. Example if the EPEI is 3 for 3 production days,
productionmust occur exactly once on either day 1, 2 or 3. Equation (9) is the capacity
constraint which assures that the available daily production time is not exceeded.
Equation (10) calculates the daily used production time which is necessary for the
target function. One disadvantage of solutions of (1) is that lot-sizes on product-level
can fluctuate at lot. From the viewpoint of the Lean-Philosophy only a small variance
of lot-sizes should be reached to avoid demand peaks for part suppliers. Therefore,
restriction (11) captures an upper bound UBi for each xi. For the calculation of UBi

the demand is spread evenly over the production occurrences: UBi =
⌈

Di
nWD
EPEIi

⌉

Equations (12)–(15) represent the subtour elimination constraints to exclude
impossible subcyles in the production plan according to the formulation of [10]. uik
is an auxiliary variable which indicates the position of i in the production sequence
on day k. Equation (16) restricts the range of the decision variables.
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4 Results and Discussion

With the proposed target function four levelling targets are achieved: Productionplans
are smooth, repetitive, balanced in production mix and economic (long changeovers
are avoided). The following example taken from a lot-size producer in the manufac-
turing industry demonstrates the desired properties.

For a production line with 17 products a levelling pattern needs to be designed
for a fixation horizon of 10days (2weeks). 6 runner products with an EPEI of 1 are
produced every day. Production orders are placed only in multiples of full pallet-
sizes. All product specific input data is presented in Table1. On each day 630min
are available for production and changeover times; all further OEE-losses are already
considered. The weights for the target function λCO, λUti and λSim are all set to 1

3 .
Initial and final setup times to the dummy product are set to 0. The optimization
model has been implemented with Gurobi version 6.0.0 on a standard PC with 3.0
GHZ and 4 GB of RAM in multi thread mode with four cores. Optimization runtime
is limited to 1h. The optimized production plan is visualized in Fig. 1.

It can easily be seen that all four levelling targets are achieved. All runner products
are produced in a repetitive sequence. Except for day 9 the daily production volume
is almost perfectly smooth. The deviation on day 9 results due to the uneven demand
of pallets which do not match the production days (e.g. demand for product B is 36
pallets, so 3,6 pallets is the ideal production rate per day, but only full pallets are
allowed). Moreover, the results reveal that the planned available production time is
too high and can be significantly reduced.

Compared to the previous production plan in Fig. 2 calculated by amyopic heuris-
tic only considering changeover times, workload smoothness can be improved by
62% (first component of (1)), changeover times by 37% and similarity by 19%. Due
to the production in full pallet-sizes the fluctuation of lot-sizes can’t be improved. For

Table 1 Product-specific input data

Product i Demand
Di
(pallets)

EPEIi

(days)

Cycle
time TC,i
(min per
pallet)

Product i Demand
Di
(pallets)

EPEIi

(days)

Cycle
time TC,i
(min per
pallet)

Product A 20 1 25, 8 Product J 4 5 25, 8

Product B 36 1 30, 6 Product K 20 1 25, 4

Product C 4 5 25, 8 Product L 8 3 28, 6

Product D 20 1 25, 8 Product M 4 5 28, 6

Product E 4 5 25, 8 Product N 20 1 25, 6

Product F 8 2 25, 8 Product O 4 5 29, 5

Product G 8 2 25, 8 Product P 4 5 25, 4

Product H 20 1 25, 8 Product Q 4 5 25, 4

Product I 8 2 25, 8
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Fig. 1 Levelled production
plan

Fig. 2 Previous production
plan created by myopic
changeover heuristic

future research the proposed model offers many opportunities for either refinement
or more efficient solution methods. Our experiments show that for models up to 100
products the solver can find acceptable solutions with an optimality gap below 10%.
However, due to the exponentially growing number of variables, solutions for bigger
problems do not possess the desired properties any more. Therefore, the develop-
ment of meta-heuristics such as multi-criteria genetic algorithms offers interesting
potential for future research.
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Treating Scale-Efficiency Gaps
in Peer-Based DEA

Andreas Dellnitz

Abstract Data envelopment analysis (DEA) is a method for calculating relative
efficiency as a ratio of weighted outputs to weighted inputs of decision making units
(DMUs). It is well-known that DEA can be done under the assumption of constant
returns to scale (CRS) or variable returns to scale (VRS). One major disadvantage of
the classical approach is that each DMU optimizes its individual weighting scheme–
often called self-appraisal. To overcome this flawcross-efficiency evaluation has been
developed as an alternative way of efficiency evaluation and ranking of DMUs. Here
all individual weighting schemes–called price systems–are applied to the activities
of all DMUs. The derived cross-efficiency matrix can form the basis for seeking a
consensual price system–a peer–, and hence this price system can be used for a peer-
based activity planning. The present contribution shows that a scale-efficiency gap
can occur when peer-based activity planning under VRS is applied, i.e. there is no
feasible point in which self-appraisal efficiency under CRS, VRS and peer-appraisal
efficiency under VRS coincide. As a consequence, we propose a mixed integer linear
problem to avoid this drawback.

1 Introduction

Data Envelopment analysis (DEA), in the essentials developed by [3], is a method
for comparative efficiency analysis among profit and non-profit entities, so called
Decision-Making-Units (DMUs). In this procedure the activity–observed inputs and
outputs–of a DMU is compared with the activities of all other DMUs, which results
in an efficiency ratio for the DMU under evaluation. Furthermore, the DMU gets to
know even more about its economic position: Pure technical and scale-efficiency can
be determined separately by consideration of different models–one under variable
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returns to scale (VRS) and the other one under constant returns to scale (CRS). If
a DMU’s activity is efficient under both models the DMU has a good economic
position called most productive scale size (mpss), cf. [1]. Moreover, the multiplier
form under VRS informs about the returns to scale (RTS) of the respective DMU,
cf. [2, 6] have made a first attempt to utilize scale effects for activity changes, based
on such RTS. This is what classical self-appraisal is about.

The main criticism of the self-appraisal approach is that each unit rates its own
efficiency in the most favorable way. A supervising institution might oppose such
opportunistic attitude and force the DMUs to accept the weight system of a so called
peer-DMU as a common denominator for them all. Hence, there is an increasing
interest in crosswise evaluation of DMUs by other DMUs in recent DEA literature,
cf. [5]. The choice of a peer has far-reaching consequences, however. Inefficient
DMUs now must improve their activities from the viewpoint of a peer rather than
from their own position. For first approaches towards peer-based activity planning
cf. [7]. Nevertheless, these authors focus on peer-selection and (cross-)efficiency
improvements by considering onemodel–VRS or CRS–, only. A global perspective–
VRS and CRS–on the technology and a corresponding mpss concept is still missing.
In the present paper we pick up this issue. Even a mpss-DMU does not necessarily
meet the peer’s philosophy of (cross-) efficiency, we call this effect scale-efficiency
gap. After presenting basics of DEA in Sect. 2, this new phenomenon is developed
in Sect. 3.1. Section3.2 then introduces a mixed integer program to avoid such gaps.
Finally, Sect. 4 summarizes all findings and points to future research.

2 Preliminaries

This section is dedicated to the necessary theoretical concepts of DEA. Equation (1)
presents the classical CCR-model in multiplier form and problem (2) the respective
BCC-model. CCR and BCC are acronyms of their creators [2, 3]; whenever conve-
nient we apply such acronyms. Activities (x j , y j ) are the inputs and outputs of DMU
j , j = 1 . . . J . Uk,Vk , uk and Ūk, V̄k, ūk are the price systems in the corresponding
models. In the remainder of this contribution we focus on multiplier form and input
orientation.

For DMU k, k ∈ {1, . . . , J } solve

max gk = UT
k yk + uk

s.t. VT
k xk = 1

UT
k y j + uk − VT

k x j � 0 ∀ j

Uk,Vk � 0 and uk = 0 (1)
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or

max ḡk = ŪT
k yk + ūk

s.t. V̄T
k xk = 1

ŪT
k y j + ūk − V̄T

k x j � 0 ∀ j

Ūk, V̄k � 0 and ūk free (2)

Let U∗
k ,V

∗
k , u

∗
k = 0, g∗

k be the optimal solution of (1) and Ū∗
k , V̄

∗
k , ū

∗
k , ḡ

∗
k be the opti-

mal solution of (2). The sign of ū∗
k =/>/< 0 indicates DMUk’s RTS-characteristics–

constant-/increasing-/decreasing-RTS, cf. [2]. Obviously, u∗
k = 0 in problem (1)

makes DMU k work always under constant RTS.

Definition 1 If a DMU k is scale-efficient SE = g∗
k
ḡ∗
k

= 1 and meets the condition
g∗
k = ḡ∗

k = 1, then the DMU is called mpss-DMU.

If a DMU k is scale-efficient but not efficient, the input projection of DMU k has
most productive scale size (mpss), cf. [1].

All these findings are valid in case of self-appraisal and widely unexplored for
peer-appraisal, however. The main concept of peer-appraisal is cross-efficiency eval-
uation. Cross-efficiencies are the efficiencies of DMUs from the viewpoint of other
DMUs. For an arbitrary DMU l ∈ {1, . . . , J } the CCR cross-efficiency from k’s
perspective is defined as

g∗
kl = U∗T

k yl
V∗T

k xl
(3)

and for BCC it is

ḡ∗
kl = Ū∗T

k yl + ū∗
k

V̄∗T
k xl

. (4)

These cross-efficiencies are typically ordered in a table called cross-efficiencymatrix.
For (3) each of its entries tells us about the relative input distance of l with respect to
k’s CCR-efficiency hyperplane at level 1 and for (4) the respective BCC-efficiency
hyperplane. In general the price systems U∗

k ,V
∗
k , u

∗
k = 0 and Ū∗

k , V̄
∗
k , ū

∗
k are not

unique and consequently the cross-efficiencies not either. Doyle and Green [5] as
well as [7] give a two-stage approach to avoid such ambiguities. In the last contri-
bution the authors propose decision rules how to determine a global price system–a
peer. The peer prices now are obligatory weights for the remaining DMUs.
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3 Treating Scale-Efficiency Gaps in Peer-Based
Activity Planning

3.1 Scale-Efficiency Gap: A Peer-Based Problem

If a peer has been selected, all DMUs are invited to improve their cross-efficiencies
from the viewpoint of the respective peer. So the cross-inefficientDMUs should strive
in the direction of cross-efficient activities. In [7] the authors show that doing so each
DMU can achieve a fully cross-efficient activity in either model. Unfortunately, the
authors did not tackle the problemwhether or not such activity changes make a DMU
mpss; this is not always the case for (2)! Before we deepen this issue, we introduce
a cross type of a mpss-DMU.

Definition 2 If a DMU l meets the condition g∗
l = ḡ∗

l = ḡ∗
kl = 1, then the DMU is

called a cross mpss-DMU.

Now back to the problem. For the sake of transparency consider Fig. 1. Therein
the line passing through the origin forms the boundary of the CCR-technology, the
piecewise linear part that one of the BCC-technology. Table1 contains the BCC
cross-efficiencies for all possible peers k.

If we now for whatever reason nominate the price system of DMU 1 to be the peer
in this particular case, the illustrated dashed line is the corresponding BCC-efficiency
hyperplane.

We observe that for the activity (xi , yi ), which is BCC-efficient ḡ∗
i = 1, both

efficiencies–the CCR-efficiency and the BCC cross-efficiency from the viewpoint of
DMU 1–coincide and are less than one. Obviously, this is due to the input projection
of i onto the intersection of both hyperplanes–point (x̃, ỹ). If we move from activity
i towards the activity of DMU 3, the activity then becomes a mpss but loses BCC
cross-efficiency. This effect reverses when i strives in the direction of DMU 2. After

Fig. 1 Scale-efficiency gap
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Table 1 BCC cross-efficiencies

DMU l = 1 l = 2 l = 3 l = 4 l = 5

k = 1 1.00 1.00 0.80 0.40 0.80

k = 2 0.92 1.00 1.00 0.53 0.67

k = 3 0.92 1.00 1.00 0.53 0.67

k = 4 −3.75 −2.50 1.00 1.00 −4.00

k = 5 1.00 1.00 0.80 0.40 0.80

a first visual introduction of the problem we proceed to a more formal mathematical
approach.

Let (x̃, ỹ) be an element of the intersection of the boundary of CCR-technology
and an arbitrary BCC-efficiency hyperplane. If the BCC-efficiency of (x̃, ỹ)

• is equal 1, (x̃, ỹ) lies
• is greater than 1, (x̃, ỹ) does not lie

in BCC-technology.

Proposition 1 Let (xi , yi ) be an activity with g∗
i = ḡ∗

ki < 1, ḡ∗
i � 1 and ḡ∗

i �= g∗
i ,

then

• any improvement of its CCR-efficiency under constant BCC-efficiency worsens
BCC cross-efficiency.

• any improvement of its BCC cross-efficiency under constant BCC-efficiency wors-
ens CCR-efficiency.

The proof is beyond the scope of our paper; more details can be found in [4], see
Theorem 5.2 on p. 145, Corollary 5.1 and Conclusion 5.2 on p. 146. An immediate
consequence of Proposition 1 is the unreachability of a cross mpss-DMU in this case.
The geometric location of (xi , yi ) implies in a tradeoff between the two objectives
BCC cross-efficiency and scale-efficiency maximization. We call such a stuck scale-
efficiency gap (SE-gap), and for (xi , yi ) it is measured by

SE-gapi = g∗
i

ḡ∗
i

= ḡ∗
ki

ḡ∗
i

< 1. (5)

A peer price system should always permit a cross mpss-DMU, we feel. In order to
reach this goal a mixed integer problem is developed in the next section.

3.2 Avoid SE-Gap by Bridging CCR- and BCC-World

In Sect. 3.1 we discussed the possible problem of scale-efficiency gaps after a price
system for activity planning purposes is fixed. To avoid such effects we have to ensure
that prior to the peer seeking process each optimal BCC-solution contains at least
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one CCR-efficient activity. We achieve this goal through the following mixed integer
problem called SE-gapless.

For DMU k, k ∈ {1, . . . , J } solve

max ḡk = ŪT
k yk + ūk

s.t. VT
k xk = 1

UT
k y j − VT

k x j � 0 ∀ j

UT
k y j − VT

k x j + Mdj � 0 ∀ j

}

CCR-World (6)

V̄T
k xk = 1

ŪT
k y j + ūk − V̄T

k x j � 0 ∀ j

ŪT
k y j + ūk − V̄T

k x j + Mdj � 0 ∀ j

}

BCC-World (7)

J∑

j=1

d j � J − 1

}

Bridge (8)

Uk,Vk, Ūk, V̄k � 0, ūk free and d j ∈ {0, 1} ∀ j

Let ḡ∗∗
k be the solution of the above problem, then the relation ḡ∗∗

k � ḡ∗
k holds because

it is a combination of (1), (2) and thus it is more restrictive than (2). The bridging
element–Eq. (8)–demands for at least one efficient activity in both worlds. The “suf-
ficiently big” constant M refers to the well-known Big M method.

Proposition 2 The SE-gapless problem is always feasible.

The proof follows immediately from the fact that the BCC-technology contains at
least one CCR-efficient activity, cf. [1]. �

Figure2 indicates the allowable set of hyperplanes that meet the conditions of
SE-gapless. Table2 shows the impact of the new peer weights in accordance with

Fig. 2 Feasible hyperplanes
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Table 2 SE-gapless BCC cross-efficiencies

DMU l = 1 l = 2 l = 3 l = 4 l = 5

k = 1 0.92 1.00 1.00 0.53 0.67

k = 2 0.92 1.00 1.00 0.53 0.67

k = 3 0.92 1.00 1.00 0.53 0.67

k = 4 −3.75 −2.50 1.00 1.00 −4.00

k = 5 0.92 1.00 1.00 0.53 0.67

(6)–(8) on the BCC cross-efficiencies. From the perspective of the DMUs 2, 3 and 4
the BCC cross-efficiencies remain unchanged. However, the situation for the other
two DMUs is quite different. In order to fulfill the second goal–integrating a feasible
cross mpss-DMU–within the peer-selection process, the possible peer-DMUs 1, 5
have to revise their cross-efficiency assessment.

Finally, for treating multiple optimal solutions and selecting a peer one can grab
the idea of benevolent cross-efficiency evaluation mentioned in [5, 7] and apply it to
the SE-gapless problem.

4 Conclusion and the Road Ahead

In this contribution the phenomenon of scale-efficiency gaps within a peer-based
DEA is introduced. To overcome this problem a mixed integer program is pro-
posed. There is still one important open question: What is the most important goal in
peer-based DEA–cross-efficiency maximization versus optimization of the individ-
ual evaluation? Generally speaking: What are the underlying economic key factors
in peer-selection? And how can we incorporate such factors into this process?
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On the Association Between Economic
Cycles and Operational Disruptions

Kamil J. Mizgier, Stephan M. Wagner and Stylianos Papageorgiou

Abstract In this research we empirically verify the relationship between opera-
tional disruptions and economic cycles in the manufacturing industry of the United
States. Contemporary and lagged correlation estimates are measured to demonstrate
the degree of co-movement between the severity and the number of operational dis-
ruptions and several macroeconomic variables. Our findings suggest that the severity
of operational disruptions follows the economic cycles with a lag of two years.

1 Motivation and Research Question

Themanagement of operational disruptions has received increasing attention in oper-
ations and supply chain management research (e.g., [7, 8]). While researchers have
mostly studied the classification, analysis and management of disruptions [4, 6], a
pertinent knowledge gap exists with regard to economic cycles (or business cycles)
and their relationship with operational disruptions. Therefore, in this research we
focus on the identification of the relationship between operational disruptions (mea-
sured by operational risk losses) and economic cycles (measured by several key
macroeconomic variables). Prior research dealing with the relationship between the
state of the economy and operational risk is scarce and limited to operational dis-
ruptions in the financial services industry [1, 10]. We contribute to this existing
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knowledge by investigating whether relationships also exist in the manufacturing
industry.

The remainder of this paper is organized as follows. In Sect. 2 we describe our
data and methodology. Next, in Sect. 3 we present the results of the cross-correlation
analysis. Finally, we conclude in Sect. 4.

2 Data and Methodology

In what follows, we discuss the data and methodology used in our research.

2.1 Data Sample

Weobtained the number and severity of operational disruptions from the SASOpRisk
GlobalData database. The database is composed of 29,374 observations from all over
the world and covers all industry sectors. To filter out the country effects, we only
examined operational disruptions which occurred in the United States (66.1% of all
events). Moreover, we selected operational disruptions that occurred between 1992
and 2013 in the manufacturing industry, which resulted in the final sample of 2,873
data points used for aggregation into yearly counts. In order to soften the impact of
extreme events, the severity of losses has been transformed using the annual average
of the natural logarithms of the losses, i.e., the sum of the logarithm of the losses in
each year divided by the number of operational disruptions that occurred in the same
year.

2.2 Methodology

The existence of a relationship between the cyclical components of the time series
that describe the state of the economy and the operational disruptions is investigated
by measuring their cross correlation [5]. More specifically, the co-movements of two
variablesXt+j (representing the cycles of operational disruptions) andYt (representing
the economic cycle) are described by the correlation coefficient ρ(j) where j is an
integer that takes both negative and positive values. In other words, we measure the
correlation coefficient between the value of the variable Y at time t and the value of
the variable X at time t + j, where j = 0,±1,±2,±3, that is, time points before,
at and after time t. Following [5], the variable Xt is procyclical with respect to the
variable Yt when ρ(0) > 0 and countercyclical when ρ(0) < 0. In economic terms,
a procyclical variable tends to increase with the expansion of the economy, whereas
a countercyclical variable tends to increase when the economy is slowing down.
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The procyclicality and the countercyclicality is considered as strong when the
correlation coefficient is statistically significant at the level of 1% and weak when
it is statistically significant at the level between 1 and 5%. Moreover, when the
maximum absolute value of ρ(j) occurs for a positive j, the variable X lags behind
the variable Y , whereas when the maximum absolute value of ρ(j) occurs for a
negative j, the variable X leads variable Y .

The state of the economy is described by the concept of economic cycles that
are defined as a type of fluctuation found in the aggregate economic activity of
nations that organize their work mainly in business enterprises [2, p. 3]. Expansions
and recessions that occur almost simultaneously in many industry sectors are the
components of a cycle. Defining the term of economic cycles, [2] underline both the
recurrent changes between expansions and recessions, and the absence of periodicity.
To describe economic cycles, several macroeconomic variables can be found in the
literature. We selected GDP, the annual volume of the United States Imports (Goods
Imports), the Chicago Fed National Activity Index (CFNAI) and the Purchasing
Manager Index (PMI) to operationalize the concept of the economic cycles. Please
note that PMI and CFNAI are by definition cyclical variables, whereas GDP and
Goods Imports first need to be decomposed into the trend and the cycles of the
underlying time series. Therefore, we used the Hodrick-Prescott filter to detrend the
GDP and calculated growth rates to detrend the Goods Imports.

3 Discussion of Results

To facilitate the discussion, we plot the time series of the average severity of oper-
ational disruptions and GDP in Fig. 1. It can be seen that during the period under
investigation several economic cycles are captured, which are represented by the
peaks and troughs of the GDP, followed by the peaks and troughs of the operational
disruptions.

Next, we focus on the results of the cross correlation analysis as summarized
in Table1. It shows that the cycles of operational disruptions lag behind economic
cycles. More specifically, there is a strong positive correlation between the second-
order lags of economic cycles with the cycles of the operational disruptions. The
strongest correlation is found between the severity of operational disruptions and
GDP (0.677 at the 1% significance level). Thus, the peaks and troughs of severity
of operational disruptions occur two years after the peaks and troughs of the GDP
cycles. As a test of robustness, Goods Imports, CFNAI and PMI all confirm this
result. Furthermore, the severity of losses seems to be countercyclical with respect to
economic cycles (negative coefficients for j = 0). However, that is not a statistically
strong argument because only the coefficient ρ(j = 0) between PMI and the time
series is statistically significant and again only at the level of 5%.

Beyond the relationship between economic cycles and the severity of operational
disruptions, we investigate the relationship between economic cycles and the number
of operational disruptions. For reason of comparison, the macroeconomic indicators
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Fig. 1 Time series of the average severity of operational disruptions and GDP cycles, 1992–2013

Table 1 Correlation coefficients between the severity of operational disruptions and economic
cycles, 1992–2013

Yt Xt−3 Xt−2 Xt−1 Xt Xt+1 Xt+2 Xt+3

GDP −0.162 −0.215 −0.308 −0.203 0.355 0.677** 0.012

Goods
imports

0.275 0.140 −0.226 −0.166 0.326 0.544** −0.634**

CFNAI −0.029 −0.088 −0.057 −0.037 0.273 0.535* −0.148

PMI 0.187 0.001 0.097 −0.475* 0.153 0.423* 0.207

**correlation significant at the 0.01 level
*correlation significant at the 0.05 level
Bold: Maximum value of the correlation coefficient

Table 2 Correlation coefficients between the number of operational disruptions and economic
cycles, 1992–2013

Yt Xt−3 Xt−2 Xt−1 Xt Xt+1 Xt+2 Xt+3

GDP −0.588** −0.269 0.279 0.311 0.318 0.010 −0.126

Goods
imports

0.004 0.216 0.193 0.185 −0.078 0.271 −0.165

CFNAI −0.030 0.156 0.325 0.261 0.184 0.275 0.269

**correlation significant at the 0.01 level
*correlation significant at the 0.05 level
Bold: Maximum value of the correlation coefficient

of the GDP, the Goods Imports, and the CFNAI were used in that case as well.
The corresponding cross correlations are shown in Table2. Also here, even though
the maximum positive values of correlation are for j = 1 as measured by GDP and
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j = 2 as measured by Goods Imports and CFNAI, none of the values are statistically
significant. Therefore, we cannot make any statement about the association between
the number of operational disruptions and the economic cycle.

The managerial implications of our study are summarized in the next section.

4 Conclusion and Implications

Our empirical analysis on the association between operational disruptions and eco-
nomic cycles in the manufacturing industry of the United States reveals several
important findings. We report that the severity of operational disruptions shows a
weak countercyclical tendency. Moreover, we identify that the severity of opera-
tional disruptions follows the economic cycle with a lag of two years as measured
by several macroeconomic variables. We do not find a statistically significant pattern
concerning the frequency of operational disruptions and economic cycles. Given the
complexity and interdependency of global supply chains [9, 11], these operational
disruptions can lead to immense losses for firms in the supply chain. By taking into
account our results, firms’ operations and supply chain managers can incorporate the
economic cycle effects into their capital planning activities to better manage the risk
of operational disruptions. Moreover, since the severity of losses is substantial, the
regulators shall impose more adequate policies on manufacturing firms to limit the
possibility of such losses materializing in the future. One efficient mitigation strategy
can be the transfer of residual risk to the (re-)insurance companies in form of busi-
ness interruption insurance [3]. However, more theoretical and empirical research is
needed to further explore this mechanism.
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land) for granting access to the SAS OpRisk Global Data.
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Simulated Annealing for Optimization
of a Two-Stage Inventory System
with Transshipments

Andreas Serin and Bernd Hillebrand

Abstract A two-level inventory system under a periodic review with lateral
transshipments is considered. The supply chain is composed of the external manu-
facturer, the central warehouse and three identical retail outlets. By moving stock
between retail outlets, the supply chain canmaintain a service target while decreasing
inventories. The aim is to optimize the order-up-to levels under a fill rate constraint.
We combine a simulation with a barycentric interpolation at the Chebyshev points
and a degree reduction technique to construct low-degree polynomial tensor product
surfaces for the objective function and the constraint. The approximate optimization
problem is solved by simulated annealing.

1 Introduction

Supply chains may reduce the operating costs by introducing lateral transshipments
between stocking locations at the same level. Thus, stocking locations reduce their
safety stocks while maintaining fill rates. A current review on related research is
provided by [7].

The aim of this paper is to extend a single-level model according to [10] and
to achieve an approximation for a two-level inventory system with transshipments
under fill rate constraints, which can be easily treated by optimization techniques.
The occurrence of transshipment flows needs to be approximated quite accurately
in the state space to establish cost benefits sufficient to be exploited in practice.
Though the accuracy of simulated data is in fact sufficient, using a time-consuming
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exhaustive simulation for optimization is not feasible. Therefore, our approach com-
bines simulated data with a barycentric interpolation at the Chebyshev points to
construct low-degree polynomial tensor product surfaces for the objective function
and the constraint. An excellent paper on barycentric Lagrange interpolation is pro-
vided by [1].

Simulated annealing is a probabilistic meta-heuristic which can escape local
optima by accepting uphill moves. Thus, simulated annealing can provide high qual-
ity solutions and short computation times. Survey articles are provided inter alia by
[2, 6, 9].

2 The Model

We consider a single-product supply chain consisting of the external manufacturer,
the central warehouse and three identical retail outlets under periodic review and
static uncertainty. Warehouse shipments as well as transshipment flows are deter-
mined dynamically, but the order-up-to levels and the allocation policies are fixed in
advance.

If the pre-transshipment stock on hand is sufficient, the retail outlet i fulfills the
incoming demand completely. The remaining inventory can be offered to other retail
outlets experiencing shortages. In other cases, the retail outlet i requests a lateral
transshipment from the others. Transshipment lead times are negligible as opposed
to deterministic replenishment lead times. If transshipment requests are feasible,
then either two sources and one destination or one source and two destinations arise.
Risk Balancing Policy (RBP) determines how much to transship from each source
to each destination by balancing the next period stockout probabilities at the lower
echelon respectively, cf. [10]. The excess demand, which can’t be fulfilled in the
same period even by means of lateral transshipments, is lost. At the end of each
review period, retail outlets attempt to raise their inventory positions up to Sr . The
central warehouse fills the orders as far as possible. If the warehouse experiences
a stockout, the available inventories are rationed according to RBP. At the end of
the period, the warehouse increases its inventory position up to Sc. Additionally, the
stock on hand is forwarded to the next period, while the unsatisfied demand is lost.

The objective is to minimize the expected costs of the inventory system which are
holding costs at each stocking location and transshipment costs. Let ηr ≥ ηc > τ be
the corresponding unit cost parameters in (1). βi denotes the real end-customer fill
rate at location i using transshipments where appropriate, while br is an aggregate
fill rate target at the lower echelon.

min
Sr ,Sc

f (Sr, Sc) = τ ET + ηc EI
+
c +

∑

i∈M
ηr EI

+
i (1)

s.t. βi(Sr, Sc) ≥ br, (Sr, Sc) ∈ N
2, i ∈ M, M = {1, 2, 3}.
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Fig. 1 State space Sc

3μr
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βr≥ brσr

√
3σr

Considering a particular point of the solution space, there are two occasions for
transshipments. First, stockouts at the retail outlets may occur despite inventory posi-
tions as high as Sr . In this case, high demand induces immediate transshipment flows.
Second, stockout situations at the central warehouse cause time-delayed transship-
ment flows as a consequence of the fact that retail outlets are not able to raise their
inventory positions up to Sr . If both reasons arise simultaneously, there is an inter-
dependence between the warehouse and the retail outlets determining transshipment
flows in the “close” neighborhood of Sc = 3μr , if Sc < 3Sr and Sr ≥ μr . For this
reason, a fill rate constraint outside of this close neighborhood can be approximated
from a single-stage model by ignoring the interdependencies between the stages. For
the formulae, see [8].

The occurrence of transshipments is similar to a physical superposition of two or
more waves resulting in a newwave pattern of greater or lower amplitude.Waves can
travel in space, but there is an absorption. This analogy provides an intuition for why
we can introduce boundaries making the state space finite. f and βr are dependent on
both Sr and Sc. For the desired end-customer fill rates br ∈ [0.90, 0.95], we expect to
solve the problem (1) setting Sr ∈ [μr, μr + σr], Sc ∈ [3μr − √

3σr, 3μr], as shown
in Fig. 1.

3 Proposed Approximations and Simulated Annealing

In order to achieve cost benefits sufficient for practical purposes, the occurrence of
transshipment flows needs an accurate approximation. A simulation-based approach
provides a sufficient accuracy. Since the simulation is a time-consuming process, an
approach should require only a few values obtained that way. The use of Lagrangian
interpolation is deplored for its numerical properties, but the second form of the
barycentric formula is appropriate due to its numerical stability. The oscillation may
be eliminated by choosing interpolation points at Chebyshev nodes. The correspond-
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ing barycentric weights wj are usually contained in software packages. For a good
introduction to barycentric Lagrange interpolation, we point to [1].

This numerical study considers a normal demand with parameters μr = {200,
300, 400} and σr = {45, 60, 75}.

In order to obtain a numerically stable interpolation, the state space defined above
is first linearly transformed to [−1, 1] × [−1, 1], w.l.o.g. Then, Chebyshev points
of the first kind are selected for the interpolation with respect to the Sc axis. For the
demand parameters mentioned above, a sufficient number of points ranges between
10 and 13. Approximations are obtained by truncating high-order terms in the result-
ing Chebyshev series. For instance, quintic polynomials lead to a negligible maxi-
mum relative error εrel(f ) = max |(appr(f ) − f )/f | = 0.6%. Lower sensitivities to
changes in Sr justify an interpolation on four equally spaced points with respect to
the Sr axis. By mapping uniform grid points into Chebyshev knots as described by
[3], we avoid the Runge phenomenon and complete approximations.

The approximations of EI+r , EI−r , EI+c , EI−c and ET for different normal distribu-
tions differ only by a scaling factor σr . By eliminating σr , proposed approximations
are valid for all normal distributionswith an appropriate coefficient of variation. Thus,
instead of approximating βr directly, we consider an approximation of EI−r /σr . An
approximation of βr for a particular distribution can then be calculated according
to appr(βr) = 1 − appr(EI−r /σr) σr/μr . For instance, quintic polynomials lead to a
negligible maximum absolute error εabs(βr) = max | appr(βr) − βr | = 0.0003.

Under arbitrary i.i.d. demand conditions, the use of the above approach is justified
by Berry-Esseen theorem. By specifying a bound on the maximum error of approx-
imation between the normal CDF and the CDF of the normalized sample mean of
arbitrary i.i.d. values, we can assess the required number of demand periods to be
simulated.

Different combinations of the variables lead to various local minima because the
order-up-to levels are required to take integer values. Thus, the state space is discon-
tinuous and disjointed. Such optimization problems are treated either by probabilistic
or enumerative search algorithms.

Simulated annealing is ameta-heuristic algorithmused to address inter alia combi-
natorial optimization problems. An implementation requires four functional relation-
ships to be determined. First, the neighborhood is specified by a probability density
g(x) determining the set of all feasible moves from the current solution x in the d-
dimensional state space. g(x) is required to generate integer-valued moves. Second,
the acceptance function is defined by a probability density h(x) for the acceptance of
a new state given the current state. All approaches mentioned below accept an uphill
move with a probability p = exp(−Δ/T), Δ = f (xnew) − f (x) being the difference
between the current solution under consideration and the new one. Downhill moves
are always accepted. Third, the annealing schedule is specified by a finite sequence
of decreasing temperatures T0, T1, . . . ,Tfi, and a finite number of transitions at each
temperature. Finally, the objective function f (x) to be minimized is specified by (1).
Thereby, the feasibility bounds holding the search within the space for which the
approximation is valid are implemented explicitly, while the fill rate constraint is
treated as a penalty in the objective function.
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Table 1 Numerical results for μr = 400, σr = 75, ηr = ηc and τ = 0.9ηr
Approach Transship. policy br sugg. sol. (Sc, Sr) obj. val. comp. time, s.

Cauchy I RBP 0.90 (1080, 455) 47.64 13.91

Cauchy II RBP 0.90 (1080, 455) 47.64 16.07

VFSA RBP 0.90 (1080, 455) 47.64 12.81

VFSA No transshipment 0.90 (1082, 435) 73.85 14.88

A variety of simulated annealing approaches has been developed. A d-product
of one-dimensional Cauchy distributions with the cooling schedule Tk = T0/k1/d is
referred herein as Cauchy I. A recent approach using d-dimensional Cauchy neigh-
bors and the fast annealing schedule Tk = T0/k (see [5]) is referred as Cauchy
II. A very fast simulated annealing according to [4] with the cooling schedule
Tk = T0 exp(−k1/d) is referred as VFSA. All computations are performed using an
Intel Core i5-3210CPU, 8GBRAM,Windows 7 (64 bit) andR 3.2.1. VFSA achieves
the fastest computation times in our test instances, even though all approaches lead
to the same results. Cauchy II offers no advantages in a small two-dimensional state
space. Some representative results are presented in Table1.

4 Conclusions

This paper provides three main insights regarding the problem under consideration.
First, lateral transshipments enable substantial cost benefits due to lower expected
inventory levels at the end of the period. Thereby, the desired fill rate br uniquely
determines the optimal inventory policy. As a consequence, only μr and σr influ-
ence the expected transshipments at the optimum. Furthermore, each test instance
is computationally adjustable by fixing this optimum w.r.t. quantiles of normal dis-
tribution. In contrast, unit cost parameters influence only the nominal amount at the
optimum, but not the optimal policy itself. For the instance mentioned in Table1,
transshipments reduce the expected costs of the inventory system by 35.49% at the
optimum, other things being equal. Second, approximations based on the polynomi-
als of degree 5 lead to εabs(βr) = 0.0003 and εrel(f ) = 0.6%. Approximations can
be generalized for all normal distributions with a reasonable coefficient of variation.
Under certain circumstances, the use is appropriate for general i.i.d. demands. Third,
the approximate problem can be quickly solved. In our instances, VFSA obtains the
fastest computation times while providing the same objective values at the optimum
as other approaches.

The research can be easily extended to incorporate limited transport or handling
capacities by introducing higher unit costs for the utilization of external capacities.
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Optimized Modular Production Networks
in the Process Industry

Dominik Wörsdörfer, Pascal Lutter, Stefan Lier and Brigitte Werners

1 Introduction

One innovative production concept is currently highly discussed in the process indus-
try: transformable,modular plant designs implemented in standardized transportation
iso-containers [3]. Demonstration plants, consisting of apparatus modules, in con-
tainer design have already been developed and constructed within several research
projects like the EU funded “F3-Factory” project or the “CoPIRIDE” project [2, 3].
Motivations for such transformable, highly standardized plant designs in process
industry are predominantly identified by market dynamics such as shortened product
life cycles, an intense product differentiation and volatile product demands [3, 6, 8].
The provided high flexibility in capacity, product and location as well as short tech-
nology development times are attributes which lead to a high degree of attraction in
case of facing the described market changes. The impact of the inherent uncertainty
occurring in such markets can be reduced with the described innovative and flexible
production system.

Alongside with the inherent mobility (using transportation container format) and
scalability (by numbering up or down containers) new opportunities regarding supply
chain and network structure are provided. Production locations can be placed directly
in customers or resources proximity and containers can be relocated or easily adjusted
in capacity over time in case of demand shifts. Identifying the most cost efficient
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production network is crucial in order to benefit of the given flexibilities. Due to
the high complexity and the inherent interdependencies of the involved planning
decisions, mathematical programming is used to calculate a production network at
minimum cost level.

Network design models are well known in literature [5, 7] and have already been
successfully applied to the chemical process industry [1]. While related problems
focus on large scale production facilities, the scenario under consideration deals
with small scale production facilities in iso-containers. These production containers
can easily be shipped from one location to another within a few days and thus
allow for completely modular production networks. Two different mixed-integer
linear programming formulations are proposed to optimally support the production
network design decision on a strategic and tactical level. Both model formulations
are evaluated and compared on the basis of real-world test instances.

The remainder of this paper is structured as follows. Given opportunities and
benefits regarding network design of transformable plants are briefly discussed in
Sect. 2. Afterwards the mathematical optimization model to optimally design such
innovative production networks is introduced in Sect. 3. Computational results are
presented in Sect. 4 while Sect. 5 concludes with final remarks and perspectives.

2 Production Network Design of Transformable Plants

Transformable plant designs in small scale are currently in focus of the process
industry. Such a plant design contains the five enablers for transformability (mod-
ularity, universality, scalability, compatibility, mobility), see [4]. Providing these
enablers for transformability results in inherent flexibility in three dimensions. Pro-
duction locations can be shifted as mobility of the plants is given by ISO-container
surroundings. Product changes are feasible as modular apparatuses and standardized
interfaces offer the possibility to reconfigure the production process. Finally, produc-
tion capacity can be adapted by either numbering up or numbering down apparatuses
(or entire processes) or replacing existing apparatuses by larger or smaller ones. As
apparatuses are designed in standardized, predetermined formats and provide stan-
dardized interfaces, entire processes are quickly developed and constructed. A high
degree of standardization in combination with the described simple scale-up process
results in short process development times. Therefore, time to markets are drastically
reduced compared to conventional customized large scale plants. Transformable plant
designs are well appropriate for decentralized production due to the mentioned spec-
ifications. The next section describes optimization models for designing networks of
transformable plants.
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3 Optimizing Modular Production Networks

Decentralized modular production networks allow permanent relocations of produc-
tion containers. Thismeans that productionmodules can be shiftedwithin a very short
period of time allowing for flexible adjustments of location sites and their production
volumes. As a consequence, the network structure can be modified in dependency of
current product demands at each time step. In addition, the production in customer’s
proximity combined with customer specific lot sizes offers significant advantages in
comparison to centralized world scale production with conventional large scale plant
designs.

Modular production networks require a plurality of location and relocation deci-
sions as well as the allocation and reallocation of customer demands to production
facilities. At each decision step, container modules can either be added or removed
from the network, relocated within the network, customer demands produced in
(re-)assigned production container modules and new locations are set up or existing
locations are closed. In summary the following decisions have to be made in every
time step:

1. Insert or remove production containers from the network
2. (Re-)Assignment of customer demands to production containers
3. Open new locations or close old locations
4. Reposition/Relocation of production containers

Thus a variety of reacting options are offered and enabled by combining these men-
tioned decisions in order to provide a highly efficient network. Cost components
comprise investment costs for each production container, fixed and variable costs
for operating, mounting and dismounting of production containers, site development
costs, transportation costs of products, containers and raw materials and purchasing
costs for raw materials. In order to minimize overall costs for a given time horizon
such that entire customer demands are fulfilled, two differentmixed-integer program-
ming approaches are proposed. The innovative production concept predominantly
provides transformability, mobility and short times to market leading to a consid-
erable reduction of the impact of the mentioned market uncertainties. Hence, the
explicit treatment of uncertainty within the model formulation is neglected.

Given a set of M production containers, a set of J possible production locations
and a set of K customers, the goal is to find an allocation of modules to production
locations as well as an assignment of production outputs to customer demands such
that total costs over the entire planning horizon areminimized and customer demands
are fully satisfied. We restrict our model to the one product case. An extension to
multiple products is straightforward.

An integrated mixed-integer programming model simultaneously deciding about
all components (1.-4.) is proposed as shown in Fig. 1. Besides decisions concerning
the optimal choice of flexible production locations being built and the assignment
of production volumes to customers, the model considers the number, the location
and the relocation of modules—the most crucial aspect. The location j of module m
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t1 t2

Production container
(stock)

Production container
(in operation)

Inactive site Active site

Demand Raw material Demand assignment Container transport Transport raw materials

Fig. 1 Illustration of a production network for different points in time

at time t is given by the binary variable γmjt , where γmjt = 1 indicates that container
m is placed at location j at time t. Location shifts of modules are denoted by the
binary decision variables τjj′mt , where τjj′mt = 1 holds if module m is transported
from location j to location j′( j �= j′) in period t. Hence, if module m was located at
j in period t − 1 and is located at site j in period t, this module requires a location
shift at the beginning of period t. This leads to the following constraints:

γmjt + γmj′,t−1 − τjj′mt ≤ 1 ∀j ∈ J0,∀j′ ∈ J0 \ { j},∀m ∈ M,∀t ∈ T , (1)

where J0 denotes all production locations as well as the module storage location.
The general model formulation reads as

min Cost function

s.t. Selection of active sites/production locations

Location of production containers

Capacity supply

Assignment of customer demands to production containers

Relocation of modules (1) .

The simultaneous consideration of facility locations, material and module flows
over the entire time horizon involves a huge number of variables, which significantly
increases solution times, especially in real world instances. Preliminary tests have
shown that a real-world instance provided by one of our project partners could not be
solved to a reasonable optimality gap after one week of computation time. In order
to solve real-world problems, a two stage decomposition is proposed. The number
of variables is reduced by hierarchically decomposing the decision process into two
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stages, where the first stage decides about the entire network structure and the second
stage optimizes module and production flows within the given network. This leads
to the second model formulation:

1. The first stage covers strategic and certain tactical decisions such as location
planning, the number of modules at each location, raw material flows and the
assignment of production output to customers.

2. The second stage optimizes module flows in the given network created by the
first stage optimization model. Locations as well as the corresponding module
demands at each location are given at this stage. The goal is to optimize the
transportation routes of the modules such that costs–including investment costs
for modules–are minimized and module demands are fulfilled.

The first stage of the optimization process ismodeled as a network design problem
with the objective to minimize the overall costs of the network. In this stage, trans-
portation costs for modules are neglected, in order to reduce the number of variables.
Hence, the initial location of facilities and the corresponding number of modules
required at each location are part of the decision. Additionally, customer demands
are assigned to facilities and the flow of rawmaterials is considered. Every relocation
of modules induces mounting and dismounting costs as well as transportation costs.
Hence, the resulting first stage locations may be sub-optimal with respect to the sec-
ond stage problem structure including further cost components. Small changes in the
given network structure can lead to significant cost savings due to decreased trans-
portation effort. Further cost savings can be achieved by increasing the number of
modules if additional investment costs are overcompensated by reduced transporta-
tion costs. In order to adept the previous decision, facilities can be merged together
and new modules can be purchased, if total costs decrease. The second model has
the advantage, that computation times considerably decrease and solutions of very
high quality are generated. In the next section, both approaches are compared on the
basis of real-world test instances.

4 Case Study and Results

The performance of the proposed model formulations were analyzed on the basis of
modified real-world data provided by one of our industrial partners. All calculations
were performed on a desktop PC with Intel Core i5 CPU (3.3GHz) and 8GB RAM
under Windows 7. Both approaches were implemented in Xpress-Mosel, a modeling
and programming language included in the FICO Xpress Optimization Suite. The
64 bit version of FICO Xpress Version 7.6 was used as solver with default settings.
A set of 20 test instances were generated on the basis of a large real-world data set.
The planning horizon contains ten periods and customer demands are assumed to
be known for each period. Test instances were systematically derived by varying
the number of customers and potential facility location sites. Both models minimize
the total costs. In the two step approach, the total costs are computed as the sum of
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Table 1 Computational results for all 20 test instances

Instance Integrated approach 2 step approach

(#Loc./#Cust.) gap (%) time (s) cost diff. (%) gap (%) time (s)

30/10 0.00 605 0.00 0.00 1

30/20 0.00 380 0.00 0.00 1

30/30 7.29 tl −6.86 0.00 14

30/40 27.30 tl −26.56 0.02 tl

30/50 25.67 tl −25.03 0.11 tl

30/60 24.59 tl −24.10 0.22 tl

30/70 24.98 tl −23.18 0.17 tl

30/80 22.67 tl −22.09 0.18 tl

30/90 21.31 tl −20.86 0.24 tl

30/100 20.37 tl −20.25 0.26 tl

50/10 0.85 tl −0.82 0.00 1

50/20 0.00 1,092 0.00 0.00 1

50/30 10.34 tl −9.49 0.00 23

50/40 3.27 tl −2.17 0.00 150

50/50 2.70 tl −1.89 0.04 tl

50/60 2.39 tl −1.72 0.14 tl

50/70 24.52 tl −23.85 0.11 tl

50/80 23.25 tl −22.65 0.15 tl

50/90 22.43 tl −21.98 0.14 tl

50/100 21.63 tl −21.32 0.30 tl

Time limit (3,000 s) indicated by tl

both objectives and thus contain the same components as the integrated approach.
Table1 reports obtained results for each model after 3,000 s of running time. It turns
out that the two stage formulation outperforms the integrated approach in terms of
computation time and solution quality. As indicated by the column cost difference,
in nearly all instances the two step approach found a considerably better solution in
terms of total costs. The average relative cost improvement was about 13%. In all
instances, the two stage approach obtained the best objective values and exhibits the
smallest optimality gaps.

5 Conclusion and Outlook

With the emersion of container based, transformable plant designs in chemical and
pharmaceutical industry, new opportunities and potentials regarding amore customer
orientated and more flexible production network design are provided. The mobility
of production containers allows for frequent reconfigurations of the production net-
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work. In order to optimally decide about the network design for a given period of time,
two mixed-integer linear optimization models are proposed. While the first formula-
tion simultaneously considers all decisions, the two stage approach decomposes the
entire problem into two smaller size optimization problems. Numerical experiments
indicate that the latter decomposition shows clear advantages regarding computation
times and solution quality. Future research should focus on the integration of demand
uncertainty.

References

1. Berning, G., Brandenburg, M., Gürsoy, K., Mehta, V., Tölle, F.-J.: An integrated system solution
for supply chain optimization in the chemical process industry.ORSpectr. 24(4), 371–401 (2002)

2. Bieringer, T., Buchholz, S., Kockmann, N.: Future production concepts in the chemical industry:
modular - small-scale continuous. Chem. Eng. Technol. 36(6), 900–910 (2013)

3. Buchholz, S.: Future manufacturing approaches in the chemical and pharmaceutical industry.
Chem. Eng. Process.: Process Intensif. 49(10), 993–995 (2010)

4. Hernández, R., Wiendahl, H.-P.: Die wandlungsfähige Fabrik—Grundlagen und Planungsan-
sätze. In: Kaluza, B., Blecker, T. (eds.), Erfolgsfaktor Flexibilität. Strategien und Konzepte für
wandlungsfähige Unternehmen., pp. 203–227 (2005)

5. Hsu, C.-I., Li, H.-C.: An integrated plant capacity and production planning model for high-tech
manufacturing firms with economies of scale. Int. J. Prod. Econ. 118(2), 486–500 (2009)

6. Küppers, S., Ewers, C.: Supply chain event management in der Pharmaindustrie—Status und
Möglichkeiten. Supply Chain Event Management, pp. 37–55 (2007)

7. Melo, M.T., Nickel, S., Da Gama, F.S.: Dynamic multi-commodity capacitated facility location:
a mathematical modeling framework for strategic supply chain planning. Comput. Oper. Res.
33(1), 181–208 (2006)

8. Shah, N.: Process industry supply chains: advances and challenges. Comput. Chem. Eng. 29(6),
1225–1235 (2005)



Management Coordination for
Multi-Participant Supply Chains Under
Uncertainty

Kefah Hjaila, José M. Laínez-Aguirre, Luis Puigjaner
and Antonio Espuña

Abstract A game decision support tool is developed to suggest the best condi-
tions for the coordination contract between different stakeholders with conflictive
objectives in a multi-participant Supply Chain (SC). On the base of dynamic games,
the interaction between the involved stakeholders is modeled as a non-cooperative
non-zero-sum Stackelberg’s game under the leading role of one of the partners. The
leader designs the first game move (price offered) based on its optimal conditions
and taking into consideration the uncertain conditions of the follower. Consequently,
the follower responds by designing the second move (quantity offered at this price)
based on its best current/uncertain conditions, until the Stackelbergs payoff matrix is
built. The expected follower payoffs are obtained taking into consideration the risks
associated with the uncertain nature of the 3rd party suppliers. Results are verified on
a case study consisting of different providers SC around a client SC in a global decen-
tralized scenario. The results show improvements in the current/expected individual
profits in the SCs of both leader and follower when compared with their standalone
cases.
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1 Introduction

Current tools for supporting SC planning decisions are based on the optimization of
an overall target by assuming a centralized organization. Such approach disregards
the complexity that may arise when considering the different objectives, possibly
conflicting, of the different involved stakeholders, since in reality, each one usually
seeks to optimize its own profits with no consideration of the uncertain reaction of
the other players.

Some works have been carried out to solve these conflicting objectives through
cooperative negotiations such as [1],whopropose a cooperativemulti-agent approach
for the optimization of a Brazilian oil global SC. The objective in this work is to reach
to an agreement to identify the oil products distribution plan. Zhao et al. [6] develop
a bi-directional option contract (call option/put option) for a one manufacturer-one
retailer decentralized SC. For the call option contracts, the manufacturer must buy a
specific amount of products with a specific price, while for the put option, the retailer
has to pay an allowance for cancelling or returning an order.

On the other hand, few works have been carried out to solve the conflicting objec-
tives based on non-cooperative games. The work of [5] solve the interaction between
different suppliers/retailers and one manufacturer through game theory. The com-
petitiveness among the suppliers/retailers has been modeled as cooperative games
through Nash Equilibrium (NE), while the interactions between the manufacturer
and the suppliers/retailers have beenmodeled as non-cooperative Stackelberg games.
Hjaila et al. [2] develop a scenario based dynamic-negotiation (SBDN) approach to
solve the conflicts among the participating independent stakeholders within a decen-
tralized SC. The authors consider the uncertain reaction of the followers SC as a
probability of acceptance.

To the best of our knowledge, most of the decentralized SCs optimization models,
based on either cooperative or non-cooperative games, focus on SC structures, where
the interactions among the different stakeholders is hardly analyzed, leading to lose
some practicality. Moreover, current methods based on game theory allow to provide
individual decisions based on static cases, without considering the whole SC picture
and how the other partners may react, thus giving a powerful position to one player
(leader provider or client). This may lead to a bias representation of the decision-
making process, particularly when the game players are subjected to risks due to the
uncertainty in the expected response of their 3rd parties.

Accordingly, this work aims to suggest the optimal conditions for the coordination
between different stakeholders, with different interests, within a decentralized SC
superstructure. To illustrate the practicality of the proposed game approach, the devel-
oped models are implemented and solved for a superstructure of a manufacturing-
distribution SC case study which is based on real data parameters. The decisions to
be optimized are the resource flows and transfer prices between the participating SC
stakeholders, production, inventory, and distribution levels.
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2 Problem Statement

The Multi-Participant SC superstructure under study consists of several interacting
manufacturing-distribution SCs (Providers and Clients SCs). The main players are
the Provider and the Client, while the other stakeholders involved are considered as
3rd parties. The provider SC produces internal products which may be of interest
to the Client SC and/or final products to external markets using resources from 3rd
parties, so the Provider has the option to sell the same internal product to external
markets, and the client can purchase the internal product from 3rd parties, giving
more flexibility to both parties.

Based on dynamic (perfect information) games, in which each player information,
strategies, 3rd parties, uncertain conditions, and benefits are known to each player,
the interaction between the Provider and the Client is modeled as a non-cooperative
non-zero-sum Stackelberg game under the leading role of the Client. The game takes
into consideration the expected individual benefits of the Provider (Follower). The
game items are the quantity and the transfer price of the internal product along the
discrete planning time horizon. The reaction function of the follower is identified to
be the quantity of the internal product at each planning time period.

Each player acts to optimize its individual benefits by taking into account that the
other player is following the same goal. The leader player designs the game firstmove
by offering the transfer price based on the available information, then the follower
player reacts by providing the quantity. This is repeated until the Stackelberg payoff
matrix is built, considering the follower current and uncertain conditions.

3 Mathematical Model

A set of SCs (sc1, sc2 . . .SC) is considered to represent the game with their new
subsets linking each SC to its game player (leader L or follower F). The game items
are the inner product ŕ flows (RG) and the transfer price (p). The objective function
is to maximize the SC Payoff (Eq.1),

Payoffsc = SALEsc − COSTsc ∀sc ∈ SC (1)

The SC revenue (SALE) (Eq. 2) is the summation of the sales to external markets m
and to the leader SC (L); rp is the final product price, t is the discrete time period (t1,
t2 . . .T), RD is the final product flow each time period, r is the final product resource.

SALEsc =
∑

r∈R

∑

m∈M

∑

t∈T
rpr,sc.RDr,sc,m,t +

∑

r′∈R

∑

t∈T
pr′ .RGr′,sc′∈F,t ∀sc ∈ SC, sc′ ∈ SC (2)

TheSCCost is the summation of the external resources purchase, production, storage,
distribution, and the internal product costs, respectively (Eq.3). Here, it can be seen
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the conflicting objectives, as the game term is considered as a sale in the follower
SC model (Eq.2), while as a cost in the leader SC model (Eq.3).

COSTsc = CRMsc + CPRsc + CSTsc + CTRsc +
∑

r′∈R

∑

t∈T
pr′ .RGr′,sc′∈L,t ∀sc ∈ SC, sc′ ∈ SC

(3)
Managing uncertainty
The expected payoff (Eq. 4) of the follower is obtained using a Monte Carlo Simu-
lation method. A sample consisting of N risk scenarios is generated.

ExPayofsc′ =
∑

n∈N

Payoffsc′,n

N
∀sc′ ∈ F (4)

The mathematical model formulations result in Mixed Integer Non-Linear Pro-
gramms (MINLP), for both leader and follower models. The complexity of the
generic model stems from considering the policies of the third parties as part of
the system. This is achieved by following the piecewise pricing model proposed by
[3].

4 Results and Discussion

4.1 Case Study

The proposed approach has been implemented to solve a case study modified from
[3]. The decentralized SC network (Fig. 1) consists of two main stakeholders: a
polystyrene manufacturing-distribution SC stakeholder (leader) and an energy gen-
eration SC stakeholder (follower). The leader SC consists of 3 polystyrene manufac-
turing plants, 2 distribution centers (DC1, DC2), 3 markets (m1, m2, m3). The leader
SC produces two products (A, B) using 4 raw materials (rm1, rm2, rm3, rm4) sup-
plied from 4 vendors (sup1, sup2, sup3, sup4) and energy which is purchased from
the local Grid. The follower SC consists of 6 renewable energy generation plants
which are supplied by 4 biomass raw materials. The follower SC generates energy
which is sold to final energy markets and the local Grid. The game is played to deter-
mine the optimal internal energy flows (economic/physical) between the follower and
the leader SCs. To play the game, the leader offers energy prices (0.14–0.22/kWh),
and consequentially, the follower responds by providing the internal energy amounts
(3.0–24.71GWh). The case study is modeled using the General AlgebraicModelling
System (GAMS). The resulting MINLP tactical models are solved for 6 time peri-
ods, which consist of 1000working hours each, usingGlobalmixed-integer quadratic
optimizer GloMIQO [4].
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Fig. 1 The decentralized SC network [3]

Fig. 2 Leader payoff versus
Follower payoff

4.2 Results-Deterministic Conditions

The resulting Stackelberg’s payoff matrix under the current energy prices around
the follower SC has been projected on Fig. 2. It can be seen that the highest leader
payoff value is 23% higher than its Standalone payoff (7.47Me), which corresponds
to 59% loss in the follower payoff compared with its Standalone payoff. The first
win-win Stackelberg solution is the point E (Fig. 2), which guarantees 10.6 and 3%
profits improvements in the leader and follower payoffs, respectively in comparison
with their corresponding standalone cases. Then, the resulting Stackelberg strategy
would be to reach an agreement and signed a coordination contract that ensures a
service of 24.71GWh at a price of 0.18e/kWh.
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Fig. 3 Leader payoff versus
Follower expected payoff

4.3 Results—Uncertain Conditions

The Stackelberg payoff matrix is built and projected on Fig. 3 based on the leader
payoffs and the follower expected payoffs. This results are obtained from 500 gen-
erated scenarios using a Monte Carlo sampling based on the following parameters:
energy prices mean = 0.22 e/kWh, standard deviation = 0.03 e/kWh. It is worth
noticing that the Stackelberg solution has been shifted from E to É in order to mit-
igate the risks associated with the uncertain reaction of the follower. In this case, É
represents the first win-expected-win solution. The coordination contract will be that
one corresponding to the leader final strategy: 24.71 GWh at 0.19 e/kWh. Such a
strategy results in 6.9 and 7.3%profit improvements in the leader payoff and follower
expected payoff, respectively in comparison with their Standalone cases.

Finally, the follower evaluates the gameoutcomebasedon its SCnominal expected
payoff. To do so, the follower SC expected payoff (2.94 Me) according to the leader
final strategy (É: 0.19 e/kWh) is compared with its expected nominal payoff at the
leader strategy (E: 0.18e/kWh). This is done by considering different 500 generated
scenarios. The results show 6.6% improvements in the follower expected payoff
compared with its nominal expected payoff (2.76 Me).

5 Conclusions

A non-cooperative non-zero sum game approach is proposed for the optimiza-
tion of decentralized SC. The methodological framework is based on determining
the best coordination contract between the stakeholders of conflicting objectives
(providers/clients) that guarantees win-win outcomes under the provider (the fol-
lower player) uncertain conditions. The Game approach results in different MINLP
model implementations which have been solved to a real data case study that con-
sists of different production-distribution providers SC (follower) around an indus-
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trial manufacturing-distribution SC (leader). The results show improvements in the
stakeholders profit expectationswhen comparedwith their standalone situations. The
uncertain behaviour of the follower affects the stackelberg outcome which induces
the leader to change its strategy while keeping a win-win game outcome. The pro-
posed approach provides a flexible decision-support tool that is able to mitigate the
uncertain reaction of the providers, thus allowing to anticipate themechanisms differ-
ent manufacturers may use to modify their relationships with their providers during
the decision-making process.
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A Simulation Based Optimization Approach
for Setting-Up CNC Machines

Jens Weber, André Mueß and Wilhelm Dangelmaier

Abstract The “Intelligent work preparation based on virtual tooling machines”
research project presents an idea for pursuing an automatically optimized machine
setup to obtain minimized tool paths and production time for CNC tooling machines.
A simulation based optimizationmethodwas developed andwill be combinationwith
a virtual toolingmachine to validate the setup parameters and configuration scenarios.
The features of themachine simulation such as material removal and collisoon detec-
tion are associated with a sharp increase in the simulation complexity level which
leads to a high effort for a simple simulation based optimization approach where a
high number of iterations are typically necessary to evaluate the optimization results.
This contribution focuses on the implementation of a machine setup optimization in
a way that is practical as pre-processing estimation for workpiece positions. There-
fore a simulation using a rastered workspace model, combined with an asynchronous
PSO implementation will be introduced to avoid needless simulation runs.

1 Introduction

Today, for production processes CNC simulations by virtual tooling machines are
established as a standard for validating complex cutting processes. The current
research project (Spitzencluster its OWL InVorMa), supported by the German Fed-
eral Ministry of Education and Research contains the research field of improving the
virtual tooling setup process of machines and production systems by using simula-
tion models of tooling machines. The goal is to build a system, which automatically
generates valid setup parameters for workpiece and workpiece clamp positions in
the workspace.

In order to be able to successfully implement the setup optimizer, the idea arose
to combine a virtual tooling machine with a simulation based optimization system
using metaheuristics such as the Particle Swarm Optimization (PSO) algorithm. The
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PSO algorithm generates solution candidates for the workpiece position, evaluated
by the simulation model (collision detection, production time, tool distance and
circumstantial paths detection). The particle swarm will then threw the workspace
until a stop criterion is reached and a solution is found. This combination generally
leads to a high number of simulation runs and iterations in order to be able to provide
useful setup parameters. For this reason, several pre-processing approaches have been
developed to evaluate the workpiece positions. One of the current proofs of concept
is presented in this contribution and will be further developed in future contributions.

2 Related Work About Parameter Optimization in SBO
and Virtual Tooling

The literature shows that simulation based optimization (SBO) can be successfully
used in the domains of logistics, layout planning, scheduling and production plan-
ning, esp. material flow systems [1]. The implementation of a SBO-system requires
individual configurations and constraints [2, 3]. The contribution [4] directly shows
that the material flow models are able to parameterize by using the (PSO) approach.
This approach was compared with the 3-phases-PSO-algorithm, see [5] resulting in
improved runtime. In order to identify useful metaheuristics for an SBO approach
to improve the setup of virtual tooling, the contribution of [6] shows test results
using defined benchmark functions of certain metaheuristic algorithms with regards
to convergence behavior, runtime and the number of dimensions. The contribution
of [7] contains a further method to accelerate the optimization systems of the SBO
approach using metaheuristics as well as handling stochastic node failures and dis-
tributed and limited resources. The PSO-algorithm is then further developed and is
reviewed as a synchronous, asynchronous and partially synchronous PSO.

3 Concept of the Pre-Processing Position Validator
for Machine Setups

The first approach is developed in a 2D-Environment. Several position setups of
workpiece and clamps can be defined and the contours of clamps and workpieces
can be represented alongside the contours of the tool arm. The workpiece clamps and
other areas in the unavailable spaces are defined as (unspecified) obstacles as well.
The point of origin of the workspace is found in the top left corner. The workpiece
point of origin, which is important for the NC-program, is also defined as the top left
edge of theworkpiece. The approach estimates only possible positions ofworkpieces,
obstacles and clamps. The target geometry data of the workpiece as well as material
removal will be ignored. The simulation evaluates whether the relationship of tool
paths and workpiece based on the NC-program is feasible. The workspace of the
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machine is rasterized into discrete millimeter squares in which each occupied square
of the total area is represented by the coordinate point in the top left corner. The devel-
oped system presents validated paths between workpiece and tool arm, eliminating
collisions or non-reachable approach angles. For that, the NC program is read in by a
NC-interpreter which recognizes movements of the tool in the workspace as well as
movements between tool change point and application point at the workpiece. The
tool arm will travel through the rasterized squares by a single shortest path search.
In combination with the PSO algorithm [7], many position parameters are able to
be investigated using the shortest path found by the abstracted simulation system
as a fitness function. The standard PSO algorithm based on the contribution of [8]
is used. The stop criteria of the PSO is reached when no significant improvement
can be observed for 10 generations. The goal is to achieve short paths for the tool
arm, as these will result in shorter work duration to evaluate setup configuration.
In this way, the simulation time is negligible compared to the real 1:1 simulation
model. The use cases are defined by an user interface to develop a 1:1 workspace
area of the real tooling machine with consideration of real sizes. For each use case, 4
objects are defined. One object represents a workiece including workpiece clamps.
The remaining objects are defined as obstacles.

To conclude the concept, the dimensions reduction from 3D to 2D is given by the
restriction of the workspace by the coordinate z= 0. Because of the tool arm and the
real world ability to drive through the 3D-workspace, there are two basic premises:

• If a tool path is found in 2D, there will be also a valid tool path in the 3Dworkspace
• If there is no tool path solution in 2D, no statement will be possible.

The workspace is rasterized by a transformation function f : R2 → Z
2 with an arbi-

trary rasterize-constant a such that for all z ∈ Z
2 hold:

z is occupied ↔ ∃r ∈ R
2 : r is occupied AND z1 ≤ r1 < z1 + a AND z2 ≤ r2 < z2 + a

when a tool path is found in Z
2, there will also be a tool path in R

2 or if there is
no tool path in Z

2, no statement about a tool path in R
2 will be possible. The use

cases consist of a multi-position setup scenario where several raw workpieces are
placed in the machine workplace. The workpiece from the current job is marked as
workpiece while the remaining workpieces are marked as obstacles. This use case
stands for the proof of concept of a successful pre-processing run to find a good or
better setup position using a specified constant NC-program.

4 Results and Discussion of the Use Cases

Figure1 gives an overview of the four use cases evaluated in this contribution. For
an improved understanding of the optimization results, Fig. 2 illustrates the fitness
landscape of the workpiece position for the four use cases. The x and y-axis represent
the machine table coordinates of the workspace of the tooling machine. The fitness
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Fig. 1 Use cases. a Use case 1. b Use case 2. c Use case 3. d Use case 4

(a) (b)

(c) (d)

Fig. 2 Fitness landscapes of all four use cases from Fig. 1. a Use case 1. b Use case 2. c Use case
3. d Use case 4

value represents the number of steps needed during the simulation with the given
setup.

The gray area represents valid setup positions for the workpiece, while the sat-
uration represents the fitness value depending on obstacles. The best position of
the workpieces can be analytically calculated using mathematical formulas, but this
requires high effort and is impractical for real world problems. The analytical posi-
tion coordinates which represent the best workpiece position and a valid simulation
for all use cases are x = 263 and y = 38. The required number of raster steps during
the simulation is given in Table1.

The following Fig. 3 gives an overview about the achieved results of the treated
approach. The x-axis represents the use cases and the y-axis differs depending on
the metric. The bars represents the minimum and maximum results. The black line
shows theMedian and the rectangle the elements between the first and third quantile.
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Table 1 Number of raster
steps during simulation runs
with analytical best position
coordinates

Use case Number of raster steps
during simulation

1 1067

2 1051

3 929

4 929

Fig. 3 Results comparing the four Use cases from Figs. 1 and 2. a Distance to analytical optimum.
b Generations until PSO converges. c Simulation duration. d Optimization duration

In Fig. 3a, the differences in raster steps between the analytically calculated optimum
and the solution given by the PSO are visualized (y-axis). In general the found solu-
tions need about 50 stepsmore. It is notable that use case three shows a high deviation
which is probably caused by the clamp position. The resulting fitness landscape (see
Fig. 2c) indicates this finding. Furthermore, it determines an impractical search space
for the PSO because of the huge white area surrounding the global optima. Use case
one, two and four show similar results. Outliers are notable only in use case three
and four. Figure3b shows the number of PSO generations, needed to converge. On
average more generations are needed for the use cases three and four. This is caused
by the search space, having mostly invalid solutions near the analytical optimum.
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Figure3c illustrates the simulation duration of the use cases. On average a simu-
lation run takes about 600 ms. A fast result is reached because the simulation focuses
on the collision detection, considering 2 dimensions only. The experimental result of
each use case determines low deviations, but there are also high outliers. The outliers
are reflected by 2% of the sample. These results are expected in cases where the
direct path would run threw a concave obstacle, causing the shortest path algorithm
to achieve worst case run times. Figure3d shows the optimization duration of the use
cases. The optimization duration seems to be independent from the chosen use case.

5 Outlook

The proposed contribution deals with a dimension (3D to 2D) reduced setup opti-
mization process for the identification of a near optimal workpiece position. The
pre-processing is necessary because of the high simulation durations using a full
virtual tooling machine. To demonstrate the functionality, four use cases have been
evaluated, each of them having different workpiece and obstacle positions. An opti-
mization component improved the position, using an asynchronous PSO algorithm.
The results differed depending on the obstacle, workpiece andworkpiece clamp posi-
tions. The benchmark of the optimization process is shown by the average difference
of raster steps, by the simulation run, using the analytical and the calculated optimal
workpiece position. The simulation durations of the use cases are compared to each
other and the convergence behavior is shown to be dependent on the distribution
of valid solutions around the analytical optimum. For the future, the pre-processing
approach is extendable for 3D-scenarios as well as more complex optimization prob-
lems with different tool sizes and NC-programs. Also a comparison between the
shown approach and a virtual tooling machine will determine more results about the
performance and accuracy of the systems as well as will offer a clearly evaluation of
the model.
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Simulation-Based Modeling and Analysis
of Schedule Instability in Automotive
Supply Networks

Tim Gruchmann and Thomas Gollmann

Abstract Within automotive supply chains, instability of order schedules of origi-
nal equipment manufacturers (OEMs) creates inefficiencies in suppliers’ production
processes. Due to the market power of the OEM, first tier suppliers are not always
able to influence the scheduling behavior of their customers. However, addressing
the root causes of schedule instability, in particular the unreliability of suppliers’
production processes, can help to curtail short-term demand variations and increase
the overall supply chain efficiency. To this end, we introduce a stylised assembly
supply chain model with two suppliers and a single OEM. This supply chain can be
disrupted by a shortage occurring at one of the two suppliers due to randommachine
breakdowns, what consequently creates dependent requirements variations affecting
both the buyer and the other supplier. Therefore the paper at hand contains two main
sections. At first, a simulation model is developed containing the said mechanism
causing schedule instability. Secondly, a simulation study is carried out to derive
managerial and theoretical implications accordingly.

1 Introduction

Companies within automotive supply chains exchange and update demand infor-
mation on a regular basis. Typically, suppliers receive from their customers daily
updates of short-term delivery requirements and mid-term demand forecasts as a
basis for production planning. It is however not uncommon that required shipment
quantities and due dates become revised by the customer at short notice [13] and
result in particular from the adjustment of the planned production schedule by the
OEM. Such adjustments need not result exclusively from a change in the market
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demand but may occur due to re-scheduling of production orders at the OEM. The
German Association of the Automotive Industry (VDA) cites the complexity of the
supply chain, technical and quality-related problems as well as other contingencies
as sources of the said demand variations [16]; similar causes are mentioned in [1]. As
a consequence, suppliers in automotive supply networks face an increased volatility
within their production processes which lead to additional tool change-overs and
inefficient lot sizes [6]. VDA estimates the resulting costs to be up to 5% of the
suppliers’ turnover [16].

The described phenomenon is termed in the literature as schedule instability.
Specifically, schedule instability is defined as incessant adjustment of OEM’s pro-
duction schedule which reacts to changed conditions [10]. Sivadasan et al. [13]
describe the schedule instability as a mutual interaction between the adjustment of
the buyer’s orders and the production planning of the supplier, especially affecting the
given lot sizing decisions [4]. In the past, a number of existing studies have addressed
schedule instability and its effects. In particular, Liker and Wu [8] made a compar-
ison of short-term schedule instability between US-American and Japanese OEMs.
For the European automotive industry Childerhouse, Disney and Towill [1] discov-
ered a significant correlation between demand variations at the OEM and schedule
instability. In an experimental research design, Pujawan [9] as well as Herrera and
Thomas [3] received similar results.

To the best of our knowledge, none of the existing studies addressed schedule
instability as result of suppliers’ vulnerability to disruptions in a model-based frame-
work. Therefore, the main objective of the paper consists in developing a formal
model and conducting a simulation-based analysis of the interdependencies within
supply networks taking the unreliability into account. In detail, we study a model
of an assembly network supply chain [17] and extend the above line of research by
generating insights into the effect of supply unreliability on the extent of schedule
instability in such a network.

2 Model Description

Generally, supply disruptions can occur on every supplier-buyer link in this net-
work. Those links in which vendors operate at their capacity limit can be described
as critical [15]. Short-term capacity shortages occurring at the supply side of one
such link are likely to trigger demand variations across the supply network because
of the supplier’s inability to ship the required parts. This forces the buyer to re-
schedule its production in order to avoid a standstill. For that purpose, the OEM
increases the requirements for other suppliers’ parts at short notice. At the same
time, the requirements for the part in short supply are reduced. This creates horizon-
tal ties between the suppliers; these ties are manifested in an indirect relationship
between demand variations at the nodes which supply non-complementary prod-
ucts. This kind of relationships can be termed as dependent requirements variations.
Consequently, dependent requirements variations are likely when disruptions occur,
especially under single sourcing procurement. Note that if another critical link will,
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as a consequence of re-scheduling at the OEM, experience a demand surge and a
resulting capacity shortage, the above effect is expected to propagate further. To
focus on main effects, the present work refers to a simplified setting with two sup-
pliers producing two different parts, for instance manual and automatic gearshifts,
which are assembled on the same assembly line of the OEM into two different final
products.

In particular, we model the operation of the supply chain under study as follows:
The OEM faces a deterministic market demand per time period over an infinite
horizon, and provides its suppliers a constant forecast based on its assembly line
capacity. If a manufacturing disruption due to a random machine breakdown occurs
at the unreliable supplier (supplier 1), the production of the disrupted batch halts;
the items manufactured are shipped to the buyer while the remaining parts of the
batch turn to a backorder. In contrast, the fully reliable supplier (supplier 2) is able
to increase the capacity at short notice following the shortage of supplier 1 and
the subsequent re-scheduling by the buyer. Specifically, while supplier 1’s part is
unavailable, the buyer dedicates a higher portion of its capacity to the assembly of
supplier 2’s part and increases accordingly its requirements, which supplier 2 is able
to accommodate. By re-planning, the buyer avoids negative consequences of the
disruption such as lost sales and standstill costs. After supplier 1 having recovered
its backlog, the buyer will dedicate a higher portion of its capacity to the assembly
of supplier 1’s part and decreases accordingly its requirements for supplier 2’s part.

3 Simulation Study

To conduct the simulation study, we built a System Dynamics simulation model in
order to gain deeper insights into the nature of dependent requirements variations.
In general, Systems Dynamics simulation is seen as a probate instrument to analyse
problems with dynamic complexity [14]. Concentrating on dependent requirements
variations, the re-scheduling interactions between the buyer and its supply network
caused by random, discrete machine output at supplier 1 were analysed. In that con-
text, Schönsleben [12] indicates that for discrete objects, such as a random machine
output, the Poisson distribution provides a suitable representation. In the end, com-
parative simulation runs with different unreliability levels at supplier 1 were carried
out. Figure1 illustrates the simulation model as implemented in Anylogic. Ivanov et
al. [5] state that Anylogic is a suitable tool when Systems Dynamics simulation is
required. Table1 describes the actors of the simulation model.

Following [7] at least three to five simulation replications for each setting should
be performed. Using the confidence intervals method [11], three replications were
identified as being sufficient. In the end, three replications for each unreliability
level (λ= 100, 90 and 80) for 10,000 periods were conducted. Analysing the created
data base, the quantities of the “AdditionalProduction” as indicator for dependent
requirements variations took centre. In particular, the probability distribution of the
quantities of “AdditionalProduction” was tested using the Anderson-Darling test
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Fig. 1 Anylogic simulation model

Table 1 Actors of the simulation model

Actor Source Type Setting Character

Supplier 1 Yes Flow Production batch, Poisson
distributed with λ = 100, 90 or
80 per period

Random

Supplier 2 Yes Flow Production batch, deterministic
100 units per period

Stable

AssemblyLine OEM Flow Market demand, deterministic
200 units per period

Stable

AdditionalProduction Yes Dynamic Indicator for dependent
requirements variations

Dependent

Table 2 Simulation results for the actor “AdditionalProduction”

Replication λ = 100 λ = 90 λ = 80

Ω μ σ Ω μ σ Ω μ σ

1 Normal 0.06 10.03 Normal 10.15 9.46 Normal 19.85 8.98

2 Normal –0.03 9.88 Normal 9.97 9.48 Normal 20.04 8.95

3 Normal 0.05 10.01 Normal 9.98 9.5 Normal 19.82 8.94

[11]. Table2 summarises the descriptive results of the simulation runs for each unre-
liability level.

The simulation results show clearly that due to the incessant adjustment of OEM’s
production schedule as reaction to supplier 1’s unreliability, the schedule instability
in the whole supply network increases. In particular, the mean of the quantities
of the “AdditionalProduction” as indicator for dependent requirements variations
shifts from an average of 0.09 (unreliability level λ = 100) to an average of 10.03
(unreliability level λ = 90) and to an average of 19.90 (unreliability level λ = 80).
Additionally, it can be seen that the probability distribution of the quantities of the
“AdditionalProduction” is estimated to be normally distributed and does not change
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with an increasing unreliability level. As expected, an approx. positive linear relation
can be determined between the unreliability level and the mean of the quantities
of the “AdditionalProduction” while the standard deviation decreases slightly with
increasing unreliability level. Without loss of generality, the observed effects of
indirect horizontal ties between suppliers will remain unchanged in a single-buyer-
multiple-vendor-setting with in a single bill of material.

4 Conclusion and Outlook

Following [2] simulation is being used increasingly as a methodology for theory
development. Particularly for longitudinal and nonlinear processes, simulation can
help to build a more comprehensive and precise theory from so-called simple the-
ory [2]. Applying the suggested roadmap by Davis et al. [2], the problem statement
was first embedded in the general theoretical concept of schedule instability. As the
theoretical concept of schedule instability could not answer the question as to how
schedule instability spreads in more complex supply networks and to which extent
unreliability of a certain member within that network affects schedule instability,
the concept of dependent requirement variations was set up in a Systems Dynam-
ics simulation model to investigate causal loops such as reinforcing or dampening
feedback in a second step. As a result, it could be seen that for the stylised assembly
supply chain consisting of one buyer and two suppliers, the schedule instability grew
approx. linearly with an increasing unreliability level, not changing the probability
distribution shape.

To summarise the results for practical use, OEMs should consider within their
sourcing decisions not just the effects of disruptions for themselves, but also for
their whole supply network, especially when the network is unable to compensate
the unreliability of few. As the OEM got the market power to influence supplier
reliability, an increase of the competitiveness of the supply network is possible by
decreasing the number of disruptions. Also in the literature, the investment into the
supplier reliability [18] is seen as a proven instrument to reduce schedule instability.

With respect to future research, two major directions can be pursued. First, an
extension of the simulation-based model should be conducted, in particular includ-
ing material flows and finite production capacities to gain further theoretical insights
regarding dependent requirements variations. Second, the known instruments of
decreasing the schedule instability (frozen zone, safety stocks, etc.) should be eval-
uated in the context of dependent requirements variations to decrease supply-chain-
wide costs.
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Performance Evaluation of a Lost Sales,
Push-Pull, Production-Inventory System
Under Supply and Demand Uncertainty

Georgios Varlas and Michael Vidalis

Abstract A three stages, linear, push-pull, production-inventory system is
investigated. The system consists of a production station, a finished goods buffer,
and a retailer following continuous review (s, Q) policy. Exponentially distributed
production and transportation times are assumed. External demand is modeled as a
compound Poisson process, and a lost sales regime is assumed. The system is mod-
eled as a continuous time—discreet space Markov process using Matrix Analytic
methods. An algorithm is developed inMatLab to construct the transition matrix that
describes the system for different parameters. The resulting system of linear equa-
tions provides the vector of the stationary probabilities, and then key performance
measures such as customer service levels, average inventories etc. are computed. The
proposed model can be used as a descriptive model to explore the dynamics of the
system via different scenarios concerning structural characteristics. Also, it may be
used as an optimization tool in the context of a prescriptive model.

1 Introduction

Depending on the timing of their execution relatively to end customer demand,
processes in a supply chain can be categorized as push or pull [2]. Push processes
are executed in anticipation of customer orders, while in pull processes execution is
initiated in response to customer demand. In usual hybrid push/pull systems produc-
tion at the upstream stations is push-type, while distribution at downstream stations
is controlled by pull-type policies. Such systems have been found to perform better
than pure push, or pure pull systems, while they are more flexible to address growing
product variety, shorter product life cycles and the need of keeping inventory costs
as low as possible [4–6]. However, their analysis is more complicated.
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Cochran and Kim [3] study with Simulated Annealing a horizontally integrated
hybrid production systemwith amovable junction point.Ghrayeb et al. [6] investigate
a hybrid push/pull system of an assemble-to order manufacturing environment using
discreet event simulation along with a genetic algorithm. Finally, Cuypere et al. [4]
introduce a Markovian model for push-pull systems with backlogged orders, basing
their analysis on quasi birth-and-death processes.

The main goal of our work is to provide an algorithm for the exact evaluation of
a push-pull supply network with lost sales. The resulting descriptive model can be
used for the optimization of the parameters of the system.

2 Description of the System

A single product, linear, push-pull supply chain is investigated (Fig. 1). A reliable
and never starved station S1 produces units at a rate μ1 and exponentially distributed
production times. Finished products are stored in a finished goods buffer (FGB) of
finite capacity b. At any given time t, inventory level at buffer is denoted by the
random variable Bt . In the case where S1 completes processing, but on completion
FGB is full, station S1 blocks (blocking after processing). 0 ≤ Bt ≤ b + 1, where the
case Bt = b + 1 corresponds to blocking. Station S1 consists the push section of the
system. Downstream, the retailer R holds inventory and follows continuous review
inventory control policy with parameters (s, Q). At time t, inventory level at the
retailer is denoted by the random variable It . When inventory It reaches the reorder
point s, a replenishment order ofQ units is placed on the buffer (0 ≤ It ≤ s + Q). The
actual level of the sent order depends on the available inventory at buffer. In the case
where FGB is empty, dispatching is suspended until one unit finishes processing
at S1, upon which it is immediately forwarded for transportation to the retailer.
Transportation is modelled as a virtual station T. Inventory in transit at time t is
denoted by the random variable Tt , where 0 ≤ Tt ≤ Q. Exponentially distributed
transportation times are assumed with transfer rate μ2. The retailer faces external
demand with compound Poisson characteristics. Customers inter-arrival times are
exponentially distributed with arrival rate λ and demand per customer is uniformly
distributed in the space [1, n]. The following assumptions are also made:

Fig. 1 System layout
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1. There are no back-orders. Demand that cannot be met from inventory on hand is
lost both at the retailer and the buffer. If there is insufficient inventory on hand,
demand is partially met.

2. At any given time only one order can be in transit from FGB to the retailer.
The one-outstanding-order assumption is a common assumption, necessary to
maintain a tractable level of complexity [1].

3. When S1 is blocked, the blocked unit is considered part of the buffer.

3 Description of the Model

The system is modelled as a continuous time, discreet space Markov Process using
matrix analytic methods. Taking advantage of repeating structures, an algorithm is
developed to generate the transition matrix for different parameters of the system.

The design variables that determine the dimension and structure of the transition
matrix are the capacity of the finished goods buffer b, the reorder point at the retailer
s, and the quantity of the orders requested by the retailer Q.

At any moment t, the state of the system can be defined by a three dimensional
vector (Bt,Tt, It). The state space S of the Markov process is comprised of all the
possible triplets (Bt,Tt, It). It can be easily proved that for any value of the given
parameters, the dimension of the state space is given by

Ns,Q
B = (s + 1) + (s + 2) · Q · (B + 2) (1)

We use the lexicographical ordering for the states [7]. We take as basic level the
subset of all states corresponding to a fixed buffer inventory Bt . Within each level
the states are grouped according to the inventory in transit Tt . For fixed buffer level
and fixed inventory in transit, the states are ordered by inventory at retailer It .

The state of the system can be altered instantaneously by three kinds of events.

1. The completion of processing of one product unit at station S1. In this case Bt

increases by one unit.
2. The arrival of an outstanding order at the retailer. In this case the inventory on

hand of the retailer It increases by Tt units. If the new value of It is not above the
reorder point, a new transfer from FGB is initiated.

3. The occurrence of external demand. Each customer may ask for d = 1, 2, 3, . . .
or n units. The inventory on hand of the retailer It decreases by the demanded
quantity. If the updated It does not exceed s, a replenishment order is given to the
FGB. Each value of d has equal probability of occurrence 1/n.

Similar transitions or events, correspond to similar patterns in the transitionmatrix,
so that sub-matrices with well defined and predictable characteristics can be defined.
In general the transition matrix can be divided into three zones: the diagonal, the
upper diagonal, and the below the diagonal (Fig. 2).
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Fig. 2 Transition matrix structure

Sub-matrices on the diagonal correspond to transitions where no replenishment
order is initiated. The first diagonal sub-matrixDf corresponds to the boundary states
where Tt = 0, It < s and Bt = 0, while the last diagonal sub-matrix Dl corresponds
to the boundary states where station S1 is blocked (Bt = b + 1).

Upper diagonal sub-matrices correspond to arrivals from S1 to buffer and are sim-
ple diagonal matrices of μ1. Since S1 processes one unit at a time, only transitions to
adjacent levels occur. The first upper diagonal sub-matrix U0 corresponds to arrivals
at buffer, while the system is at the boundary states where Tt = 0, It < s and Bt = 0.

The repeating block L below the diagonal describes transitions where there is
triggering of replenishment order from the buffer to the retailer. L corresponds to
transitions between non-adjacent levels and its exact positions in the transitionmatrix
depend on the parameters B, s and Q.

From the transition matrix, the corresponding system of linear equations can be
determined and the vector of stationary probabilities X can be computed. Using the
stationary probabilities, key performance metrics for the system under consideration
can be computed. Again, we take advantage of the structure of the transition matrix.
For example, the probability of having inventory in transit equal to (g + 1) can be
computed as the double sum

T(g + 1) =
b+1∑

j=0

s∑

i=0

X(r + i) (2)

r = s + Q + 2 + (s + 1) · g + j · ((s + 1) · Q + Q) (3)

and the average inventory in transit can be easily computed as the sum
∑Q

i=1 i · T(i).
In a similar way we can also calculate the rest performance measures of concern,

including average inventory at the retailer (WIP retailer), average inventory at buffer
(WIP buffer), the percentage of external customers whose demand is fully met by
the inventory on hand at the retailer (Order Fill Rate, OFR), and the percentage of
total external demand (in terms of product units) that is met from the inventory on
hand at the retailer (service level, SL2).

The validity of the algorithm was tested with simulation. 1360 different scenarios
were tested for various combinations of b, s and Q, as well as for different μ1, μ2,
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and λ relations. Simulation results were consistent with the results from the analytic
algorithm.

4 Results

We limit our investigation in systems where supply and demand are balanced. In
our model this translates to μ1 = λ · davg, where davg is the average demand per
customer. We investigate the effect of the decision variables b, s andQ on the various
performance measures.

With regard to buffer capacity (b), both order fill rate and service level increase
with increasingb, but as expected, the effect decreases asOFRandSL2 asymptotically
approach theirmaximumvalue. The practical implication is that rising buffer capacity
is not always an efficientway to increase customer satisfaction. The average inventory
at the retailer exhibits a similar pattern,while the average inventory at buffer increases
almost linearly with b. An interesting observation is that the evolution of OFR and
SL2 can be described by a logarithmic equation over a wide range of values with R2

values above 0.94 (Fig. 3).
Since the maximum value ofQ depends on b, we investigate the compound effect

of b and Q on the performance measures. For fixed b, OFR and SL2 increase with Q,
with the performance measures closing asymptotically to a maximum value below
100%.As expected, higher values of b, give better customer satisfaction.With regard
to average inventories, WIP retailer increases with Q. Higher values of b also cor-
respond to higher WIP Retailer, but the effect of b is less manifest than the effect
of Q. WIP buffer decreases with increasing Q. For the performance measures under
investigation the change of Q gives rise to repeating patterns across different classes
of b (Fig. 4).

Fig. 3 Evolution of order fill rate and service level with b (s = 2, Q = 4, n = 3)
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Fig. 4 Evolution of service level with Q for different classes of b (Q = 1 to b + 1)

Finally, bothOFR and SL2 show similar behaviour with changing s. By increasing
s, better customer satisfaction can be obtained, but with decreasing efficiency. WIP
retailer, increases with increasing s. For Q > 1, this dependence can be described
linearly with good fitting. Average inventory at buffer decreases with s, suggesting
that bigger s values can help in decreasing unnecessary stock at intermediate stages.

5 Conclusions

In ourworkwe developed an exact algorithm for the analysis of a simple, serial, push-
pull supply chain. The proposed descriptive model captures relationships between
variables, offers insight on key features of the system at hand, and can be used for
the evaluation of appropriate systems.

As indicated by the results for a balanced system, all parameters B, s and Q can
have an impact on system performance. The relative importance of each depends on
the specific range of its values. Despite the dynamic nature of the system under con-
sideration, under certain circumstances performance measures could be described
adequately with simple equations and this could have practical implications. More-
over, when the compound effect of parameters was investigated, performance mea-
sures exhibited repeating patterns suggesting symmetries that hold for different sys-
tem configurations.

In a further step of our research, the algorithm can be expanded for phase type
distributions (Erlang, Coxian) instead of exponential distribution. Different system
architectures can also be an object of future investigation.
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Automatic Root Cause Analysis
by Integrating Heterogeneous Data Sources

Felix Richter, Tetiana Aymelek and Dirk C. Mattfeld

Abstract This paper proposes a concept for automated root cause analysis, which
integrates heterogeneous data sources and works in near real-time, in order to over-
come the time-delay between failure occurrence and diagnosis. Such sources are
(a) vehicle data, transmitted online to a backend and (b) customer service data com-
prising all historical diagnosed failures of a vehicle fleet and the performed repair
actions. This approach focusses on the harmonization of the different granularity of
the data sources, by abstracting them in a unified representation. The vehicle behav-
ior is recorded by raw signal aggregations. These aggregations are representing the
vehicle behavior in a respective time period. At discretemoments in time these aggre-
gations are transmitted to a backend in order to build a history of the vehicle behavior.
Each workshop session is used to link the historic vehicle behavior to the customer
service data. The result is a root cause database. An automatic root cause analysis
can be carried out by comparing the data collected for an ego-vehicle, the vehicle
the failure situation occurred, with the root cause database. On the other hand, the
customer service data can be analyzed by an occurred failure code and filtered by
comparing the vehicle behavior. The most valid root cause is detected by weighting
the patterns described above.
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1 Introduction

Failures that occur while using a product, e.g. complex products like vehicles, result
in customer dissatisfaction and increasing after sales costs for the company. Thus,
detecting the root cause of failures in a fast and accurate way is necessary to deal
with these problems. Current failure detection has the main challenge to overcome
the time-delay between failure occurrence and diagnosis. This work introduces a
concept integrating decisions based on vehicle and customer service data in order
to determine the root cause of failure situations with and without a failure code.
A common data structure for the used data sources is introduced in this context.
Section2 gives an overview of the proposed concept. The following sections describe
the analysis of failure situations without a failure code (Sect. 3) and with a given
failure code (Sect. 4). Both sections focus on transforming the data sources in a
unified representation.

2 Concept Integrating Heterogeneous Data Sources

A concept to detect the root cause online, as it occurs, has to deal with two different
failure situations. In the automotive context there are well described situations where
the vehicle reacts on an anomalous behavior with a Diagnostic Trouble Code (DTC).
In order to detect the root cause of these failure situations the analytical focus is the
historic customer service data. On the other side there are failure situations without
a DTC. In these cases anomalies of the vehicle behavior has to be identified and
described to detect the root cause.

This paper proposes an approach to handle both failure situations described before.
Figure1 gives an overview of the concept. The dotted lines highlight the process of

Fig. 1 Concept on root cause detection by analyzing heterogeneous data sources
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analyzing failure situations without a DTC. In the following sections an outline of
both analysis tasks, failure situations with and without a failure code, is given.

In terms of this concept each failure situation has to be represented in a uni-
fied structure, whether a failure code exists or not. This leads to the possibility of
integrating all data sources. Thus, all failure situations are represented by Symptom-
Action combinations, in the following named as failure cases. A failure case FCv,t

of the vehicle v and the time interval t contains a set S(v) = {se,1, se,2, . . . , se,n} of
symptoms with e as the symptom type and R(v) = {ra,1, ra,2, . . . , ra,m} of performed
repair actions with a as the type of the performed action. n denotes the number of
symptoms and m the number of repair actions, though |S(v)| = n and |R(v)| = m.

The shown data structure integrates three different data sources described in the
following. The observed system itself, in this paper the vehicle, provides informa-
tion on its own behavior and failure information, i.e. represented by DTCs, software
and hardware versions or environmental parameters like the temperature. This paper
considers the customer is a separate data source. Comparable to the sensor-based
vehicle behavior the customer gives a description of the problem situation. The
last data source is the customer service data warehouse, containing all historic fail-
ure information, recorded customer complaints (verbal description by the customer
and description by the garage) and performed repair actions (detailed description in
Sect. 4).

3 Analysis of Situations Without Failure Code

In terms of detecting the root cause of situations without a failure code the vehicle
behavior while driving is analyzed. In such case the decision whether there are
anomalies in the current vehicle dynamics based on its historical behavior. To increase
the accuracy of this decision historical behavior of comparable vehicles in the fleet is
used. This analysis has to take place in the backend to integrate all the historic data.

A challenge in analyzing vehicle data in a backend is the huge amount of data
produced by vehicles. All control units in the vehicle are connected to a Controller
Area Network bus (CAN-bus). Assuming an average data rate of 500Kbps [4, p. 38]
and the four buses mentioned in [5, p. 6ff.] a vehicle produces around 900Mb of data
per hour. In order to use the historical behavior of the ego-vehicle as well as the fleet,
it has to be analyzed in a backend architecture. For that the data has to be transmitted
in an aggregated form to overcome limitations by the huge amount of data.

The data within the vehicle is produced by sensors. These are continuous-time
and continuous-value signals. Sensor values are read in defined intervals by the
connected control units. Thus, the values are transformed into discrete-time. Further
control units are limited in the storages value range, leading to the transformation in
discrete values [5, p. 41ff.]. In a next step a control unit provides internal calculated
values, based on the sensor inputs, and some raw sensor values to the CAN-bus.

Aggregation of data can be done in several ways. As the CAN-data represents
a data stream, methods according to [6] are used. Table1 gives a brief overview
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Table 1 Aggregation methods and their applicability to represent the vehicle behavior

Method Description Applicable

Sum Sum up all signal values (i.e. sum of the overall
brake pressure per trip)

No

Mean/Median One value representing a trip (i.e. mean brake
pressure per trip)

No

Quartile Representing the deviation of a trip Partly

Count Count the occurrence of values or the time a
signal is active (i.e. profile of the brake pressure
while driving)

Yes

Min/Max Gives the extreme values of a trip (i.e. minimum
brake pressure per trip)

No

of aggregation methods and highlights the applicability in representing the vehicle
behavior.

The goal in analyzing vehicular data is to detect whether an aggregated trip divers
form the vehicles historic behavior. If a new data instance is transmitted by the
vehicle, a backend process calculates a score of representing an vehicle behavior
anomaly. A survey of detection methods is given in [1]. An anomaly in a single trip
can have different reasons which are not relevant for the analysis, i.e. traffic jams. To
overcome this problem a scoring algorithm is used, in order to detect a subsequence
of anomalous trips. The anomaly detection is not just based on a single recorded trip
but on the anomaly frequency along the past d ∈ N trips. In terms of the failure cases
FC introduced before, a detected anomaly can be seen as a symptom.

4 Analysis of Situations with DTC

The main focus in failure situations with a DTC is data stored by the customer
service. Current research activities dealing with customer service data are building
neural networks [2, 3] in order to determine the root cause. This paper describes
an approach focusing on clustering failure cases in order to gain the possibility of
iteratively improving the quality of proposed root cause solutions. The used customer
service data consists of the following parts:

• General vehicle data: Information on the vehicle type (i.e. model, engine and
gear box), the components and all production data (i.e. production date and plant)

• Garage data: This data stores verbal descriptions on the customer’s complaint
and a problem description of the garage

• Diagnosis data: In the diagnosis data all information on occurred DTCs is stored,
including the date of occurrence and the affected control unit

• Repair actions: Stores all performed repair actions, spare parts, repair date and
the reason of the failure.
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In order to analyze customer service data a structure according to [3] is used.
The customer service data is transformed to Symptom-Action combinations (failure
cases). Thus, customer complaints and diagnosis data is handled as symptoms and
actions are represented by garage descriptions and repair actions. This structure can
be enhanced by anomalies detected in the vehicle data.

The data analysis of customer service data starts, related to the structure of failure
cases, with a set of symptoms provided by the vehicle and customer. Using this set
of data the customer data is searched. This results in all failure cases containing the
given set of symptoms. In order to identify the root cause the most valid pattern
has to be identified by grouping the data. Based on symptom specific similarity
measures failure case patterns are detected. A formal definition of the similarity of
two instances A and B is given in (1).

sim(A,B) =
∑N

n=1 wnsimsym_n(Asym_n,Bsym_n)
∑N

n=1 wn

(1)

The value range is 0 <= sim(A,B) <= 1 and N defines the number of compared
symptoms. As not all attributes are similar important, i.e. older entries are less impor-
tant, wn defines a symptom specific weighting with 0 <= wn <= 1.

This grouping represents a clustering task. To retrieve the most valid pattern a
threshold has to be defined. We propose the relative frequency of each cluster as a
decision criterion, though the relative amount of instances in a cluster. As long as no
cluster fulfills this threshold, further analysis has to be performed. This is shown in
Fig. 2.

The first analysis deals with failure cases in a time interval of 14 days around
the failure situation as a default. An example search criteria is a set of symptoms
SVN001 = {sDTC,1(“X1121”), sCOMPLAINT ,2(“Engine gets too hot”)} for vehicleVN001.

Fig. 2 Pattern detection with input symptoms by the ego-vehicle
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The failure case database is filtered based on this set. The outcome is a set of failure
cases containing the symptoms and actions in a time interval of 14 days aroundSVN001.
Within this data similar failure cases are going to be grouped based on the similarity
defined in (1). The result is a set of failure patterns described by similar failure cases.
In case of a frequency less then defined in the threshold a next iteration splitting
the patterns is performed. In this case the time interval can be increased and/or
anomaly symptoms can be used as a new filter criterion. This is done iteratively till
the threshold is reached.

5 Conclusions and Further Research

This paper has introduced a common data structure to model failure cases as
Symptom-Action combinations. By using this data structure all used data sources
can be integrated in a unified representation. The proposed concept is able to use the
data structure to provide the root cause of both possible failure situations, with and
without DTC.

Further research has to investigate in evaluating the anomaly detection concept.
Especially a threshold for the frequency of anomalies in the past trips has to be
determined. In the area of analyzing customer service data the next research activities
focus on the definition of symptom specific similarity functions.
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Models and Methods for the Analysis
of the Diffusion of Skills in Social Networks

Alberto Ceselli, Marco Cremonini and Simeone Cristofaro

We tackle the problem of analysing the diffusion of knowledge through social net-
works; indeed such an issue has already been highlighted in the literature [3]. We
assume a set of individuals and a set of topics to be given. Each individual has a
certain level of interest and skill on each topic, that change through interactions
with other individuals. Links among individuals evolve according to these interac-
tions. As shown in the literature such a phenomenon well represents the dynamics
of opinions, relationships and trust. One of the main motivating applications of our
work are e-learning forum analytics. In that case skills represent knowledge about
a certain topic, individuals are students of a course on that topic and interactions
are exchange of messages. We are therefore interested in means of understanding
and improving student performances. The starting point of our research is a descrip-
tive model detailed in [1] and used in an agent-based simulation tool. In this paper,
we show that mathematical programming modelling allows at once to (a) handle
large scale datasets more effectively and (b) naturally exploit the inner structure of
the phenomenon, thereby combining computing efficiency with accuracy of results.
Indeed, there is a renewed interest in modern optimization methods for data mining
[2]. We first introduce a Linear Programming (LP) model for the network evolving
over time, reproducing the results of [1] by exploiting the inner flow structure [4]
of the diffusion of skills in such networks. Mainly, we show how to use our LP for
predictive analytics (see Sect. 1). Then, we propose an Integer LP (ILP) prescriptive
analytics model for a static scenario, that aims at finding most influential individuals
in the network at a given point in time (see Sect. 2).
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1 Models for Predictive Analytics

Let I be the set of nodes in the network, M be a set of topics and K be a set of time
steps. Let 1 and |K | indicate the first and last time step. For each i ∈ I , m ∈ M and
k ∈ K , let lkim ≥ 0 and skim ≥ 0 be the level of interest and skill, respectively, on topic
m for node i at time k. For each i, j ∈ I and k ∈ K , let f ki j be a measure of trust
between nodes i and j at time k. For each i, j ∈ I , m ∈ M and k ∈ K , let xki jm ≥ 0
be the amount of interaction on topic m between nodes i and j at time k, expressed
in terms of number of messages sent.

Consider the following model parameters: let α be a coefficient linking skill
improvement and amount of interactions, that is the units of skill improvement
yielded by each unit of interactions on a certain topic; let β be a coefficient linking
skill, interest and trust of nodes with maximum number of interactions of that node.

We assume the network to evolve according to the following two rules. First, the
skill at time k can be obtained by increasing the skill at time k − 1 by a contribution
given by the interactions at time k; we modelled such a rule as follows: for each
i ∈ I , m ∈ M and k ∈ K , k �= 1

skim = sk−1
im + α

∑

j∈I
xkjim (1)

Second, the more a node is skilled or interested in a topic, the more interaction it can
have with neighbours; furthermore, communication is more likely to occur between
pairs of highly trusted nodes. We experimented on many formulations of that rule;
after preliminary experiments we found the following to model more closely our
systems: for each i, j ∈ I , m ∈ M and k ∈ K , k �= 1

xki jm ≤ β · lk−1
im · sk−1

jm · f k−1
i j . (2)

that is we assume the number of messages sent at time k from i to j concerning topic
m is directly proportional to both the level of interest of i in m, the skill of j in m
and the trust between i and j at time k − 1. Our prediction problem can be stated as
follows: assuming that α and β are fixed, and that a subset of the xkjim , l

k
im , s

k
im and

f ki j terms are observable, thereby becoming data, find values for the remaining terms
in order to satisfy constraints (1) and (2), maximizing some likelihood function.

Datasets. To test ourmodelswe created three sets of 10 instances each, corresponding
to output of simulations of networks produced by the tool of [1]. Instances are
respectively composed by 30 nodes and 7 topics (Dataset A), 40 nodes and 6 topics
(Dataset B) and 50 nodes and 5 topics (Dataset C). This well reflects the size of our
real world e-learning networks. Each simulation was stopped after 4000 steps, as we
observed that networks reach a persistent state after that threshold, and predicting
their behaviour becomes easy. In order to keep data of reasonable size we performed
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sampling, measuring the network state every 100 steps. Formally, each instance is
described by a set of values s̃kim , l̃

k
im , x̃

k
i jm and f̃ ki j .

Training. Training our model consists in choosing values for α and β. We performed
fitting to training data on Datasets A, B and C. Namely, we fixed each skim = s̃kim ,
each lkim = l̃ kim , each f ki j = f̃ ki j and each xki jm = x̃ ki jm . Then, we modified constraints
(1) as

skim = sk−1
im + α

∑

j∈I
xkjim + Δk

im (3)

and constraints (2) as

xki jm ≤ β · lk−1
im · sk−1

jm · f k−1
i j + Γ k

i jm (4)

being Δk
im and Γ k

i jm ≥ 0 continuous support variables, and we minimized the fol-
lowing objective function

∑

i∈I,m∈M,k∈K
|Δk

im | +
∑

i∈I, j∈I,m∈M,k∈K
Γ k
i jm; (5)

subject to constraints (3) and (4). That is, we allow the violation of constraints (1) and
(2) at a price, and we search for values of α and β minimizing violations in norm one.
Since (5) can be easily linearized with techniques from the literature, the resulting
is a large scale LP problem. Overall, we found that for each experiment the relative
violation of each constraint, that is either |Δk

im |/(sk−1
im + α

∑
j∈I x

k
jim) or Γ k+1

i jm /(β ·
lkim · skjm · f ki j ) was low (about 4% on average for constraints (3), less than 0.01%
for constraints (4)). Furthermore, we found that an optimal α was consistently about
3.0, while optimal β values ranged between 0.2 and 4.0, with a few outlier tests with
much higher value. In each subsequent experiments we employed a cross-validation
pattern: for each instance, α and β were fixed to the average values computed on the
remaining instances of the same dataset, neglecting outliers.

Predicting the network evolution by observing skills. We consider the following
task: assuming that skill and interest levels are known, predict the evolution of the
network in terms of node connections. Formally, let t ki j ≥ 0 be the amount of overall
interaction between nodes i and j up to time k, that is

t ki j =
∑

k ′∈K :k ′≤k

∑

m∈M
xk

′
i jm . (6)

Given a threshold constant γ , we say that nodes i and j are connected at time k
if t ki j ≥ γ , disconnected otherwise. In this task we assume that values s̃kim and l̃ kim ,
corresponding to skill and interest levels, are given while xki jm and t ki j , together with
Δk

im and Γ k
i jm , are variables whose value has to be predicted. In a preliminary check,

we found very high positive correlation between t ki j and f̃ ki j ; in fact, it turned out to be
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very easy to predict t ki j by including f̃ ki j as input: in our tests both accuracy, precision
and recall values were always above 90%. Therefore, we tackled a more complex
prediction task: we assumed f ki j to be unobservable, and replaced constraints (4) with

xk+1
i jm ≤ β · lkim · skjm · t ki j + Γ k+1

i jm (7)

Then we minimized (5) subject to constraints (3), (6) and (7), obtaining again a
large scale LP. We kept the experimental setting used for parameter fitting, defining
t̃ ki j = ∑

k ′∈K :k ′≤k

∑
m∈M x̃k

′
i jm . We validated our method as follows: let True Positive

(TP) be the number of node pairs having both t |K |
i j > γ and t̃ |K |

i j > γ , True Nega-

tive (TN) be the number of node pairs having both t |K |
i j ≤ γ and t̃ |K |

i j ≤ γ . Analo-

gously, let False Positive (FP) be those with t |K |
i j > γ but t̃ |K |

i j ≤ γ and False Negative

(FN) be those with t |K |
i j ≤ γ but t̃ |K |

i j > γ . Charts of Fig. 1 report the average accu-
racy A = (TP+TN)/(TP+TN+FP+FN), precision P = TP/(TP+FP) and recall R =
TP/(TP+FN) obtained by our method (y axis) on each Dataset for different values of
γ (x axis). Even if A increases as γ increases, low values of R highlight underfitting.
Still, in a scenario with a substantial lack of information, predictive power can be
observed.

Predicting skills by observing the network structure. We first measured the corre-
lation between the initial s̃1im andfinal s̃|K |

im skill data levels in each simulation instance,
finding correlation levels as low as 0.24 in Dataset A: skills evolve quickly, making it
hard to estimate them without advanced analytics models. We therefore considered
the following task: assuming that interactions and interest levels are known, predict
the evolution of node skills. In this case, we consider x̃ ki jm to be given, together with

initial skill s̃1im and interest levels l̃ kim , becoming data in our model. Any other term is
kept as variable. As before, the resulting is still a large scale LP. Keeping the experi-
mental setting described above, we compared the output skim of our optimization with
instance data s̃kim .

The chart of Fig. 2 (left) reports, for each k ∈ K (x axis), the average correlation
between the predicted skill levels and the simulated data (y axis) on each Dataset.
Average correlation steadily keeps above 80%, thus proving high accuracy. We
performed a further experiment: for each k ∈ K we measured the total predicted
(resp. simulated) skill of each node i ∈ I , that is

∑
m∈M skim (resp.

∑
m∈M s̃kim). Then

Fig. 1 Network structure prediction accuracy, precision and recall on Dataset A (left), B (center)
and C (right)
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Fig. 2 Skill prediction accuracy: skills correlation on each Dataset (left), ranking accuracy on
Dataset C (right)

we measured the rank of each node according to such a measure. In chart of Fig. 2
(right) results on Dataset C are reported. In particular, we depict the fraction of nodes
whose ranking error is within a threshold E (y axis), for each k ∈ K (x axis) and
for values of E from 0 to 6 (grayscale data series). As can be seen, the fraction of
nodes whose computed rank is exactly the simulated one (E = 0) is quite low, but
allowing an error of 10% in the ranking (E = 5) already yields an accuracy between
70 and 80%.

Implementation. The agent-based simulationmodel of [1] was implemented in Net-
logo 5.10. Our mathematical programming models were coded in AMPL; the cor-
responding large scale LPs were solved using the barrier algorithm of CPLEX 12.5.
Each optimization required less than one minute of computation on a PC equipped
with an Intel i7 2.8GHz processor and 4GB of RAM. Actually, from a computa-
tional point of view, the bottleneck turned out to be our 32 bit AMPL interpreter, that
could not handle larger data files. We also implemented a set of ad-hoc tools for data
conversion and analysis using python 2.7.6 and plotting libraries.

2 Models for Prescriptive Analytics

Then, we elaborated on more complex analyses; these are mainly motivated by the
e-learning application discussed in the introduction. We experimented on diverse
models, trying to understand which features highlight nontrivial trends, and which
approaches are computationally feasible. Hereafter detail one of them.

We assume that network evolution corresponds to students preparing exams in a
certain semester. We focus on the final timeslot of such an evolution, that is a certain
time frame just before the exams, and we consider each topic independently. Our
aim is to elect a number of tutors, asking them to improve the skills of other students
by sending messages during the final timeslot. We assume that all students having,
either on their own or thanks to tutor messages, a skill level greater than or equal to
a given threshold will obtain a positive evaluation in the final exam.



480 A. Ceselli et al.

We suppose that Q tutors can be selected, and that each of them can send up to C
messages in the final timeslot. We denote as L the skill threshold needed to obtain a
positive evaluation. For the ease of notation, we indicate by si the skill of each node
i ∈ I at the beginning of the final timeslot, and we suppose that binary coefficients
fi j are 1 if node j trusts node i , 0 otherwise. The problem of finding the set of most
influential tutors can be formulated as the following ILP:

maximize
∑

j∈I
h j (8)

s.t. L · h j ≤ s j +
∑

i∈I
zi j ∀ j ∈ I (9)

∑

i∈I
yi ≤ Q (10)

∑

j∈I
zi j ≤ C · yi ∀i ∈ I (11)

0 ≤ zi j ≤ C · fi j ∀i, j ∈ I (12)

hi , yi ∈ {0, 1} ∀i ∈ I (13)

where each binary variable h j takes value 1 if node j may receive positive evaluation,
each binary variable yi takes value 1 if node i is selected as tutor, and each variable
zi j is the number of messages sent from tutor i to node j . Constraints (9) forbid to
consider positive evaluation for nodes whose skill is below the threshold; constraint
(10) limits the number of tutors; constraints (11) impose that no message is sent
from nodes that are not tutors, and that at most C messages are sent by tutors;
constraints (12) forbid nodes to accept messages from untrusted tutors. The objective
(8) is to maximize the number of nodes above threshold. We coded this model in
AMPL, and used the CPLEX 12.5 branch-and-cut to solve each ILP. We considered
30 networks status, corresponding to the last timeslot of instances in Datasets A,
B and C. Each subproblem could be solved within a few seconds of CPU time.
Charts of Fig. 3 report the average number of nodes above threshold in each dataset
after the optimization process (y axis) as the number of tutors Q (grayscale data
series) and the communication capacity C (x axis) change, fixing a threshold value
L = 0.9 · maxi∈I si . From the modelling point of view, we verified that no feature
acts as bottleneck: the number of nodes above threshold changes with both Q and C .

Fig. 3 Tutor optimization on Dataset A (left) B (center) and C (right)
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Moreover, in our simulations, electing at least 4 tutors seems to allow a significant
increase in number of nodes above threshold even for low C values.

Conclusion. We introduced a LP model for the diffusion of skills in networks that
behaves as a linearized version of those from the literature. We proved that LP
optimization can be used for effective predictive analytics on very high dimensional
datasets. We also proved that parametric analyses with more complex prescriptive
analytics ILP models are computationally viable. We are currently extracting data
from real world repositories to validate our methods in practical settings.
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Topological Data Analysis for Extracting
Hidden Features of Client Data

Klaus B. Schebesch and Ralf W. Stecking

Abstract Computational Topological Data Analysis (TDA) is a collection of proce-
dures which permits extracting certain robust features of high dimensional data, even
when the number of data points is relatively small. Classical statistical data analysis
is not very successful at or even cannot handle such situations altogether. Hidden
features or structure in high dimensional data expresses some direct and indirect
links between data points. Such may be the case when there are no explicit links
between persons like clients in a database but there may still be important implicit
links which characterize client populations and which also make different such pop-
ulations more comparable. We explore the potential usefulness of applying TDA to
different versions of credit scoring data, where clients are credit takers with a known
defaulting behavior.

1 Introduction

When using powerful methods like neural networks in data modeling one is always
concerned with the problem of form versus function. That is to say, many quite dif-
ferent looking shapes (forms) of models may lead to the same input-output (or func-
tional) behavior. This in fact means that, conversely, when asserting some function
one could reasonably infer a shape or subset of data producing this very function. The
relatively new development of computational topology and especially TDA points
towards a meaningful inference of shape induced by empirical data point clouds.
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TDA is indeed based on concepts of algebraic topology [1], a both venerable and
super-active, but for the average computational scientist also difficult to access branch
of mathematics. The main message of the TDA specialists seems to be that shape
conveys meaning and can hereby help to advance the analysis of many data intensive,
opaque practical modelling problems. Success of TDA in computational biology [6]
is being popularized within certain research circles. Here some previously hidden
classes of individuals and their atypical variants of disease were detected by iden-
tifying a tendril-like extension within a certain data projection accomplished by
methods of TDA. All the methods used are computational and general in nature and
they should be considered as candidates in the data analysis toolbox of other appli-
cation domains like time series [7] or like politics and voting [3]. In the sequel we
attempt to clarify in an exploratory way if, and to some extend how, TDA may bring
additional information into applications concerned with modelling client data sets.
To this end we use empirical credit client data. We use a state of the art but highly
experimental software tool for the numerical computations.

2 How to Use TDA Methods in Practice?

A set of data points in anm-dimensional vector space contains N unconnected com-
ponents, namely the data points themselves. We allow for a connection between two
or more points to be established if they are within the reach of a distance (or limit of
filtration). Then, increasing this distance from zero will encompass more and more
points into such connections. The number and nature of these consecutive connec-
tions depends on the distribution (shape) of the data points. The resulting connections
will be more or less persistent and will contain up tom-dimensional shapes. The con-
struction of these connections is algorithmically realizable by simplicial complexes.
The latter approximate the data by composing simplices of possibly different dimen-
sions. As simplices are convex objects one may need a large number thereof in
order to closely approximate more general (data) shapes. There are many ways of
achieving such simplicial complexes but many of them are excessively expensive
to compute. Vietoris–Rips complexes are to some extend computationally tractable.
However, their computational load also sharply increases with the number of exam-
ples as the topological methods seek to infer possible higher dimensional features
from the existing data.

In order to perform TDA in practice we use a state of the art but highly experimen-
tal software build around the C++ libraries Dionysus [5] and Gudhi [4]. This is an
R-based numerical TDA package [2], which essentially allows for setting the para-
meters limit of filtration and maximal dimension of the topological objects to be
discovered.
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3 TDA on Some Artificial Data Instances

Applying the TDA software to 2-dimensional textbook examples proceeds as
expected for sensible parameter values (see previous section). However, this restricts
us to detecting 0-dimensional and 1-dimensional features. We prefer to be able to
detect 2-dimensional features as well and henceforth we use a torus embedded in a
cube of noise. We immediately remark that now the software starts to fail for quite
low values of feature dimensions which we do not expect to improve with still higher
dimensions (as it turns out this failure also depends on the shape of data).

Figure1 depicts a case with textbook like behavior. The torus from the lhs plot,
i.e. its 2-dimensional surface is embedded in 3-d. The points on the torus surface
were generated randomly. The resulting diagram of the rhs plot is based on a Rips
complex which attempts to connect neighboring points by a system of simplices.
The different outputs (rhs plot) refer to 0-dim, 1-dim and 2-dim objects as described
in Sect. 2. At least two 1-dim cyclic persistent components can be clearly evidenced
(as are indeed present in a 2-d torus surface in 3-d).

4 Computational Results on Empirical Client Data

In order to explore the application of Rips complex computation on empirical exam-
ples, we use a credit client data set obtained from a German bank, containing
N = 139951cases andm = 25 features, i.e.with inputmatrix xi j , i = 1, . . . , N , j =
1, . . . ,m.We also have the corresponding y ∈ {−1, 1} labels denoting eventual credit
client behavior (i.e. yi = 1 if the i th client was defaulting). The two sub-populations

Fig. 1 A sparse 3-d noise cube superimposed by a 3-d torus. The corresponding Rips diagram with
0-d objects as dots on a diagonal and 1-d objects as small triangles (rhs plot)
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Fig. 2 Vietoris–Rips diagram using using a 25-dimensional noise-cube (left plot) and using the
25-dimensional credit client data for Nsamp = 1320 (right plot), respectively

are called the client classes. These credit client data are also highly asymmetric in the
sense that the entire population contains much less (around 3%) defaulting clients.

Furthermore, in order to explore the difference between the original data and ran-
domized versions thereof we compose different noisy data sets. The simplest variant
used (A) are N × m matrices and smaller ones with entries drawn independently
from a uniform distribution. The most restrictive (B) employs permutations over
columns, i.e. they are feature-wise distribution conserving. The diagram of a run for
variant (A) is depicted in the left plot of Fig. 2.

We then use the our credit client input data instead of the random test matri-
ces. Here we first observe that we cannot compute Vietoris–Rips complexes with
any meaningful parameterization on an average modern personal computer. We find
that sub-sampling the N × m matrix (i.e. choosing some entries i at random) is
necessary. In accordance with some past work [8] which analyzed various meth-
ods of sub-sampling in order to reduce the data model for client class forecasting
we sub-sample the set of positives (defaulting clients) and that of negatives (non-
defaulting clients) separately, with Nsamp

pos = Nsamp
neg , resulting in a total sample size

of Nsamp = Nsamp
pos + Nsamp

neg . A maximum sample size for our credit client data and
the given computational endowment is Nsamp = 1320 ± 10. In order to monitor the
growth of the Rips simplex we proceed by comparing the diagrams obtained for con-
secutive sample sizes, selecting Nsamp ∈ {100, 150, 200, . . . , 1320}. The resulting
Rips complex sizes grow very fast and for bigger samples the software collapses.
Figure2, right plot, depicts the case of Nsamp = 1320.

In order to obtain information about the shapes of the negative (nondefaulting)
and the positive (defaulting) credit client populations, we essentially repeat the above
computations for both populations separately, by using increased sample sizes Nsamp

pos

and Nsamp
neg . Interestingly, at the display level of the V-R diagrams this partition of the
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data points does not show any remarkable structure. We refrain here from showing
these results.

After observing that subdividing the data by client labels does not lead to expected
differences in the Vietoris–Rips diagrams, we are turning to a subdivision (think of
this as a coarse variant of slicing data) based on support vectors.

The labeled credit data have an associated optimization problem, namely finding
a robust and well performing separation function between the two classes of clients
[8]. This optimization problem subdivides the (positively and negatively labeled)
data points into three sets: (1) those which clearly belong to a class (non support data
vectors), those which belong to a region which cannot be clearly classified (bounded
support vector data) and finally thosewhich define themargins of a hypothetical, high
dimensional box between the non support data vectors of opposite class (essential

Fig. 3 Vietoris–Rips diagram using a 3-dimensional projection of the credit client data samplewith
N = 4666 persons. The left upper plot depicts the diagram for the set of bounded support vectors,
the right h.s. plot for the essential support vectors and left lower plot that for the non-support vectors,
respectively (see main text)
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support vectors). In Fig. 3 we depict the Vietoris–Rips diagrams for the three subsets
with a 90% confidence interval computed by bootstrap within the TDA R-package
[2]. Note the different scales (ranges) of both axes (i.e. limit of filtration and per-
sistence). Attempts to compute beyond these very scales will result in very strong
growth of complexes and in failure. The diagrams of the non-support vector data and
those of the bounded support vectors depict more similar features then that for the
essential support vectors. The latter appears to contain more persistent structure on
the level of both 0-dimensional and 1-dimensional topological features.

5 Conclusion and Outlook

We applied a state of the art software library in order to elicit if any information
may be extracted from credit client data sets by means of topological data analysis.
Applying this TDA-software directly to the high dimensional data sets readily leads
to computational overload. Therefore, not much information may be gained by naive
exploration. The high dimensional sparse credit client data are in part real valued
and entail some categorical features. Hence, in order to arrive at a slice-by-slice low
dimensional characterization of the data, one cannot easily cut slices through the
data as diverse continuous valued examples may suggest. Instead of geometrically
motivated slices, we here propose to use the subsets of data points generated by the
SVM-solutions of an associated client classification problem. For those three subsets
we can observe certain distinct features of the resulting diagrams of theVietoris–Rips
complexes constructed on the data. Future analysis, including a planar graph-mapper
for the topological features, should help reveal some (lower dimensional) data shapes
like fingers, which may supplement the information extracted from clustering clients
with more traditional statistical methods.
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Supporting Product Optimization
by Customer Data Analysis

Tatiana Deriyenko, Oliver Hartkopp and Dirk C. Mattfeld

Abstract This paper introduces a concept for product optimization support based
on the integration of customer data sources. The motivation is a common misunder-
standing gap between the manufacturer and the customer. While the customer has
certain needs, the manufacturer aims at embedding them into the product design.
However, due to imprecise understanding of the needs and subsequent development
mistakes, the product can vary fromwhat the customer actually requires. The concept
combines twodifferent data sources in order to reveal the gap between the product and
the customer needs. The first source is represented by a customer-product interaction
log file. The second source is social media delivering customer feedback regarding
the product.

1 Introduction

Designing a product that satisfies the customer is a major goal in any manufacturing
field. However, due to inaccurate identification and interpretation of the customer
needs, as well as subsequent development mistakes, the product delivered to the
customer can vary fromwhat he requires.We can distinguish the following categories
of the product non-compliance to the customer needs:

• The customer cannot reach his goal with the product. The required functionality
is either not implemented or unavailable due to malfunctioning or other reasons;

• The customer can reach his goals with the product. However, some other aspect of
the product does not meet the customer needs. For example, the customer finds the
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product too slow in operation or not visually attractive. Some of the functionality
provided by the product can be not needed.

The task of product optimization is to minimize the gap between the product and
the customer needs. Corresponding product optimization steps can includemodifica-
tion of the product appearance, elimination of non-demanded functions, introduction
of new functions, etc.

In this paper we suggest a concept to support product optimization. The concept
aims at discovering the gapbetween the product and the customer needs by integrating
several data sources. The first source is represented by a structured customer-product
interaction log file. The second source is social media, providing customer feedback
about the product in a natural language form.

The remainder of this paper is structured as follows. Section2 describes used
data sources. The proposed concept is presented in Sect. 3. Section4 summarizes the
paper and provides an outlook to future work.

2 Customer Data Sources

We consider the system consisting of the product and the customer interacting
with each other. The interaction is guided by the customer goal. People naturally
communicate in multimodal nature: by means of spoken language in combination
with gestures, mimics, and nonlinguistic sounds [2]. The same holds for the cus-
tomer interaction with some products [7], so the interaction can involve different
modalities.

We assume that the product non-conformity to the customer needs influences the
way the customer and the product interact. Therefore, customer-product interaction
analysis can be used for the product optimization. Related concepts include human
performance analysis [3, 6], descriptive statistical analysis, sequential pattern min-
ing, profile analysis [8], quality management [1] and others. Within the concept we
consider the structured log file as a source that represents a detailed tracking of the
actions taken by the customer and the product.

The knowledge about the state of the customer’s mind is important to understand
the customer interaction with the product and detect the product non-conformities.
The human mind can be considered as a system, consisting of the following sub-
systems: perceptual, cognitive and motor one [4]. The perceptual subsystem carries
sensations of the physical world. The cognitive subsystem connects perceptual and
motor subsystems. Finally, the motor subsystem translates thoughts into actions. We
consider voluntary customer feedback, expressing concerns regarding the product,
as a source of knowledge about customer perception and intentions. Social media is
selected as one of the most prominent sources of the customer feedback. The source
comprises customer text messages from Internet blogs, discussion boards, social net-
works, etc. Related work include topic detection, sentiment analysis, summarization
[5] and others.
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3 Concept for Product Optimization Support

We suggest the concept integrating social media and log file to reveal the gap between
the product and the customer. The concept facilitates detection of the product aspect
non-complying with the customer needs.

3.1 Concept Overview

The concept overview is presented in Fig. 1. The customer and the product interact
with each other. The interaction can be influenced by a wide range of factors, like the
weather, geographical location, the customer health condition, etc. The interaction
is tracked and recorded in the structured log file. At the same time, the customer
voluntarily provides his feedback about the product in social media.

Data acquisition and preprocessing are left outside the scope of this paper. The
analysis of the data sources implies completion of the following interconnected tasks:

• Detect common deviations of customer-product interaction from the manufac-
turer anticipations. Such deviations can be considered as possible indicators to the
product non-compliance to the customer needs;

• Reveal common concerns expressed by the customer with regards to the product.

The output of the above mentioned tasks can be integrated in order to generate the
hypothesis regarding the product aspect non-complyingwith the customer needs. The
generated hypothesis can be confirmed or rejected by performing customer surveys

Fig. 1 The concept overview
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or by consulting domain experts. If the hypothesis is confirmed, it can be used to
support the product optimization.

3.2 Log File and Social Media Analysis

This section describes how the tasks can be completed. The log file is used to detect
customer-product interaction deviating from the manufacturer expectation. Here the
interaction is considered from the manufacturer perspective. Thus, the definition of
the deviation is dependent on the business context.

The customers can be clustered according to their behavior. Each of the clusters
can be analyzed independently. The interaction can be also considered within the
relevant context. Simple examples of metrics used to detect unexpected interaction
are function or interface element usage frequency or duration. The baseline for such
metrics can be either predefined by the manufacturer or generated based on the
results of different periods, functions, customers, etc. Advanced analysis can include
sequential or frequent pattern mining, revealing unexpected combinations of steps
frequently taken by the customer.

Social media analysis considers customer messages and therefore provides the
customer view. The analysis can be supported by the derivation of structured infor-
mation like words and relations between them. This could be achieved by applying
associated rule mining against a set of importance metrics, as well as by other meth-
ods. Here we base on an assumption that frequent usage of the same words in one
message indicates customer concerns. Based on the results of the analysis, the knowl-
edge about common customer concerns can be gained. Socialmedia can also describe
the relevant context.

3.3 Integration Schema

In order to combine the unexpected customer-product interaction and customer con-
cerns, a common integration structure is required.We suggest the following common
set of dimensions:

• Criteria defining the product aspect deviating from the customer needs. The criteria
can include functionality, reliability, performance, usability, security, understand-
ability, design aesthetics, etc.;

• Function defining the logical block of product functionality that does not meet the
customer needs against some of the criteria;

• Modality defining the way of customer-product interaction (by voice operation,
gestures, etc.). The modality can deviate from the customer needs against some
criteria as well;

• Context of interaction defining factors influencing customer-product interaction.
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Analysis of both the log file and social media can be performed in accordance
to the suggested schema. The mapping can be supported by introducing a common
vocabulary. This way, the concepts from each of the sources get assigned to the
common function, modality, etc.

3.4 Concept Illustration

This section provides some examples of generating the hypothesis regarding the
product aspect non-complying with the customer needs. The hypothesis is created
based on the integration of unexpected customer-product interaction and customer
concerns.

We first consider the situation when the customer cannot achieve his goals with
the product. In this case social media analysis is expected to reveal corresponding
customer concerns. The log file analysis can find corresponding deviations in the
customer-product interaction. This could bemultiple attempts of the customer to find
or launch the required functionality, as well as a search for possible workarounds.
Product optimization would include implementation of the lacking functionality.

The second category covers the situations when the customer can reach his goals
with the product, but some other product aspect does not fit his needs. For the first
example let us assume that the log file analysis shows that the product function is
operating more slowly than it is expected by the manufacturer. This finding can
indicate that the function performance is non-complying with the customer needs.
If corresponding customer concern regarding the function speed is present in social
media, the product performance should be considered as a subject for optimization.

Another example is unexpectedly rare usage of some function detected by the log
file analysis. If the socialmedia analysis detects no corresponding customer concerns,
the functionality can be considered as redundant. Alternatively, the concerns from
social media can show that the customer finds the product not attractive or hard to
understand. Corresponding product optimization steps can remove the non-needed
functionality or modify the product interface and appearance.

Finally, if social media reveals that the customer does not reach his goals with the
product and log file analysis shows that corresponding functionality is not used, the
customer can be unaware of it. In that case the product understandability should be
improved.

4 Summary and Outlook

In this paper we presented the concept to discover the knowledge about unexpected
customer-product interaction and customer concern regarding the product. Inte-
gration of the findings helps to generate the hypothesis about the product aspect
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non-complying with the customer needs. This facilitates exploration of the gap
between the product and customer needs and supports product optimization.

For perspective development of the concept methods of semi-automatic imple-
mentation will be explored in details. Methods of mapping the findings from each of
the sources to the common integration schema, as well as ways of hypothesis gen-
eration support will be explored. Sentiment analysis can be implemented in order to
incorporate the emotional component of the customer feedback.
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Inspection of the Validity in the Frequent
Shoppers Program by Using Particle Filter

Shinsuke Suzuki and Kei Takahashi

1 Introduction

This paper discusses the validity of the frequent shoppers program (FSP) based on
a particle filter estimation model. The FSP is one of the marketing methods for
promoting sales at the individual consumer level and thus increasing profitability.
Specifically, stores issue discount coupons to important customers through the FSP.
From the viewpoint of customer relationship management, purchasing behavior has
two characteristics: consumer heterogeneity and dynamic preference changes at the
individual level. Therefore, in order to achieve appropriate revenue management, it
is important for stores to accurately measure the effects of the FSP.

We construct a category purchase decision model in order to analyse the effects
of the FSP based on scanner panel data of a retailer in Japan. In this paper, the
category purchasing behavior is represented by the Nested Logit (NL) model. In the
NL model, consumers decide whether or not to buy in an upper level and which
brand to buy in a lower level. The parameters in our model are changed dynamically,
and we adopt a particle filter that enables us to estimate parameters sequentially. In
our model, explanatory variables include purchasing interval, household inventory,
purchase price, internal reference price, brand loyalty, and capacity of each brand.
Internal reference price (IRP) is a standard in evaluating a purchase price. Purchasing
interval is the number of days from the present purchase date to the last purchase
date. Household inventory is the amount that consumers keep at home. Brand loyalty
is a scale of consumers’ brand preference. With our constructed model, we inspect
the validity of the FSP utilized by retailers pragmatically by using actual FSP data.
In addition, we propose the appropriate content for the sales promotion via FSP.
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2 Method

2.1 The Model

We construct a model that represents purchasing behavior in order to measure the
effects of FSP sales promotion. To achieve this aim, the model needs to represent
the category purchase decision and the brand choice decision. Therefore, we model
category purchase decisions based on the NL framework because the NL model can
represent hierarchical decision making. In our model, the category purchase decision
and the brand choice decision are represented in the upper level and lower levels,
respectively.

The consumer h’s purchase probability for brand j belonging to category c at
time t can be expressed as:

Ph
t ( j) = Ph

t ( j |c) Ph
t (c), (1)

Ph
t (c) = 1/

(
1 + exp(−V h

ct )
)
, (2)

Ph
t ( j |c) = exp V h

jt
∑

j ′ exp V
h
j ′t

, (3)

where Ph
t (c) is the consumer h’s category incidence probability of category c and

Ph
t ( j |c) denotes the consumer h’s choice probability of brand j given category

purchase incidence at time t . V h
jt is the utility for each brand j . We represent V h

jt as
follows:

V h
jt = αh

1t Y
h
1 j t + αh

2t Y
h
2 j t + αh

3t Y
h
3 j t + αh

4t Y
h
4 j t , (4)

where Y h
1 j t is the capacity of brand j , Y h

2 j t is the effect of the benefit, and Y h
3 j t is

the effect of the loss. Both Y h
2 j t and Y h

3 j t depend on the difference between the IRP
Rh

jt and the retail price Mh
jt . Dynamics of the IRP Rh

jt refer to a model of Briesch et
al [2]. Y h

2 j t and Y h
3 j t are computed as:

Y h
2 j t =

{
Rh

jt − Mh
jt if Rh

jt > Mh
jt

0 otherwise
, Y h

3 j t =
{
Mh

jt − Rh
jt if Rh

jt ≤ Mh
jt

0 otherwise
. (5)

Y h
4 j t is the loyalty toward brand j . αh

1t , α
h
2t , α

h
3t , and αh

4t are utility function parameters
and changed everyday. The changes reflect the dynamic consumer changes with
regards to the brand choice decision in our model.

In termsof the category incidence probability Ph
t (c),V h

ct is the utility in category c.
We represent V h

ct as follows:

V h
ct = βh

1t X
h
1t + βh

2t X
h
2t + βh

3t X
h
3t , (6)
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where Xh
1t is the category value; X

h
2t is the category inventory; X

h
3t is the purchasing

interval; and βh
1t , β

h
2t , and βh

3t are utility function parameters and changed everyday.
The changes reflect the dynamic consumer changes with regards to the category pur-
chasing decision in our model. Xh

1t is expressed by the logarithm of the denominator
of the brand choice model:

Xh
1t = log

∑

j
exp V h

jt . (7)

Thus, the category purchasing decision is influenced by the utility of each brand V h
jt .

We assume that the dynamic parameters αh
1t , α

h
2t , α

h
3t , α

h
4t , β

h
1t , β

h
2t , and βh

3t conform
smoothing prior distributions based on a model of Sato and Higuchi [3]. Moreover,
we suppose that regulations of the parameters’ changes are expressed as:

at = Iat−1 + Ivt ,

at = [
αh
1t , α

h
2t , α

h
3t , α

h
4t , log

(
βh
1t/

(
1 − βh

1t

))
, βh

2t , β
h
3t

]
, (8)

vt =
[
eαh

1t
, . . . , eαh

4t
, eβh

1t
, . . . , eβh

3t

]
,

where I is the 7 × 7 unit matrix, and vt is the vector of stochastic terms that follows:

vt ∼ N (0,Σh) , Σh = diag
[
τ 2
αh
1t
, . . . , τ 2

αh
4t
, τ 2

βh
1t
, . . . , τ 2

βh
3t

]
.

τ 2
αh
1t
, . . . , τ 2

αh
4t
and τ 2

βh
1t
, . . . , τ 2

βh
3t
are variants of each stochastic term.

2.2 Estimation

In the parameters estimation: there are three procedures, initializing by holdout data,
the particle filter method and the Nelder–Mead simplex method. We estimate the
dynamic parameters by particle filter on the basis of given hyper parameters. These
hyper parameters are estimated outside of the dynamic parameters estimation via the
Nelder–Mead simplex method. The whole estimation procedure is shown in Fig. 1.

We adopt a particle filter for estimating dynamic parameters that include αh
1t ,

αh
2t , αh

3t , αh
4t , β

h
1t , βh

2t , and βh
3t . The particle filter is one of the Bayesian estimation

methods that allows for the sequential estimation of parameters. With the particle
filter, a finite set of N particles is regarded as the distribution of parameters. Each
particle is a vector of dynamic parameters and changes dynamically in accordance
with formula (8).

Hyper parameters τ 2
αh
1t
, . . . , τ 2

αh
4t
and τ 2

βh
1t
, . . . , τ 2

βh
3t
are estimated viamaximum like-

lihood estimation following the Nelder–Mead simplex method. The reason for using
the Nelder–Mead simplex method is that it is impossible to use the gradient method
because of the Monte Carlo error.
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Fig. 1 Empirical method
using particle filter and the
Nelder–Mead simplex
method. L is represented as
(Lmax − Lmin) /Lmax

Start

Set (hyper) parameter set
Set initial Parameter Distribution

Set t := 0

Resampling

One-step-ahead Prediction

t = T?

ε < L?
Yes

Yes

No

No
t := t+1

End

3 Application

3.1 Data

We use scanner-panel data from a Japanese retailer on the category of chicken eggs
because it is a category that consumers buy frequently. We treat six brands: the five
brands purchased most frequently in this category and “others”, which is the set of
other brands. The total share of the five brands reaches to about 90% in this category.
The data covers a period of 52 weeks. The first 26 weeks are for initializing, the next
22 weeks are for estimating our model, and the last 4 weeks are for forecasting. We
chose to use the data of consumers who had visited the retailer more than 40 times
during the period of the model estimation. We select 35 consumers randomly out of
about 2800 consumers.

3.2 Result

To inspect our model, we compare it with that of Bell and Bucklin [1] through
two hitting rates of forecasting: whether or not consumers buy (category purchase
decision) and which brand they buy (brand decision). Table1 shows the results of
the comparison. We find that the two hitting rates of our model are better than those
of Bell and Bucklin. Our model is also better model than that of Bell and Bucklin
with regards to the estimation sample.

We carry out two analyses in our model. First, we use actual FSP data to inspect
the validity of the FSP sales promotion used by retailers. Second, we propose the
appropriate target brand and discount rate for sales promotion using the FSP.

Figure2 shows utility V h′
j t of some brands for the specific consumer h′. Brand 1 is

the target brand of the sales promotion using the FSP. Brand 1 was discounted during
Period 1 and not in Period 2. Brands 2 and 3 are the brands that consumer h′ purchases
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Table 1 Comparison of hitting rates on forecasting

Model Bell and Bucklin (%) Our model (%)

Category purchase decision 46.29 58.86

Brand decision 64.18 65.67

Fig. 2 The transition of
consumer h′’s brand utilities
V h′
j t

Period 1 Period 2

Brand 3

Brand 2

Brand 1

frequently. Periods 1 and 2 refer to the period of April 1st to 31st andMay 1st to 30th,
respectively. Figure2 shows that utility V h′

j t of Brand 1 is lower than that of Brands 2

and 3. In addition, the difference in utility V h′
1t between Periods 1 and 2 is small. These

results show that the sales promotion of Brand 1 can be considered ineffective. As a
result of simulation via our model, about 80% is needed for consumer h′ to change
his brand decision to Brand 1. However, 80% discounting has a significant negative
impact on sales. Therefore, it can be concluded that the sales promotion of Brand 1
to consumer h′ is not effective. Similarly, Brand 1 is the target of the sales promotion
using the FSP for the other 34 consumers. We analyse the other consumers in the
same way that we did consumer h′ and estimate that most consumers need a high
discount rate in order to purchase Brand 1. In conclusion, Brand 1 is not suitable for
the target of the sales promotion using the FSP.

Table2 shows how the sales influenced the simulation in order to estimate the
appropriate target brand and discount rate for an FSP sales promotion. In this simu-
lation, we use the data from between April 1st and 31st. We estimate the total sales of
35 consumers under a sales promotion using the FSP by changing rules determining
the discount rate or the target brand. The discount rate is determined by the brand in
the rules of the actual FSP. Moreover, the target brand of the sales promotion is only

Table 2 The total sales of the simulation result

Actual Simulation A Simulation B

The total (expected)
sales

�21, 456 �33, 825 �34, 361
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Brand 1 of the chicken egg category. Therefore, in the first simulation (SimulationA),
the sales promotion using the FSP is performed, the discount rate is determined by
the brand, and the target brand is not only Brand 1. On the other hand, in the second
simulation (Simulation B), the discount rate is determined by each consumer, and
the target brand is not only Brand 1. Table2 indicates that the changes in the rules
determining the discount rate and the target brand increase the total sales. The differ-
ence between the sales on the Simulations A and B is small. If the cost of changing
the rule for Simulation B is bigger than the difference in the total sales, the retailer
should not adopt the rule for the Simulation B.

4 Conclusion

In this study, we inspect the validity of the FSP used by retailers from a practical
perspective by examining actual FSP data. Our results indicate that sales promotion
using the FSP is ineffective because of the inappropriate target brand. In addition,
we propose the appropriate target brand and discount rate for sales promotion using
the FSP. We change the rules that determine the discount rate and the target brand in
the simulation. As a result, the total estimated sales increase.

There remains a need to apply this estimation for consumers who are engaging
the retailer for the first time or who rarely purchase. The data for these consumers
is limited. Therefore, the particle filter estimation could not be applied to such con-
sumers.

Acknowledgements This work was supported by JSPS Number 28570821. The data set used for
the work is offered in the 2014 data analysis competition by JASMAC.
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Value-at-Risk Forecasts Based
on Decomposed Return Series: The Short
Run Matters

Theo Berger

Abstract We apply wavelet decomposition to decompose financial return series
into a time frequency domain and assess the relevant frequencies for adequate daily
Value-at-Risk (VaR) forecasts. Our results indicate that the frequencies that describe
the short-run information of the underlying time series comprise the necessary infor-
mation for daily VaR forecasts.

1 Introduction

Forecasting conditional volatility of financial returns represents a key aspect for risk
measurement and management. As financial volatility is the major factor causing
variability of expected portfolio returns, accurate volatility forecasts are crucial to
assess financial risk.

In this vein, for the practitioner as well as for the researcher, Value-at-Risk (VaR)
has becomeapopular standard to translate financialmarket risk into a singlemonetary
risk figure (see [4]).

By applying wavelet methodology to the underlying return series, we indicate a
novel approach to VaR forecasts. That is, we apply wavelet filter to decompose the
underlying return series into different frequencies and assess daily VaR forecasts
based on particular frequencies. In doing so, we are able to identify the relevant
frequencies for adequate daily VaR forecast.

The remainder of this paper is structured as follows: Sect. 2 presents the a brief
overview of the applied methodology. In Sect. 3, we indicate empirical results and
Sect. 4 concludes.
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2 Methodology

2.1 Wavelet Decomposition

Although wavelet decomposition is widely explored, its application to financial time
series is relatively new (see [3, 5] amongst others).

As wavelet decomposition allows for the decomposition of a time series into
several components, a financial return series can be decomposed into different sea-
sonalities. That is, short-run fluctuations can be separated from long-term trends by
decomposing the underlying financial return series into different frequency bands.
Currently, wavelet decomposition is mainly applied to assess either dependence
between filtered financial return series (see [1, 2, 6]) or to filter short-run noise from
intra-day data (see [3]). In the remainder we assess Out-of-Sample VaR forecasts
based on decomposed return series.

2.1.1 Maximum Overlap Discrete Wavelet Decomposition

We apply the Maximum Overlap Discrete Wavelet Transformation (MODWT) to
decompose financial return series and this section provides an intuitive introduction
of the applied wavelet transform and we refer to [6] for a thorough introduction to
wavelet filtering.

Figure1 presents a simulated noisy doppler signal. Let this signal be decomposed
via wavelet decomposition, then (as presented in Fig. 2), the signal gets decomposed
into four into four series comprising the fluctuations around the trend and a smooth
trend. It is to note, that the first decomposition describes the short-run fluctuations

Fig. 1 Simulated noisy doppler signal
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Fig. 2 Wavelet decomposition of the noisy doppler signal

around the trend, whereas the horizon increases with each decomposition. That is,
the first scale comprises the short-run trend and the fourth scale, the long-run trends
of the underlying signal. Furthermore, the original can be reconstructed by simply
summing up the details and the smooth trend.

Now, in terms of financial time series, let the signal be described by a financial
return series r , then the return series can be decomposed into a set of details and
a smoothed version of the filtered data. The corresponding MODWT leads to the
following decomposition of the return series:

r =
j∑

i=1

Si + C j . (1)

In this context, Si present the details of decomposition i , with i = 1, . . . , j , and C j

presents the smoothed version of the signal after the j th decomposition.
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2.2 Value-at-Risk

Based on the decomposed return series, we model VaR estimates for the original
return series. Generally, as presented by [4] VaR defines a maximum loss limit
which will not be exceeded with a given probability and describes the quantile of the
return distribution. Due to the fact, that VaR forecast are described by quantiles, its
accuracy can be tracked by the accuracy of the quantile forecasts.

3 Empirical Results

Now, in order to assess the quality of VaR forecasts based on decomposed return
series, we apply an extensive out of sample study. Specifically, we decompose the
underlying return series of 29 assets into eight scales and assess the accuracy of the
achieved VaR forecasts for each scale via rolling window approach. That is, we take
1000 days, and forecast the 1001st day, and then carry on by shifting the window by
one day to forecast the 1002nd day, and so on.

The data set comprises 29 daily return series of stocks that are listed in the Dow
Jones Industrial Average from January 1st 2000 till September 30th 2013.1

Table1 presents the accuracy of VaR forecasts based on different decomposed
scales. As the 95%VaR forecasts represent the 5%quantile of the return distribution,
we expect an empirical amount of VaR breaches that is close to 5%. By successively
adding the information of larger scales to the first scale, we are able to assess the
relevant information that is needed to achieve adequate forecasts. More concretely,
starting from the short-run noise that is described by the first decomposition (S1), we
successively add decomposed scales until we achieve acceptable VaR backtesting
performance.

Obviously, scales 1, 2 and 3 (S1-S3) lead to a failure rate that is characterized by
the highest precision regarding individual 95% VaR forecasts. Despite of Chevron
(CHEVR), General Electric (GE) and Walt Disney (WD), adequate 95% VaR for 26
assets are achieved. Adding more scales, does not improve the overall performance
of VaR forecasts. Therefore, our results indicate that the first three scales comprise
the necessary information for adequate VaR forecast. This means, that the relevant
information for daily volatility forecasts is described by the first three scales. Thus
long-run seasonalities could be discarded from the decomposed return series without
any impact on the quality of VaR forecasts.2

1Due to its late listing we excluded Visa.
2For the interested reader, we are happy to provide a detailed methodological description of our
study upon request.
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4 Conclusion

By this study, we illustrate that the relevant information for adequate daily VaR
forecasts is stored in the short-run frequencies. Based on decomposed time series,
adequate VaR forecasts can be achieved by exclusively taking the short-run and
middle-run frequencies into account. Thus our results indicate that long-run season-
alities and long-run memory of financial time series do not impact the precision of
daily VaR forecasts.
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Feed-In Forecasts for Photovoltaic Systems
and Economic Implications of Enhanced
Forecast Accuracy

Oliver Ruhnau and Reinhard Madlener

Abstract The combination of governmental incentives and falling module prices
has led to a rapid increase of globally installed solar photovoltaic (PV) capacity.
Consequently, solar power becomes more and more important for the electricity
system. One main challenge is the volatility of solar irradiance and variable renew-
able energy sources in general. In this context, accurate and reliable forecasts of
power generation are required for both electricity trading and grid operation. This
study builds and evaluates models for day-ahead forecasting of PV electricity feed-
in. Different state-of-the-art forecasting models are implemented and applied to a
portfolio of ten PV systems. More specifically, a linear model and an autoregressive
model with exogenous input are used. Both models include inputs from numerical
weather prediction and are combined with a statistical clear sky model using the
method of weighted quantile regression. Forecasting-related economic implications
are analyzed by means of a two-dimensional mean-variance approach. It is shown
that enhanced forecast accuracy does not necessarily imply an economic gain.

1 Introduction

Several recent studies present feed-in forecasting models using fundamental equa-
tions, statistical methods, artificial intelligence techniques or a combination of these
approaches (e.g. [2]). Those studies usually evaluate and compare forecast accu-
racy based on statistical error measures. Further studies analyze the economic
implications of such forecasts with a focus on different renewable energy sources
and market conditions (e.g. [5]), confirming the clearly positive value of forecasting.

O. Ruhnau (B)
RWTH Aachen University, Templergraben 55, 52056 Aachen, Germany
e-mail: oliver.ruhnau@rwth-aachen.de

R. Madlener
Institute for Future Energy Consumer Needs and Behavior (FCN), School of Business and
Economics/E.ON Energy Research Center, RWTH Aachen University, Mathieustrasse 10,
52074 Aachen, Germany
e-mail: RMadlener@eonerc.rwth-aachen.de

© Springer International Publishing Switzerland 2017
K.F. Dœrner et al. (eds.), Operations Research Proceedings 2015,
Operations Research Proceedings, DOI 10.1007/978-3-319-42902-1_69

511



512 O. Ruhnau and R. Madlener

Our work elaborates on the relationship between forecast accuracy and its eco-
nomic implications by comparing errors and balancing costs involved when using
different forecasting models. To this end, we combine theoretical knowledge from
the fields of forecasting science and economics with practical insights from renew-
able electricity marketing. This interdisciplinary approach creates novel and thrilling
results which question the business-as-usual unidimensional accuracy-based forecast
assessment. A more detailed documentation of our research can be found in [6].

2 Methodology

2.1 Subject, Data and Context of Investigation

Our analysis is based on a portfolio of ten large-scale PV systems1 installed all over
Germany with a total capacity of 156.7 MW. Feed-in time series from 2014 are
available for those systems in a quarter-hourly resolution. For each quarter-hour of
the year, there is a value indicating how much electricity has been fed into the grid.

Our forecasting models use numerical weather prediction (NWP) for the para-
meters “solar irradiance” and “clear sky irradiance” as input. For testing, historical
weather forecasts are retrieved from the ERA-Interim model of ECMWF.2 Oper-
ating at the global scale, this model generates data at relatively low spatial (about
28× 17km) and temporal resolution (6h). Hence, we use interpolation to generate
site-specific time series at a quarter-hourly resolution.

The economic impacts of different feed-in forecasts are analyzed in the context
of German electricity markets, more specifically the day-ahead and the intra-day
market. In the day-ahead auction, electricity producers submit their bids for each
delivery hour of the next day. In the case of solar electricity, those bids are based on
day-ahead feed-in forecasts. After the gate closure at 12 pm, hourly market clearing
prices and respective delivery schedules are derived from the merit order curve.
Intra-day trading is possible from 3 pm (day-ahead) until 45min before delivery
and allows market participants to take corrective actions on these schedules, e.g. if
updated solar feed-in forecasts deviate from day-ahead forecasts. Note that errors
occuring after intra-day gate closure are balanced in the imbalance market. However,
as we consider day-ahead forecasts only, this is beyond the scope of our study.

1Ranging from 0.8 to 82 MW of installed peak capacity.
2European Centre for Medium-Range Weather Forecasts.
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2.2 Forecasting Models

The electricity output of a solar PV system is a function of (1) deterministic factors
such as the sun’s position and the collector’s orientation, and of (2) stochastic weather
impacts such as cloud cover, aerosols, fog, snow and temperature. In this study,
deterministic and stochastic factors are modeled separately by means of a clear sky

model. To this end, the actual solar irradiance I DA
t is written as

I DAt = f CSIt I CSt , (1)

where f CSIt is the (stochastic and unit-less) clear sky irradiance factor and I CSt is the
(deterministic) irradiance under clear sky conditions. Similarly, the actual electricity
output E (DA)

t is calculated as

EDA
t = f CSEt ECS

t , (2)

where f CSEt is the clear sky electricity factor and ECS
t is the clear sky electricity

output.
Calculation of the clear sky electricity can follow either the fundamental or a

statistical approach. In this study, an advanced statistical clear sky model based on
[1] is implemented. Calculations use the actual feed-in time series Et as presented
in Sect. 2.1. This time series is rearranged such that

Et = E(xt , yt ), (3)

where x = 1, . . . , 365 is the day of the year and y = 1, . . . , 96 is the quarter-hour of
the day. The clear sky electricity time series can be seen as the upper surface of the
resulting point cloud and can be estimated by statistical methods. In this study, we
apply weighted quantile regression as described in the aforementioned study except
for two refinements that we developed in order to treat two shortcomings of the
original approach. On the one hand, the “day of year” distance function is modified
in order to address scarcity of clear sky winter days. On the other hand, a simple
correction tool deals with systematic overestimation of the clear sky electricity feed-
in around the start and end of the daily feed-in (cf. [6]).

We use two different models to forecast the clear sky electricity factor, namely a
linear model (LM) and an autoregressive model with exogenous input (ARX). The
LM can be described by

f CSEt = β0 + β1 f
CSI
t + εt , (4)

where f CSIt is obtained from NWP, β0 and β1 are regression coefficients and εt is
the residual term. For each forecasting day, coefficients are estimated by ordinary
least squares regression based on quarter-hours from a fixed number of preceding
days, where the actual feed-in exceeded a given threshold. Thus, the model features
seasonality and very unproductive quarter-hours are excluded from the regression,
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because f CSEt and f CSIt do not take reasonable values in that case. The ARX can be
characterized by

f CSEt = β0 + β1 f
CSI
t + β2 f

CSE
t−d + εt , (5)

where f CSEt−d is the most recent observation of the clear sky electricity factor at the
same time of the day which is available for forecasting. Regression coefficients are
computed based on recursive least squares with exponential forgetting, as presented
in [1]. Again, a threshold is applied in connection with actual feed-in.

2.3 Error Measure

Following [4], we find the mean absolute error (MAE) to be an appropriate error
measure for our forecasting purpose. To allow for a comparison among PV systems
of different size, theMAE is calculatedwith respect to actual electricity generation by

MAE =
∑

|EDA
t − Et |/

∑
Et , (6)

where the sums include values from all quarter-hours of a given period.

2.4 Evaluation of Economic Impacts

Balancing costs are calculated according to the following equation

BCt = (EDA
t − Et )(p

ID
t − pDAt ) (7)

where pDAt and pIDt are the electricity prices at the day-ahead and intra-day market.
Depending on the signs of the forecast error and the price spread between day-ahead
and intra-day market, balancing efforts can generate costs (BCt > 0) as well as earn-
ings (BCt < 0). Note that additional balancing costs occur in the imbalance market,
but those depend on intra-day forecasting which goes beyond the scope of this study.

Intraday prices are highly time-dependent and intra-day balancing costs can be
optimized through strategic balancing behavior (e.g. [3]). To exclude such influences
fromour analysis, the intra-day reference price is used,which is the volume-weighted
average price of all deals that are related to a given quarter-hour and that were realised
during the last 15min before the respective intra-day gate closure. Thus, we assume
that deviations are balanced right before gate closure at an average price which is in
line with the reality of the German intra-day electricity market.

According to decision theory we assume forecast-users to aim at minimizing their
expected costs and risk. In order to estimate those twodimensions for a given forecast,
we calculate the mean and the standard deviation of daily balancing costs. To allow
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for comparison among PV systems of different size, both values are normalized using
the installed capacity and then referred to as relative mean of daily costs (rMDC)
and relative standard deviation of daily costs (rSDC).

3 Results

Figure1 shows the MAE for all considered PV systems and the portfolio. Appar-
ently, the ARX outperforms the LM for all PV systems, whereas the differences are
relatively small. As expected, due to spatial averaging of forecasting errors, theMAE
of the portfolio is remarkably lower than for single systems.

The left plot in Fig. 2 summarizes the rMDC and the MAE for both forecasting
models. Surprisingly, for the majority of PV systems (seven out of ten), balancing
costs increase when using the ARX instead of the LM, even though the ARX features
higher accuracy. For the portfolio, this increase amounts to 5% of the rMDC.

1 2 3 4 5 6 7 8 9 10 PF
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Fig. 1 Forecast accuracy for the ten considered PV systems and the respective portfolio (PF)
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The right plot in Fig. 2 compares the rSDC and the MAE.Apparently, the volatility
of the balancing costs decreases as forecast accuracy improves for each PV system.
Thus, better forecasts clearly reduce the risk related to balancing costs.

4 Conclusion

Our investigation leads to the conclusion that enhanced forecast accuracy clearly
reduces forecast-related risk while it tends to increase forecast-related costs. The
latter can be explained by a greater correlation between forecast errors and market
prices. Correlation of the enhanced forecasting model might be higher due to the
fact that it is more similar to the forecasting models that are used by the majority
of market participants. If so, there is evidence that forecasting science and practice
should not only focus on forecast accuracy but also on forecast diversity.
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Transfer Pricing—Heterogeneous Agents
and Learning Effects

Arno Karrer

Abstract In this paper we analyze the impact of heterogeneous agents and learning
effects on negotiated transfer prices and the consolidated profit resulting at firm
level. An agent-based simulation is employed to show potential results implied by
learning and interaction effects between negotiating profit centers. In particular, intra-
companyprofit centers can choose to tradewith eachother orwith independent parties
on an external market. Since the profit centers have incomplete and heterogeneous
information about this external market, they are involved in a bargaining process
with outside options. To achieve a maximized comprehensive income it may be
favourable on profit center level or even on firm level to choose outside options.
In the long run the intracompany option should be favourable on all levels, as it
excludes the profit orientated external market. We investigate our agents’ behaviour
under different parameter settings regarding the incentive system set by the company-
widemanagement. Results show how learning effects and different incentive systems
affect the decision making process with respect to the firm’s overall objective.

1 Introduction

Todetermine a profit center’s success of a decentralized corporate organization, trans-
fer prices are needed to account for delivery or service relationships between profit
centers. Supplying profit centers account generated transfer prices as income, while
receiving profit centers determine transfer prices of transferred goods or services as
cost. Besides income recognition transfer prices also coordinate, motivate and steer
intracompanyprofit centers. Literature recognizes numerousways to determine trans-
fer prices such as market-orientated, cost-orientated and negotiated transfer prices
[1, 2].

Today’s literature on transfer pricing can be divided into model analytical [3]
and empirical [4] work. Hirshleifer’s model [3] forms an important starting point,
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which was basis for further investigations. Parts of further research were focused
on tax optimization [5], which will not be topic of this paper. As summarized by
Eccles [6] transfer prices cause internal discussions between profit centers as well as
between profit centers and headquarter. The fundamental question how to determine
the transfer price is influenced by numerous conditions. The presence of an external
market, transaction freedom, purchase and supply constraints, technological con-
straints and the distribution of bargaining power are essential factors whether one
chooses a cost-orientated, market-orientated or negotiated transfer price. Numerous
models have been developed based on these options [4, 7, 8].

Although negotiated transfer prices create positive incentives for profit center
managers by giving them autonomy, they also cause problems. Different information
layers and unevenly distributed bargaining power cause situations where negotiated
transfer prices have suboptimal effects on the comprehensive income [9, 10]. How-
ever there is almost no literature to answer the question how different information
layers regarding market prices and cost structures affect the comprehensive income
and profit center’s profit [11] as well as how learning effects and incentive systems
play into account.

2 Model

The existing literature is limited to closed mathematical models, which work with
numerous simplifying model assumptions. In terms of a further approximation to
reality, those assumptions are weakened or repealed by using an agent based sim-
ulation [12–14]. Heterogeneous actors interact dynamically over several transfer
periods. To obtain useful and plausible conclusions, we developed a model which
contains restricted market information, learning effects and influence by an incentive
system.

Our model contains of a headquarter, two profit centers (A and B) and an external
market. Profit center A supplies goods which can be sold to the external market or
within the company to profit center B. B, which is in need of the goods provided by
A, has the choice to accept the offer by A or to buy from the external market. The
traded goods are homogeneous and we assume technological and demand indepen-
dence. As the external market is profit orientated, it is on a company wide perspective
suboptimal to choose the option of the external market in the long run. Nevertheless
the profit centers may do business with the external market. The negotiation process
between the profit centers is simulated with an ultimatum game, where B has the
choice between the offer of A and the external market [15]. Due to restricted market
information, both profit centers estimate the market price independently and uncor-
related. This may lead to suboptimal decisions where A may offer a too high price
and B may have a too low price limit to purchase the goods within the company
(Fig. 1).
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Fig. 1 Overview of the transfer pricing model

2.1 Basic Scenario

In our model we use autoregressive time series values (p) for different simulated
prices (p = c+ β · p(t−1) + εt). Production prices (pp), retail prices (ps), estimated
market prices and actual market prices (pm) are simulated with different parameter
settings. The comprehensive profit P(C) and the profit center profits P(A) and P(B)

are calculated as follows:
P(C) = P(A) + P(B) (1)

P(A) = ptp · xtp + pm1 · xm1 − pp · xp (2)

P(B) = ps · xs − ptp · xtp − pm2 · xm2 (3)

In this model we assume that the two profit centers keep no goods on stock. Therefore
we assume that xp and xs have a fixed value and the following restrictions:

xp = xtp + xm1 (4)

xs = xtp + xm2 (5)

Asmentioned the crucial part of themodel is the determination of the offered transfer
price by A and the price limit by B. Both profit centers know the market price of the
last period t − 1 and consequently estimate the market price for the current period
t. In consequence to the estimated market conditions (pmeA and pmeB) both profit
centers have strategy options (φA and φB). An anticipated profit will let the profit
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center choose the offensive option, where the offered transfer price or the price limit
is reasonable but profit orientated. Otherwise they choose the defensive option, where
they try to reach an intracompany agreement and focus their offered transfer price
or price limit in this direction. This leads to the following offered transfer prices and
price limits in our first scenario without learning effects:

ptp(offer)At = pmeAt + φAt (6)

ptp(limit)Bt = pmeBt + φBt (7)

This first basic scenario has no influence by the decisions made in the past.

2.2 Scenario with Learning Effects

Based on the basic scenario we expand our model by the influence of decisions made
last period (t − 1). An incentive and penalty system (θt), based on the comprehensive
profit, the profit center profit or a combination of both, is implemented.

ptp(offer)At = pmeAt + φAt + θAt (8)

ptp(limit)Bt = pmeBt + φBt + θBt (9)

The incentive and penalty system is mainly influenced by the difference between the
actual comprehensive profit and the potential comprehensive profit of the last period
(st−1), caused by suboptimal decisions. The variable u describes howmuch influence
the incentive system takes on the decisionsmade by the profit centers. u = 1 describes
an incentive and penalty system with 100% influence by the comprehensive profit
and u = 0 describes a system with 100% influence by the profit center profit itself.
The latter causes a scenario where profit centers act like they were not part of the
same company.

θt = st−1 · u (10)

A penalty due to suboptimal decisions influences the offered transfer price or price
limit. When profit centers receive no penalty their decisions were optimal and they
get rewarded. This results in a consistent strategy based on last period’s decisions.

3 Parameter Settings and Results

In this simulation we use autoregressive time series values (p = c+ β · p(t−1) + εt)

where εt is a white noise process with zero mean and constant variance σ . We set
different parameter settings for the production prices (pp), retail prices (ps), estimated



Transfer Pricing—Heterogeneous Agents and Learning Effects 523

Fig. 2 Comprehensive profit andprofit center profit imbalancewith andwithout learning in different
incentive settings

market prices and actual market prices (pm):

c = 50(pm), 45(pp), 55(ps), β = 0, 5, σ = 10 (11)

Consequently the fixed averages of the production price, retail price and estimated
and actual market prices are 90, 110 and 100. Thus, the potential profit is 20 for every
item on average.

Regarding the influence of the incentive and penalty systemwe assume u = [0, 1].
Our results represent average values of 5000 simulation runs. Each simulation run

had 105 time periods, in which the first 5 were not considered as each time series
started with a fixed value of 90, 100 and 110.

Based on a 99% confidence level our results for the comprehensive income show
a statistically significant difference between scenarios with learning effects over one
period and scenarios without learning, as soon as the incentive systems contains
proportions of the comprehensive profit. The scenario with a learning effect over one
period performs statistically significant better than the scenario with learning effects
over two time periods. Scenarios with learning effects over one period also have
significantly higher and more sustainable internal transaction rates. The results on
profit center profit level also show a statistically significant difference between the
scenarios. As the scenario without learning has already an imbalance between the
two profit centers, this imbalance increases when we add learning effects over one
period. In scenarios where the incentive and penalty system is proportionally higher
influenced by the comprehensive profit, A will act very careful, as the profit center
profit itself is less important than the comprehensive profit. This causes high profits
for B and also a high comprehensive profit (Fig. 2).
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4 Conclusion and Further Research

Results show that short term learning is likely to increase the consolidated profit.
Learning over more than one period still may have a better result than the basic
scenario depending on the incentive system, but performs constantly worse than the
scenario with only one period learning effects. Higher proportions of the comprehen-
sive profit within the incentive system cause an significant increase in consolidated
profit. Profit center B has an advantage in the setup as it can choose between accept-
ing profit center A’s offer or the external market. This advantage also pays off in
the results, as its profit is significantly higher than profit center A’s. The imbalance
also significantly increases when applying learning effects to the model and fur-
ther increases with an increasing proportion of the comprehensive profit within the
incentive system.

In further research, we will introduce a more complex negotiation process mov-
ing away from the ultimatum game and test different correlation settings between
market price estimations by the profit centers. Furthermore, we will investigate sus-
tainability in learning effects and implement controlled shocks as well as further
forms of volatility to move to moving-average time series data. Another point of
future research will be the introduction of different layers of market knowledge to
investigate if more market information pays off.

References

1. Ewert, R., Wagenhofer, A.: Interne Unternehmensrechnung. Springer, Heidelberg (2008)
2. Küpper, H.U., Friedl, G., Hofmann, C., Hofmann, Y., Pedell, B.: Controlling: Konzeption.

Instrumente, Schäffer-Poeschel Verlag für Wirtschaft Steuern Recht GmbH, Aufgaben (2013)
3. Hirshleifer, J.: J. Bus. 29(3), 172 (1956)
4. Wolff, M., Staubach, S., Lindstädt, H.: Zeitschrift für Manag. 3(1), 27 (2008)
5. Horst, T.: J. Polit. Econ. 79, 1059–1072 (1971)
6. Eccles, R.G.: Harv. Bus. Rev. 61(6), 149 (1983)
7. Baldenius, T., Reichelstein, S.J.: (2004)
8. Vaysman, I.: J. Account. Econ. 25(3), 349 (1998)
9. Baldenius, T., Reichelstein, S., Sahay, S.A.: Rev. Account. Stud. 4(2), 67 (1999)
10. Dürr, O.M., Göx, R.F.: Schmalenbach Bus. Rev. 65, 27 (2013)
11. Pfeiffer, T., Schiller, U., Wagner, J.: Rev. Account. Stud. 16(2), 219 (2011)
12. Bonabeau, E.: Proc. National Acad. Sci. 99(suppl 3), 7280 (2002)
13. Davis, J.P., Eisenhardt, K.M., Bingham, C.B.: Acad. Manag. Rev. 32(2), 480 (2007)
14. Lorscheid, I., Heine, B.O., Meyer, M.: Comput. Math. Organ. Theory 18(1), 22 (2012)
15. Hayashida, T., Nishizaki, I., Saiki, K.: In: 2014 IEEE International Conference on in Systems,

Man and Cybernetics (SMC), pp. 507–512. IEEE (2014)



Modeling of Dependent Credit Rating
Transitions Governed by Industry-Specific
Markovian Matrices

Dmitri V. Boreiko, Yuri M. Kaniovski and Georg Ch. Pflug

Abstract Two coupling schemes where probabilities of credit rating migrations
vary across industry sectors are introduced. Favorable and adverse macroeconomic
factors, encoded as values 1 and 0, of credit class- and industry-specific unobserved
tendency variables, modify the transition probabilities rendering individual evolu-
tions dependent. Unlike in the known coupling schemes, expansion in some industry
sectors and credit classes coexists with shrinkage in the rest. The schemes are tested
on Standard and Poor’s data. Maximum likelihood estimators and MATLAB opti-
mization software were used.

1 Motivation

Within the CreditMetrics approach, the study of changes in the credit quality of
debtors through time is a corner stone, see Gupton et al. [3]. While the credit rating
of each of them evolves as a time-homogeneous Markov chain, in order to model
the joint distribution of a pool of debtors, a coupling scheme can be suggested.
Then, introducing dependence among the migrations, the evolution of every debtor
in the pool can be represented as a randomization of an idiosyncratic move and a
common component. In particular, the model by Kaniovski and Pflug [4] considers
a single common component for all debtors belonging to a credit class, while in
the modification by Wozabal and Hochreiter [6] common components are debtor-
specific. An intermediate situation, where the same common component affects all
debtors characterized by a combination of a credit class and an industry sector, was
introduced in Boreiko et al. [2]. In all three cases, the distribution of a common
component depends on an unobserved binary tendency variable. It indicates whether
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the overall state of the economy is favorable or not for debtors belonging to the credit
class in question. In other words, it is assumed that, being credit class-specific, the
microeconomic factors affect all industry sectors in the same way. Let us label this
pattern of tendency variables as synchronous evolution of industries.

In this paper, asynchronously moving industries are analyzed. That is, tendency
variables are not synchronized across industry sectors: favorable conditions in some
of them can coexist with adversities in the rest. Incorporating the known coupling
schemes as particular cases, the settings introduced here could account better for the
actually observed variability of the strength and of the direction of the macroeco-
nomic factors across industry sectors. More importantly, industry-specific tendency
variables are necessary for implementing the main new element of this paper—
industry-specific Markovian matrices. This departure from the standard CreditMet-
rics approach allows, in particular, for default frequencies varying across industry
sectors. See, for example, Nagpal and Bahar [5] who report industry-specific default
frequencies for American firms.

A multidimensional Markov credit rating transition process with dependent coor-
dinates is specified in Sect. 2. A list of parameters of themodel and the corresponding
estimators are given in Sect. 3.

In order to test the suggested coupling schemes, a Standard and Poor’s (S&P’s)
data set covering OECD (Organization for Economic Co-operation and Develop-
ment) countries was used. A pool of debtors mimicking the portfolio generating the
Dow Jones iTraxx EUR index was considered. Input data and the corresponding
estimates are reported and discussed in Sect. 4.

2 Main Assumptions

There is a portfolio consisting of credit contracts. Debtors are non-homogeneous in
their credit ratings and they belong to different industry sectors. There are M ≥ 2
non-default credit classes. Numbering them in a descending order, 1 is assigned to the
most secure assets, while the next-to-default credit class is indexed byM. Defaulted
debtors receive the indexM + 1. There are S ≥ 1 industry sectors.Departing from the
CreditMetrics approach, see Gupton et al. [3], where the same Markovian transition
matrix applies to all debtors, let us assume that (annual) credit rating migrations in
industry sector s are governed by anM × (M + 1)MarkovianmatrixP(s) with entries
p(s)
i,j . Then p

(s)
i,j is the probability of amigration of a debtor belonging to industry sector

swithin one year from ith credit rating to jth. The credit ratingmigrations take place at
times t = 1, 2, . . .. (Since a defaulted debtor never returns to business, p(s)

M+1,M+1 = 1

and p(s)
M+1,j = 0 for all s and j �= M + 1. That is,M + 1 is an absorption state.) At the

beginning there areN (1) debtors in the portfolio numbered by n = 1, 2, . . . ,N (1).
Set Xn(t) for the credit rating at time t ≥ 1 of the debtor indexed by n. Then Xn(t) is
a discrete-time Markov chain withM + 1 states. Its transient states are 1, 2, . . . ,M,
whileM + 1 is an absorption state. The evolution of thewhole portfolio is captured by
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a multi-dimensional random process
−→
X (t) = (X1(t),X2(t), . . . ,XN (1)(t)). Denote

by s(n) the industry sector of debtor n. The rating randomly evolves in time, becoming
Xn(2) at time t = 2, while the assignment to sector s(n) does not change. Since the
distributions in question are time-homogeneous, it is enough to consider a transition
from time t = 1 to time t = 2.

Introduce N (1) independent in n random variables ξn such that P{ξn = j} =
p(s(n))
Xn(1),j

. Conceptually, ξn represents an idiosyncratic component of the transition from
Xn(1) to Xn(2). Its contribution to the resulting move is determined by a Bernoulli
random variable δn according to the formula:

Xn(2) = δnξn + (1 − δn)ηn. (1)

Here ηn stands for a common component in the transition from Xn(1) to Xn(2).
Random variables δn are independent in n and P{δn = 1} = qXn(1),s(n). The common
components introduce dependence among individual migrations. The probabilities
of success qi,s determine the strength of this dependence. The common components
are dependent as well. The corresponding mechanism is described next.

Let {0, 1}MS be the set of all vectors with MS coordinates, each 0 or 1, and
let π(·) = {π(−→χ ), −→χ ∈ {0, 1}MS} be a probability distribution. A tendency vec-

tor
−→
Π = (Π1, . . . , ΠMS) is a random vector with distribution π(·). The coordi-

nates Πi are not observable. They are termed as tendency, hidden or latent vari-
ables. Let −→χ = (χ1, . . . , χMS) be a realization of a tendency vector. Its coordinate
χM(s−1)+i affects the evolution of debtors from credit class i and industry sector s.
If χM(s−1)+i = 1, all of the random variables ηn, such that Xn(1) = i and s(n) = s,
cannot assume the values larger than i. This is referred to as a non-deteriorating
tendency for the corresponding debtors. If χM(s−1)+i = 0, then all random variables
ηn, such that Xn(1) = i and s(n) = s, take on exclusively the values exceeding i.
It can be characterized as a deteriorating tendency. The corresponding conditional
probabilities p(s)

i,j (·) read:

p(s)
i,j (1) =

{
p(s)
i,j /p

(s)
i if j ≤ i,

0 if j > i; and p(s)
i,j (0) =

{
p(s)
i,j /[1 − p(s)

i ] if j > i,
0 if j ≤ i.

Here p(s)
i = p(s)

i,1 + p(s)
i,2 + · · · + p(s)

i,i and it is assumed that p(s)
i ∈ (0, 1). Then π(·) and

P(s) are related:
p(s)
i =

∑

−→χ ∈{0,1}MS :χM(s−1)+i=1

π(−→χ ). (2)

These relations guarantee that the unconditional distribution of ηn and, consequently,
the distributionof themixture (1), coincideswith theXnth rowofP(s(n)). Conceptually,
they mean that the coordinate M(s − 1) + i of a tendency vector takes on value 1
with probability p(s)

i .
The families of randomvariables {δn}, {ξn} and {ηn} are independent. There are two

possibilities for {ηn}, referred to as coupling schemes 1 and 2 in what follows next.
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The first one assumes conditional on
−→
Π independence in n of common components.

Given
−→
Π , the second scheme requires stochastic independence of random variables

ηn and ηl, if s(n) �= s(l), or Xn(1) �= Xl(1), while these variables have to coincide,
ηn = ηl, if s(n) = s(l) and Xn(1) = Xl(1). In sum, common components are debtor-
specific for the first scheme, whereas for the second scheme, the same common
component applies to all debtors characterized by a combination of an industry
sector and a credit class.

3 Parameters and Estimators

For both coupling schemes, the following inputs are required in order to run the
model:

• M × (M + 1) Markovian transition matrices P(s), s = 1, 2, . . . , S;
• a probability distribution π(·) on {0, 1}MS;
• an M × S matrix Q formed by probabilities of success qi,s of Bernoulli random
variables in (1).

MatricesP(s) are supposed to be given, whileQ and π(·) have to be estimated. The
support of π(·) consists of 2MS sample points, whereas Q containsMS entries. Since
the sum of the probabilities is 1, there areMS + 2MS − 1 independent unknowns.

Parameters for coupling scheme l are estimated by maximizing ln Ll(π(·),Q)

subject to the corresponding constraints. Here

L1(π(·),Q) =
T∏

t=1

∑

−→χ ∈{0,1}MS

π(−→χ )

S∏

s=1

M∏

m1=1

M+1∏

m2=1

f (s,−→χ ,m1,m2,Q)I
t(s,m1,m2);

L2(π(·),Q) =
T∏

t=1

∑

−→χ ∈{0,1}MS

π(−→χ )

S∏

s=1

M∏

m1=1

g(t, s,−→χ ,m1,Q);

f (s,−→χ ,m1,m2,Q) =

⎧
⎪⎪⎨

⎪⎪⎩

1−qm1 ,s(1−p(s)
m1

)

p(s)
m1

if m1 ≥ m2, χM(s−1)+m1 = 1,
1−qm1 ,sp(s)

m1

1−p(s)
m1

if m1 < m2, χM(s−1)+m1 = 0,

qm1,s otherwise;

g(t, s,−→χ ,m1,Q) =
M+1∑

m2=1

p(s)
m1,m2

(χM(s−1)+m1 )(qm1,s + 1 − qm1,s

p(s)
m1,m2

)I
t (s,m1,m2)

M+1∏

j=1, j �=m2

qI
t (s,m1,j)
m1,s .

Time instants from t = 1 through t = T correspond to the period of observation.
I t(s,m1,m2) denotes the number of debtors in industry sector s that migrated from
credit class m1 to credit class m2 in period t. There are linear equality constraints:
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∑

−→χ ∈{0,1}MS

π(−→χ ) = 1,

∑

−→χ ∈{0,1}MS , χM(s−1)+i=1

π(−→χ ) = p(s)
i , i = 1, 2, . . . ,M, s = 1, 2, . . . , S. (3)

Constraints (3) correspond to relations (2). Linear inequality constraints require that
elements of Q and probabilities π(·) belong to [0, 1].

All industries will move synchronously, as in the known coupling schemes, if the
following additional constraint is satisfied:

∑

−→χ =(−→χ ∗,−→χ ∗,...,−→χ ∗), −→χ ∗∈{0,1}M
π(−→χ ) = 1. (4)

It implies that the support of an admissible distribution π(·) consists of binary vec-
tors formed by S identical blocks −→χ ∗ of dimension M. Given relations (3), p(s)

i
cannot depend on s if (4) takes place. Consequently, in the known settings Markov-
ian matrices cannot be industry-specific. If the Markovian matrices are identical for
all industries and constraint (4) holds true, then the setting of Wozabal and Hochre-
iter [6] corresponds to l = 1, while for l = 2 the coupling scheme introduced in
Boreiko et al. [2] is obtained.

4 Input Data, Estimates and Their Conceptual
Interpretation

A S&P’s data set covering companies from 30 OECD countries for the period from
1991 through 2013 was used. Hence, t = 1 and T = 23 correspond to years 1991
and 2013 in what is reported next.

Five industry sectors involved in the portfolio generating the Dow Jones iTraxx
EURmarket index are considered: 1—auto and industrial; 2—consumer; 3—energy
and utilities; 4—finance and insurance; 5—telecommunications, media and technol-
ogy. There are two non-default credit classes: investment grade and non-investment
grade debtors. Then S = 5 andM = 2 implying that the total number of independent
unknowns is 10 + 210 − 1 = 1033. The investment grade debtors are characterized
by S&P’s ratings from AAA to BBB, while the non-investment grade ones occupy
the ratings from BB and downward.

With this choice of parameters, using finite-difference approximations for deriva-
tives, the suitableMATLABsoftware, the Interior PointAlgorithmand the Sequential
Quadratic Programming Method, required typically 4–8h in order to find a solution.

Estimating parameters of a coupled Markov chain model from real data, one
deals with mixtures of multinomial distributions. This class of statistical problems
is known, see among others Allman et al. [1], to imply multiple solutions. Given this
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possibility, a variety of initial approximations have been tried, including the use of a
solution obtained by one of the methods as a starting point for the other one. In all
cases the results reported here were identical for both MATLAB algorithms.

The following Markovian transition matrices were used as inputs:

P(1) =
(
0.9663 0.0334 0.0003
0.0378 0.9281 0.0341

)

, P(2) =
(
0.9691 0.0300 0.0009
0.0283 0.9450 0.0267

)

,

P(3) =
(
0.9808 0.0179 0.0013
0.0627 0.9209 0.0164

)

, P(4) =
(
0.9709 0.0267 0.0025
0.0290 0.9276 0.0434

)

,

P(5) =
(
0.9735 0.0257 0.0008
0.1621 0.8207 0.0172

)

, P =
(
0.9732 0.0257 0.0011
0.0792 0.8944 0.0264

)

.

Here P(s) is formed by frequencies of credit rating migrations in industry sector s.
Matrix P contains frequencies characterizing the whole pool of debtors.

In order to analyze distributions of hidden variables, consider a 5 × 5 matrix C
containing below (above) the main diagonal the coefficients of correlation

ci,j = Corr(Π2(i−1)+1,Π2(j−1)+1)(Corr(Π2(i−1)+2,Π2(j−1)+2))

between non-deteriorating tendencies affecting investment (non-investment)
grade debtors from industry sectors i and j. Since Corr(Π2(i−1)+1,Π2(i−1)+1) =
Corr(Π2(j−1)+2,Π2(j−1)+2) = 1, all entries ci,i of the main diagonal are equal to
1. In the case of synchronously moving industries, the support of a tendency vector
consists of the following four sample points:

(0000000000), (0101010101), (1010101010), (1111111111),

formed by the blocks 00, 01, 10 and 11, respectively. Hence, every element of C
equals 1 in this case.

A conclusion concerning the synchronicity ofmotion can be reached by analyzing
the support of π(·): every elementary outcome different from the above four ones is
an argument against the synchronicity. The number of off-diagonal entries of C that
differ from one and the amplitudes of these differences aremeasures of synchronicity
as well. The larger these values are, the stronger is the evidence that the moves are
asynchronous.

If transition matrices are industry-specific, for the first (second) coupling scheme,
there are 7 (8) realizations of the tendency vector whose probabilities exceed 0.005.
One of them occurs with probability 0.9768 (0.9818). For the first/second scheme
matrix C reads:
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⎛

⎜
⎜
⎝

1.00/1.00 0.77/0.68 0.42/0.36 0.88/0.84 0.30/0.70
0.75/0.54 1.00/1.00 0.31/0.57 0.78/0.78 0.51/0.40
0.51/0.75 0.19/0.24 1.00/1.00 0.61/0.55 0.39/ − 0.01
0.52/0.56 0.55/0.96 0.12/0.25 1.00/1.00 0.39/0.62

−0.03/−0.03 −0.03/−0.03 −0.02/−0.02 −0.03/−0.03 1.00/1.00

⎞

⎟
⎟
⎠ .

Since for both schemes the support of π(·) differs from the above four sample points
and since all off-diagonal entries of C differ from 1, it follows that the industries
migrate asynchronously through credit classes.

An asynchronicity pattern remains in the particular case when all industry sectors
were governed by the sameMarkovian matrix P. Counterparts of the values reported
above are as follows: there are 10 (7) realizations of the tendency vector whose
probabilities exceed 0.005, one of them occurs with probability 0.9998 (0.9910);
matrix C is

⎛

⎜
⎜
⎝

1.00/1.00 1.00/−0.03 0.39/−0.03 1.00/1.00 0.58/0.48
0.59/0.48 1.00/1.00 0.39/ 1.00 1.00/−0.03 0.58/0.49
0.19/0.15 0.19/0.14 1.00/ 1.00 0.39/−0.03 0.18/0.49
0.59/0.48 1.00/1.00 0.19/ 0.14 1.00/1.00 0.58/0.48

−0.03/−0.03 −0.03/−0.03 −0.03/−0.03 −0.03/−0.03 1.00/1.00

⎞

⎟
⎟
⎠ .

5 Summary and Outlook

The real data analyzed here indicate that, allowing for industry specific Markovian
matrices and asynchronously evolving industries, more realisticmodels of dependent
credit rating transitions can be developed.

Acknowledgements Financial support from the Free University of Bozen-Bolzano for the project
“CoupledMarkov chainsmodels for evaluating credit and systemic risk” is gratefully acknowledged.

References

1. Allman, E.L., Matias, C., Rhodes, J.A.: Identifiability of parameters in latent structure with
many observed variables. Ann. Stat. 37, 3099–3132 (2009)

2. Boreiko, D.V., Kaniovski, Y.M., Pflug, G.Ch.: Modeling dependent credit rating transitions -
a comparison of coupling schemes and empirical evidence. Central Eur. J. Oper. Res. (2015).
doi:10.1007/s10100-015-0415-6

3. Gupton, G.M., Finger, Ch.C., Bhatia, M.: Credit Metrics – Technical Document. Technical
report, J.P. Morgan Inc. (1997)

4. Kaniovski, Y.M., Pflug, G.Ch.: Risk assessment for credit portfolios: a coupled Markov chain
model. J. Bank. Financ. 31, 2303–2323 (2007)

5. Nagpal, K., Bahar, R.: Measuring default correlation. Risk 14, 129–132 (2001)
6. Wozabal, D., Hochreiter, R.: A coupledMarkov chain approach to credit risk modeling. J. Econ.

Dyn. Control 36, 403–415 (2012)

http://dx.doi.org/10.1007/s10100-015-0415-6


Replicating Portfolios:L 1 VersusL 2

Optimization

Jan Natolski and Ralf Werner

Abstract Currently, the major challenge in the life insurance sector is to find a
numerically efficient and precise method for the estimation of the fair value of future
liability cash flows. Besides least square Monte Carlo algorithms, the construction
of replicating portfolios is very popular. However, there has been a debate as to
how diversions between future discounted cash flows of the replicating portfolio
and liabilities ought to be penalized. A frequently used argument against squared
error penalization is that a few scenarios with abnormally high interest rates will
cause big discrepancies between future cash flows. These scenarios will therefore
dominate in the minimization with the consequence that the replicating portfolio
badly approximates liabilities in the average scenario. In this article we undermine
this argument by showing that the described observation will not take place when
discounting with the appropriate numéraire.

1 Introduction

At present, life insurance companies struggle every quarter to estimate the market
consistent value of their reserves and liabilities under predetermined shock scenarios.
Due to the influence of nonhedgeable risk factors such as longevity and due to the
complexity of crediting given surrender options, bonus schemes and penalties, they
are facing a tough challenge. Practitioners commonly resort toMonte Carlomethods.
The two methods currently dominating are least square Monte Carlo techniques as
investigated in e.g. [1, 2] and the construction of replicating portfolios (see e.g. [3, 4]
or [5]). A thorough mathematical foundation of replicating portfolios is yet missing
and there is a wide range of potential approaches (c.f. [6]). One discussion which has
been led for some time now is the question whether mismatches between liability
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cash flows and portfolio cash flows should be measured by the L 1 or L 2 distance.
In practice, the former has become more popular. The reason is an argument often
applied to discredit the use of L 2 distance. According to that argument under L 2

measurement too much weight is put on few scenarios with extremely high interest
rates so that standard scenarios with moderate interest rates are neglected in the
minimization problem. The result is a replicating portfolio whose cash flows match
liability cash flows inaccurately, which has different sensitivities and is thus in any
way unsatisfactory. A second but less frequently addressed argument is that due to
the diverse scales of cash flows of different financial instruments the minimization
underL 2 is badly conditioned and in consequence the optimal solution unstable. In
this article, we show that with appropriate discounting of cash flows scenarios with
high interest rates do not obtain a disproportionate weight in neither minimization
problem. Furthermore, we show by example that one can avoid the problem of ill
conditioned minimization problems by scaling cash flows.

2 Outline and Comparison

Throughout the articlewe restrict ourselves tomatching of discounted terminal values
since the choice of bucketing of cash flows or optimization under constraints does
not play a role in our context. Alternative matching problems can be found in [6] or
[4].

Denote by

• N = (Nt)t=1,...,T the cash account (with initial value N0 = 1, paying no interme-
diate cash-flows),

• Q the risk neutral measure with numéraire N
• by P(0, t) today’s price of a zero bond with maturity t,
• by AF = (AF

i )i=1,...,m the terminal values of the m financial assets used for repli-
cation and

• by AL the terminal value of the liability cash flow.

We consider the following four objective functions

E
Q

(∣∣N−1
T

(
AL − αTAF

) ∣∣) (CA1)

[
E
Q

([
N−1
T

(
AL − αTAF

)]2)] 1
2

(CA2)

E
Q

(∣∣P(0,T)
(
AL − αTAF

) ∣∣) (B1)

[
E
Q

([
P(0,T)

(
AL − αTAF

)]2)] 1
2

(B2)
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Occasionally, practitioners use zero coupon bonds for discounting cash flows.
However, the appropriate way to discount is using the cash account (Nt)t=1,...,T . The
reason is that the bond (P(0, t))t=1,...,T is not a numéraire for Q in general (see [6]).
This implies that expected terminal values discounted with the bond are not equal
to the fair value. This is contrary to our objective of matching fair values. Moreover,
we will show that this is a source for the problem of overfitting scenarios with large
interest rates as mentioned before. This will be illustrated by comparing cash flows
of replicating portfolios generated by the four optimization problems.

3 Numerical Example

For a numerical examplewe assume there are threefinancial assets (N, S,Z) available
for replication, the cash account, a stock and a portfolio with returns equal to a
constant proportion of the returns of the former two. We model the assets as follows.

ln(rt) = θ − a ln(rt−1) + σ1ηt, Nt = exp

(
t∑

s=1

rs

)
,

St = S0 exp

(
t∑

s=1

(
rs − 1

2
σ 2
2 + σ2η̃s

))
,

Zt = Z0 exp

(
t∑

s=1

(
rs − 1

2
γ 2σ 2

2 + γ σ2η̃s

))
,

for t = 1, . . . ,T and where θ, r0, a, σ1, σ2 and γ ∈ (0, 1) are constants and
(ηt, η̃t)t=1,...,T are i.i.d.with bivariate normal distribution andcorrelationρ ∈ (−1, 1).

The process Z therefore arises from an investment strategy in the cash account
and stock maintaining constant yield proportions.

Here, the risk free rate is described by a discrete approximation of the Black
Karasinski model (see [8]) and the stock by a geometric Brownian motion in discrete
time.

On the liability side, we assume that there are no surrenders and mortality risk.
The policy holder account AP = AL is modelled as in [7]. Denote by At the value
of the insurance company’s asset side and by AP

t the absolute value of total policy
accounts at time t. Then

At = Zt

AP
t = AP

t−1

(
1 + max

[
g, α

(
At−1 − AP

t−1

AP
t−1

− β

)])
,
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for t = 1, . . . ,T . Here, g is the constant rate guaranteed to the policy holder, α the
participation ratio and β the target buffer ratio.

We generated 100000 sample paths ofN , S andZ and computed the corresponding
policy account AP. The bond price P(0,T) was approximated by taking the sample
mean of 1/NT . Finally we obtained four replicating portfolios by minimizing the
objective functions CA1, CA2, B1 and B2.

3.1 Appropriate Discounting

Figure1 plots relative absolute differences between discounted terminal values of the
replicating portfolio and the policy account in each scenario against the cash account
on a logarithmic scale. The circles represent errors when discounting with the bond
and the plus signs when discounting with the cash account.

In both, L 1 and L 2 optimization we observe that scenarios with large interest
rates are strongly correlated negatively with large errors when discounting with the
cash-account. The reason is that cash-flows of assets except the cash account itself
discounted with the cash account become negligible in such scenarios. Consequently
absolute errors also become small. The opposite occurs when discounting with the
bond, where huge interest rates cause errors to grow rapidly. This explains why
practitioners observe overfitting in the scenarios with large interest rates.

Fig. 1 Relative absolute errors in each scenario between terminal values of liabilities and the
replicating portfolios discounted with the bond (o) and with the cash account (+) depending on
the size of the cash account NT . Parameters used: A0 = 1.1, S0 = 1, AP

0 = 1, r0 = 0.05, g = 0.02,
α = 0.95, β = 0.1, a = 0.08, θ = −0.3, σ1 = 0.23, σ2 = 0.25, ρ = −0.3, γ = 0.5
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3.2 Conditionedness of L 2

For the computation of portfolios minimizing the mean squared error we scale all
cash-flows such that the initial market value of all assets is 1. We thus avoid ill-
conditioning due to scales. In order to quantify the level of ill-conditionedness of the
problemwe need some indicator. To that end, we first need to look at a representation
of portfolios minimizing CA2 and B2.

Given samples (Zk
T , SkT ,AP,k

T ,Nk
T )k=1,...,n and sample mean P̂(0,T) = 1

n

∑n
k=1

1
Nk
T
we define the matrices

Q̂N = 1

n

n∑

k=1

1

Nk
T

(Nk
T , SkT ,Zk

T )
1

Nk
T

(Nk
T , SkT ,Zk

T )�

Q̂P = P̂(0,T)2
1

n

n∑

k=1

(Nk
T , SkT ,Zk

T )(Nk
T , SkT ,Zk

T )�.

The portfolios minimizing CA2 and B2 respectively are given by

α̂N
opt =

(
Q̂N

)−1 1

n

n∑

k=1

AP,k
T

Nk
T

1

Nk
T

(Nk
T , SkT ,Zk

T )�,

α̂P
opt =

(
Q̂P

)−1 1

n

n∑

k=1

AP,k
T

Nk
T

1

Nk
T

(Nk
T , SkT ,Zk

T )�.

As a measure of conditionedness we therefore consult the condition numbers κN ,
κP of the matrices Q̂N and Q̂P. We use the same samples as in Fig. 1 and compute
the condition numbers once with original parameters from Fig. 1 and once by scaling
S0, A0 and P by factor 1000. The condition numbers are given in Table1.

Although a condition number of 90 is not ideal it is sufficient for precise and
fast computation of the optimal replicating portfolio. Of course, as the number of
replicating instruments grows, the condition number becomes worse and this has to
be investigated in more detail for more complex cases. However, keeping in mind
that the processes S,N and Z are highly correlated since Z is a process obtained from
trading N and S dynamically, a condition number of this size does not appear to be
excessively large.

Table 1 Condition numbers
of the matrices Q̂N and Q̂P κN κP

Original 90 20

Scaled 8 × 106 6 × 107
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However with the size of cash flows from assets other than the cash account
scaled by the factor 1000 the condition number increases dramatically. This was to
be expected and hence comes as no surprise since entries of the matrices Q̂N and Q̂P

have very different sizes. This explains why ill-conditioning is usually observed by
practitioners.

4 Conclusion

In this article we have introduced a simple toy model for the assets and liabilities of
an insurer. By a simple numerical example we have demonstrated that it is essential
to use the correct numéraire for discounting. The frequently addressed problem that
least squares optimization leads to a disproportionate weighting of scenarios with
exploding interest rates is therefore undermined. The reason is to be found in the fact
that zero bonds are used for discounting instead of the cash account. Furthermore, we
investigated the issue of ill-conditioning in least squares optimization. On the basis of
the condition number, the numerical example does not show any significant evidence
for systematic problems with matrix inversion provided cash flows are scaled to a
common size. This scaling is occasionally omitted by practitioners which explains
observed problems with conditionedness.
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The Existence of Equilibria
in the Leader-Follower Hub Location
and Pricing Problem

Dimitrije D. Čvokić, Yury A. Kochetov and Aleksandr V. Plyasunov

Abstract We propose a model where two competitors, a Leader and a Follower, are
sequentially creating their hub and spoke networks and setting prices. The existence
of the unique Stackelberg and Nash pricing equilibria is shown. On the basis of these
results we give the conclusion about existence of the profit maximising solution for
the Leader.

1 Introduction

The Hub Location Problem consists of finding the optimal locations for one or more
hubs with respect to some given objective. Because markets are usually oligopolies,
the profit of a company is not only affected by the decision of its management, but
also by the moves and responses of the competitors. Competition between firms that
use hub and spoke networks has been studied mainly from a sequential location
approach. An existing firm, the Leader, serves the demand in some region, and a new
firm, the Follower, wants to enter. One thing that can strongly affect the competition is
the price. In the Facility Location Theory, the pricing has been studied for some time
now (somemore recent works are [1, 2]), but that is not the case with the hub location
problems. Recently, Lüer-Villagra and Marianov in [3] analysed a competitive case
of hub location problem where the pricing is taken into account. They argued that a
location, or route opening decisions, or even the entrance into a market can be very
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dependent on the revenues that a company can obtain by operating these locations
and routes. In turn, revenues depend on the pricing structure and competitive context.

Here, we consider a sequential hub location and pricing problem in which two
competitors, a Leader and a Follower, compete to attract clients in a given market.
Each player tends to maximize his own profit rather than a market share. Customers
choose which company and route to patronize by price. It is expected that the demand
is split according to the logit model. The location of hubs, allocation of spokes, and
pricing are to be determined so as to maximize the profit of the Leader. For this
Stackelberg competition we show that there are Stackelberg and Nash pricing equi-
libria, if the networks of the competitors are already set. Besides their existence
and uniqueness, transcendental equations for finding both pricing equilibria are pro-
vided. On the basis of these results we give the conclusion about existence of the
profit maximising solution for the Leader.

2 A Leader-Follower Hub Location and Pricing Problem

The problem is defined over a directed multi-graph G = G(N, A), where N is the
non-empty set of nodes and A is the set of arcs. For every arc (i, j) ∈ A, there is
an opposite arc (j, i) ∈ A. If a competitor wants to locate a hub at node i ∈ N , that
would cost him some fixed amount fi. Also, hubs can be shared and there are no
capacity constraints. For every arc (i, j) ∈ A there is a fixed (positive) cost gij for
allocating it as a spoke, and a (positive) transport cost per unit of flow cij. The cost
itself is a non-decreasing function of distance. On the inter-hub transfer there is
a known fixed discount factor α ∈ (0, 1). At most two hubs are allowed to be on
a single route. The transportation cost cij/kl over a route i → k → l → j is given
by the following expression cij/kl = cik + αckl + clj. Demand wij for every OD pair
(i, j) ∈ A is assumed to be non-elastic and positive. Every customer is served either
by the Leader or by the Follower. The logit model is used as a discrete choice model.
There are no budget constraints. Following the work [4, 5], we address the setting
where both players are forced to serve all nodes. Now, we introduce the decision
variables for the players:

• xk = 1 if the Leader locates a hub at node k ∈ N and 0 otherwise
• λij = 1 if the Leader establishes a direct connection between nodes i, j ∈ N , where

(i, j) ∈ A, and 0 otherwise
• pij/kl is the price charged by the Leader for the flows between nodes i ∈ N and

j ∈ N , using the intermediate hubs k, l ∈ N .
• yk = 1 if the Follower locates a hub at node k ∈ N and 0 otherwise
• ζij = 1 if the Follower establishes a direct connection between nodes i, j ∈ N ,
where (i, j) ∈ A, and 0 otherwise

• qij/kl is the price charged by the Follower for the flows between nodes i ∈ N and
j ∈ N , using the intermediate hubs k, l ∈ N .
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The Leader wishes to maximize his profit, anticipating that the Follower will react to
his decision by creating own hub and spoke network and own pricing structure. This
Stackelberg game can be presented as the following nonlinear mix-integer bilevel
optimization problem. The model for the Leader is

max
∑

i,j,k,l∈N

(pij/kl − cij/kl)wijuij/kl −
∑

i∈N

fixi −
∑

(i,j)∈A

gijλij (1)

∑

s,t∈N

xsxtλisλstλtj ≥ 1, ∀i, j ∈ N (2)

uij/kl = xkxlλikλklλlje−Θpij/kl

∑
s,t∈N xsxtλisλstλtje−Θpij/st + γ ∗

ij

, ∀i, j, k, l ∈ N (3)

γ ∗
ij =

∑

s,t∈N

y∗
s y∗

t ζ
∗
isζ

∗
stζ

∗
tj e

−Θq∗
ij/st , ∀i, j ∈ N (4)

((y∗
i ), (ζ

∗
ij ), (v

∗
ij/kl), (q

∗
ij/st)) ∈ F∗((xi), (λij), (uij/kl), (pij/kl)) (5)

pij/kl ≥ 0, ∀i, j, k, l ∈ N (6)

xi ∈ {0, 1}, ∀i ∈ N (7)

λij ∈ {0, 1}, ∀(i, j) ∈ A (8)

Feasible solutions are tuples ((xi), (λij), (pij/kl), (y∗
i ), (ζ

∗
ij ), (q

∗
ij/st)) satisfying con-

straints (1)–(8), where (5) indicates that the Follower’s problem has the optimal
solution F∗((xi), (λij), (uij/kl), (pij/kl)) for a particular Leader’s solution ((xi), (λij),

(uij/kl), (pij/kl)). The model for the Follower is

max
∑

i,j,k,l ∈ N

(qij/kl − cij/kl)wijvij/kl −
∑

i ∈ N

fiyi −
∑

(i,j) ∈ A

gijζij (9)

∑

s,t∈N

ysytζisζstζtj ≥ 1, ∀i, j ∈ N (10)

vij/kl = ykylζikζklζlje−Θqij/kl

∑
s,t∈N ysytζisζstζtje−Θqij/st + ηij

, ∀i, j, k, l ∈ N (11)

ηij =
∑

s,t∈N

xsxtλisλstλtje
−Θpij/st ∀i, j ∈ N (12)

qij/kl ≥ 0, ∀i, j, k, l ∈ N (13)

yi ∈ {0, 1}, ∀i ∈ N (14)

ζij ∈ {0, 1}, ∀(i, j) ∈ A (15)

The objective functions (1) and (9) are representing the profits of the competitors.
Constraints (2) and (10) are assuring that all OD pairs are going to be served. Equa-
tions (3) and (11) are representing the Leader’s and the Follower’s market shares,
respectively. Next, (4) is characterizing the effect of the Follower’s optimal solution
on the Leader’s market share. Equation (12) characterizes the Leader’s effect on the
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Follower’s market share. In addition, we are distinguishing two extreme cases for
the Follower’s behaviour: altruistic and selfish.

3 Stackelberg Pricing Equilibrium

We have the optimal pricing expression for the Follower, provided in [3]. Let HL
ij

denotes the Leader’s set of inter-hub arcs which are connecting OD pair (i, j). Fol-
lowing that, letHF∗

ij represents the Follower’s set of inter-hub arcs that are connecting
OD pair (i, j), based on his optimal solution (a hub and spoke topology).

Theorem 1 ([3]) The Follower’s optimal price for every route i → k → l → j is
given by q∗

ij/kl = cij/kl + 1
Θ

(
1 + W0

(
1
ηij

∑
(s,t)∈HF∗

ij
e−Θcij/st−1

))
, where W0 is the principal

branch of the Lambert W function.

One could ask if a similar result holds for the Leader? How many equilibria are
there? Are they finite? But before we give some answers, we are going to prove one
small lemma.

Lemma 1 If the Follower uses a fixed margin in his best response on all OD pairs,
then the Leader should also use a fixed margin in his best response.

Proof It is enough to prove that First Order Conditions (FOC) are satisfied only for
a fixed margin. Objective function is decomposable, so we can focus our attention
to some particular OD pair (i, j) ∈ N2, thus neglecting the OD indices. This reduces
analysis to the objective

maxw

∑

(k,l)∈HL

(pkl − ckl)e−Θpkl

∑

(k,l)∈HL

e−Θpkl + γ ∗

In next few lines, we give a sketch for the essentially straightforward proof. For
particular hubs s and t, we can compute ∂γ ∗

∂pst
from the FOC expression. The derivative

can also be computed from (4), using the Theorem 1. These two expression are
constructing an equation, hard-wired to the hubs s and t. We can derive the similar
equation choosing some other hubs, e.g. (m, g) ∈ HL, and from there to obtain that
pst − cst = pmg − cmg. �

Now, we present the theorem about the Stackelberg pricing equilibrium.

Theorem 2 In LFHLPP, where hub and spoke networks are already given, there is
a unique finite Stackelberg equilibrium in terms of pricing.

Proof Like in the preceding lemma, we focus our attention to OD pairs. Using the
definition of the Lambert W function, the subject of our analysis becomes

z(r) = wr

1 + W0(QeΘr−1)
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where r = pkl − ckl, and Q = ∑
(k,l)∈HF∗ e−Θckl /

∑
(k,l)∈HL e−Θckl (which is always

greater than 0). Now, it is easy to see that z(r) has a unique maximizer r∗. FOC can
be written as a system

x2 + (2 − Θr)x + 1 = 0 (16)

x = W0(QeΘr−1) (17)

The quadratic equation (16) gives us that the feasible solution exists only when
r ≥ 4

Θ
. From the straightforward examination of the slopes for the left and right

hand sides of (17), we can conclude that z(r) has only one maximum. �
The number of possible hub and spoke networks for both players is finite. For

each pair of them there is a Stackelberg pricing equilibrium. So, for both types of
the Follower’s behaviour, there exists a finite optimal solution for the Leader.

Theorem 3 A Stackelberg equilibrium exists in the LFHLPP.

4 Nash Pricing Equilibrium

One can think about relaxing the pre-commitment in terms of pricing, a.k.a “the price
war” from [6]. Thus, we need to show if the Nash equilibrium exists.

Theorem 4 For already given hub and spoke networks there is a unique finite Nash
equilibrium in terms of pricing.

Proof Again, we can focus our attention to the OD pairs, and neglect the correspond-
ing indices. For both competitors we have the expressions for their best responses,

that is rL(rF) = 1
Θ

(
1 + W0

(
QeΘrF−1

))
and rF(rL) = 1

Θ

(
1 + W0

(
eΘrL−1

Q

))
for the

Leader and the Follower, respectively. Here, Q =
∑

(k,l)∈HL e−Θckl
∑

(k,l)∈HF e−Θckl
. Now, the equation

r∗
L = rL(r∗

F) = rL(rF(r∗
L)) needs to be solved, which is equivalent to

t = W0

(
Qe

W0

(
et
Q

))
(18)

r∗
L = t + 1

Θ
(19)

Taking into account that W0(QeW0(
et

Q )
) = QeW0(

et

Q ), we can transform (18)–(19) into

W0(Qeξ ) = 1

ξ
∧ ξ > 0 (20)

ξ = W0

(
et

Q

)
(21)

r∗
L = t + 1

Θ
∧ r∗

L ≥ 0 (22)

The first equation always has a solution on (0,∞). Now, we check the feasibility of
the solution, that is if r∗

L ≥ 0. The last two equations result in
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et = Qξeξ ∧ ξ > 0 ∧ t ≥ −1 ⇔ ξ ≥ W0

(
1

Qe

)

What is left to be shown is that W0(QeW0((Qe)−1)) ≤ 1/W0((Qe)−1), for all Q > 0.
For that one could just analyse a function f (Q) = W0((Qe)−1)W0(QeW0((Qe)−1)) on
the corresponding interval. �

When it comes to the profit, Stackelberg pricing equilibria is the best one-shot
move, by its concept. But these two scenarios, could lead to different outcomes
from the hub location point of view. It is not clear that the scenario with the pre-
commitment in terms of pricing (LFHLPP) will bring more profit. Nevertheless, we
have the following conclusion.

Theorem 5 In the leader-follower hub location and pricing competition, where
competitors are allowed to change their prices, there is a profit maximising solution
for the Leader.

5 Conclusion and Future Work

We have analysed the Leader-Follower setting for hub location and pricing problem,
extending the results of Lüer-Villagra and Marianov [3]. It is shown that, when it
comes to the pricing, there is a unique solution for the Leader tominimize the damage
that can be done by the Follower. This result implied the existence of the solution
for this problem.

In future, we plan to address this problem from the computational point of view,
and to compare the solutions for LFHLPP and the “pricing war” version. Another
line of the research is oriented to a setting where the demand is elastic.

Acknowledgements This research was partially supported by the RFBR grant 15-07-01141.

References

1. Diakova, Z., Kochetov, Yu.: A doubleVNSheuristic for the facility location and pricing problem.
Electron. Notes Discret. Math. (2012). doi:10.1016/j.endm.2012.10.005

2. Panin, A., Pashchenko, M.: Plyasunov A (2014) Bilevel competitive facility location and pricing
problems. Autom. Remote Control (2014). doi:10.1134/S0005117914040110

3. Lüer-Villagra, A., Marianov, V.: A competitive hub location and pricing problem. Eur. J. Oper.
Res. 231(3), 734–744 (2013). doi:10.1016/j.ejor.2013.06.006

4. Sasaki, M.: Hub network design model in a competitive environment with flow threshold. J.
Oper. Res. Soc. Jpn. 48, 158–171 (2005)

5. Sasaki M, Campbell JF, Ernst AT, Krishnamoorthy M (2009) Hub Arc Location with Competi-
tion. Technical Report of the Nanzan Academic Society Information Sciences and Engineering

6. Serra, D., ReVelle, Ch.: Competitive Location and Pricing on Networks. Geogr. Anal. (1999).
doi:10.1111/j.1538-4632.1999.tb00972.x

http://dx.doi.org/10.1016/j.endm.2012.10.005
http://dx.doi.org/10.1134/S0005117914040110
http://dx.doi.org/10.1016/j.ejor.2013.06.006
http://dx.doi.org/10.1111/j.1538-4632.1999.tb00972.x


Part IX
Continuous and Stochastic Optimization,

Control Theory



Adaptive Representation of Large 3D Point
Clouds for Shape Optimization

Milan Ćurković and Damir Vučina

Abstract A numerical procedure for adaptive parameterization of changing 3D
objects for knowledge representation, analysis and optimization is developed. The
object is not a full CAD model since it involves many shape parameters and
excessive details. Instead, optical 3D scanning of the actual object is used (stereo-
photogrammetry, triangulation)which leads to the big-data territorywith point clouds
of size 108 and beyond. The total number of inherent surface parameters corresponds
to the dimensionality of the shape optimization space. Parameterization must be
highly compact and efficient while capable of representing sufficiently generic 3D
shapes. The procedure must handle dynamically changing shapes in optimization
quasi-time iterations. It must be flexible and autonomously adaptable as edges and
peaks may disappear and new ones may arise. Adaptive re-allocation of the control
points is based on feature recognition procedures (edges, peaks) operating on eigen-
value ratios and slope/ curvature estimators. The procedure involves identification
of areas with significant change in geometry and formation of partitions.

1 Introduction

Contemporary trends of globalization impose very demanding challenges on the
product design and development procedures as new products need to deliver excel-
lent performance and reliability at low investment and short time-to-market. These
mutually opposed aspirations can only be provided for by involving optimization at
all stages. Such a motivation consequently formulates the scope of this paper which
encompasses enhanced inverse re-engineering based on 3D shape acquisition [1, 2,
8, 13], adaptive parameterization and numerical optimization [7, 15]. It is likely that
starting from the previous design, incremental shape optimization will deliver faster
and better results. Nevertheless, using the CAD model of our previous design may
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e-mail: vucina@fesb.hr

© Springer International Publishing Switzerland 2017
K.F. Dœrner et al. (eds.), Operations Research Proceedings 2015,
Operations Research Proceedings, DOI 10.1007/978-3-319-42902-1_74

547
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Fig. 1 Changing the initial shape towards excellence by numerical optimization (FEA = finite
element analysis, CFD = computational fluid dynamics, MBD = multi-body dynamics)

frequently be inadequate due to the excessive degree of design detail. Therefore a
rather general procedure is developed in this paper where a sparing parametric shape
model can be derived for any object following the respective 3D scanning. Optical
3D scanning typically provides a huge amount of data in the respective point cloud
(commonly in the order of 108 points) which needs to be transformed into compact
(from the data-set size point of view) parametric surfaces without loss of essen-
tial information contained in the large point cloud. The resulting set of parameters
needs to be compact such that the dimensionality of the subsequent optimization
space is not too excessive, while still able to model sufficiently generic shapes. This
ambition is provided for by developing an intelligent, feature-aware partitioning and
parameterization approach for the overall shape.

The paper therefore makes reference to parametric shape optimization related to
3D shape acquisition, stereo-photogrammetry, and triangulation as the acquisition
pipeline for the raw big-data set, while applying parametric models of shape [3],
and fitting models to data as the data representation framework. Enhanced para-
meterizations are hereby proposed based on feature detection in 3D point clouds
and feature-aware adaptive 3D shape parameterizations which can efficiently handle
complex shapes and be adaptive in dynamic shape transitions occurring in shape
optimization.

This is in line with the concept of enhanced re-engineering, Fig. 1.

2 Modeling Shape

Different approaches have been used to represent general shapes, [4]. Integral CAD
models, [3], can be used directly in some cases. Associated sets of shape variables
can involve the properties of individual primitives in themodel, control points of indi-
vidual curves or surfaces, operators evolving 2D contours into 3D shapes and other.
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The question arises whether integral or partitioned shape parameterizations of the
overall objects should be used instead. For point clouds obtained by 3D shape acqui-
sition, [12], parameterizations are obviously necessary. Nevertheless, even shapes
available as CAD models are sometimes inadequate for shape optimization since:
excessive level of detail may be unnecessary for early-stage shape optimization,
many shape variables inevitably lead to high dimensionality of the design space
in corresponding optimization, many constraint relationships defined amongst the
individual CAD primitives may lead to discontinuities or numerical problems, etc.
Integral shape parameterization, [5, 10, 14], may therefore frequently be a better
option using the existing design as the initial solution. Different parametric entities,
[3] may be engaged, some of which are applied here.

B-splines automatically join low-order basis functions to provide a piecewise
representation approach. A B-spline curve of degree d with a given set of (n +
1) control points Qi is defined as P(t) = ∑n

i=0 Ni,d(t) · Qi with t ∈ [0, 1] as the
position parameter. The basis functions N use a non-decreasing sequence of scalars-
knots ti such that 0 ≤ i ≤ n + d + 1 and can be evaluated recursively

Ni,0(t) =
{
1, ti ≤ t ≤ ti+1

0, otherwise

}

, 0 ≤ i ≤ n + d (1)

Ni, j (t) = t − ti
ti+ j − ti

Ni, j−1(t) + ti+ j+1 − t

ti+ j+1 − ti+1
Ni+1, j−1(t), 1 ≤ j ≤ d, 0 ≤ i ≤ n + d − j.

Shape variation represented in terms of a B-spline curve in one direction (for example
x) can be combined with a B-spline based shape variation in another independent
direction (e.g. y-direction). A B-spline surface is accordingly formulated for a 2D
array (n0 + 1) × (n1 + 1) of control points Q by

P(u, v) =
n0∑

i0=0

n1∑

i1=0

Ni0,d0(u) · Ni1,d1(v) · Qi0i1 , u, v ∈ [0, 1] (2)

with u and v as the position parameters, d0 and d1 as the degrees of the surface and
N the basis functions for the two directions.

3 Fitting Models to Data

Fitting a B-spline to a given (m + 1) points data-set P can be based on a linear
procedure, [6, 9], where the given points are ordered with increasing sample ‘times’
u, v, whereby the sample ‘times’ of the given points evaluate to parameter values
according to
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Fig. 2 Fitting a B-spline
surface to a 3D point cloud
of a boat hull

u j0 = r j0 − r0
rm0 − r0

, v j1 = s j1 − s0
sm1 − s0

(3)

E(Q) = 1

2

m0∑

j0=0

m1∑

j1=0

(
n0∑

i0=0

n1∑

i1=0

Ni0,d0(u j0) · Ni1,d1(v j1) · Qi0i1 − P j0 j1

)2

(4)

which can be brought [9] into a linear system in Q.
As an example, Fig. 2 presents the example where the front part of the hull of a

boat was scanned into a point cloud, which was subsequently used to fit a B-spline
surface.

4 Enhanced Parameterizations

As already mentioned, shape optimization may be computationally very demanding
as it takes place in a high-dimensional design (search) space and involves complex
performance simulations. It is therefore critically important to keep the number of
shape parameters at its necessary minimum. It can be experimentally observed that
the same multitude of control points can provide better adherence to the original
geometry of the selected engineering object if they are distributed more densely
around the edges or zones with intensive change of shape [16].

Therefore, the strategy applied in this paper is based on detecting features (e.g.
edges, peaks, tips), [11, 16], in the 3D point cloud and subsequently use feature-
aware parameterizations. Such shape features are important for: shape partitioning
in the overall parameterization, dynamic adaptive parameterizations associated with
topological changes and major shape changes during optimization (e.g. edges dis-
appearing or new ones arising) and sparing shape parameterizations with reduced
number of shape parameters without sacrificing shape representation capacity. There
may be different approaches to feature detection in point clouds. When a local subset
of the overall 3D point cloud at a selected point is selected, then different indicators
can be applied. A point cloud is here assumed to be a large geometric data-set where
generic statistical analysis methods can be applied. Finite-difference based approx-
imations can be applied to estimate the local slope or to estimate local curvatures,
for example (here in 1D) (Fig. 3),

f ′(x) = ( fi+1 − fi−1)/(2�x), f ′′(x) = ( fi+1 − 2 fi + fi−1)/�x2 (5)
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Fig. 3 Subsets of the point cloud, 1D illustration of locally fitting geometric entities, evaluating
finite-differences and covariance towards detecting features

Fig. 4 Integral 3D shape
parameterization, portion of
small cylinder head

For a local sub-set of the point cloud, the variancemeasures the spread of data along a
single dimension in the data set, and the covariance measures the mutual dependence
of any two dimensions of the data-set. Principal component analysis may assist in
identifying features contained in the data set by transforming correlated variables
into new variables with less correlation. Edge detect formula based on eigenvalues
(λi ) of covariance matrix as a measure of correlation (for example an edge satisfies
the relation λi � λ j � λk)

min{λ1, λ2, λ3}
λ1 + λ2 + λ3

(6)

Different procedures are possible in enhancing the overall integral parameteriza-
tion of a point cloud which contains edges. One approach is to assign more relative
weight to the points in the vicinity of the edges during best-fitting. The same effect
may be achieved ifmore points are extracted for best-fitting from the original cloud in
the neighborhood of the edges, which again assigns those zones more impact on the
overall best-fitting procedure. If the procedure is sufficiently efficient, then even inte-
gral (non-partitioned) parametric surfaces may prove satisfactory for objects which
contain edges, peaks or generally elements of the surface with very small radii of
curvature. Figures4 and 5 demonstrate such cases.

5 Conclusions

By employing enhanced feature-aware 3D shape parameterizations, the search space
in optimization becomes lower-dimensional without sacrificing geometric modeling
capacity. Such parameterizations can be implemented dynamically such that even
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Fig. 5 Integral 3D shape
parameterization, part of
formula-student body shell

topological changes of shape are accounted for. Moreover, edges may dissolve and
new ones may arise during optimization, and the parameterization becomes suffi-
ciently adaptive to such changes.

Acknowledgements This paper presents introductory elements of the research supported by the
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The Distortionary Effect of Petroleum
Production Sharing Contract: A Theoretical
Assessment

Fazel M. Farimani, Xiaoyi Mu and Ali Taherifard

Abstract The distortionary effect of upstream petroleum taxation has been
discussed extensively by economists. The literature however, has largly neglected
the Production Sharing Contract (PSC) which is widely used by the internationl
petroleum industry. We examine how a PSC can distort the optimal time path of
production from an oil reservoir. To do that, we use optimal control theory and solve
the problem with Hamiltonian function. We show that, regardless of the contract
parameters, a PSC always distort the time path of production unless the oil price
changes at the rate of interest rate.

1 Introduction

Originally adopted by Indonesia in the 1960s, production sharing contract (PSC) is
widely used by the international petroleum industry, particularly in Asia, Africa and
Latin America. Under a PSC, the state government as the resource owner grants the
foreign investor, normally an international oil company (hereinafter the “operator”),
the right to explore and produce oil. If oil is found and produced, the operator recovers
its costs from the produced oil.1 The remaining oil is then divided between the host

1There is often a limit as to the proportion of oil available each year for the operator to recover
its costs. This is called cost recovery limit. Uncovered costs are usually carried forward to future
years.
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government and the operator based on an agreed share. In essence, the PSC functions
as a tax to the operator for the right to exploit the resource.2

This paper studies the effect of a PSC on the optimal time paths of production
from an oil reservoir. Using dynamic optimization method, one can find a time path
of production which maximizes the net present value (NPV) of the reservoir in a
no-tax, no-contract environment. We call this the neutral path, which could occur
when the resource owner is also the operator. However, under a PSC, there is a
divide of benefit between the owner and operator. For a given set of contract and tax
parameters, the operator will maximize its NPV of production, yielding its optimal
time path of production. Will the OP’s optimal path match the neutral path? How
does it differ? These are the questions this paper seeks to analyze.

The natural resource economics literature has demonstrated that different taxes
have varying degree of distortions on the time path of resource production.3 However,
to our knowledge, no previous papers have investigated analytically how a PSC
distorts the optimal time path of oil production from the neutral case. Some recent
studies have examined the optimal production profile of a specific oil field using
numerical methods. For example, Leighty and Lin (2012) [2] and Ghandi and Lin
(2012) [1] analyzed the effect of the Iranian buy back contracts and tax-royalty system
respectively on the production profiles of specific oil fields. Zhao et al. (2012) [5]
model the optimal production rate of an example field under a PSC. Smith (2014)
[4] examines the effect of different fiscal regimes including PSC for a generic field.
However, the results from these studies are necessarily confined to the specific field(s)
and fiscal regimes and did not analyze the possible distortion of a PSC on optimal
production paths.

We consider an oil reservoir that is to be developed under a stylized PSC. Using
optimal control methods, we solve the optimization problems analytically for the
neutral case and the operator under the general form of the PSC respectively. We
find that the optimal time paths of production of the operator rarely match that of
the neutral case except when the oil price changes at the rate of interest rate. The
magnitude of the distortion is determined by the contract elements.

2 The Model

2.1 Contract Parameters and Assumptions

Without loss of generality, we consider a stylized PSC with the following features.
For every barrel of oil produced, the operator (hereinafter “OP”) first pays a flat rate
of royalty α which is a percentage of output to the government. The proportion of oil
that can be used by OP to recover its cost in any year is limited to β. The remaining

2Usually the operator also pays the normal business taxes such as the corporate income tax.
3See Smith (2012) [3] for a detailed literature review.
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oil (i.e. the profit oil) is then shared between the host government (hereinafter “HC”)
and the OP, with γ being the share due to the HC and 1 − γ to OP. In addition, OP
pays the corporate income tax at a rate of τ . 0 < α, β, γ, τ < 1.

We assume both objective and constraint functions are concave to satisfy the
sufficiency conditions of the optimization. Both the state and control variables are
bounded. They cannot be negative or less than the agreed contractual parameters.
Furthermore, the initial and terminal values of the state variables are fixed and the
salvage value is assumed to be zero. The problem is an autonomous problem as time,
the independent variable, does not appear explicitly as an argument in the integrand
of the objective function or differential constraint. The cost of oil production is:
c = c(R(t), y(t))with cy > 0, cR < 0whereR(t) and y(t) are respectively the amount
of reserve and production at year t. Reserve will be repleted by additional drilling
activity v(t) resulting in additional reserve A(v(t)). The cost of drilling J(v(t)) is
increasing in v(t): Jv > 0. The oil price is exogenous.

2.2 Model Structure

In a no-tax, no-PSC environment, the net cash flow to the HC in any year is the
revenue from production, less the cost of oil production, less the drilling expense.
So, in the neutral case, the optimization problem for the HC is to maximize the
discounted net cash flow over the life of the PSC period, which can be written as:

Max
∫ T

0
ΠN

t e
−rt =

∫ T

0
{p · y(t) − c(R(t), y(t)) − J(v(t))}e−rtdt (1)

subject to the law of motion Ṙ = A(v(t)) − y(t) and the depletion rate y(t)
R(t) = ρN

4

where ΠN
t is the net cash flow in the neutral case in year t, T is the last period of

the PSC contract, p is the oil price, y(t), c(.), J(.),R(t) and A(v) are as previously
defined, Ṙ is the change of reserve and ρ is the field specific Maximum Efficient
Rate, MER.5

Under the PSC regime, the OP maximizes its discounted after-tax cash flow over
the contract period and solves the following objective function:

4In this simplified study, this constraint is a unique ratio of yearly depletion, while in reality it
should be at least 3 different constraints depending on the life phases of the field, i.e. build up,
plateau and declining phase.
5There is a controversy over the nature of Maximum Efficient rate (MER). Some authors consider
it as a pure engineering factor while the others believe it is an economic engineering element.



558 F.M. Farimani et al.

Max
∫ T

0
ΠOP

t e−rt =

∫ T

0
{py (1 − α)

[
1 − (1 − β) (γ + τ (1 − γ ))

] − c(.) − J(.)}e−rtdt

subject to
y (t)

R (t)
= ρOP and Ṙ = A (v (t)) − y (t) (2)

The net cash flow to the host government in any year of the PSC is the sum of
the royalty revenue, the profit oil and the income tax paid by the OP. In theory, HC
would also have a preferred time path that maximizes its discounted revenue subject
to the condition that the OP receives non-negative NPV. Thus, the HC may have the
following optimization problem:

Max
∫ T

0
ΠHC

t e−rt =

∫ T

0
{αpy + py

[
(1 − α) (1 − β) (γ + τ (1 − γ ))

]}e−rtdt

subject to
y (t)

R (t)
= ρHC and Ṙ = A (.) − y (t) and

∫ T

0
ΠOP

t e−rt >= 0 (3)

Technically, as the main concern of the OP is maximizing the profit rather than
keeping the reservoir for a long period of time as an intergenerational asset, its
depletion rate should be greater than that of HC and the neutral case. The same
argument applies to the discount rate of the HC and OP, where the discount rate of
theOP is higher than that of theHC.However, in order to evaluate the distortionwhich
stems from the contract per se,we freeze the effects of different depletion anddiscount
rates. Accordingly we have: ρN = ρHC = ρOP = ρ and rN = rHC = rOP = r.

For the ease of calculation, in both cases we assume that the OP’s costs are fully
recovered in the same year as they are incurred, so there is no cost carried forward.

2.3 Solving the Model and Results

To solve all above mentioned problems analytically, we choose Optimal Control
Theory and Hamiltonian function among the other methods. The result is as follows;
we just present here the problem of OP:
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H = {py (1 − α)
[
1 − (1 − β) (γ + τ (1 − γ ))

] − c (.)

− J(.)}e−rtdt + μ (t) (A (.) − y (t)) + λ (t) (
y (t)

R (t)
− ρ) (4)

There is one control, y and one state variables R. First Order Condition is as
follows:

Hy : −λ (t)

ρ
− μ (t) + e−rt (p (1 − α))

[
1 − ((1 − β) (γ + τ (1 − γ ) τ) − c(1,0)(.)

]
= 0

(5)

HR : λ (t) − e−rtc(0,1) (.) = μ′ (t) (6)

Hμ : A(v (t)) − y (t) = R′ (t) (7)

Hλ : −y (t)

ρ
+ R (t) (8)

To find the optimal path we take the first derivative of Eq. (5) respect to t:

−λ′

ρ
− μ′ − e−trr (p (1 − α))

[
1 − ((1 − β) (γ + (1 − γ ) τ) − c(1,0)(.)

] + e−rt

(
(1 − α)

[
1 − (1 − β) (γ + (1 − γ ) τ)

]
p′ − R′c(1,1)(.) − y′c(2,0)(.)

)
(9)

Considering Eq. (9), replacing R′(t) and μ′(t) with their equivalent from Eqs. (6)
and (7), assuming y′ = θy,6 solving the system of equations and applying further
simplifications7 result in:

y∗
OP (t) = PG − K

θc(2,0) − c(1,1)
(10)

6To avoid solving a complicated differential equation, we assumed that the production function has
an exponential form y(t) = eθ t . This form is fairly compatible with the realities of the industry, in
which, in the first period, buidup, the production increases exponentially and then remains stable
in the peak for a period of time and finally decreases exponentially. Accordingly, θ would have 3
different values during the life cycle of the field production: For 0 ≤ t ≤ t1, build up period, θ > 0,
For t1 ≤ t ≤ t2, plateau period, θ = 0, For t2 ≤ t ≤ t3, declining period, θ < 0.
7We assume that λ

′
(t) = ελ(t) and ertλ(t) = φ. The first assumption is true since from

Hamiltonian function we know λ(t) = ∂H
∂P . In fact, the Lambda represents the shadow price

of the depletion rate. We know that the shadow price of the depletion rate decreases as
the reserve decreases over the time. We can consider an exponential form for the Lambda
as follows: λ(t) = eεt . If we take derivative from both side we get λ

′
(t) = ελ(t). Further-

more, we assume that:
(
p′ − rp

) = P,
(
A (v (t)) − c(1,1) + φ

(
ε
ρ

− 1
)

+ rc(1,0) − c(0,1)
)

= K ,
(
(1 − α)

[
1 − (1 − β) (γ + (1 − γ ) τ)

]) = G.
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Following the same procedure we can derive:

y∗
N (t) = P − K

θc(2,0) − c(1,1)
. (11)

3 Analysis

As we discussed earlier, the main purpose of the paper is to show to what extent
the neutral optimal path could be different from that of OP. To do that, we compare
y∗
N (t) and y∗

OP (t). We find y∗
N (t)

y∗
OP(t) as follows:

y∗
N (t)

y∗
OP (t)

= P − K

PG − K
(12)

Theorem 1 For any range of contract parameters i.e. α, β, γ and τ , we have
if P = 0 ⇒ y∗

N (t) = y∗
OP (t);

if P > 0 ⇒ y∗
N (t) > y∗

OP;
if P < 0 ⇒ y∗

N (t) < y∗
OP (t).

Proof The first part is obvious. To prove the next two parts, first we show that
G < 1. Since 0 < α, β, γ, τ < 1, it is obvious that 0 < (γ + (1 − γ ) τ) < 1. It also
follows: 0 < (1 − α)

[
1 − (1 − β) (γ + (1 − γ ) τ)

]
(or G) < 1. If P > 0, we can

derive that P > PG and P − K > PG − K . In other words P−K
PG−K > 1 or y∗

N (t)
y∗OP(t) > 1

or y∗
N (t) > y∗

OP (t). If P < 0, we can derive that P < PG and P − K < PG − K . In

other words P−K
PG−K < 1 or y∗

N (t)
y∗OP(t) < 1 or y∗

N (t) < y∗
OP (t).

The above results show that the optimal production path of the operator under a
PSCalways deviate from that of the neutral case unless the oil price changes at the rate
of interest rate. If price grows faster than the interest rate, within an inter-temporal
preferences framework, the operator prefers future production so the operator’s path
would be lower than the neutral case. Conversely, when the oil price grows slower
than the interest rate, the operator prefers producing more in order to invest the
revenue in the alternative (capital) market.

4 Conclusion

This paper studies the distortionary effect of a PSC on the optimal production path of
an oil reservoir.We show that distortion is inevitable unless the oil price changes at the
rate of interest rate. The results does not have any provision about the relationship
between the optimal path of the OP and HC which we plan to analyze in future
research. The study have two important assumptions about the production function
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and the shadow price of the depletion rate, which could be relaxed in the future
works.

The novelty of the paper lies in the fact that the different optimal path of both
parties have been modelled in a dynamic optimization context and the engineering
aspects of the field are also considered in the form of optimization constraint.

References

1. Ghandi, A., Lin, Cynthian: Do Iran’s buy-back service contracts lead to optimal production?
The case of Soroosh and Nowrooz. Energy Policy 42, 181–190 (2012)

2. Leighty, W., Lin, C.Y.C.: Tax policy can change the production path: A model of optimal oil
extraction in Alaska. Energy Policy 41, 759–774 (2012)

3. Smith, J.: Issues in extractive resource taxation: a review of research methods and models, No
12/287, IMF Working Papers, International Monetary Fund (2012)

4. Smith, J.L.: A parsimonious model of tax avoidance and distortions in petroleum exploration
and development. Energy Econom. 43, 140–157 (2014)

5. Zhao, X., Luo, D., Xia, L.: Modelling optimal production rate with contract effects for interna-
tional oil development projects. Energy 45, 662–668 (2012)



Together We Are Strong—Divided Still
Stronger? Strategic Aspects
of a Fiscal Union

D. Blueschke and R. Neck

Abstract In this paper we present an application of dynamic tracking games to
a monetary union. We use a small stylized nonlinear two-country macroeconomic
model of a monetary union for analysing the interactions between two fiscal (gov-
ernments) and one monetary (common central bank) policy makers. We introduce
a negative asymmetric demand side shock describing the macroeconomic dynamics
within a monetary union similar to the economic crisis (2007–2010) and the sov-
ereign debt crisis (since 2010) in Europe.We investigate the welfare consequences of
three scenarios: fiscal policies by independent governments (the present situation),
centralized fiscal policy (a fiscal union) with an independent central bank, and a fully
centralized fiscal and monetary union. For the latter two scenarios, we investigate
the effects of different assumptions about the weights for the two governments in the
cooperative agreement.

1 Introduction

The recent financial and economic crisis has hit the Euro Area (EA) hard, especially
because it was followed by a sovereign debt crisis in some member states. This
revealed an asymmetry in the EA between a core of financially sound countries and
a periphery lacking fiscal sustainability. One possible solution for these problems
may be the creation of a fiscal union in addition to the monetary union. In this paper
we examinemacroeconomic effects of such a fiscal unionwith a view towards shocks
like the recent ones, emphasizing strategic aspects of stabilization policies. We use
a dynamic game approach for this purpose.
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2 The Dynamic Game Problem

We consider nonlinear dynamic games in discrete time given in tracking form. The
players aim at minimizing quadratic deviations of the equilibrium values from given
desired values. Each player minimizes an objective function (loss function) Ji:

min
ui1,...,u

i
T

Ji = min
ui1,...,u

i
T

T∑

t=1

Li
t(xt, u

1
t , . . . , u

N
t ), i = 1, . . . ,N, (1)

with

Li
t(xt, u

1
t , . . . , u

N
t ) = 1

2
[Xt − X̃i

t ]′Ω i
t [Xt − X̃i

t ]. (2)

The parameter N denotes the number of players (decision makers). T is the ter-
minal period of the planning horizon. Xt is an aggregated vector

Xt = [xt u1t u2t . . . uNt ]′, (3)

consisting of an (nx × 1) vector of state variables and N (ni × 1) vectors of control
variables. The desired levels of the state and the control variables enter (1)–(2) via
the terms

X̃i
t = [x̃it ũi1t ũi2t . . . ũiNt ]′. (4)

Finally, (2) contains a penalty matrix Ω i
t weighting the deviations of states and

controls from their desired levels at any period t.
The dynamic system constraining the choices of the decision makers is given in

state-space form by a first-order system of nonlinear difference equations:

xt = f (xt−1, xt, u
1
t , . . . , u

N
t , zt), x0 = x̄0. (5)

x̄0 contains the initial values of the states, zt contains non-controlled exogenous vari-
ables. Equations (1), (2) and (5) define a nonlinear dynamic tracking game problem,
which can be solved for different solution concepts. In order to solve this game we
use the OPTGAME algorithm as described in [1].

3 Set-Up of the Games

In this studywe use a dynamicmacroeconomicmodel of amonetary union consisting
of two countries (or two blocs of countries) with a common central bank called
MUMOD1. A description of the model is given in [2]. The model is calibrated to
deal with the problem of sovereign debt in a situation that resembles the one currently
prevailing in the European Union. Mainly based on the public finance situation, the
EA is divided into two blocs: a “core” and a “periphery”. The first bloc includes ten
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EA countries (Austria, Belgium, Estonia, Finland, France, Germany, Luxembourg,
Malta, Netherlands, and Slovakia) with a more solid fiscal situation. The second bloc
consists of seven countries with higher public debt and/or deficits and higher interest
and inflation rates on average (Cyprus, Greece, Ireland, Italy, Portugal, Slovenia, and
Spain).

MUMOD1 is formulated in terms of deviations from a long-run growth path and
contains the following state variables: output (y), real interest rate (r), nominal interest
rate (I), inflation (π ), union-wide inflation and output (πE , yE), public debt (D) and
interest rate on government bonds (BI). The model includes three decision-makers:
the common central bank decides on the prime rate REt (a nominal rate of interest);
the national governments decide on fiscal policy: git denotes country i’s (i = 1, 2)
real fiscal surplus (or, if negative, deficit), measured in relation to real GDP.

It is largely agreed upon that the recent sovereign debt crisis in Europe is to a
certain extent due to the asymmetry between the core and the periphery in the EA.
Several solutions have been proposed for this problem, in particular with respect to
the difficulties of Greek governments to achieve sustainable public debt. One such
alleged remedy, a “haircut” (partial debt relief) for the periphery, was examined in
the context of the MUMOD1 model in [2]. We found that such a “haircut” can be
disadvantageous not only for the lending countries (in our model, the government
of the core) but also for the indebted country (the periphery). Here we investigate
another possible solution often proposed in the political debate, namely the creation
of a fiscal union. As in the earlier study, we assume the dichotomy between core and
periphery to be strict and immutable and do not differentiate between various core
or periphery countries.

We also emphasise that the model of the fiscal union is rather strict in assuming
that there is one common policy enacted by the core and the periphery, which are
treated together as one player only; hence we consider a coalition (in the sense of
cooperative game theory) between the governments of the two countries (or blocs).
A pure fiscal union (denoted by PFU) is modelled as a noncooperative (feedback
Nash) game with two players, the central bank and the joint fiscal policy maker (the
“EA minister of finance” or the “EA government”). The latter has two instruments,
the budgetary surpluses of the core and the periphery, which are determined jointly.
Alternatively, we also consider Pareto optimal solutions for the game, which are
obtained as solutions to optimum control problems with three instruments. They
can be interpreted as a centralized monetary cum fiscal union (denoted by MFU),
where all decisions about monetary and fiscal policies are made jointly, and may be
considered as a benchmark for the advantages of cooperation on the level of the EA.

4 Results of the Games

In the following, we report the results of some numerical game simulations. In all
cases, the central bank gets a weight of 1/3 and the two governments get a joint
weight of 2/3 in the joint objective function. For the fiscal union, we vary the weights
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of the core and the periphery from 0.9 and 0.1 respectively (denoted by 09-01 in the
figures) to 0.1 and 0.9 respectively (01-09 in the figures). These weights express the
relative importance of each government in the fiscal union and can be interpreted as
indicators of the relative power of the core and the periphery respectively. We run a
baseline game of three independent policy makers for the noncooperative solution,
which is the same as in [2]. The baseline Pareto solution from [2] is the 05-05MFU. In
the following figures, we only show the results for the baseline solution, the extreme
cases of 09-01 (a “Schäuble fiscal union”) and 01-09 (a “Varoufakis fiscal union”),
and the intermediate case of 05-05 (equal weights for both countries).

Figures1, 2 and 3 display the feedback Nash equilibrium solution trajectories of
the fiscal policy instrument variables (fiscal balance) and the two most important
target variables, the output gap and public debt. In the baseline, three players play
Nash while in the other scenarios (for the PFU), the fiscal union and the central bank
are the two Nash players. For lack of space, we do not show the trajectories of the
overall Pareto solutions (MFU), as they are qualitatively similar to those of the PFU.

It turns out that the weights of the governments in the fiscal union are important
for the distribution of the “burden” of policy making in the fiscal union, while there
are no strong differences with respect to monetary policy (not shown here). The
larger the weight of the respective player, the more he can shift the task of stabilizing
output or debt to the other one. In particular, the 09-01 scenario leads to a very
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cautious use of fiscal policy in the core and a very expansionary one in the periphery,
which has to “do all the work” (Fig. 1). In contrast, in the 01-09 solution, the core
has to fulfil a locomotive function during the crisis while the periphery may use its
instrument in a way close to the noncooperative baseline solution. Note that this
enforces an expansionary fiscal policy upon the core in spite of its preference for a
more restrictive use of this instrument. Resistance against such a type of fiscal union
by the core decision maker is understandable, as is the quest in favour of it by the
periphery decision maker.

The different policy mixes result in relatively close developments of the output
gap among different scenarios (Fig. 2). However, the development of the government
debt is strongly dependent on the weights in the fiscal union (Fig. 3). The weaker
country in the fiscal union obtains an enormous increase of its public debt, which
leads to a clearly unsustainable level of nearly 400% of GDP in the case of the
09-01 PFU. The intermediate 05-05 fiscal union avoids these extremes and leads to
trajectories similar to those in the baseline scenario.

Table1 shows the values of the objective functions of the players, the central bank
(CB), the core (C1) and the periphery (C2) governments, the fiscal union (C1 + C2)
and the overall loss (CB + C1 + C2). We can see that the MFU for given weights
within the fiscal union always dominates the PFU for the fiscal policy makers, as
does the baseline Pareto solution (the 05-05 MFU) over the baseline Nash solution.
The same is true for the joint loss of the fiscal union, which is always lower in the
MFU than in the PFU. On the other hand, the central bank loses by being part of a
full MFU relative to being excluded from an agreement with the fiscal union (PFU);
however, this may change when its weight relative to the fiscal union (1/3) increases.
This does not imply, however, that joint actions are always better, as can be seen
from comparing the Nash baseline solution with the 05-05 PFU scenario. Here the
fiscal union is better for the periphery and the central bank but worse for the core
and the joint fiscal union. Although the differences are small, this shows that even
an intermediate fiscal union with an equal distribution of weights among core and
periphery need not be in everybody’s interest and may hence be unstable politically.
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Table 1 Objective function values of dynamic games for MUMOD1

Scenario CB Core (C1) Periphery (C2) C1 + C2 CB + C1 + C2

Nash_baseline 41.41 52.55 66.62 119.17 160.58

PFU_0.9-0.1 13.05 36.45 171.27 207.72 220.76

MFU_0.9-0.1 24.75 20.93 146.66 167.59 192.35

PFU_0.8-0.2 23.95 44.43 95.81 140.25 164.19

MFU_0.8-0.2 35.22 24.97 83.24 108.20 143.43

PFU_0.7-0.3 29.53 47.86 78.22 126.08 155.61

MFU_0.7-0.3 40.82 27.25 64.41 91.66 132.48

PFU_0.6-0.4 32.61 49.97 71.61 121.58 154.19

MFU_0.6-0.4 44.06 29.08 56.16 85.24 129.30

PFU_0.5-0.5 34.30 51.76 68.28 120.04 154.34

MFU_0.5-0.5 45.88 31.08 51.61 82.68 128.56

PFU_0.4-0.6 35.00 53.96 66.04 120.03 155.03

MFU_0.4-0.6 46.62 33.98 48.52 82.50 129.12

PFU_0.3-0.7 34.71 57.93 64.00 121.93 156.64

MFU_0.3-0.7 46.23 39.45 45.89 85.34 131.57

PFU_0.2-0.8 32.88 68.57 61.16 129.73 162.60

MFU_0.2-0.8 44.09 53.34 42.82 96.16 140.26

PFU_0.1-0.9 27.08 121.00 54.74 175.75 202.82

MFU_0.1-0.9 37.66 111.07 37.36 148.43 186.09

5 Conclusion

In this paper we used a dynamic game approach to analyse macroeconomic effects
of a fiscal union in a model of a monetary union with two countries, the core and
the periphery. We showed that a fiscal union in most but by no means all cases gives
better results for the fiscal policy makers than noncooperative behaviour. However,
the desirability of a fiscal union depends strongly on the weight of the core versus
the periphery in the joint objective function of the union, reflecting institutional rules
about the decision processes in the union.
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Trajectory Optimization

C. Bouttier, O. Babando, S. Gadat, S. Gerchinovitz,
S. Laporte and F. Nicol

Abstract In air traffic management, most optimization procedures are commonly
based on deterministic modeling and do not take into account the uncertainties on
environmental conditions (e.g., wind) and on air traffic control operations. However,
aircraft performances in a real-world context are highly sensitive to these uncertain-
ties. The aim of this work is twofold. First, we provide some numerical evidence
of the sensitivity of fuel consumption and flight duration with respect to random
fluctuations of the wind and the air traffic control operations. Second, we develop
a global stochastic optimization procedure for general aircraft performance criteria.
Since we consider general (black-box) cost functions, we develop a derivative-free
optimization procedure: noisy simulated annealing (NSA).
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1 Introduction

The aircraft trajectory optimization problem (ATOP) aims to find a four-dimensional
path connecting two cities, which minimizes the sum of costs imputable to the flight
called Direct Operating Costs (DOC) such as fuel consumption, salary and mainte-
nance costs or environmental taxes [2]. Since airlines face a continuously growing
competition, inaccurate DOC calculations are not affordable anymore. To ensure the
robustness of the DOC computation, it is necessary to consider the uncertainty on
its influence parameters. Moreover an accurate aircraft performance model should
be used.

This work aims to investigate uncertainty into aircraft dynamics and to give some
evidence of the sensitivity of aircraft performance with respect to a combination
of random inputs such as the weather or the air traffic control (ATC) operations.
It relies on previous mono-source uncertainty impact investigations on simplified
models such as [9]. We then provide an optimization procedure adapted to accurate
stochastic aircraft performance models.

2 Mathematical Models of Uncertainty Sources
and NSA Optimization Procedure

The wind information available on-board of aircrafts as well as in the airline oper-
ation centres is far from today’s meteorological centre maximal capabilities. Mete-
orological data transmission to the aeronautical community has not evolved since
the standardization by the ICAO1 in [6]. The wind data are only available at dis-
crete locations in time and space. Assuming this resolution unchanged, we provide
a method for generating a physically acceptable error field associated to the gridded
wind data. This approach was already introduced in [10] or [4].

Wind Model: We divide the wind error field into two components, the current
wind estimation error ΔWe,t at time t and the forecasting error ΔWf ,t(τ ) at time t
for time t + τ , so that ΔWf ,t(0) = ΔWe,t . We assume that the forecasting error is a
Gaussian field, centered with stationary and isotropic correlations. The correlation
in space and time has the following form:

Corr
(
ΔWf ,t(xi, τi),ΔWf ,t(xk, τk)

) = ρx(xi, xk) ρt(τi, τk)

= exp

(

−‖xi − xk‖
d∗

)

exp

(

−|τi − τk|
t∗

)

,

where xi and xk are two geographical points, d∗ is a characteristic distance, τi and
τk are two times and t∗ is a characteristic time. We assume the randomness of space
and time to be independent. The forecasting error field is obtained at future discrete

1International Civil Aviation Organization.
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times by propagating the wind error with the following propagation Formula 1. We
assume the variance to be increasing with the time horizon (σ 2

τ0
< σ 2

τ1
if τ0 < τ1).

ΔWf ,t(x, τ1) = στ1σ
−1
τ0

(
ρt(τ0, τ1)ΔWf ,t(x, τ0) + (1 − ρt(τ0, τ1))Zτ1(x)

)
, (1)

where Zτ1 is a centered Gaussian random field independent of ΔWf ,t(·, τ0) and with
covariance Cov

(
Zτ1(x),Zτ1(x

′)
) = 1+ρt(τ0,τ1)

1−ρt(τ0,τ1)
Cov(ΔWf ,t(x, τ0),ΔWf ,t(x′, τ0)).

Estimation of the wind model parameters: The variance of ΔWe,t at each point
of the griddedwind data is estimated using a classicalmaximum likelihood estimator.
The variance estimation is key for the representativeness of this model. As proposed
in [10]we assume that some geographic and seasonal clusters ofwind predictions can
be defined. This is reasonable as data from completely different periods or regions
should not be compared. The value of the wind estimation error field ΔWe,t at any
point is estimated through a local linear regression.

ATC disturbance model: ATC mainly interacts with the aircraft through negoti-
ations requested by the pilot. This interaction is modelled as a sequence of Bernoulli
trials.We assume that each pilot request is acceptedwith probability p, independently
from the past. In fact, the ATC may propose some alternative solutions to the pilot.
This will be addressed in future work. Figure1 provides a good representation of
the impact of the negotiation procedure on the aircraft vertical profile. It should be
noticed that DOC grows rapidly with airspace congestion.

If one negotiation fails, the pilot waits until he enters a new ATC area and then
starts a new negotiation. We set δ to be the characteristic distance between two ATC
negotiations. In the sequel, we denote by uATC the uncertainty induced by the ATC
negotiation process, and by uWind the uncertainty induced by the wind error field.

Optimization procedure: Noisy Simulated Annealing (NSA): Since we con-
sider a stochastic environment (wind and ATC), the DOC associated to a flight are
in turn stochastic. Classical methods for optimizing aircraft trajectories are thus no
longer applicable. We choose to minimize the expected cost:

min
path

E(DOC(path, uATC, uWind)).

(a) (b)

Fig. 1 Evidence of ATC impact on aircraft performance. a Theoretical profile disturbed by ATC
operations. b Influence of p on the DOC
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We propose an alternative optimization approach to handle this case since the
expected DOC computation can only be performed approximatively. Simulated
Annealing (SA) is a global optimization procedure able to deal with non convex
problems [1].We have chosen to use theMonte CarloMarkovChain procedure based
on the Metropolis–Hastings algorithm. It is particularly well suited to optimization
problems for which the constraints on the state variables are only known through an
oracle answer [7], which is the case of the ATOP. However, it was not designed for
optimizing noisy cost functions but, as proved in [5], it remains efficient under the
assumption of a sufficiently decreasing noise (σnoise = O (k−γ ) with γ > 1, where
k is the iteration number of the algorithm). Following [3], we propose an alternative
simulated annealing process, which allows us to relax this noise condition.

Algorithm 1 NSA
procedure NSA (Input: Neighborhoods structure (Si)i∈S)
Choose one initial path: i

for k from 1 to N do
Draw one new path : j ∈ Si uniformly at random

Êk(i) = 1
Nk

Nk∑

l=1
(DOC(i,ATCl,Windl)) and Êk(j) = 1

Nk

Nk∑

l=1
(DOC(j,ATCl,Windl))

with Nk ∝ log(2 +
⌊
k
L

⌋
)2

if Êk(j) < Êk(i) then i := j
end for

end procedure

Considering a Gaussian centered estimation error with variance σ 2
k on the cost

function difference, we obtain the transition probability Pk
i→j(T) of the NSA at step

k from i to j of the solution space S:

∀i, j ∈ S, Pk
i→j =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1j∈SiΦ
(
− E(j)−E(i)

σk

)

|Si| if j 	= i

1 − ∑

l∈Si/{i}
Pk
i→l if j = i,

where Φ is the cumulative distribution function of the standard normal distribution
and E(i) = E (DOC(i, uATC, uWind)). By analogy with the Glauber transition mecha-
nism as it is done in [3], we obtain the heuristic σk = Tk

√
π
8 ,where Tk is the classical

temperature parameter of the SA, for assessing the accuracy σk at step k.
Considering a classical cooling scheme [1], we deduce the corresponding accu-

racy. Using for example a Monte Carlo expected DOC estimation procedure, we

obtain the number Nk =
⌊

π
8
log(2+
 k

L �)2

Δ2(L+1)2

⌋
of Monte Carlo shootings per path at step

k, where L and Δ are two constants of the classical cooling scheme.
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3 Simulation Results

Using an accurate aircraft performancemodel, we numerically investigate the impact
of wind variations and ATC interventions on the aircraft cruise performance. The
wind and ATC scenarios are drawn independently at random from the models of
Sect. 2. Then we provide some evidence of the potential reduction in the expected
cost when we use our NSA algorithm to optimize the trajectory.

Uncertainty Impact on Aircraft Performance

We considered a single aisle aircraft flying a standard continental mission. In the first
part of Table1, all DOC values (means and standard deviations) are calculated on the
same trajectory obtained via a standard deterministic optimization tool [8]. As we
can see in Table1, the wind uncertainty source mainly impacts the variance of the
DOC whereas the ATC uncertainty implies some bias. This is therefore important

Table 1 Uncertainty impact on DOC

Uncertainty source Deterministic optimized
trajectory

NSA optimized trajectory

No uncertainty 14000 (0)a –

Wind 14000 (200) 14 000 (10)

ATC 14100 (10) 14 050 (10)

Wind + ATC 14200 (200) 14 100 (10)
amean DOC (standard deviation)

Iterations

D
O
C

Fig. 2 Example of a NSA descent. Evaluation of the DOC at each iteration
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to consider a combination of both effects. The magnitude of the variation is quite
important with respect to the usual variation of the DOC w.r.t the vertical flight plan.

Noisy Simulated Annealing: Numerical Alidation

In the second part of Table1, we consider the same setting as above, but we now
use our NSA method to optimize the trajectory and compute the expected DOC in
each of the three uncertainty scenarios. As shown in Table1, both DOC variance and
bias can be significantly reduced. The magnitude of the reduction is non negligible
compared to the today’s airlines targeted improvements. As can be seen on Fig. 2,
the optimal solution is attained after only few iterations.

4 Conclusion

We showed that the ATC and wind uncertainties should be taken into account simul-
taneously in order to optimize the DOC. We also provided a methodology to quickly
optimize the expected DOC. Asmentioned in Sect. 2, the ATC uncertainty model can
be enriched. The probability of success of the negotiation with ATC is set here as a
constant value but it is in fact a function of the congestion of the airspace. Therefore,
it is both a function of the geographic position of the aircraft and of the time. Future
works will focus on providing an estimation procedure for this quantity. Concerning
the NSA procedure, a work for providing some theoretical assessment to validate the
numerical results is under progress.
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Optimization Under Uncertainty Based
on Multiparametric Kriging Metamodels

Ahmed Shokry and Antonio Espuña

Abstract Different reasons can hinder the application of multiparametric program-
ming formulations to solve optimization problems under uncertainty, as the high
nonlinearity of the optimization model, and/or its complicated structure. This work
presents a complementarymethod that can assist in such situations. The proposed tool
uses krigingmetamodels to provide globalmultiparametric metamodels that approx-
imate the optimal solutions as functions of the problem uncertain parameters. The
method has been tested with two benchmark problems of different characteristics,
and applied to a case study. The results show the high accuracy of themethodology to
predict the multiparametric behavior of the optimal solution, high robustness to deal
with different problem types using small number of data, and significant reduction
in the solution procedure complexity in comparison with classical multiparametric
programming approaches.

1 Introduction

The MultiParametric Programming (MPP) approach is an efficient tool widely used
to manage the uncertainty in some of the process model parameters, when this model
is used for optimization [3]. In this problem (1), an objective function Z(xi) is to be
minimized satisfying a set of constraints gl(x), while some Uncertain Parameters
(UPs) θj within specific bounds are affecting the problem [2].

Max
xi

Z = f (xi, θj)

S.T . gl(xi, θj) ≤ 0, l = 1, 2, . . . L (1)
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lbxi ≤ xi ≤ ubxi , lbθj ≤ θj ≤ ubθj , xi ∈ RK , θj ∈ Rk

The MPP solution provides a set of P simple mathematical expressions (2) describ-
ing the optimal solutions (variables and objective) as a function of the UPs; each
expression p is valid for a certain partition of the UPs space which is called a critical
region [2]. So as the UPs vary, the optimal solution is calculated by these simple
expressions, without the need to solve the optimization problem every time [1, 3].

Z∗
p = f0p(θj), xip = fip(θj) p = 1, 2, . . .P (2)

Different MPP algorithms have been developed [2, 3] depending on the optimiza-
tion problem nature (linear MPP, quadratic MPP, and many other MPP algorithms
most of them based on different iterative approximation procedures), which imply a
deep mathematical and programming knowledge to develop these techniques. Addi-
tionally, many reasons can hinder the MPP applications, as the difficulties to get
a clear mathematical model (e.g. black box, and sequential simulation based mod-
els) and/or the mathematical complexity of the resulting model (high nonlinearity),
that frequently stems from the embedded highly nonlinear relations in the model, as
thermodynamics and reaction kinetics . . . etc. [3, 4].

This work proposes a data-based multiparametric analysis method that can be
used generally, based on Ordinary Kriging (OK) metamodels [6], which are trained
using input–output training data (UPs-optimal variables and objective) to find black
box multiparametric relations that accurately approximate the optimal solution as a
function of the UPs. The input–output data are generated through the optimization
of the original process model several times, using different values of the UPs. The
method has been applied to two examples from the MPP literature and a case study,
showing high accuracy and robustness compared to the classical MPP solutions.

2 Methodology

The first part of the method is the sampling over the UPs space and data generation:
To obtain accurate metamodel prediction, the training data should include—as much
as possible—information about the optimal solution behavior in every sub-region of
the total input (UPs) space. Consequently, a sampling plan [θ ]n (θ ∈ Rk) should be
designed to uniformly cover/span the whole input (UPs) domain of the metamodels,
where n is the number of sample points (inputs combinations) and k is the number
of UPs (number of input variables). To achieve this goal, a hybrid sampling design
technique of Hammersley sequence [5, 6] and fractional factorial design is used,
because it requires low computational cost. The number of sample points n propor-
tionality depends on the complexity of the multiparametric behavior of the optimal
solution, and also on the inputs dimensionality (k). After designing a sampling plan
[θ ]n, the optimization problem is solved n times, each with a different combination
of the UPs values (a row of [θ ]n), to obtain the outputs [Z∗, x∗

i ]n, xi ∈ RK .
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The second part is the multiparametric metamodel fitting: Given a set of input–
output training data [θi, yi], i = 1, 2, . . . n, θ ∈ Rk , y ∈ R, the OK is used to obtain
the functional mapping ŷ = f (θ); more details can be found in [5, 6]. The OK is
adopted here due to its ability to precisely approximate highly nonlinear systems
using relatively small number of training data. To validate the fitted metamodel, a
different set of input–output data [θv]nv, [yv]nv is generated; themetamodels prediction
of the output of the validation set [ŷ]nv is compared by the real output [y]nv, and
the Normalized Root Mean Square Error (NRMSE %) is calculated to assess the
estimation accuracy, NRMSE = 100 ∗ ( 1

nv

∑nv
i=1(yvi − ŷi)2)0.5/(yvmax − yvmin).

3 Applications

3.1 Mathematical Examples

The first example (3) is taken from [2], and consists of a bilinear objective subjected
to two linear constraints, both affected by an UP θ . The method is applied as follows:
Over the domain [0 : 1] of the UP (input), a sampling plan [θ ]60 is designed; then
for each UP value in the plan, the optimization problem is solved to obtain the
corresponding optimal variables and objective (outputs) [x∗

1, x
∗
2,Z

∗]60.

Min Z = x1x2, S.T .

[
2 1
1 3

] [
x1
x2

]

≥
[
1
0.5

]

θ, −1 ≤ x1, x2 ≤ 1, 0 ≤ θ ≤ 1

(3)
Using these input–output training data, three metamodels (ẑ∗ = f0(θ), x̂∗

1 = f1(θ)

and x̂∗
2 = f2(θ)) are fitted, one for each of the optimal objective and variables. A

different validation data set is generated ([θv]150, [x∗
1v, x

∗
2v,Z

∗
v ]150), and the inputs

[θv]150, are used to predict the outputs [x̂∗
1, x̂

∗
2, Ẑ

∗]150 using the three metamodels,
and the NRMSE (Table1) of the prediction is calculated for each. Additionally, the
same validation set [θv]150 is used to calculate the optimal objective and variables
using the deterministic MPP solution provided in [2] (see Fig. 1). The results in
Table1 and Fig. 1 show that the method is able to approximate the multiparametric
solution with very high accuracy via simple interpolation using the metamodels with
low time requirements (0.2 s), saving a huge time quantity of the real optimization
(16.2 s), see Table2.

Table 1 The NRMSE of the Metamodels

Example 1 Example 2 Case study

Metamodels Ẑ x̂1 x̂2 Ẑ x̂1 x̂2 Ĉ ŜF ŜT
NRMSE (%) 0.01 0.8 0.4 0.84 0.84 0.11 0.61 0.77 0.31
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Fig. 1 Validation of the multiparametric metamodels (solid line) versus the deterministic MPP
solutions (dashed line)

Table 2 Time of training data generation, fitting, validation data generation, and OK prediction

Time (s) HP−dc 7900, Intel core 2−duo 3.16 GHz, RAM 6 GB

Training Validation

Optimization Fitting Optimization Prediction

Example 1 6.9 3.01 16.2 0.2

Example 2 0.8 12.8 4.5 1.5

Case study 48.4 3.67 300.8 0.2

In the second example (4), a quadratic objective to be minimized, subjected to six
linear constraints and two UPs, more details can be found in [1].

Min Z = cT
[
x1 x2

]T + 0.5
[
x1 x2

]
Q

[
x1 x2

]T

S.T . A
[
x1 x2

]T ≤ b + F
[
θ1 θ2

]T
, −1 ≤ x1, x2 ≤ 1, 0 ≤ θ1, θ2 ≤ 1 (4)

A sampling plan [θ1, θ2]80 is designed over the UPs domain. The problem is
solved 80 times to obtain the outputs [x∗

1, x
∗
2,Z

∗]80, then three metamodels are fit-
ted: ẑ∗ = f0(θ1, θ2), x̂∗

1 = f1(θ1, θ2) and x̂∗
2 = f2(θ1, θ2). The validation is done using

another data set ([θ1v, θ2v]400, [x∗
1v, x

∗
2v,Z

∗
v ]400), then the inputs [θ1v, θ2v]400, are used

to predict the outputs [x̂∗
1v, x̂

∗
2v, Ẑ

∗
v ]400 using the metamodels, and the NRMSE is

calculated (Table1). The same validation set [θ1v, θ2v]400 is used to calculate the
optimal objective and variables form the deterministic MPP solution provided in [1]
(see Fig. 2). The results in Table1 and Fig. 2 show the high accuracy of the method
compared to the individual optimization results, and the MPP solutions found in [1].

Fig. 2 MPP deterministic solutions versus metamodels estimated solutions: objective, x∗
1 and x∗

2
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3.2 Case Study

This case study includes a black box simulation model (Fig. 3) of a utility system,
which supplies mechanical energy (Qw) to an industrial process. The system is
composed of a boiler (E-1) that receives water and supplies high pressure steam to a
steam turbine (T1); its outlet steam is condensed (E-3) and the water is pumped (P-1)
back to the boiler inlet. The problem (5) is to minimize the system operational cost
(C), which includes the costs of energies (Q-2, Q-1, Q-5) consumed by the boiler
(E-1) and pumps (P-1, P-2) respectively and the cooling water (stream no. 6) cost.
The operational cost is modeled as a function of the boiler outlet steam flowrate (SF)
and temperature (ST ). However, two UPs [θ1, θ2] affect the system, which are: the
power demand that must be satisfied by the turbine work (Qw) and varies between
[53000kW: 57000kW], and the turbine efficiency that varies in the range [75% :
95%]. This case represents a difficulty for the classical MPP approaches, as the
simulation model is a black box that includes different embedded complex functions,
which are used to calculate thermodynamic properties and simulate the behavior of
different process units (e.g. boiler, cooler). Themodel can be used to obtain optimized
values for the decision variables (SF , ST ), once the uncertainty [θ1, θ2] is unveiled.

Min
SF ,ST

C = f (SF, ST , θ1, θ2)

S.T . Qw(SF, ST , θ2) ≥ θ1 (5)

36000 < SF < 79200 kgMole/hr, 162 < ST < 360 ◦C

A sampling plan [θ1, θ2]70 is designed over the domain [53000 : 57000, 75 : 95].
The black box simulation based optimization problem is then solved 70 times
(fmincon Matlab optimizer is used) to get the optimal variables and objective
[S∗

F, S∗
T ,C∗]70, then three metamodels are fitted: Ĉ∗ = f0(θ1, θ2), Ŝ∗

F = f1(θ1, θ2)
and Ŝ∗

T = f2(θ1, θ2). Another data set is generated [θv1θv2]400, [S∗
Fv, S

∗
Tv,C

∗
v ]400, the

inputs [θ1v, θ2v]400 are used to predict the outputs using the metamodels to obtain
[Ŝ∗

Fv, Ŝ
∗
Tv, Ĉ

∗
v ]400 (see Fig. 4), and the NRMSE is calculated. Tables1, 2 and Fig. 4

show the high potentials of themethod: the optimal decisions are accurately predicted
via simple interpolations using the metamodels in almost no time (0.2 s), saving a

Fig. 3 Black box model of the utility plant modeled by ASPEN HYSYS modeling and simulation
environment



580 A. Shokry and A. Espuña

Fig. 4 Real versus estimated C∗ (left), S∗
F (middle), S∗

T (right)

huge time amount needed by the real simulation based optimization (300.8 s), which
represents a strong tool to immediately manage the uncertain parameters variations
during the process online operations. Additionally, Table2 shows that the method
advantage increases as the optimization problem complexity increases: in example
2, the optimization problem is quite easy (single global optima), thus the percentage
of the time saved using the method was 66%(100 × (4.5 − 1.5)/4.5). However, as
the problem complexity increased in example 1 (bilinear function includes a saddle
behavior) the percentage of the time saved increased to 98.7%. Finally, when a com-
plex nonlinear black box optimization problem is used (case study) the amount of
the saved time reached to 99.9%.

4 Conclusions

A data based multiparametric analysis and optimization method is presented, which
includes sampling design for computer experiments, and machine learning (OK)
techniques. The method has been applied to benchmark examples and a case study.
The results show that the method can approximate the multiparametric solutions
using relatively small number of training data, with very high accuracy. More impor-
tantly, significant differences with the results of the standard MPP appear; (1) in
all the tested cases, a single relation was enough to correctly reproduce the optimal
solution multiparametric behavior over the whole UPs domain, instead of several
mathematical relations each is applicable to a certain partition of the UPs space,
(2) a systematic robust method is able to solve different problem natures (bilinear,
quadratic, nonlinear black box) instead of many classical MPP algorithms each for
different problem nature. The method achieves two goals: First, A simple and robust
way for MPP applications, without going through complex mathematical formula-
tions. Second, it can assist in situations where it is difficult to apply traditional MPP
algorithms.
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Influence of Appointment Times
on Interday Scheduling

Matthias Schacht, Lara Wiesche, Brigitte Werners
and Birgitta Weltermann

Abstract In primary care mainly two types of patient requests occur: walk-ins
without an appointment and patients with a prescheduled appointment. The num-
ber and position of such prescheduled appointments influence waiting times for
patients, capacity for treatment and the utilization of physicians. An integer linear
model is developed, where the minimum number of appointments prescheduled for
a weekly profile is determined. Since the number of patient requests differs signifi-
cantly between seasons,weekdays and daytime, efficient appointment scheduling has
to take different scenarios into account. Using an intensive monte-carlo simulation,
we compare appointment strategies with respect to their performance for different
scenarios.

1 Introduction

Primary Care Physicians (PCPs) face a complex task when planning clinic appoint-
ment schedules in order to take two types of patients into account: urgent patients,
who have to see their PCP as soon as possible at the time of request and non-urgent
patients, who seek a prescheduled appointment in order to have less waiting time
in clinic. For these patients, capacity has to be blocked in terms of prescheduled
appointment slots on certain days and times. The willingness to wait for non-urgent
patients not only depends onmedical reasons but also on their individual preferences.
Visiting the consultation-hour or taking an appointment is decided by patients and
strongly depends on the actual status of the queuing-system for appointments.

An optimal appointment schedule considers patients as well as PCP preferences
[2]: patients prefer a schedule with a reasonable amount of capacity for urgent
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requests who need same-day treatment. It should be avoided that urgent patients
are not treated by the PCP on the day of request. Those patients are named urgent
overflow patients. PCPs seek for a schedule in which clinic’s utilization is high
and balanced throughout the week with a minimum amount of overtime for clinic’s
staff. These preferences are influenced by the number of scheduled appointments
offered and must be taken into account when generating the appointment schedule
and deciding on the number and position of scheduled appointment slots throughout
the week. Existing literature has broadly discussed optimal intraday appointment
scheduling where optimal time slots on a given day are generated [3, 4]. Decisions
as to the optimal amount of appointment slots per day on a tactical decision level
have gained little attention.

As primary care clinics face variations in demand for treatments, this paper ana-
lyzes how varying demand affects the quality of an appointment schedule which has
been determined on a tactical level with respect to the patient preferences. An integer
linear model is developed, where the minimum number of appointments presched-
uled for a weekly profile is determined. It is described how short-term adjustments
of PCPs workload can be incorporated in order to increase patients’ satisfaction by
allowing an acceptable amount of overtime.

2 Reservation of Prescheduled Appointments
in Primary Care

While working time of an idealized physician is constant for each working day,
demand for treatments varies [1]. Figure1a shows that the maximum time for treat-
ments ci on workday i is equal over weeks whereas demand per day (filled boxes)
varies. Some patients have to be treated on the next day if patient demand exceeds
the capacity. Such overflow patients occur onMonday and have to be shifted to Tues-
day. Because of the overflow patients from Monday, there remains less capacity for
Tuesday requests and some requests have to be shifted to Wednesday.

The idea of appointment scheduling is to offer asmany scheduled appointments as
needed in order to match capacity with demand on each workday. Figure1b shows
the consequences of scheduling some patients requesting on Monday to appoint-
ments on Wednesday. By this, we satisfy capacity restriction on Monday, increase

Mon
Tue
Wed
Thu
Fri

c1c1 c2 c3 c4 c5
Mon
Tue
Wed
Thu
Fri

c1 c2 c3 c4 c5
(a) (b)

Fig. 1 Matching capacity with demand: a urgent overflow patients without prescheduled appoint-
ments and b solution after shifting patients
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utilization on Wednesday and no overflow patients occur. Nevertheless, an appoint-
ment slot might be booked by a patient requesting an appointment on another day or
there might be urgent patients who need same day care. Therefore, Sect. 3 presents an
innovativemodel featuring these considerations and determining an optimal appoint-
ment schedule taking patient preferences into account.

3 Optimal Interday Appointment Scheduling

In this section, an integer linear model for Optimal Reservation of Capacity for
Appointments (ORCA) is presented. The ORCA model supports the decision maker
deploying a tactical plan for the appointment schedule as a weekly profile which is
valid for several weeks or months as long as the demand remains comparable. Taking
into account varying numbers of patient requests during the day, each working day
i ∈ I := {1, . . . , 5} is divided into a morning and a post-lunch session denoted by
j ∈ J := {1, 2}. The decision variable xi, j ∈ N0 denotes the number of appointment
slots planned for day i and session j . The number of patient requests in the morning
who are treated in the following post-lunch session is denoted by variable vi ∈ N0.
Each day i ∈ I and session j ∈ J is associated with a corresponding number of
patient requests di, j , with di, j = dri, j + du

i, j . The number of same-day regular patients
is denoted by dri, j . The number of urgent patients who seek treatment on the same
day is denoted by du

i, j (urgent). Depending on their preferences and current queuing
status, regular patients prefer an appointment or visit the consultation-hour. The total
demand of regular patients per week is denoted by Dr := ∑

i∈I
∑

j∈J d
r
i, j . Parameter

b denotes the treatment duration for one patient. Parameter ci, j describes the capacity
on day i in session j . A varying number of patient requests during the week results
in varying chances of a slot being booked by patients with requests from different
days. This probability is defined as the appointment request ratio pi, j = dri, j/Dr . Then,
pi,1

∑
�∈I

∑
j∈J x�, j gives back the average number of patients with request on day i

in the morning ( j = 1) who will take a prescheduled appointment. The integer linear
optimization model ORCA can be formulated as follows:

min
∑

i∈I

∑

j∈J

xi, j +
∑

i∈I
vi (1)

s.t. (dri,1 + du
i,1) b + xi,1 b − vi b − pi,1

∑

�∈I

∑

j∈J

x�, j b ≤ ci,1 ∀i ∈ I (2)

(dri,2 + du
i,2) b + xi,2 b + vi b − pi,2

∑

�∈I

∑

j∈J

x�, j b ≤ ci,2 ∀i ∈ I (3)

vi ≤ di,1 ∀i ∈ I (4)

xi, j ∈ N0 ∀i ∈ I,∀ j ∈ J
(5)

vi ∈ N0 ∀i ∈ I (6)
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The objective (1) is to minimize the number of appointment slots—to ensure reason-
able capacity for urgent requests—and the number of patients who have to be shifted
frommorning to post-lunch session.We formulate the capacity constraints for a given
morning session on day i in Eq. (2): The left hand side of the constraints denotes
the duration of patients being treated in the morning session on day i . Total treat-
ment time for patients requesting a morning session is expressed by (dri,1 + du

i,1) b.
To consider additional treatment duration for appointments in this session, xi,1 b is
added. Treatment time for patients who book an appointment is subtracted by the
appointment request ratio as well as time for patients being shifted to the post-lunch
session on the same day (vi b). Treatment time of all patients in the slot has to be less
or equal to the available time ci,1. Capacity constraints for post-lunch sessions differ
slightly to morning sessions (3). By this, we avoid systematic overtime. Note that
in a steady state system with specified parameters no overtime occurs. Constraints
(4) prevent shifting more requests from the morning to the post-lunch session than
there are requests in the morning. Decision variables are integer and non-negative
((5) and (6)).We test our model with respect to sensitivity in an exemplary case study
in Sect. 4 by incorporating an extensive simulation model.

4 Optimal Appointment Schedules and Sensitivity Analysis

The advantage of ORCA is a straightforward way of modeling an average week of a
PCP, in which only little data for input are required. Results were tested in a discrete-
event simulation by considering a single server PCP with a five (three) hour working
time in the morning (post-lunch) session over one year. For all results, simulation
runs were repeated twenty times and expected values were calculated. Treatment
time for same-day patients and schedules as well as interarrival times and maximum
willingness to wait for a scheduled appointment are modeled with uncertainty.

In the first analysis, no overtime is allowed (NO). All urgent patients who can-
not be treated on the same day become urgent overflow patients. Figure2 compares
the average waiting time of the optimized appointment schedule with a half morn-
ing policy (HM) which is widely applied. In HM, each morning session consists of
one half out of consultation-hour and the other half out of scheduled appointments.
The varying average waiting times show that the ORCA model provides a substan-
tially better appointment schedule with respect to the patient preferences. This goes

0

50

100

Mon Tue Wed Thu Fri

m
in

ut
es HM ORCA

Fig. 2 Comparison of waiting times during consultation-hour optimized (ORCA) strategy and a
regular half morning (HM) strategy
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along with a significantly lower number of overflow patients (20% less overflow
patients). Therefore, the optimized appointment profile allows a significantly higher
number of treatments for urgent patients. Nevertheless, the decision maker cannot
predict weekly or monthly variations in patient requests for treatments. Therefore,
this section analyzes the sensitivity of the generated results using ORCA for a PCP
clinic.

The optimal solution generated byORCAwith an average of 255 patients perweek
is generated and retained. The optimal solution is evaluated in different scenarios in
which patient demand is increased or decreased by 10%. The influence of varying
patient occurrence on the mean number of overflow patients per week and the mean
waiting time during consultation hour is presented in Fig. 3. The gray bars represent
the results of a simulation based on an optimal appointment schedule for an expected
number of 255 patients. Both performance criteria are very sensitive to varying
patient demand. Especially, an increase of the number of patients leads to a much
higher number of overflow patients and waiting time. If the optimization model is
adjusted to varying patient occurrences, the scenario-optimal appointment profile
reaches slightly better solutions, which are marked by the black dots. But even the
scenario-optimal solution with 280 patients per week cannot improve the results for
patients substantially. This means that strategic planning of scheduled appointment
slots is not capable of anticipating this high amount of patients if capacity is not
increased. Therefore, the solution for the ORCA with 255 anticipated patients is
presented given that PCP allows for a maximum overtime of 15min for each session
(O). This increases capacity and allows more same-day treatments. Figure4 shows
that allowing overtime by only 30min per day (increase 6.25% of regular capacity)
reduces the number of urgent overflow patients by 75%. Thus, a small capacity
increase leads to a substantially better performance for patients. Summarized we can
show that increasing capacity by allowing overtime on an operational level in busy
seasons is a significantly better strategy than changing the appointment schedule.
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Fig. 3 Evaluation of determined appointment schedules with varying number of patient requests
per week
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O
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30 130 230
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# overflow patients waiting time in min

Fig. 4 Comparison of patient oriented criteria without overtime (NO) and with overtime (O)

5 Conclusion and Outlook

This contribution analyzed the influence of varying numbers of the patient requests
on a determined appointment schedule. With the presentedORCAmodel, an optimal
appointment schedule was generated, which is substantially better with respect to the
patient preferences than basic appointment schedules. The solution has been tested
with varying parameters for patient demand. Results from analyses show that criteria
for patient satisfaction sensitively reacts on such variations. Higher patient demand
leads to significantly longer waiting times and more overflow patients which cannot
be compensated by an adjusted appointment schedule.

In addition to the objective of ORCA it is possible to also take into account a
balanced utilization during a week. Weighting those two criteria allows the deci-
sion maker to adjust the model with respect to her personal preferences. In order to
improve strategies for interday appointment scheduling, a robust appointment sched-
ule which anticipates changing patient demands as well as reactions of the PCP could
be deployed, e.g. in [5].
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Time-Dependent Ambulance Deployment
and Shift Scheduling of Crews

Lara Wiesche

Abstract For patients requesting emergency medical services (EMS) in a life-
threatening emergency, the probability of survival is strongly related to the rapid-
ness of assistance. An especially challenging task for planners is to allocate limited
resources while managing increasing demand for services. The provision of suffi-
cient staff resources for the ambulances has great impact on the initial treatment
of patients and thus on the quality of emergency services. Data-driven empirically
required ambulance location planning as well as the allocation of staff for these
vehicles are successively optimized in the proposed approach to support emergency
medical service decision makers. According to the identified problem structure, an
integer linear programming model is proposed. An exemplary case study based on
real-world data demonstrates how this approach can be used within the emergency
medical service planning process.

1 Introduction

The efficient use of resources for EMS is crucial for an overall efficient health care
system. Emergency medical vehicles operate in an environment where requests have
to be served as soon as possible. Allocating limited resources is a complex task since
allocation of ambulances to stations and decisions on dispatching ambulances are
difficult optimization problems, particularly with regard to an expected increase in
future ambulance demand. While the ambulance location and relocation have been
extensively studied in the literature (see [1]), the particular ambulance crew schedul-
ing has received only little attention so far. Since staff costs in EMS account for up to
90% of the total costs, optimal staff planning is inevitable for an efficient EMS.
In the German EMS system, most ambulance services require at least two crew
members for every ambulance with different levels of qualification. The emergency
medical care is given by a parametric and an emergency medical technician, in
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life-threatening situations supported on scene by an emergency physician getting
there in a separate emergency physicians vehicle. In this paper an optimizationmodel
for shift scheduling of ambulance staff is presented to support EMS decision makers.
Based on the time-dependent optimization model for ambulance location and relo-
cation by Degel et al. [2], special attention is given to the ambulance shift schedule.
In particular the time-dependent empirically coverage requires a specific pattern of
ambulances and therefore staff shifts and specific requirements will be taken into
account. The remainder of this paper is structured as follows. Section2 describes
the decision making process for emergency medical services. In Sect. 3 a two-stage
approach is introduced to include ambulance crew scheduling in the decision process.
Section4 presents a case study for evaluating the proposed approach. A conclusion
and topics for further research are given in Sect. 5.

2 Decision Making for Emergency Medical Services

Due to the complexity of the entire emergency service process, capacity planning
can be divided into the long-term strategic, the medium-term tactical and short-
term operational planning. Following the classification of Hulshof et al. [5] Table1
summarizes different decisions within the EMS. There is no clear separation between
the hierarchical levels and the different EMS decision types. The typical process of
scheduling staff to satisfy demand is to forecast demand and determine the number
of staff needed. Afterwards, optimal staff shift schedules have to be identified and on
the operational decision making level the roster of staff, meaning the allocation of
individual staffmembers to shifts, has to be taken into account (see [4]). It is important
to notice that these staff scheduling decisions are highly interdependent and cannot
be taken into account separately. Empirical studies considering the EMS process
provide important insights into dynamic changes during the day [7]. In particular,

Table 1 Decision making in the emergency medical service dependent on the time horizon

Strategic Tactical Operational

(Resource dimension) (Resource allocation) (Resource assignment)

Location of EMS departments Use of flexible locations Dispatching of requests
(ambulance, crew, hospital
choice)

Division of city into districts Time-subdivisions
(time-periods)

Dynamic ambulance
management

Number of ambulances Allocation of ambulances to
departments

Time-dependent relocation

Number of staff members Staff shift scheduling and crew
pairing

Staff to shift assignment task
assignment
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tactical planning has a great impact on identifying and implementing time-dependent
adjustments and will be the main focus of this paper.

Degel et al. [2] introduced an optimization model for ambulance location and
relocation on a tactical decision level called Empirically Required Coverage Prob-
lem (ERCP). With the objective of maximizing the empirically required coverage
taking into account relocations and flexible locations, the presented model integrates
the variation of demand for emergencies and ambulance travel time, dynamic adjust-
ments and flexible ambulance locations. Existing coverage models in the literature
commonly use a fixed (double) coverage level. In case of more than one (two) par-
allel operation(s), the fixed objective functions do not ensure sufficient available
vehicles. In contrast in the ERCP an empirically determined coverage is used, taking
parallel operations into account. Analyses regarding parallel operations show that an
empirical coverage can be determined which takes temporal and spatial variations
into account and guarantees an empirically required coverage. The concept of ERCP
leads to an optimization model which simultaneously minimizes undersupply and
prevents wasting resources. Since specific staff requirements are not considered in
the ERCP, the influence of integrating these requirements in the ambulance planning
is analyzed. Using the minimum number of ambulances and therefore the minimum
number of crews required for each period generated from the ERCP as input, an
approach to minimize the number of crews considering specific crew requirements
is presented.

3 Time-Dependent Shift Scheduling of Ambulance Crews

Most of the work in the area of EMS services focuses on decisions on departments
and ambulance locations. Whereas the task of shift scheduling has been studied
extensively in literature (see [4]), ambulance shift scheduling received very little
attention [3, 6]. In [3, 6] a two-stage integrated approach for ambulance scheduling
is developed using the output from a coverage model as an input in a second integer
programming model allocating ambulance crews to shifts. In contrast to the existing
literature, time-dependent variations during the day are captured in this paper.

To estimate the optimal number and location of ambulances, the method proposed
by Degel et al. [2] is used: they determine the required coverage of demand nodes
empirically considering the number of emergency requests occurring simultaneously.
To calculate the necessary coverage degree of each demand node i , the probability
that an emergency call could be served is greater than β, or in other words that:

Probability

{
# of ambulances covering

demand node i
≥ # of parallel emergencies in

the area around i

}
≥ β

Thereby, the empirically required coverage ensuring the coverage of demand nodes
with a sufficient number of ambulances is determined for example for β = 95%with
a probability greater than 95%. An optimal allocation of ambulances is obtained by
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Fig. 1 Decision making process of time-dependent shift scheduling of crews

the ERCP model taking these probabilities into account. Specific staff requirements
like the assignment of crews to stations, shift lengths, workload for crews etc. are not
taken into account in this consideration. The question is how an optimal ambulance
allocation solution performs when specific staff requirements are considered after-
wards. Therefore an integer linear programming model is developed that minimizes
the number of staff shifts during one week. Using the optimal allocation of ambu-
lances from the ERCP as an input, the optimal allocation of staff to ambulances is
modeled (see Fig. 1). According to the ERCP, each day d ∈ D is divided in different
time periods t ∈ T . The entire shift schedule consists of S̄ different predefined shifts
which are summarized in the set S := {1, . . . , S̄}. The decision variable xd,s ∈ N0

denotes the number of crews working shift s on day d. The output of the ERCP
is considered in the model as the parameter Ad,t denoting the optimal number of
ambulances on day d in time period t . pt,s denotes predefined shifts and captures
different shift types and lengths. Note that one shift represents one crew and implies
usually a parametric and an emergency medical technician.

∑

s∈S
xd,s pt,s ≥ Ad,t ∀d ∈ D, t ∈ T (1)

Using the inputs from the ERCP, the model ensures that there are at least as many
ambulance crews available as required by the ERCP (1). The objective of the crew-
ambulancematchingmodel is tominimize the total number of shifts during one week
assuming a fixed allocation of each crew to a specific ambulance. By performing
What-if analyses and predefined shift schedule variations, improved insights and
thus an ideal ambulance staff schedule can be obtained.

4 Application and Results

To illustrate the application of the model, a real world case study from the city of
Bochum (Germany) is analyzed. Bochum has more than 30,000 annual operations
and an infrastructure of 22 potential ambulance locations serving 163 demand nodes
(each 1 × 1 km2). In Bochum, a typical demand profile for EMS and therefore a typ-
ical distribution of the empirically required coverage with few requests during night
periods and rush-hours between 8am–2pm is observable. Following the intensive
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Fig. 2 Number of crews: empirically required and solution of the optimization model

analyses of [2], for Bochum an equidistant division of the total planning horizon of
24h into T = 6 time periods is most practical. Shifts lengths of 8, 12 and 24h are
considered starting at the beginning of each time period taking minimum/maximum
shift lengths, possible starting points and weekly working hours into account. Based
on the empirically required number of ambulances from the ERCP, an optimal shift
schedule is determined and depicted for one day in Fig. 2.

Figure2 illustrates the number of crews determined by the optimization model
(black solid line) in relation to the empirically required coverage (gray area). The
figure clearly visualizes that at any time at least ambulance crews are available as
required by the ERCP. Taking staff requirements into accountmore staff is disposable
than ambulances needed in the ERCP as can be seen for example in hours 4 to 8,
where crews are scheduled 4h earlier than needed in order to adhere predefined
shift lengths. Note that each crew is assigned to one specific ambulance. Relaxing
this assumption and looking over the whole city the minimum number of shifts
needed can be determined. Figure3 compares the number of crews and shifts for

(a) (b)

Fig. 3 Time-dependent shift scheduling: minimum number of shifts (a), optimal solution (b)
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minimizing the number of shifts (a) and the crew-ambulance matching model (b).
Taking the ambulance-crew matching into account not only leads to one additional
crew but also to 32 more staff hours (10%). The first analysis shows that the solution
of the ERCP model underestimates the number of required ambulances. Since the
availability of ambulances is strongly influenced by specific shift requirements, an
integrated planning approach is essential. Not only the fixed input of ambulances
for the staff scheduling but an integrated solution approach to solve the ambulance
deployment and staff scheduling for EMS decision makers is recommended.

5 Conclusion and Outlook

In this paper the influence of staff requirements on ambulance allocation models is
analyzed. The considered approach focuses on the time-dependent amount of staff
and their schedule based on an empirically required coverage. Results indicate that
an ambulance planning neglecting staff requirements underestimates the number
of necessary ambulances. The solution strongly suggests to combine ambulance and
shift scheduling to capture interdependences between vehicle and staff planning. The
evaluation of first results indicates the potential of this approach and justifies more
intensive research in this area. Future research has to consider constraints like legal
(rest days, break times), managerial (flexible locations) and staffing requirements.
Particularly a fairly allocation of staff to shifts as well as a balanced workload for
crews during the shifts offer potential for further research.
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Personnel Planning with Multi-tasking
and Structured Qualifications

Tobias Kreiter, Ulrich Pferschy and Joachim Schauer

Abstract We present a fairly involved ILP-model for a complex personnel
planning problem arising from a real-world application. Two main aspects distin-
guish the problem from standard models: (i) Several tasks may be executed by the
same person simultaneously. However, this multi-tasking is subject to certain com-
plicated conditions. (ii) Qualification of personnel is complex and totally inhomo-
geneous. We introduce a representation for both issues that is at the same time fairly
general and still easy enough to operate for the personnel manager.

1 Introduction

In a standard personnel assignment problem, every person can fulfill every given task,
therefore the planning problem boils down to covering the required time periods by
a feasible roster. If each person is assigned a certain skill level on an ordinal scale
and each task requires a minimal skill level (a frequent scenario e.g. in hospitals),
a feasible plan has to make sure that each person assigned to a task has at least
the required skill level. Due to space restrictions we refer the reader to the surveys
[1, 2, 4], instead of giving a detailed literature review.

In this contribution we consider a much more complicated setting: each person
has a certain portfolio of unordered, categorical skills and can only fulfill tasks it is
qualified for. Hence, each person has to be considered individually and the personnel
structure is very inhomogeneous. The main innovation of our problem is the feature
that a personmight fulfill several tasks at the same time. This is amajor deviation from
classical personnel planning literature although complex skill levels were considered
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e.g. in [3]. Moreover, the possibility of combining tasks is again highly non-uniform
and depends both on the individual task and the considered person.

2 Representation of Task Combinations

The possibility of combining tasks, i.e. of carrying out more than one task at the
same time by the same person, requires compatibility of tasks and ability of persons
to perform the corresponding work by multi-tasking. Each of these two aspects has
to be characterized and represented in a suitable way.

2.1 Representation of Task Compatibility

The simple exclusion of one person performing two tasks with overlapping time
windows can be represented by a conflict matrix with cjk = 1 indicating that tasks j
and k require different persons. However, the practical planning problem this work
originates from also contains a number of tasks which require little operative work.
Instead, they mainly consist of monitoring activities. This means that a person qual-
ified for such an activity has to be present during its duration (such an activity is
modelled as a task). Since there are no (or little) actual operations involved the
person assigned can very well carry out one or more additional tasks at the same
time.

This leads to the question of possible task combinations a person can perform at
the same time. Producing a full list of all feasible combinations would be impractical
because of the exponential length of such a list and the necessity for the personnel
planner to consider highly improbable combinations. Hence, we propose the follow-
ing task classification scheme which is easy to use for the personnel planner and
leaves a high degree of freedom from the modelling point of view.

class A: These tasks require the full concentration of the assigned person—hence
they can not be combined with any other task.

class B: These tasks could be combinedwith atmost one task of class C and arbitrary
many tasks of class D, but with no task of classes A or B.

class C: These tasks can be added to at most one task of class B or C and arbitrary
many tasks of class D.

class D: Arbitrary many tasks of this class (which contains mainly functions with
no operative aspects) can be combined with tasks of classes B, C or D.

In the mathematical model we will use two conflict matrices for representing the
possible simultaneous execution of any pair of tasks. As introduced above cjk = 1
prevents tasks j and k being carried out by the same person. To capture also the
feasibility of combining two tasks, but not three, we use a second conflict matrix S
where sjk = 1 indicates that there may be situations where tasks j and k can not be
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carried out by the same person. This applies e.g. for tasks of class C: two tasks of
class C can be carried out by the same person, but only if no third task of classes
B or C is assigned to the person in the same time window. An entry of sjk = 0
indicates that tasks j and k can be combined independently from the remaining task
assignments. In our application this will apply only for tasks for class D. With the
help of this second conflict matrix S we can avoid using a three dimensional matrix.
Its entries are generated according to the table at the end of this section. Their usage
in a mathematical programming formulation will be described in Sect. 3.

2.2 Structured Qualifications of Personnel

Usually, in standard personnel planningproblems a list of qualifications is given.Each
task requires one particular qualification and each person provides one particular
qualification. However, in our planning scenario most of the qualifications even have
different levels: level 2 indicates a higher level of ability ormore experience compared
to level 1. Each task requires a certain qualification at either level 1 or level 2. In the
former case any person with this qualification could perform the task while in the
latter case only a person with level 2 can be assigned.

It is a common observation that the multi-tasking ability required for the com-
bination of tasks is not the same for each person. Moreover, the ability to carry out
several tasks at the same time (provided that the tasks fulfill the necessary conditions
described in Sect. 2.1) does not only depend on the person but also on how familiar
the person is with the tasks in question. Defining the multi-tasking ability for each
staff member and each pair or triple of compatible tasks would clearly overwhelm
any human resource manager in charge of such a massive task. Hence we introduce
the following simple classification for each qualification of a person:

+: The person can combine a task with the respective qualification with other tasks
according to the class scheme of tasks.

−: For the required qualification, the person can carry out at most one task of classes
A and B, while two tasks of class C and arbitrary many tasks of class D could
be performed in parallel.

Note that this+/− scheme is not only person dependent but also qualification depen-
dent. Thus, a person with long experience in activity a could easily combine awith a
minor activity, e.g. of class C. However, the same person might have little experience
or prior knowledge on another activity b of class B. Thus, the person has to devote
all its concentration on b and cannot add another task of class C.

This +/− classification of a person for a certain qualification may also differ
depending on the associated level 1 or 2: a person could be able to multi-task while
performing some activity a1 with level 1, but the more demanding activity a2 with
level 2 does not allow this.

Clearly, this notion of representing qualification dependent multi-tasking abilities
does not capture every possibility of task combinations. For example for a person
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in training one might also want to rule out the combination of two tasks of class
C. However, one should keep in mind that the qualification profiles also have to be
defined and kept updated by a human resource manager. In our application scenario
the above solution seemed to be a reasonable compromise.

For the mathematical model we have to personalize the task dependent conflict
matrix C by introducing cijk for each person i. The entries marked by x are 0 or 1
and represent the actual multi-tasking ability of a person. As an example, a person
assigned a—for the qualification required for a task of class B, can not carry out any
additional task of class C at the same time and thus x would be set to 1.

entries of ci jk for person i
task j/k A B C D

A 1 1 1 1
B 1 1 x 0
C 1 x 0 0
D 1 0 0 0

entries of s jk
task j/k A B C D

A 1 1 1 1
B 1 1 1 0
C 1 1 1 0
D 1 0 0 0

3 General Mathematical Model

In the following we will describe the core of a mixed integer linear programming
formulation (MILP). This comprises only a fraction of the actual model used to solve
the real-world problem. We concentrate in our presentation on the aspects of task
combinations and omit the tedious time-planning part of the model.

We are given a list of m persons i = 1, . . . ,m and n tasks i = 1, . . . , n. The
competencies of all personnel are listed in a matrix W where wiq = 1 states that
person i has qualification q. Each task j requires exactly one person of qualification
qj. Themain binary decision variable with xij = 1 states that person i performs task j.

∑

i

xij = 1 . . . ∀j (1)

xij ≤ wiqj . . . ∀i, j (2)

xij + xik ≤ 2 − cijk . . . ∀i, j, k �= j (3)

xij + xik + xi� ≤ 5 − sjk − sj� − sk� . . . ∀i, j, k �= j, � /∈ {j, k} (4)

Constraints (3) enforce that at most one of two conflicting tasks can be performed
by the same person i. Constraints (4) are implemented only for triples of tasks j, k, �
where all three right-hand side entries of s are 1 and enforce that at most two of the
three tasks can be combined which rules out combinations of classes B, C, C and C,
C, C.

Often tasks do not occur independently from each other, but belong to a certain
project, customer or other logical bracket. For organizational efficiency it is preferred
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by the company that a minimum number of different persons are engaged with the
tasks of a project. We assign to each task j the number of the project pj it belongs to.
A binary variable zip states in (5) if person i is involved in project p.

From the workers perspective, a major focus is put on days off, i.e. days without
any task at all. This number is also subject to numerous legal and contractual con-
straints. Often employees prefer uninterrupted sequences of free days. Therefore, we
require as input for each task j the day dj it is to be executed (days are numbered from
1 to D) and keep a binary variable yid stating through (6) whether person i performs
any task on day d. If yid = 0 then d is a free day for i. It is easy to add by (7) an
upper bound dmax on the number of consecutive working days. To put emphasis on
the concatenation of free days versus single free days, we introduce a binary bonus
variable pid which is set to 1 if days d and d + 1 are both free for person i, see (8)
and (9). Clearly, piD = 0.

zip ≥ xij . . . ∀i, j with pj = p (5)

yid ≥ xij . . . ∀i = 1 . . . n, j with dj = d (6)
s+dmax∑

d=s

yid ≤ dmax . . . ∀i, s = 1 . . .D − dmax (7)

pid ≤ 1 − yid . . . ∀i = 1 . . . n, d = 1 . . .D − 1 (8)

pid ≤ 1 − yid+1 . . . ∀i = 1 . . . n, d = 1 . . .D − 1 (9)

In practical applications the details of working times and shift time restrictions tend
to be complicated and company specific. A frequent time restriction which is based
e.g. on the Austrian Arbeitsruhegesetz (ARG) Sect. 4, and is part of many collective
agreements (Kollektivvertrag), requires for eachperson aweekly periodof rest lasting
for 36h covering a full day (e.g. a weekend). The treatment of this condition can serve
as a blueprint for other kinds of time restrictions. Therefore, we introduce a binary
variable tid stating whether day d is fully included in a rest period of at least 36h for
person i. We also use integer variables rsid and r

e
id to describe the starting time of the

earliest task and finishing time of the last task performed by i on day d. For each task
j let hj be its length (in hours) and bj its starting time. The variable wtid denotes the
actual working time of employee i on day d. The following constraints establish the
connections between these variables.

rsid ≤ bj + 24 (1 − xij) . . . ∀i, j with dj = d (10)

reid ≥ (bj + hj) xij . . . ∀i, j with dj = d (11)

reid − rsid ≤ wtid . . . ∀i, d (12)

rsid ≤ reid . . . ∀i, d (13)
∑

7(w−1)<d≤7w

tid + pid ≥ 1 . . . ∀i, ∀ weeks w = 1, 2, . . . (14)

36 + rsi,d+1 − rei,d−1 ≥ 24 · tid . . . ∀i, d = 2 . . .D − 1 (15)
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tid ≤ (1 − yid) . . . ∀i, d (16)

ti1 = tiD = 0 . . . ∀i (17)

Note that the quality of a good working plan is not easily captured by an objective
function focusing only on monetary aspects. In particular, worker satisfaction can
not be easily quantified. Usually, one resigns to a linear combination of different
parameters with appropriate weight factors. In our setting, we combine the personnel
cost based on an hourly cost li for each person i, the number of different persons
involved in each project and the bonus for consecutive free days (which should be
maximized) as follows:

min α1

∑

i

liwtid + α2

∑

p

∑

i

zip − α3

∑

d

∑

i

pid (18)

4 Aspects of the Real-World Personnel Planning Problem

This work originates from the personnel planning task encountered at Grazer Spiel-
stätten (GS), a major culture and event organization company in charge of several
venues and responsible for providing technical personnel and support staff to all
kinds of performances. The highly diversified technical qualifications and require-
ments were the origin for Sect. 2.2. Tasks that may be combined as discussed in
Sect. 2.1 could be e.g. a sound engineer (task B) who also acts as the contact per-
son for the artist (task C) and the fire safety engineer (task D). Special demands of
individual artists or performing companies also play a role in the planning.

While the task and qualification settings of our application follows mostly the
description of Sect. 2, the aspect of time windows is much more complicated than
the model in Sect. 3. In the application the unit of time is 30min, working shifts can
be split (which is unpopular), legal and union regulations require different kinds of
breaks, night’s rest and free time. Overtime hours are subject to complicated account-
ing rules and—to make matters worse—personnel is divided into three groups with
quite different legal situations. Special rules apply for tasks that end after midnight
and thus intersect with two calender days. Employees prefer to have their shift-start
as uniform as possible over consecutive days. Part of the project involved going
through the 36-page Kollektivvertrag, the Austrian Arbeitszeitgesetz (AZG) and
Arbeitsruhegesetz (ARG). Further discussions with the HR-manager led to the actual
implementation of these sometimes fuzzy rules.

A massively extended version of the model from Sect. 3 was implemented in
Python 3.3 using PuLP. The resulting ILP-model was solved to optimality by the
non-commercial COIN-OR CBC MILP Solver. The test instances provided by GS
could be solved to optimality for a three-week planning horizon with 25 persons and
≈100 tasks stemming from 15 events (=projects) within one hour of running time
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on a standard Laptop. Clearly, using a commercial MILP solver and more powerful
hardware one should be able to solve also larger instances within a few minutes.

Acknowledgements Wegratefully acknowledge thehelpful cooperationwith practitionersMichael
Tassis, Kurt Schulz and Heike Herrgesell from GS. Ulrich Pferschy and Joachim Schauer were sup-
ported by the Austrian Science Fund (FWF): [P 23829-N13].

References

1. De Bruecker, P., Van den Bergh, J., Belin, J., Demeulemeester, E.: Workforce planning incor-
porating skills: state of the art. Eur. J. Oper. Res. 243, 1–16 (2015)

2. De Causmaecker, P., Berghe, G.V.: A categorisation of nurse rostering problems. J. Sched. 14,
3–16 (2011)

3. Golalikhani, M., Karwan, M.H.: A hierarchical procedure for multi-skilled sales forces patial
planning. Comput. Oper. Res. 40, 1467–1480 (2013)

4. Van den Bergh, J., Belin, J., De Bruecker, P., Demeulemeester, E., De Boeck, L.: Personnel
scheduling: a literature review. Eur. J. Oper. Res. 226, 367–385 (2013)



Algorithmic System Design Using Scaling
and Affinity Laws
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and Peter F. Pelz

Abstract Energy-efficient components do not automatically lead to energy-efficient
systems. Technical Operations Research (TOR) shifts the focus from the single com-
ponent to the system as a whole and finds its optimal topology and operating strategy
simultaneously. In previous works, we provided a preselected construction kit of suit-
able components for the algorithm. This approach may give rise to a combinatorial
explosion if the preselection cannot be cut down to a reasonable number by human
intuition. To reduce the number of discrete decisions, we integrate laws derived from
similarity theory into the optimization model. Since the physical characteristics of a
production series are similar, it can be described by affinity and scaling laws. Making
use of these laws, our construction kit can be modeled more efficiently: Instead of a
preselection of components, it now encompasses whole model ranges. This allows
us to significantly increase the number of possible set-ups in our model. In this paper,
we present how to embed this new formulation into a mixed-integer program and
assess the run time via benchmarks. We present our approach on the example of a
ventilation system design problem.
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Fig. 1 We illustrate our approach by planning the energy optimal ventilation system for an office
floor. Office staff, lights and computers produce heat. A time-dependent occupation density depicts
how many people are working on average in each room at a given daytime

Table 1 Load scenarios considered in the optimization problem

Scenario Volume flow in m3/s Pressure in Pa Time fraction (%)

1 6.88 200 15

2 5.16 175 30

3 3.44 150 55

1 Technical Application

The ventilation system design problem will be introduced very briefly. For more
information please refer to [5]. We consider a ventilation system for a building with
several offices and a conference room, cf. Fig. 1. The function of the ventilation
system is to provide fresh air. Following guideline VDI 2078, each person corre-
sponds to a heat source of Q̇ = 120 W and each technical device to a heat source
of Q̇ = 30 W. For a comfort cooling system, a temperature difference of ΔT = 2 K
between the supplied air and the room temperature is recommended [3]. For every
room an occupation density is assumed that is used to derive three different load
scenarios with specific pressure and volume flow demands, cf. Table 1.

2 Mathematical Model

Our objective is to design the ventilation system that is able to fulfill the given load
scenarios in the most energy efficient way. We compare all possible systems, i.e.
combinations of fans that fulfill the load and minimize the expected energy costs.
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According to [1] we model all possible systems by the complete graphG = (V ,E)

with edges E corresponding to possible components, and vertices V representing
connection points inbetween them. The set of edges consists of the set of fans F
and the set of interconnections C, i.e. pipes. We introduce a binary variable bi,j for
each optional component (i, j) ∈ E which indicates whether a component is bought
(bi,j = 1) or not (bi,j = 0). For each loading scenario sc in the set of loading scenarios
Sc we copy the graph G once. Binary variables ai,j,sc for each edge (i, j) of the
graph Gsc corresponding to scenario sc indicate whether a component is operating
in scenario sc (ai,j,sc = 1) or is switched off (ai,j,sc = 0).

If we assume incompressibility of the air conveyed by the fans, the conservation
of the volume flow V̇i,v,sc is given by

∀sc ∈ Sc, v ∈ V :
∑

(i,v) ∈ Esc

V̇i,v,sc =
∑

(v,j) ∈ Esc

V̇v,j,sc . (1)

An additional condition with an adequate upper limit V̇max makes sure that only
active components convey air:

∀ sc ∈ Sc, (i, j) ∈ E : V̇i,j,sc ≤ V̇max · ai,j,sc . (2)

Each fan increases the pressure according to

∀ sc ∈ Sc, (i, j) ∈ E : pj,sc ≤ pi,sc + Δpi,j,sc + M · ai,j,sc (3)

pj,sc ≥ pi,sc + Δpi,j,sc − M · ai,j,sc (4)

if it is active (ai,j,sc = 1). Otherwise, the pressure at fan inlet pi,sc and the pressure at
fan outlet pj,sc are uncoupled by means of a big-M formulation.

The resulting increase of pressure Δp depends on the fan’s rotational speed n and
on the volume flow V̇ the fan conveys. This dependency is described by characteristic
head curves for each fan, cf. Fig. 2. For each rotational speed, a different characteristic
curve for volume flow and pressure increase is given. The fan’s efficiency η and thus
its power consumption P also depends on n and V̇ . Our objective is to minimize the
total power consumption

Psystem =
∑

sc∈Sc

∑

(i,j)∈Fsc

Pi,j,sc (5)

of the fans F. The next section describes in detail how to integrate the fan character-
istic curves into the mathematical model.



608 L.C. Altherr et al.

3 Modeling the Construction Kit of Fans

In previous works, we included characteristic diagrams like those shown in Fig. 2 for
each single component into our optimization model by piecewise linearization [6].
In this case, for each optional fan with diameter d one has to provide data points on
these characteristic diagrams for different values of the rotational speed n and the
volume flow V̇ . A fan slot can be occupied by one of |D| different fans, if D is the set
of possible discrete diameters d. This results in 2 · |D| two-dimensional piecewise
linearizations: For each diameter one has to linearize the pressure increase Δp and
the efficiency η over n and V̇ .

Making use of laws derived from similarity theory, only data points on two dimen-
sionless characteristic curves have to be provided for each fan. We are able to describe
a whole model range by only three bivariate piecewise linearizations. A model range
consists of geometrically similar fans, that are constructed in the same way, but have
different diameters d, cf. Fig. 3.

The characteristic diagrams for all fans of a model range can be described by just
two univariate dimensionless curves: The coefficient of pressure ψ and the efficiency
η as functions of the flow coefficient ϕ, cf. Fig. 3. By using affinity [2] and scaling
laws [4], the specific head curve and the power consumption of a fan with diameter
d and rotational speed n can be derived:
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Fig. 2 Characteristic curves for a fan with specific diameter d and variable speed n
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Fig. 3 Dimensionless curves representing a whole model range, i.e. geometrically similar fans
with different diameters d
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Fig. 4 Benchmarks comparing the model series formulation to the new similarity-based approach.
One load scenario and three available fan slots are fixed. Number of available diameters varies

V̇ = π2

4
ϕ n d3, Δp = π2

2
ψρn2d2, P = π4

8

ϕψ

η
ρ n3d5, (6)

where ρ is the assumed constant density of air. Nine data points on each of the
two dimensionless curves were chosen and Eq. 6 were integrated into the model by
piecewise linearization using a logarithmic formulation [6].

4 Benchmarks of the Two Modeling Approaches

We compare the new modeling approach based on similarity theory to the one with
piecewise linearized characteristic curves for each single fan with benchmarks using
cplex 12.6, an Intel Core i7 with 3.8 GHz and one thread. The size of our models
depends on three parameters: the number of fan slots (i.e. places where an optional
fan could possibly be built in), the number of fan sizes (i.e. the number of discrete
diameters), and the number of load scenarios.

By modeling a whole model range, the number of integer variables and constraints
decreases significantly, compared to our traditional approach. If we consider one load
scenario and three possible fan slots and vary the number of possible fan sizes, the
scaling approach provides a speed up in run time if five and more sizes are available
in the construction kit, cf. Fig. 4. Doubling the number of load scenarios increases
the run time significantly, both for the scaling approach as well as for the approach
with single components, cf. Fig. 5. The speed up in run time for the scaling approach
now holds for six fan sizes and above.

If we consider one load scenario and five fan sizes and vary the number of fan
slots, our new approach is consistently faster, cf. Fig. 6. If we fix the number of
available fan sizes and available fan slots and vary the number of scenarios, the
scaling approach is not always the best choice, cf. Fig. 7, as the run time is strongly
dependent on the number of available fan sizes.
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Fig. 5 Benchmarks comparing the model series formulation to the new similarity-based approach.
Two load scenarios and three available fan slots are fixed. Number of available diameters varies

2 3 4 5
0

200

400

600

800

1,000

# FANS LOTS

# 
IN

T
E

G
E

R
S Series Scaling

2 3 4 5
100

102

104

106

# FANS LOTS

R
U

N
T

IM
E

 in
 s Series Scaling

Fig. 6 Benchmarks comparing the model series formulation to the new similarity-based approach.
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Fig. 7 Benchmarks comparing the model series formulation to the new similarity-based approach.
Three/Five available diameters and three available slots are fixed. Number of load scenarios varies

5 Conclusion and Outlook

In this work, we integrated an efficient formulation based on similarity theory into a
MILP for the optimal design of a technical system. By this approach, it is possible to
model whole model ranges of technical components in an efficient way and to reduce
the number of integer variables and linear constraints significantly. For the example
of a ventilation system, benchmarks showed a speed up in run time compared to the
traditional approach if one considers many different fan sizes in the construction kit.
For few available fan sizes and if we consider more load scenarios, the new approach



Algorithmic System Design Using Scaling and Affinity Laws 611

is however inferior to the traditional one. Our formulation based on similarity theory
can be applied to other technical systems, e.g. the energy efficient pump system we
planned and validated in [1].
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A New Hierarchical Approach for Optimized
Train Path Assignment with Traffic Days

Daniel Pöhle and Matthias Feil

1 Introduction

In today’s German timetabling process, train paths are only planned when operators
apply for specific train services. The train path application includes specific train
characteristics such as train length, braking power, etc. Each train path is planned
manually, which is time-consuming and results in an inefficient use of the infrastruc-
ture capacity. German Railways Infrastructure division DB Netz has started to intro-
duce a more efficient timetabling process for rail freight timetabling (see Feil and
Pöhle [2]). This process contains two main stages: a pre-planning of standardized
train paths (called slots) and the assignment of train path applications to pre-planned
slots. For train path assignment, an optimization model has been introduced by
Nachtigall and Opitz [4]. Their approach has been tested for long-term timetable
scenarios, shows promising results and is also able to yield benefit for detection of
bottlenecks in the infrastructure (see Pöhle and Feil [5]). Long-term timetable sce-
narios have a model scope of one traffic day. However, train path applications for
the year-to-year network timetable have diverse traffic days (e.g. Mon–Fri). Hence,
an extended train path assignment model with traffic days is needed. In this work,
a heuristic approach for solving the train path assignment problem with traffic days
is presented. This paper is organized as follows: The Sect. 2 compares customer
needs for a train path assignment with the infrastructure managers point of view
and analyzes the existing patterns in traffic days of train path applications. Section3
presents the developed approach based on traffic day patterns andSect. 4 discusses the
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computational results for an extended long-term timetable with traffic days.
Additionally, the results are compared to the recently developed optimization model
by Nachtigall [3] addressing the same problem.

2 Traffic Days Analysis and Customer Needs

Railway freight companies specify in their train path applications on which days
the train will be operated. On the one hand, each train path application has a traffic
day which determines the days of the week the train is running, e.g. Monday till
Friday. Additionally, there are restrictions, for instance before and after holidays.
Butzbach [1] gives a detailed overview about the German traffic day system. On
the other hand, each train path application has an operation period which defines
the time span within the timetable year, e.g. April 1st till September 30th. Traffic
days and operation periods are a characteristic for the slots, too. Due to a different
plan of operation for passenger trains on different days of the week or construction
works, certain slots can only be planned on some days. Hence, there is an additional
dimension of complexity for the train path application with traffic days.

When a railway company plans a freight train with multiple traffic days, it is
desired that this train will get the same train path for each operation day. This is due
to needs for a coherent communication of departure and arrival times, simpler rolling
stock scheduling and staff planning. On the other hand, the infrastructure manager
wants to optimize its network utilization and maximize its sales. Only allowing train
path assignments which consist of the same train paths for each traffic day can induce
a reject of train path applications, especially when the traffic day patterns are very
heterogeneous. This is due to fragmented train paths which cannot be used for an
identical train path assignment for all traffic days. Hence, there is a tradeoff between
identical train paths on all traffic days and a high number of fulfilled train path
applications. If it is not possible to get the same train path every day, the number of
different train paths for an application shall be minimized. For example, if a daily
train application cannot be fulfilled by the same train path for every day, two different
train paths (e.g. one for Monday till Friday and another for the weekend) are much
better than a different train path for every single day of the week. To detect if some
patterns occur more often than others an analysis of real train path applications of
the year 2013 has been worked out. The main results are:

• There are 13 groups of traffic day patterns which cover around 91% of the total
demand

• The most frequent patterns are Monday till Friday, daily, Saturday and Sunday
• The remaining 9% of the demand is within patterns covering less than 1% of the
total demand each and cannot be combined appropriately to a bigger cluster

Figure1 shows the distribution of coverage for the 13 biggest groups of traffic day
patterns. If a group is flagged with an asterisk it is a combined pattern. For example,
the combined pattern Mon + Wed + Fri* includes the additional patterns of Mon
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Fig. 1 Distribution of traffic days

+ Wed, Mon + Fri and Wed + Fri. If a train path application has a traffic day of
Mon + Fri it will be treated as if it would also run on Wednesday. The operation
periods of train path applications are much more scattered and there are hardly any
frequent patterns. The biggest group with 39% of all train path applications has the
operation period of the whole timetable year. The second biggest group has only a
proportion of 2% and contains the thirteen last weeks of the timetable year. Due to
the absence of useful clusters and to limit complexity for the first approach of train
path assignment with traffic days, the heuristic algorithm and the optimization model
is focused on traffic days for a week only. In the next section the heuristic approach
will be explained.

3 Hierarchical Approach for Train Path Assignment

The linear optimizationmodel for train path assignment for one single traffic daywas
introduced by Nachtigall and Opitz [4] and yielded good solutions for several long-
term scenarios. The objective function maximizes the total quality of all assigned
train paths. For each train path application (or request) r a route from origin to
destination, called itinerary p, is selected from a set of possible itineraries.

∑

p,r

(ρ · τ(p∗
r ) − τ(p)) · xp,r → max

∀Cs ∈ C :
∑

r,p∈Cs

xp,r ≤ 1 (1)

∀H ∈ H :
∑

r,p∈P(H)

xp,r ≤ cH (2)

xp,r ∈ {0, 1}
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Fig. 2 Optimization sequence of the heuristic approach

The binary decision variable xp,r indicates whether request r uses itinerary p. ρ is a
detour factor and τ(p) is the actual travel time for itinerary p. Constraint (1) ensures
that every slot can only be used by one request (Cs is the set of all itineraries using
slot s). Constraint (2) limits the node capacity, so that at most cH trains can dwell
in a node simultaneously for each time interval H (P(H) is the set of all itineraries
within H). If slot or node capacity is not sufficient, requests can be rejected.

Core idea of the heuristic approach for train path assignment with traffic days
is to split the optimization into a 14 step sequence, where each step contains only
requests of one single traffic day pattern (see Fig. 2). In the first step all requests with
the traffic day pattern daily* are optimized simultaneously and all rejected requests
are separated and put into subsequent traffic day patterns. The train path assignments
of all fulfilled requests are nowfixed and in the second step all requestswith traffic day
pattern Tuesday–Saturday are now optimized with the remaining capacity. For each
traffic day pattern a single rule for separation is defined, if a request cannot be fulfilled
identically for all days of the traffic days. For example, the traffic day pattern daily*
will be divided into the pattern Monday–Friday and Saturday + Sunday whatever
actual day(s) cause the need for separation. This sequential process of descending
traffic days and the separation rules produce identical train path assignments for
many request and separates the requests only for the case of infeasibility. The next
section describes the computational results of this heuristic approach and compares
them with the direct train path assignment with traffic days by Nachtigall [3].

4 Computational Results

A long-term timetable test scenario forGermany including themost important freight
train lines is used to evaluate both the heuristic and the optimization approach for one
master week. In total, 2727 requests with different traffic days are used. On average,
each request has 3.5 traffic days. To ensure a sufficient optimization potential for
both approaches, the scenario has a network overload compared with the predicted
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demand. Hence, no inference to the actual network capacity of the network can be
drawn from this scenario.

Fulfillment and need for separation of requests Using the heuristic approach,
approximately 70% of all requests are fulfilled with an identical train path for all
traffic days. Less than 1% is also fully fulfilled but needs a separation for the traffic
days. 289 requests cannot get a train path for all their traffic days and they are only
partly fulfilled. Approximately 20% of all requests have to be rejected due to a lack
of capacity (see Fig. 3). In comparison, the optimization approach can fulfill 93%
of all requests identically for all traffic days. This is an increase of about 34%. The
fulfillment is even higher than the sum of fully and partly fulfilled requests of the
heuristic. The optimization approach is up to now not able to separate requests if
they cannot be fulfilled with an identical train path for every day. Hence, the total
number of rejected requests is assumed to decrease if this feature will be added.

Travel time The average travel time of all assigned train paths, quantified as BFQ
(actual travel time divided by minimal travel time), for the heuristic approach is 1.53.
In contrast, the optimized assignments have an 11% lower average BFQ of 1.36 (see
dashed lines in Fig. 3). Additionally, the travel times’ variance using the optimization
is lower, whichmeans that the infrastructuremanager offersmore homogeneous train
paths.

Rejected train path applications Figure4 shows how many requests have been
rejected dependent on the number of traffic days for the heuristic approach and for
the time interval Monday from 12am (noon) till 6pm the tracks with high capacity
utilization. The proportion for the rejected requests for the optimization is very
similar and is for this reason not presented.Most rejected train path applications have
either one or five traffic days and the biggest rejection group is traffic day pattern
Monday–Friday. This can be explained by the network overload, because most train
path requests have this traffic day pattern (see Fig. 1). Second most rejections are on
Saturdays, third most on Mondays. Half of the rejections on Saturday are between
12am (noon) and 6pm. On Monday, around 40% of the rejects are in the same time
interval and 24% are between 6am and 12am. Consequently, during the identified
time intervals there is the greatest lack of capacity in the network. It is also possible
to locate the lack of capacity in the network (see Fig. 4 for Monday).

Fig. 3 Comparison of the optimization results
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Fig. 4 Heuristic approach: analysis of rejects and highly utilized lines in the network

5 Conclusion

German Railways Infrastructure division DB Netz has started to introduce a more
efficient timetabling process for freight trains. For train path assignment in the net-
work timetable there is the need to extend the existing optimization algorithm by
Nachtigall and Opitz. The first heuristic approach splits the requests into 14 groups
of traffic day patterns and uses the existing optimization model in a hierarchical
sequence. Rejected requests are separated and put into subsequent groups. Using his
approach gives plausible results and achieves for about 70% of the demand an identi-
cal train path for all traffic days in a long-term timetable scenario. Around 11% of all
requests have to get different train paths during their desired traffic days. However,
compared to the second optimization approach of Nachtigall [3] the results appear
less favorable. The optimization approach can significantly fulfill more requests,
provides a lower average travel time and does not need to split the requests into
smaller traffic day patterns than desired by the customers. In future work the pre-
sented approaches will be extended from one week to the whole timetable year. This
will be a challenge due to the extraordinary growth of the planning horizon. It is,
however, aspired to use the train path assignment model for the network timetable
and in daily business within the next three to four years.
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Modelling and Solving a Train Path
Assignment Model with Traffic Day
Restriction

Karl Nachtigall

Abstract The German Railway Company (DB Netz) schedules freight trains by
connecting pre-constructed slots to a full train path. We consider this problem with
special attention to traffic day restrictions and model it by a binary linear deci-
sion model. For each train request a train path has to be constructed from a set of
pre-defined path parts within a time-space network. Those train requests should be
realized only at certain days of the week. Each customer request has a specific traffic
day pattern, which is a difficult challenge for the allocation process. Infrastructure
capacity managers intend to achieve an efficient utilization of the capacity, whereas
customers are interested in homogeneous train paths, i.e. they want the same traffic
path connection for all requested traffic days. We discuss those partly contradictory
requirements within the context of our binary linear decision model. The problem
is solved by using column generation within a branch and price approach. We give
some modeling and implementation details and present computational results from
real world instances.

1 Introduction and Motivation

Freight train planning often suffers from the fact that passenger trains are scheduled
first and the freight trains may only use the remaining capacity. As a result, those
schedules are often of badquality. TheGermanRailwayCompany (DBNetz) changes
the planning process as follows:

1. Passenger Trains and freight train slots between construction nodes are scheduled
simultaneously.

2. Train assignment for freight train demand by connecting the slots to a full train
path. Ad hoc requests will be solved by a greedy approach. Long term requests
shall be handled by optimization.
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Long term requests contain complicated pattern of the requested traffic days dis-
tributed over the year. The annual planning can be carried out on sample weeks as
a rolling scheduling process. In this paper we focus on the problem to find a good
plan for one master week, i.e. train slots and freight train demand are restricted or
required for a certain subset D ⊆ {Mon,Tue,Wed,Thu,Fri, Sat, Sun}. This paper
substantially extends previous results (see [2, 4, 5]) for the train path assignment
problem. A request is said to be homogeneous satisfiable, if for all requested traffic
days the same traffic path connection will be assigned.

The treatment of not homogeneous satisfiable demands can be done differently:

(a) Homogeneous satisfiable requests have toppriority.Not homogeneous satisfiable
requests are split and, if possible, satisfied heuristically.

(b) Homogeneous and non-homogeneous satisfiable demands are treated simulta-
neously in the optimization model.

In this paper we present a general mathematical model for the case (b), which
generalizes the special case (a). A more detailed discussion of assigning different
train paths for different traffic days is given by Feil and Pöhle (see [6]).

2 Basic Model

A train request r is defined by

• An origin node Or with preferred departure time dr
• A destination node Dr with preferred arrival time ar
• A set of intermediates stopping nodes Xi with preferred arrival and departure times
ai and di, which are indexed by i = 1, . . . , rn.

• a set of traffic days Dr ⊆ W := {Mon,Tue,Wed,Thu,Fri, Sat, Sun}, for which a
train path is required. The assignment should be as homogeneous as possible, i.e.
for each operating day the train path should preferably be the same.

In order to fulfill this demand a system of freight train slots is used. Each slot is
some kind of placeholder, which might be used to run a freight train. The slots
are constructed between pre-defined construction nodes and planned simultaneously
with the passenger trains. The freight train slots are only operating at special days,i.e.
for each slot si we are given a set D(si) ⊆ W of traffic days for which this slot is
available. A train path for a request r can be modeled by a path within a time-
space network, the so-called slot network. To keep the model general, we will allow
inhomogeneous solutions. This means, that the assignments at different days of
operation is achieved by different train paths or cannot be fulfilled for all requested
days.With each of those potential train paths pwe associate a binary decision variable
xp,r,D, to indicate whether train request r uses path p:
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xp,r,D =
{
1, if r takes path p for all days d ∈ D ⊆ W

0, otherwise

By P we denote the set of all paths and Pr is the set of all paths for request r.
Some of the potential train paths cannot be carried out simultaneously, because

both paths are using one common slot or a pair of conflicting slots. For each slot
s ∈ S we define byCs the set of all train paths, which either contain s or a conflicting
slot s′, which cannot be used simultaneously with s. Then a feasible solution fulfills
the slot conflict constraint ∀d ∈ D, Cs ∈ C : ∑

p:p∈Cs, r, D:d∈D xp,r,D ≤ 1.
For the stop of the train there must be enough halting place capacity, which can

be modelled by halting constraints (see Fig. 1).
For a halting position h we denote by P(h) the set of all paths stopping at h and

define by κh its capacity, i.e. the maximum number trains which are allowed to wait
at the same time. Hence, for each time interval T ∈ T (h, d) we define a halting
constraint H = (h,T , κh) with

∑

p:p∈P(h),D:d∈D
xp,r,D ≤ κh

In general, not all requests can be fulfilled simultaneously.Minimizing the number
of rejected requests performs bad, because a lot of the generated solutions have too
much running and waiting time. The most promising approach will be to maximize
total quality. This quality of a train path p for the request r is measured by the travel
time τr(p) := ap − dr with respect to the arrival time ap of the train path and the
preferred departure time dr .We use a detour factor ρ to define the quality of the train
path by the objective coefficient ωp,r := ρ · τr(p∗

r ) − τr(p).

Fig. 1 Sort the sequence of all arrival and departure times of all slots of one traffic day d with access
to the halting position h by t1 < t2 < t3 < · · · < tk . Then, the time interval system Tj := [tj, tj+1[
has the property, that the configuration of halting trains cannot be changed during each of those
intervals. The system of all those AD time intervals is denoted by T (h, d)
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Fig. 2 Factorization of
non-homogenous solutions

We have to extend this concept to assess the quality of a train path operating only
for a traffic day subset D ⊆ Dr . We will do this by the approach

ωp,r,D := α(D,Dr)

(

ρ · τr(p
∗
r ) − τr(p)

)

α(D,Dr) defines a factor, which evaluates the number of days operated by the same
train path. α(D,Dr) should be a monotone increasing function, i.e. forD ⊆ D′ ⊆ Dr

there holds α(D,Dr) ≤ α(D′,Dr) (Fig. 2).
Hence, total quality is maximized by the model

∑

p,r,D

ωp,r,D · xp,r,D → max

∀d ∈ D, Cs ∈ C :
∑

p:p∈Cs, r, D:d∈D
xp,r,D ≤ 1

∀d ∈ D, H ∈ H :
∑

p:p∈P(h), r, D:d∈D
xp,r,D ≤ κh (1)

xp,r,D ∈ {0, 1}

For the customer itwill be important to recieve a train path for each of the requested
traffic days. This can only be modeled by using additional variables to indicate that
the request is fulfilled for all days of the request. yr ∈ {0, 1} can be set to 1, if and
only if for each required traffic day a path is available.

∑

p,r,D

ωp,r,D · xp,r,D
∑

r∈R
+βryr → max

∀d ∈ D, Cs ∈ C :
∑

p:p∈Cs, r, D:d∈D
xp,r,D ≤ 1

∀H ∈ H :
∑

p:p∈P(h), r, D:d∈D
xp,r,D ≤ κh (2)
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∀r, d ∈ Dr :
∑

p:p∈P, p,D:d∈D
xp,r,D ≥ yr (3)

xp,r,D ∈ {0, 1}
yr ∈ {0, 1}

3 A Branch Cut and Price Approach

We use a branch-and-cut-and-price approach, which can be extended from the prob-
lem without traffic days (see [4]). The process of dynamically generating variables
is called column generation (see [1]) and done by computing the reduced cost of the
non-active column, which will be added to the model if it has negative reduced cost.
Lower bounds may either be calculated directly from a feasible integral solution,
or, for the case that only a fractional solution of the LP-Relaxation is available, by
applying a problem specific rounding heuristic. We use a rounding method by apply-
ing a greedy approach for the set of train requests with non-zero, fractional decision
variables. Adding the most promising candidates to the model, will improve the
actual best solution. Finding those variables is called the pricing problem and done
by identifying those variables with minimum negative reduced cost. Searching for
new columns with minimum negative cost can be formulated as a modification of a
shortest path problem in the underlying slot network, the so-called regular language
constrained shortest path problem (see [3]).

The initial solution can be calculated by a greedy approach: All requests are sorted
with respect to departure time. According to this sequence for each request the best
possible train path will be assigned. We obtain an upper bound by using the well
known concept of Lagrange relaxation.

4 Computational Results

We implemented the method to maximize the quality of homogeneous satisfied
requests, i.e. we used model (2) and only variables xp,r,D with D = Dr are gen-
erated. The method had been validated by a real world instance from DB Netz. The
instance has 18541 slots and a demand of 2727 freight trains requests (see Fig. 3).

Table1 reports the results in detail. Each train path p is qualified by the detour
coefficient ρ(p) = τr(p)

τr(p∗
r )

. The tables report the average value of the detour coefficient
of each solution. During the optimization iteration, the number of rejected requests
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Fig. 3 The figure represents the space network for all 18541 slots between the construction nodes

Table 1 Computational results

Iter. CPU(s) Upper bound Objective ρ Rejected

Start heuristic 1343 2227.9559 956.88 1.4331 1029

1 2435 2120.3143 1389.88 1.3580 552

2 3572 1978.1653 1496.14 1.3562 393

3 5074 1887.3424 1550.59 1.3571 305

4 6346 1814.1011 1581.79 1.3586 251

5 7715 1755.3105 1603.93 1.3595 213

6 9289 1720.7749 1621.33 1.3602 183

7 10998 1688.8051 1623.00 1.3603 180

8 12876 1658.2678 1632.10 1.3607 164
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Fig. 4 Duality gap during column generation

can be considerably reduced (see column ‘rejected’). Performance and results of the
method are principally satisfying; especially the small duality gap indicates, that we
have found a good solution near to the optimal one (Fig. 4).
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Portfolio Management and Stochastic
Optimization in Discrete Time:
An Application to Intraday Electricity
Trading and Water Values for Hydroassets

Simone Farinelli and Luisa Tibiletti

Abstract Hydro storage system optimization is becoming one of the most challeng-
ing task in Energy Finance. Following the Blomvall and Lindberg (2002) interior
point model, we set up a stochastic multiperiod optimization procedure by means
of a “bushy” recombining tree that provides fast computational results. Inequality
constraints are packed into the objective function by the logarithmic barrier approach
and the utility function is approximated by its second order Taylor polynomial. The
optimal solution for the original problem is obtained as a diagonal sequencewhere the
first diagonal dimension is the parameter controlling the logarithmic penalty and the
second is the parameter for the Newton step in the construction of the approximated
solution. Optimimal intraday electricity trading and water values for hydroassets are
computed. The algorithm is implemented in Mathematica.

JEL classification C06 · G13 · G17 · G11

1 Introduction

The liberalised electricity market poses new challenges to power generating com-
panies for the electrical grid. A key driver to set up economically efficient grids is
the capacity to store electricity through hydro storage systems and thereby decouple
electricity generation from electricity consumption. So, the hydro storage system
optimization is becoming one of the most challenging task in Energy Finance, as
highlighted in [6] and in [5].
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The aim of the present paper is to set up a stochastic dynamic programming to
optimize intraday electricity trading and model at the same time water values for
hydroassets.

Starting from the seminal Blomvall and Lindberg model (see [1–4]), a stochastic
multiperiod optimization problem in discrete time for a generic utility function is
discretized in the space dimensions by means of a “bushy” recombining tree (i.e. a
k � 1-lattice), so that we do not have deal with the dimensionality curse nor are we
annoyed by heuristic arguments concerning the choice of representative branches in a
non recombining tree, as Blomvall and Lindberg implicitly have to deal with in their
original work. Inequality constraints are packed into the objective function by the
logarithmic barrier approach and the utility function is approximated by its second
order Taylor polynomial. The optimal solution for the original problem is obtained as
a diagonal sequence where the first diagonal dimension is the parameter controlling
the logarithmic penalty and the second is the parameter for the Newton step in the
construction of the approximated solution. The obtained algorithm is implemented
in Mathematica and applied to optimize intraday electricity trading and model at the
same time water values for hydroassets.

This paper is structured as follows. Section2 we illustrate the differences between
the classical Blomvall and Lindberg model and ours. In Sect. 3 the model is applied
to the intraday electricity trading to find an optimal strategy and to determine water
values of hydroelectric infrastructures to be used formarket bids. Section4 concludes
the note.

2 The Blomvall and Lindberg Model and Behind

The implemented model differs from the Blomvall–Lindberg original one for the
following formal and substantial points:

• Blomvall–Lindberg formulate directly the optimization problem on the nodes of
a non-recombining tree. We formulate it for a general filtration. This is a rather a
formal distinction, because the formulae are essentially the same.

• The system states in the Blomvall–Lindberg approach are external states, that is,
they depend on the control rules, e.g. portfolio values at different times. The system
states in our approach are internal states, that is, they do not depend on the control
rules, e.g. base assets’ values at different times. Our choice leads to simplified
formulae for the terms appearing in Riccati’s equation, when establishing the
inputs for the optimal control rules’ formula.

• The objective function in the Blomvall–Lindberg approach at time t is a function
of the risk factors realizations at time t . The objective function in our approach at
time t can be seen as the expectation at time t of the discounted sums of Blomvall–
Lindberg’s objective functions at times s = t + 1, . . . , T .

• The implementation of the algorithm occurs on a lattice.We see a latticewithmany
branches as a totally recombining tree. Therefore, being the number of nodes in a
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time layer a linear function of time, the full fledged model is implementable even
on standard computers. Of course, the main challenge is to fill the nodes with state
realizations in such a way that these are compatible with their dynamics on one
hand, and with the full recombining property of the graph, on the other. To our
knowledge this method is new, an is a generalization of binomial and trinomial
trees’ construction utilized for option pricing. This choice has the advantage of
being extendible to the case where no (semi-)closed solution on the nodes exists,
and is thus a viable implementation method for a numerical solution of Bellman’s
backward recursion.

3 Application: Water Values and Intraday Electricity
Trading

The new version of the Blomvall–Lindberg model has been utilized to optimize
intraday electricity trading and model at the same time water values for hydroassets.
Everyday by 11:00 CET all the participants to the Swiss electricity spot market have
to submit to the energy exchange their aggregated bids for the day-ahead both demand
and supply. These, in the “ask”–case specify for every hour of the following day, from
00:00 till 24:00− CET the quantity of energy EAsk

t in MWh that one participant is
willing to deliver during that hour t = 0, . . . , 23 if the electricity price St then is
greater than or equal to a certain value GPAskt , called generation water value. In the
“bid”–case they specify for every hour of the following day the quantity of energy
EBid
t in MWh that the participant is willing to buy during that hour t = 0, . . . , 23 if

the electricity price St then is smaller than or equal to a certain value GPBidt , called
delivery water value. For every hour the energy exchange aggregates all asks and
all bids two monotone step functions, the ask curve and the bid curve, representing
the quantity of energy deliverable (ask) or requested (bid) as a function of the price.
The intersection point of the two curves, i.e. the market clearing price at time t is
the spot price which will hold for the hour t of the next day. The 24 spot prices
for the day-ahead are published at around 11:15 CET of the current day. Note that
none of the market participants is due to deliver or to buy the quantity of energies
specified during the bidding process. That information was formally only utilized by
the energy exchange to establish the day-ahead spot prices.

As soon as the new day starts, the intraday market tries to generate a profit by
looking at the given fixed water values GPAskt and comparing them with the current
energy price Xt , according to a simple strategy, which for the trader of an hydroasset
reads:

• If Xt ≥ GPAskt turbine water to produce EAsk
t energy and deliver it.

• If Xt < GPAskt do not turbine water, buy EAsk
t energy at price Xt in the intraday

market and deliver it.
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At the same time all the trades for the day ahead settled between 11:15 and 23:59
CET, where energy quantities ESpot, Sell

t and ESpot, Buy
t will be sold and respectively

bought at hour t of the next day at price St have to be taken into account by the
trading strategy. We analyze now the objective function of the optimization problem

max
(ut )t=0,...,T−1

E0

[
T∑

t=1

βt Vt (Xt , ut−1)

]

(1)

For the implementation we chose the representation

max
(u j

t )t=0,...,T−1

Restrictions for u j
t

j=1,...,N

T∑

t=1

βtE0[ ft (ut−1Xt )], (2)

where ft is a function representing the risk-reward trade-off at time t . Since the
dynamics of the hydro-infrastructure can be very complex, for the ease of imple-
mentation, it is substituted by the following simple equality restriction, imposing a
maximal energy EAsk

tot to be produced during the 24h:

23∑

t=0

M∑

j=1

u j
t ≤ EAsk

tot . (3)

Note that such a constraint has an intertemporal nature and can not be covered by
the formulae developed so far, which need the appropriate extension.

After 11:15 CET, when the spot prices for the following day are published, the day
ahead intraday strategy is determined and we do not need to solve the optimization
(2), because we already know the solution. But before 11:00 CET we can utilize
(2) to determine the generation water values GPAskt for t = 0, . . . , 23 for the hydro-
infrastructure whose bids we want to aggregate in our bid for the energy exchange.
That is, we extend the set of stochastic optimization variables to

• (u j
t )t=0,...,T−1 and

• (gpAskt )t=0,...,T−1,

and we add following restrictions to the optimization problem:

• If Xt ≥ gpAskt , then u j
t > 0 (i.e. turbine water),

• If Xt < gpAskt , then u j
t ≡ 0 (i.e. do not turbine water).
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Therefore, we obtain

max
(u j

t )t=0,...,T−1

(gpAskt )t=0,...,T−1

u j
t ({Xt≥gpAskt })>0

u j
t ({Xt<gpAskt })=0

Restrictions for u j
t

j=1,...,N

T∑

t=1

βtE0[ ft (ut−1Xt )]. (4)

The solution of the optimization problem (4) before 11:00 CET delivers a stochastic
process (gpAskt )t=0,...,T−1 which we can use to find production water values for the
bid, by taking

GPAskt := E0
[
gpAskt

]
. (5)

Remark 1 The model proposed is intrinsically balance-energy neutral for the bal-
ance group which the hydro-infrastructure belongs to. A balance group is a set of
electricity meters measuring 15min consumption and production for net users. The
transmission system operator makes sure that every balance group is in an equilib-
rium state, by adding or subtracting electric energy in such a way that the total sum
of energies vanishes for every quarter of an hour. Of course this comes at a certain
expensive price with which the TSO charges the balance group owner, which can
be (but not necessarily is) the hydro-infrastructure owner as well. Thus, there is an
incentive not to generate or at least to reduce balance energy, in order to minimize
costs.

4 Conclusion

A stochasticmultiperiod portfolio optimization problem in discrete time for a generic
utility function is discretized in the space dimensions bymeans of a lattice. Inequality
constraints are packed into the objective function by means of a logarithmic penalty
and the utility function is approximated by its second order Taylor polynomial. A
converging sequence of solutions of the approximated problem converging to the
optimal solution of the original problem is implemented in an algorithm coded in
Mathematica. As an application we model optimal intraday electricity trading and
time water values for hydroassets.

Acknowledgements We would like to thank Sai Anand and Rémi Janner for their hints and their
very valuable feedbacks.
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Investments in Flexibility Measures
for Gas-Fired Power Plants: A Real
Options Approach

Barbara Glensk and Reinhard Madlener

Abstract The promotion of electricity from renewable energy inGermany bymeans
of guaranteed feed-in tariffs and preferential dispatch leads to difficulties in the prof-
itable operation of many modern conventional power plants. Nevertheless, conven-
tional power generation technologies with enhanced flexibility in their operational
characteristics can contribute to balancing electricity supply and demand. For this
reason, the operational flexibility of conventional power plants becomes important
for the system and has an inherent economic value. The focus of this research is
on high efficiency gas-fired power plants; we tackle the following three research
questions from a plant owner’s perspective: (1) How can already existing conven-
tional power plants be operated more flexibly and thus be made more profitable? (2)
Which flexibility measures can be taken under consideration? (3)What is the optimal
timing to invest in flexibility measures? To answer these questions we propose an
optimization model for the flexible operation of existing gas-fired power plants that
is based on real options analysis (ROA). In the model, the economic and technical
aspects of the power plant operation are explicitly taken into account. Moreover, the
spark spread, which is an important source of uncertainty, is used for the definition
of the flexible plant operation in terms of different load levels and corresponding
efficiency factors. The usefulness of the proposed model is illustrated with a case
study mimicking the retrofitting decision process.

1 Introduction

Markets with high shares of fluctuating renewable energy sources require that con-
ventional power plants are able to react to these fluctuations in amore flexiblemanner.
Besides grid expansion, storage capacity, and demand-side management, the balance
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between the renewables-based and conventional power generation technologies can
be achieved by better exploitingmodern, highly-efficient power plants. Their flexible
operation can be enhanced by using additional components such as power electronic
converters, storage systems, or upgrades of existing components to the best available
technology. Being specific to a certain power plant, and given the lack of a liquid
market, the investment in upgrading equipment can be regarded as irreversible, justi-
fying the real options approach, which becomes more relevant in an uncertain energy
market environment.

ROA offers the consideration of different types of options (e.g. to invest, abandon,
expand, contract, shut down, choose etc.), regarding project specification and action
to be undertaken. A useful overview of ROA applied to different industries can be
found in [8, 12]. A comprehensive review of the use of ROA in the energy sector
is provided by Fernandez et al. [4]. From a historical perspective, these authors
present various applications of ROA to the oil industry, power generation, energy
markets, as well as emission mitigation policy. Moreover, they point out different
solution methods, including partial differential equation modeling, binomial option
valuation, Monte Carlo simulation, and dynamic programming. Regarding gas-fired
power plants, Näsäkkälä and Fleten [9] study investments in base-load or peak-load
gas-fired power plants, using a two-factor model for price processes, considering
both the short-term mean revision and long-term uncertainty. They use the spark
spread, defined as the difference between the electricity price and the cost of gas
necessary for power generation, and they find that the increase in the variability of
the spark spread, on the one hand, increases the value of a peak-load power plant (i.e.
this investment is more attractive); on the other hand, it delays investment. Later on
in [5], they investigate the investment and technology upgrade of a gas-fired power
plant, using the alreadymentioned two-factormodel for price processes [9]. From the
analysis conducted they find that the possibility to ramp the power plant up and down
becomes significant. As shown in the valuationmodel proposed byDeng andOren [2]
during the operation process of the power plants, the characteristics, such as start-up
and shut-down costs, ramp-up constraints, as well as the operating-level-dependent
heat rate, are important parameters. In the numerical analysis they show that the
operational characteristics affect the valuation of the power plant, but also depend
on the operating efficiency and the assumptions made regarding the development
of electricity and fuel prices (choice between mean-reversion or Brownian motion
process).

In our study, we consider one of several technical options for enhancing the
flexibility of gas-fired power plants and try to find the optimal time to invest.Applying
ROA, based on the approach proposed by Deng and Oren [2], the investor compares
the present value of the existing power plant with the value after the retrofitting.
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2 Model Specification

Themodel proposed is based on the real options approach and consists of a three-step
procedure.

In the first step, the so-called operation strategy (operation regime) of the power
plant is defined for each hour. Here, the spark spread is used as a profitability indicator
and source of uncertainty. For a gas-firedpower plant the spark spread is the difference
between the electricity price and the cost of gas necessary for power generation. In
the typical definition of the spark spread the gas price is multiplied by the heat rate
(see [9]) or divided by the net efficiency of the power plant. Nevertheless, the net
efficiency of the power plant changes with the load level (output). Regarding this
dependency we define the spark spread (Spreadt ) as follows:

Spreadt = Pelec,t −
(

β · Pgas,t
η(load max)

+ (1 − β) · Pgas,t
η(load min)

)

(1)

where Pelec,t and Pgas,t denote the electricity and gas price, respectively, η(·) is the
load-level-dependent net efficiency of the power plant, and β ∈ [0, 1]. For the long-
term evolution of the spark spread, an arithmetic Brownian motion (ABM) process
is used,1 and defined as:

Spreadt = Spreadt−1 + αdt + σdZt (2)

where α (drift) and σ (volatility) are constants, and Zt is a standard BrownianMotion
process. Comparing the spark spread from the ABM process (Spreadt,abm) with the
sum of the variable operation and maintenance costs (OMvar ) and CO2 costs, the
operation load levels for each hour can be defined.2

In the second step of the procedure, the project’s (power plant’s) cash flows are
calculated regarding operation strategy, CO2 price development (accordingly ABM
processes), variable OM costs, as well as start-up, shut-down and marginal ramping
costs (cstart-up, cshut-down , cramp-up).3 Furthermore, considering the assumption in
terms of possible operational output levels, and following the model proposed by
Deng and Oren [2], the three operational stages (S1—the power plant is off, S2—
the power plant is at min load operation, and S3—the power plant is at max load
operation), aswell as three possible actions (A1—thepower plant runs at full-capacity
level, A2—the power plat runs at low-capacity level, and A3—the power plant is
turned off) are possible. Regarding all these assumptions, the operating cash flow
CFt of the power plant for each hour with respect to operational stage and undertaken
action can be represented as follows:

1The arithmetic Brownian motion process offers an alternative to the standard geometric Brownian
motion often used in ROA, especially when negative values are also expected [1].
2For simplicity reasons, we assume that the power plant has only three possible operational load
(output) levels: maximum, minimum, and zero. For more information see [6].
3For more information see [6].
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CFt (Pt , At , S1) =
⎧
⎨

⎩

for At = A1 : −cstart-up − cramp-up(load maxt )
for At = A2 : −cstart-up − cramp-up(load mint )
for At = A3 : 0

(3)

CFt (Pt , At , S2) =
⎧
⎨

⎩

for At = A1 : −cramp-up(load maxt )
for At = A2 : Pt (load mint )
for At = A3 : −cshut-down

(4)

CFt (Pt , At , S3) =
⎧
⎨

⎩

for At = A1 : Pt (load maxt )
for At = A2 : Pt (load mint )
for At = A3 : −cshut-down

(5)

where

Pt (loadt ) =
(

Spreadt − PCO2,t · espec
η(loadt )

− OMvar

)

· loadt (6)

and loadt ∈ {load maxt , load mint }, PCO2,t denotes the CO2 price, and espec is the
specific emission factor for gas.

The specific functional form for the ramp-up costs (cramp-up), following [11], is
decomposed into the ramping fuel requirement (r f ), and the decreased depreciation
due to ramping (d), represented as:

cramp-up = r f · (
Pgas + PCO2 · espec

) + d. (7)

In the last step, applying ROA, the optimal timing for the decision: to continue
power plant operation or to invest in the retrofit measure can be determined. The
decision to retrofit the power plant with the new additional technical components, or
to upgrade already existing elements, can be seen as an option to expand. The option
to expand implies that an expansion should not be made unless the present value of
the future expected cash flows exceeds the value of the option to expand [12]. The
decision process can be defined as follows:

if PVt < Option to expand invest in considered flexibility measure
if PVt ≥ Option to expand wait with the retrofitting

(8)

where

PVt =
T∑

t=0

CFt − OM f ixed,t − Dept
(1 + W ACC)t

(9)

and
Option to expand = max

(
RPVt+Δt − retrofitinvestment, 0

)
(10)

OMfixed represents fixed operation and maintenance costs, Dept denotes deprecia-
tion, RPVt defines the project value after retrofitting (calculated using Eq. (9)), Δt
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describes the time needed for retrofitting, and WACC (Weighted Average Cost of
Capital) is used as the discount rate. The application ofWACC can be justified with
two arguments: (1) it is the most popular discount rate among corporate investors,
as it takes debt and equity capital into account (thus reflecting a company’s capital
structure well); (2) its value is firm-specific, and can thus serve as a useful investment
indicator.

3 Case Study

In the case study, we apply the proposed model to a highly energy-efficient and
recently built gas-fired combined cycle power plant in Germany. The power plant
analyzed was commissioned in 2010, with a net installed capacity of 845 MW. Its
net thermal efficiency is 59.7%, and the total investment volume 400 million Euros
[3, 7]. Increases in the operational flexibility of combined cycle power plants can be
achieved by the optimization of the minimum load as well as its part-load efficiency,
load ramps and reserve capacity, or start-up times. To improve the minimum load
and the part-load efficiency, the power plant can be retrofitted, for instance, with
variable-pitch guide vanes at the gas turbine compressor or an air preheater [10].
The implementation of such a component takes some time when the power plant
should be totally turned off, and leads to additional investment costs.4 More detailed
information regarding technical and economic parameters as well as start-up and
shut-down times and costs can be found in [6].

In the first step of the proposed model, the operation strategy of the analyzed
power plant was determined and used in the secod module of our procedure for the
cash flow calculations (Eqs. (3)–(5)). Furthermore, the project value (Eq. (9)) for each
time period of plant operation (i.e. over 28 years remaining after the commissioning
in 2010) was calculated for the situation without and with retrofit measure (which
decreases the minimum load for the operation from 40 to 30% of total installed
power).

The results obtained are then used to find out the optimal investment time for
the retrofitting measure. Assuming different realization times, during the investment
phase where the power plant will have to be shut down (for about 5 till 8 months),
the decision about the investment in the technical improvements should be made
immediately, i.e. in the first period analyzed (see Table1). This is due to the use
of the real options approach described in Eqs. (8)–(10). Furthermore, we observe
the positive values of the project after retrofitting (the second column in Table1),
in comparison to the project value before retrofitting (PV01,2013 = −77, 477, 904),
which also indicates that the enhancement of the plant is viable.

4In our case study, it amounts to approximately 5% of the price of a new power plant (information
based on the discussion with experts from industry).
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Table 1 Present value of the retrofitted power plant, option value and decision

Realization time
(in months)

RPV of power plant
(in e)

Option value (in e)
according Eq. (10)

Decision for
PV01,2013 =
−77,477,904

5 1,064,357 −18,935,642 Invest

6 1,449,620 −18,550,379 Invest

7 732,366 −19,267,633 Invest

8 1,918,045 −18,081,954 Invest

4 Conclusions

The analysis conducted shows that the real options approach developed can be useful
in the decision-making process regarding investments for the more flexible operation
of conventional power plants. Furthermore, we demonstrate that the proposed model
can simply take advantage from market uncertainties incorporated into the model’s
structure, as well as consider important technical and economic characteristics such
as start-up times and costs, or ramp-up costs. These parameters, and also the oper-
ation strategy of the power plant, are crucial for power plant owners’ profitability
calculation. In this respect, there is still scope for the further enhancement of the
proposed procedure.
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Bidding in German Electricity
Markets—Opportunities for CHP Plants

Nadine Kumbartzky, Matthias Schacht, Katrin Schulz
and Brigitte Werners

Abstract Since the liberalisation of the German energy markets, supply companies
strive to gain additional revenues by trading in different electricity markets. Thus,
trading strategies have to be adjusted to lower but more volatile energy prices caused
by a rising share of renewable energy feed-in. Due to the increasing importance of
combined heat and power (CHP) plants, an energy supply company is considered that
operates a CHP plant with heat storage. A new modelling approach is presented to
support generation companies scheduling their participation in two sequential elec-
tricity markets, the balancingmarket and the day-ahead spot market. In bothmarkets,
specific bidding procedures for trading exist. To derive optimal bidding strategies for
CHP plants, we formulate the bidding problem as an innovative and detailed multi-
stage stochastic programming model taking into account the sequencing of market
clearing. The optimisation model simultaneously determines the operation of the
CHP plant and heat storage device. An exemplary case study illustrates the benefit
from coordinated bidding in sequential electricity markets.

1 Introduction

The liberalisation of the German electricity markets let to fundamental changes in
the German energy system. The emergence of newmarkets offers additional revenue
potential for energy supply companies operating flexible conventional power plants.
However, trading in electricity markets is accompanied by an increased competition.
Moreover, a high installed capacity of renewable energy leads to a volatile power
feed-in from renewables. As a consequence, the general price level has decreased
whereas market price volatility has increased. Hence, power supply companies are
forced to develop new trading strategies for conventional power plants.

Bidding inmultiple electricitymarkets has already been discussed in literature, for
example in [4, 6]. In this paper, special attention is paid to highly efficient CHPplants.
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These conventional power plants simultaneously generate heat and power resulting
in a high utilisation ratio of the fuel used. However, the participation of a CHP plant
in electricity markets is restricted as costumers’ power and heat demand have to be
fulfilled in any case. The usage of heat storage enables a more flexible operation,
but requires an integration of storage policies into the optimisation procedure. A
combined optimisation of trading in German electricity markets and the operation of
a complex cogeneration plant has not been analysed in literature so far. Therefore,
our approach extends current work and combines relevant aspects of cogeneration
with bidding in different electricity markets.

2 Bidding in German Electricity Markets

Our approach considers two different electricity markets, the balancing market and
the day-ahead spot market. The amount of electricity traded in both markets is allo-
cated based on a specified bidding process which is explained below.

Since electricity is practically non-storable in any major quantities, power supply
and demand have to match exactly at all times. To ensure system stability, the Trans-
mission System Operators (TSOs) conduct an online auction at regelleistung.net for
the provision of balancing power. In Germany, three different qualities of balancing
power are traded: primary control reserve, secondary control reserve and minute
reserve. Primary and secondary control reserve have to be delivered within 30 sec-
onds respectively 5min. In contrast, minute reserve is electronically activated within
15min. In the following, we consider a flexible gas-fired CHP plant with a start-up
time less than 15min. Consequently, a provision of minute reserve is guaranteed
even if the plant is currently shut down. To avoid a must-run condition, we focus on
trading of minute reserve.

Minute reserve is divided into positive (up-regulating) and negative (down-
regulating) reserve power. The auction takes place on weekdays one day ahead of
delivery and is closed at 10 a.m. Trading of minute reserve is split up into six 4-h
time slices per day and is organised as a pay-as-bid auction. Thus, prices paid to
suppliers are based on their individual bids. Every bid consists of an offered volume
and two prices, a capacity price and an energy price. The capacity price is used for
the remuneration of preserving capacity and is paid if the bid is accepted. If minute
reserve is actually delivered, suppliers receive a reimbursement based on the offered
energy price. All submitted bids are aggregated according to capacity prices and the
marginal capacity price is determined as the last bid accepted to fulfil the reserve
capacity. Since minute reserve is rarely called, the profit gained from trading in the
balancing market is primarily driven by the capacity price.

In the German day-ahead spot market, which is operated by the European Power
Exchange (EPEX SPOT SE), day-ahead power is traded for the following day. In
contrast to minute reserve, trading in the spot market is executed as a uniform-price,
double-sided call auction. This means that buyers and sellers simultaneously submit
price-volume-bids and, if successful, are paid themarket clearing price. Trading takes
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place 7 days a week for every hour of the following operation day. The market is
closed at 12 p.m.All received supply and demand bids are aggregated and the uniform
market clearing price is determined as the intercept of the supply and demand curve.
After market clearing, equilibrium prices for every hour of the following operation
day are announced and participants are informed whether their bids are accepted or
rejected.

3 Multistage Stochastic Optimisation Model

To support generation companies in the bidding process in both electricity markets,
we developed a multistage stochastic optimisation model. The objective is to min-
imise total net acquisition costs which are defined as generation costs (including
start-up costs) plus purchase costs subtracted by revenues from power trading. The
model captures the detailed bidding procedures as well as the current supply situation
of the generation company. This includes the customers’ power and heat demand and
the operating status of theCHPplant and heat storage device. These factors determine
whether and to which amount the generation company is able to participate in the
considered electricity markets. The heat storage device provides further flexibility by
decoupling heat supply and demand. Regardless of the dispatched volumes in both
markets, a stable power and heat supply for customers has to be guaranteed. Thus,
the sum of power generation and volumes purchased in the spot market subtracted
by volumes sold has to be equal to power demand at all times. Heat demand can
be fulfilled by own generation plus heat discharged minus heat charged from the
storage. The CHP plant’s characteristic operating region is modelled as a convex
combination of extreme points as introduced in [3]. In addition, the operation of the
storage is optimised in combination with the CHP plant according to [5].

Bidding in sequential electricity markets is an optimisation problem under uncer-
tainty sincemarket prices are unknownwhen bids are submitted. Uncertain prices are
represented by different scenarios and expected net acquisition costs are minimised.
In the optimisation model, the information structure and bidding procedures of the
two markets are explicitly depicted. Figure1 illustrates the decision-making process

Fig. 1 Decision-making process for bidding in sequential electricity markets



648 N. Kumbartzky et al.

considering the timing of bidding and clearing for both markets in sequential order.
We consider a time horizon of D days. At day 0, decisions regarding power genera-
tion and trading for day 1 have to be made. Since the auction for minute reserve ends
at 10 a.m, first-stage decisions are the quantities bid in the market for positive and
negative minute reserve for day 1. After market clearing, actual prices of the six time
slices are announced and determinewhich bids are accepted. Therefore, second-stage
decisions are the corresponding minute reserve volumes dispatched as well as the
volumes bid in the spot market for day 1. We assume that spot market participants
either submit a supply or demand curve for every hour. After market closure at noon,
market clearing prices for the 24h of the following operation day are revealed. This
information determines the volumes dispatched which are modelled as third-stage
decisions. At the same stage, volumes bid in the minute reserve market for day 2
need to be assigned. This succession of decisions continues until day D. Thus, the
sequential bidding problem forms a multistage stochastic optimisation model. Note
that decisions made at a certain stage depend only on the information available in
this stage and not on future realisations.

The bidding process in detail is modelled similar to [1] using step-wise bidding
curves. We exemplarily describe the bidding formulation for selling power to the
spot market. Let J denote the set of price indices, T the set of time periods and
S the set of scenarios. To formulate the bidding problem as a linear program, bid
volumes wjts as well as dispatched volumes zts are decision variables whereas bid
prices PZjt are assumed to be fixed parameters. With λs

t denoting the uncertain spot
price, the bidding problem is modelled as follows:

zts = wjts if PZjt ≤ λs
t < PZj+1,t ∀ j ∈ J , t ∈ T , s ∈ S (1)

wjts ≤ wj+1,ts ∀ j ∈ J \{J}, t ∈ T , s ∈ S . (2)

A bid is accepted if the bid price is less or equal to the uncertain spot price as in
(1). Since the supply curve is assumed to be monotonically increasing, constraints
(2) ensures that the bid volume at price index j + 1 is greater or equal to the bid
volume at price index j. Note that bid volumes in the spot market are defined as the
accumulated quantities bid at a certain price.

4 Case Study

The developed multistage MILP was applied to an exemplary generation company
operating a CHP plant with heat storage specified according to [5]. The volumes
offered in the minute reserve and spot market as well as the operation of the CHP
plant and storage are simultaneously optimised considering a timehorizonof 2weeks.
Similar to [1, 2], uncertain day-ahead spot and minute reserve prices are fitted to
seasonal ARIMA models. To approximate the underlying probability distribution, a
finite set of scenarios is generated.
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In the following, computational results of the expected value approach are shown
exemplarily for one scenario. Figure2 depicts the relationship between forecasted
prices and volumes traded in (a) the day-ahead spot market and (b) the balancing
market. If power generated by the CHP plant does not equal costumers’ demand,
e.g. due to technical restrictions, missing or additional power is compensated by
trading in the spot market. This can be seen, for example, in Fig. 2a at t = 28 and t
= 40, where the plant is shut down since it is profitable to satisfy total demand by
purchasing power in the day-aheadmarket. Regardingminute reserve, it is possible to
offer either positive or negative reserve. Figure2b shows that if the plant is operating,
negative minute reserve is dispatched at all times. This is caused by a higher price
level of negative in contrast to positive minute reserve and the fact that revenues can
be generated from the spot and negative minute reserve market at the same time. If
the CHP plant is currently shut down, positive minute reserve can still be offered
due to a start-up time of less than 15min, see hours 40–47. However, in hours 28–
31, the price for positive reserve is too low to make a start-up worthwhile. Figure2c

(a)

(b)

(c)

Fig. 2 (a) Power generation (PG) attuned to trading in the day-ahead (DA) market. (b)Dispatched
volumes and forecasted prices for minute reserve (MR). (c) Operation of heat storage device
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depicts the corresponding storage level. By decoupling heat supply and demand, heat
storage enables a flexible operation of the CHP plant. Heat demand can be fulfilled
by discharging the storage in times of low market prices, e.g. in hours 28–31, since
it is not profitable to operate the CHP plant. Alternatively, the rising storage level
in hours 67–78 implies that heat generation exceeds demand to charge the storage
enabling additional revenues in the day-ahead spot and balancingmarket. This shows
that the storage policy is optimised according to the trading opportunities of the CHP
plant in both electricity markets.

5 Conclusion

We have presented a multistage stochastic optimisation model for trading in
German electricity markets utilising a CHP plant with heat storage, which has not
been examined in literature so far. Special focus lies on accurately modelling the
specific structure of the German day-ahead spot and balancing market. A widely
accepted approach for optimal operating CHP plants has been adapted to an energy
supply company to support their participation in two electricity markets. Due to the
CHP plant with heat storage, trading in sequential markets is a highly complex task.
The case study shows that optimal bidding policies as well as plant operation react
sensitively to changes in current market price levels. We conclude that an adequate
representation of uncertain parameters by different scenarios is crucial. Due to com-
putational tractability, the number of scenarios considered in the optimisation model
is limited. In further studies, scenario reduction techniques are applied.
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Well Drainage Optimization in Abandoned
Mines Under Electricity Price Uncertainty

Reinhard Madlener and Mathias Lohaus

Abstract In this pit drainage study, we investigate how pump control optimized
with respect to the prevailing electricity prices impacts the operating costs. The opti-
mization of the well operation takes the dependency of the electrical power on the
water volume lifted and the changing water levels into account. The nonlinear depen-
dency is transformed into a linear optimization problem in multiple stages. First, a
superstructure optimization is used. Second, the characteristic pump profiles are lin-
earized piecewise, resulting in a simplified problem where only the multiplication of
a binary and a positive real variable remains. The multiplication of the two variables
is replaced by a new variable, transforming the optimization problem into a mixed
integer linear optimization (MILP) problem. The results of the superstructure opti-
mization yield the optimal pump size and the minimal costs incurred, which are then
used to optimize the maintenance strategy. We find that well costs can be reduced
markedly by the optimization proposed.

1 Introduction

The German coal mining industry in the Ruhr area will be terminated in 2018, alter-
ing the conditions for mine water drainage, which needs to be pursued also after
the phaseout of coal production for environmental protection reasons [8]. Therefore,
cost-effective continuous operation is of utmost importance, which is why a switch
from conventional drainage to well drainage is currently under way ([4]:127). Fur-
thermore, well drainage enables the usage of underground retention space and thus
drainage optimization based on the electricity price level [6].
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The aim of this study is to determine the cost-saving potential associated with
the construction and operation of a well drainage. Here, an optimum well drainage
is sized based on the uncertain electricity price development of the entire modeling
horizon. The results indicate the “best practice case” for the studied time period.

For achieving the research goals described above, a mathematical model is devel-
oped that is set up as an MILP problem in GAMS and optimized in terms of profit
maximization by means of the CPLEX solver. Instead of computing the total cost,
however, the differences in costs and revenues compared to continuous operation are
calculated. This operating point is used as a reference point because the drainage has
to be operated in any case. Additional costs, e.g. for personnel, maintenance, and
monitoring, are therefore neglected.

The remainder of this paper is organized as follows. Section2 describes the opti-
mization model for the well drainage. In Sect. 3, the optimization results are pre-
sented. Data for the years 2013 and 2014 are used for analyzing the impact of the
electricity price. Section4 discusses the findings and concludes.

2 Model Description and Mode of Operation

The time horizon for the analysis of the mine drainage site analyzed is one year.
The granularity of the optimization model is one hour. To assess the impact of the
electricity price, the results of two years are compared. EEX electricity spot market
price data for the years 2013 and 2014 are used (day-ahead market).

For reasons of simplification, we assume that there are no starting operations
(e.g. of the well pumps). Based on these framework conditions, three variants are
examined,which result from the differentmodes ofwell drainage: (1)Reference case.
Operation of a single well and three pumps, of which two are in permanent operation.
Thewater level is treated as being independent from the electricity price, and allowed
to be as high as possible. (2) Pump operation. The operation of the wells depends on
the electricity price. (3) Pump and turbine operation. The drainage site is operated as
a small pumped storage hydro power plant (PSHPP). For the economic calculations,
we assume a depreciation of the investment in pumps and sloped pipelines over 20
years and an interest rate of 5%.

In the following, the optimization model of the well drainage with a pump and a
riser pipe is described. For submersible borehole pumps, which are designed specif-
ically for the mining industry, a positive correlation between the generated pressure
and the conveyed flow can be observed. In turn, the pressure is proportional to the
height difference between the water levels of the upper and the lower basin. Thus, for
a chosen pump, the pumped volume flow depends on the height (and thus pressure)
difference.

The efficiency of a pump also depends on the flow rate and thus on the height
difference. The pumps used for the mine water drainage have several stages. The
model for the performance of each stage contains the flow rate V̇ , the height to be
overcome, h, and the efficiency, ηP (Eq. (1)). For the total energy needs, the number
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of stages, η, is multiplied by the stage output, per one stage (Eq. (2)). The pressure
can be seen as being equal to the performance. Per pump stage, a certain pressure
can be generated depending on the pump type and the volume flow. The pressure
curve is a function of the volume flow. Since the pressure is set by the actual height
difference between the upper and the lower water level, the volume flow of the pump
can be determined. The pressure loss Δploss shown in Eq. (3) is caused by the pipe
friction; ρ and g denote the density of water and the gravity constant.

Ponestage
el ηP(V) =V̇ · p(h) (1)

Pel = Ponestage
el · η (2)

p = ρ · g · h + Δploss (3)

As a lower limit for the dimensioning of the pumps, two pumps must be sufficient
to pump up the mine water in the case of failure of one pump, or when replacing a
pump. This way, an adequate security level for the groundwater and drinking water
can be achieved. For the investment costs of the pump, we assume a linear increase
with power at 630 ke/MW [1].

To optimize well drainage, the use of a superstructure is suitable. To this end, the
superstructure of themodel must be specified. In this particular case of well drainage,
it is pre-determined which pump types and how many pump stages can be selected.
The superstructure is represented mathematically and converted into a mixed integer
nonlinear optimization problem (MINLP) ([9]:378ff). For well drainage this is illus-
trated generally as follows. The functions of the stage performance and the steps to
create pressure are presented as a function of V̇ , and can generally by determined by
Eqs. (1)–(3).

max(Z) = f (δ,Pnom,P(t)) (4)

gi(δ,Pnom,P(t), p(t)) = 0 (5)

hj(δ,Pnom,P(t), p(t)) = 0 (6)

δ = 0, 1;Pnom,P(t); p(t) ∈ R (7)

Since for the well drainage primarily costs occur, minimizing the cost of lifting
the mine water is indirectly connected to this. Investment and operating costs of the
well drainage, which are specific to the variant considered, are both taken care of
in the objective function Z . The integer binary variables (δ) describe the selected
pump type and the selected pump stage. Volume flows, pump capacity, pressure, and
other properties are implemented as floating point numbers in the model. The non-
linear correlation between flow rate and pump power, pressure level, and efficiency
thus poses a non-linear optimization problem. Likewise, the multiplication of binary
variables by the floating point number variables also represents a non-linear system
of equations.

A mixed-integer nonlinear system is problematic with regard to finding solutions,
because in nonlinear optimization problems it cannot clearly be determined whether
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the optimal solution found describes a local or a global optimum ([2]:1115ff.). In
order to avoid such problems, the optimization problem is transformed from an
MINLP into an MILP, which leads to additional equations and additional binary
variables for the optimization problem (for details see [7]). Firstly, the power and
pressure curve functions with the dependency of the volume flow get piecewise
linearized. The more supporting points, the merrier the calculation can become.
At the same time the calculation costs rise ([2]:1119). This way, the optimization
problem is still an MINLP, because it consists of the multiplication of a binary and a
flowvariable (for details see [7]). This non-linear function can be transformed exactly
into a linear one, by using the method described by Yokoyama et al. ([10]:777). The
method is applied several times for replacing the nonlinear equations.

3 Results of the Well Drainage Superstructure
Optimization

As part of the superstructure, three different pump models were selected, each with
two different numbers of pump stages (Table1). Table2 shows the results of the
superstructure optimization for the three alternatives considered, using the current
prices of the EEX day-ahead market for the years 2013 and 2014 [3]. As can be seen,
the objective function value between the two alternative operation cases compared
to the reference case shows a significant cost reduction (of approx. 200 ke p.a.).
When comparing the objective function values between the two alternative modes
of operation, we can see that the additional turbine operation improves the objective
function value only marginally compared to the pure pump operation. Due to the
additional degrees of freedom, the objective function of the alternative “pump and
turbine operation” achieved a higher objective function value. Note that in these
calculations, the commodity price is simply considered as the electricity price traded
on the EEX exchange.

The choice of the mode of operation changes when using the electricity price data
in the objective function, but not the result of the chosen superstructure (Table2).
When comparing these variations, it can be noted that the potential of a pumped
storage power plant offers no significant economic gain, and results mainly from the
activities on the day-ahead spot market.

Table 1 Information on the three available pump models (cf. [5])

Pump model 1 Pump model 2 Pump model 3

PN per stage [kW] 99.4 225.9 158.4

V̇N [m3/h] 850 1620 2400

Stages 19 or 20 16 or 17 34 or 35
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Table 2 Results for the superstructure optimization

Reference case Pump operation only Pump and turbine operation

Electricity
data of year

2013 2014 2013 2014 2013 2014

PN [MW] 5.665 5.665 7.391 5.665 7.391 5.665

Selected
pump

3×mod. 1a 2×mod. 1a;
1×mod. 2b

3×mod. 1a 2×mod. 1a;
1×mod. 2b

3×mod. 1a

Pump head
[m]

650 650 655.28 655.14 656.97 655.41

Investment
cost [e]

−4,726,891 −4,824,391 −5,880,832 −4,834,414 −5,884,127 −4,834,941

Electricity
purchase/
production
[MWh]

32,817 32,817 33,269 33,101 35,978 33,459

– – – – 1464 195

Av. el. price
[e/MWh]

37.36 32.76 25.96 26.11 27.00 26.40

Electricity
costs [e]

−1,226,043 −1,075,085 −863,836 −864,418 −971,238 −883,301

Relative
error [%]

0 0 1.86 0.30 2.05 0.5

Objective
function [e]

−1,719,082 −1,577,517 −1,503,473 −1,386,636 −1,493,151 −1,385,885

Note a19 stages, b16 stages

The results in Table2 for the superstructure optimization clearly show that the
data used are highly dependent on the year, thus leading to significant differences.
For instance, much better objective function values in general are achieved for 2014
compared to 2013. In comparison, although the average electricity price for 2013
is higher than for 2014, the average purchase price for 2013 is lower for the pure
pump operation due to the usage of large pumps with a higher throughput. These can
consume more (less) energy in times of low (high) electricity prices. This greater
difference enables the superstructure optimization to tolerate higher investment costs
for pumps with a higher throughput.

4 Discussion and Conclusion

One aim of this study was the economic optimization of the well drainage of an
abandoned coal mine as part of the “eternal costs” by minimizing the operating
costs for pumping. Formally, this was implemented by superstructure optimization
and several distinct steps to transform the problem at hand into an MILP problem.
The model created allows the mapping of pump characteristics and, therefore, the
mathematical describing of the relationships between flow, pressure, and power.



656 R. Madlener and M. Lohaus

Using the model, the optimal pump dimensioning can be computed for systems that
are operated with widely varying water levels. Both the optimal type of pump and the
optimumnumber of steps are calculated bymeans of superstructure optimization. For
optimal results by means of superstructure optimization, a narrowing of the problem
is crucial.

For the optimization of the drainage site considered, the minimum number of
stages has achieved the best results because the available pump strokes have not
been fully exploited. This is due to the ratio between the number of pumps to the
existing base area available per meter of rising water.

In our study, the effect that the pumps are not only working in pump operation but
can also be used as a turbine, was also investigated. In this case, the well drainage
can be considered as a small pumped storage hydro power plant. In order to increase
the cost-effectiveness when operating as a PSHPP, other electricity markets need to
be considered as well.

The aimof our studywas tofind the “best practice case” for thewell drainageprevi-
ously calculated in the superstructure optimization, in the presence of electricity price
uncertainty, given that future well drainage can indeed be operated cost-efficiently.
While the current price development for the entire observation period is known in
the superstructure optimization, this is not the case in practice. For this reason, an
optimization of well drainage operation was carried out with a day-by-day 168-hour
prediction horizon for the operation of the well, from which we can conclude the fol-
lowing (details see [7]): (1) There are marked economic potentials for the optimized
operation calculated by means of a superstructure optimization; (2) Even with the
minimum installed pump size, the electricity price-dependent operation of the wells
can significantly improve the cost effectiveness. The use of smaller pumps can be
advantageous for the stability of the mining area [6], given that the pit water level
can only be lowered slowly.
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The Future Expansion of HVDC Power
Transmission in Brazil: A Scenario-Based
Economic Evaluation

Christian Köhnke Mendonça, Christian A. Oberst
and Reinhard Madlener

Abstract This paper investigates the future need of the Brazilian electric grid for
High-Voltage-Direct-Current (HVDC) transmission lines using expansion scenarios.
Currently, electricity is produced mainly in large hydropower plants with enormous
reservoirs, but the model is approaching a limit because the potential for hydropower
near load centers is almost depleted. To preserve a low-carbon electrical energy mix,
renewable energy sources in far more distant locations need to be exploited. This
paper focuses on the expansion potential ofwind, solar and hydropower and its spatial
mismatch with the expected future electricity demand. Linear optimization is used to
determine the best HVDCconnections. The results show clear differences in the costs
for transmission lines in different scenarios, confirming that the transmission capacity
is a critical factor in the process of expanding the renewable energy generation
capacity in Brazil. This study provides insights for policy makers and industry.

1 Introduction

Renewable energies (RES) account for 83% of installed power generation in Brazil
2013, of which large hydropower plants account for 69% [7]. However, the current
hydrothermal energy system is approaching its limits and probably it will be unable
to meet the growing future demand (see [13]). The hydroelectric potential available
near load centers (Southeast and South) is essentially depleted [4]. To exploit promis-
ing alternative renewable energy sources (in particular wind and hydropower in the
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Amazon rain forest), long-distance transport (2000km andmore) of large amounts of
electricity is needed [10]. HVDC is technically and economically a superior trans-
mission technology for such long distances (over 700 to 900km), but expensive
DC-AC converter stations constitute a crucial cost factor for planning the future grid
and generation sites [16].

This paper investigates to which extent certain expansion scenarios of the RES
capacity in the period 2015–2035 would entail the construction of additional HVDC
transmission lines. The focus is onmodeling scenarios for a weak and a strong expan-
sion of hydropower, wind and/or solar power according to their unused potentials
(hereafter referred to as “potential”).

2 The Electricity Sector in Brazil

There is a spatial mismatch between the RES power potential and the expected
increase in electricity demand by 2035 (see Fig. 1). The highest potentials for wind
power and hydropower are in the Northeast and in the North/West-Central (Amazon
rainforest) regions, respectively [1, 14]. However, the highest increase in electricity
demand is expected in the Southeast. The RES potential in the rainforest is restrained

Fig. 1 Geographical distribution ofwind andhydropower potential (nominal) and expected increase
in electricity demand in 2035 Source Based on [1, 3–5]
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by environmental concerns and difficult accessibility from which we abstract in our
analysis [12]. Solar potential is ubiquitously available.

With or without the further expansion of hydropower capacity, the immense stor-
age capacity of the hydrothermal energy system, which is large enough to absorb
the volatile availability and limited predictability of RES [6, 15, 17], supports the
integration of high shares of alternative RES in the power matrix. Regional seasonal
complementarity of wind and hydro-power can increase storage capacity further [2].

3 Methodology

The optimal grid solution is sought by grid designs that enable the cost-efficient
provision of power originated from RES in each scenario for the future electric
mix in 2035. The linear optimization of installed transmission capacity (HVDC grid
designs) for each scenario is similar to a procedure applied in [19] for a pan-European
powers system in 2050 and [18] for a 2030US grid expansion plan that includes 20%
of wind energy. Mathematically, it can be formulated as:

min
∑

i∈NGEN ,j∈NLOAD

y(i,j)l(i,j)+ C
∑

i∈NLOAD

pNRi (1)

s.t. f(i,j) ≤ y(i,j) ∀i ∈ N, j ∈ N (2)
∑

j∈N
f(i,j) = −pi ∀i ∈ NGEN (3)

∑

j∈N
f(i,j) = di ∀i ∈ NLOAD (4)

f(i,j) = −f(j,i) ∀i ∈ N, j ∈ N (5)

|f(i,j)| ≥ t(i,j)
∨

f(i,j) = 0 ∀i ∈ N, j ∈ N (6)

dj = dCj − pNRj ∀j ∈ NLOAD (7)

pi = pRi − si ∀i ∈ NGEN (8)

si, p
NR
j ≥ 0 ∀i ∈ NGEN , j ∈ NLOAD (9)

The decision variable y(i,j) represents the amount of installed transmission capac-
ity between regions i and j, while l(i,j) represents the length as an approximation
of the costs. N represents all nodes in the grid, composed of the regions with sur-
plus generating capacity NGEN and the regions with a power deficit NLOAD. The
possibility for power generation with non-renewable sources within the regions is
also considered, but this is only done when there is not enough renewable capacity
given to fulfill the demand. To take this into account, the non-renewable generation
capacity given by pNRi is included in the objective function (1) and multiplied with
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Fig. 2 Summary of results by scenario

C � y(i,j)l(i,j),∀i, j ∈ N . The power flow f(i,j) between i and j needs to be smaller
or equal to the transmission capacity y(i,j) (2); the flow leaving regions with surplus
needs to be equal the surplus renewable power pi (3); and the flow arriving at a region
with power deficit needs to be equal to the demand di (4). The regional demand dj is
defined as the actual regional demand dCj minus the non-renewable generation capac-
ity pNRj installed in the region (7). The regionally available power pi is defined as the
difference between the power from renewable sources pRi and the surplus si (8). The
non-renewable capacity and the surplus are both positive (9) and are only different
from zero if pRi �= dCj , i.e. when the renewable generation capacity is different than
the actual demand. The threshold t(i,j) is defined as the minimum threshold a power
needs to surpass.

The optimization for different expansion scenarios was performed using a com-
puter program developed specifically for this task (MS Visual Basic .NET). The
optimization problemwas solved using an iterative simplex algorithm for parameters
within the range of possible combinations of additional installed RES. For additional
information see [11]. In total 16 scenarios were examined, considering:

• Low (0–75GW) and high (75–150GW) additional hydropower capacity.
• Low (0–65GW) and high (65–130GW) additional wind power capacity.
• Low (0GW) and high (100GW) additional solar power capacity.

4 Results

The further expansion of hydropower (distant from demand foci) is identified as a
main driver for the grid expansion with HVDC (see Fig. 2). Increased wind power
capacity reduces the need for longdistance transmission,whereas the assumed expan-
sion of solar power has no relevant impact.
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The need for HVDC is particularly high in the scenario of high hydropower
expansion and low wind and solar power expansion, which would represent the
continuation of the current model and sustain Brazil’s high share of RES. Southeast
and Northeast have a deficit in RES power supply and could draw green electricity
from the West-Central region and the North. This means that hydropower plants in
the Amazon rainforest (North) substantially supply electricity to the Northeast. The
connection would have an average utilization rate of above 75% for a transmission
capacity of up to 11GW (requiring multiple HVDC connections).

The Southeast region does have an even larger deficit in RES supply, and thus
needs to import power from the West-Central region. A transmission capacity of
up to 10.8GW would be used at a 50% rate (mainly in the rainy part of the year),
or with a capacity of 5 GW at a 75% rate. The deficit in the Southeast could be
further met with hydropower from the North, but the added HVDC connections
would mainly be used during the rainy season and implying a 50% usage rate (by a
capacity of 11GW). HVDC lines connecting the North and the West-Central region
to the Northeast and the Southeast have to traverse dense tropical forest and savanna
areas [9]. Their implementation would certainly require the clearing of vegetation
which adds to the environmental impact of expanding hydropower generation that is
distant to load centers in Brazil.

Scenarios with expanded wind power mainly benefits the Northeast, erasing the
power deficit during the windy second half of the year. Moreover, the reduced power
flow to the Northeast enables the transport of more RES electricity to the Southeast
(increasing the utilization rate to 75% at 12GW capacity). Furthermore a possibility
exists to build HVDC transmission lines between the Northeast and the Southeast, in
order to enable the export of RES power from the Northeast to the South. Although
this would be a good complement to the seasonality of hydropower, the simulation
showed only low power flows between the regions.

Further, if a HVDC line would be built to connect the Northeast to the Southeast,
the main challenge would be to surpass several mountain chains in the state of
Minas Gerais in the Southeast [8]. Considering the high unit energy costs as well as
the geographical challenges, all-in-all a connection between the Northeast and the
Southeast seems disadvantageous.

5 Conclusion

In light of increasing electricity demand and imminent limits of the present electricity
market with predominantly large hydropower plants near load centers, Brazil has to
expand and diversify its electricity mix. This paper investigates the amount of addi-
tional HVDC transmission capacity needed in several expansion scenarios of RES
over the period 2015–2035. Scenarios of weak and strong expansion of hydro, wind,
and solar power are used as parameters of an HVDC transmission capacity optimiza-
tion, and the actual need for transmission lines is assessed using both technical and
economic criteria.
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The results from this study confirm the need for large investments in HVDC
transmission lines for certain scenarios, in particular with the development of large
hydroelectric power plants in the North andWest-Central region.Wind power expan-
sion reduces the power deficit in the Northeast, Southeast and South, thus alleviating
the potential needs to import electricity through HVDC lines. However, seasonality
patterns limit the overall wind power potential. The expansion of solar power shows
mixed results, in general decreasing the need to transport, but this is less important
for the HVDC compared to hydro and wind power expansion. Considering all the
aspects mentioned, the present results call for a stronger utilization of alternative
RES besides hydropower. An expansion of the hydropower capacity would most
likely entail high transmission costs (apart from the environmental impact), whereas
an expansion of wind and solar power (and likely biomass and small hydropower
capacities) is potentially less expensive in a holistic approach for the energy system.
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Two-Stage Heuristic Approach for Solving
the Long-Term Unit Commitment Problem
with Hydro-Thermal Coordination

Alexander Franz, Julia Rieck and Jürgen Zimmermann

Abstract In the last decade the share of renewable feed-in increased sharply. More
than 25% of the gross electricity consumption in Germany is typically covered by
renewable sources. Despite the positive effects, e.g., low marginal costs and a sus-
tainable electricity supply with less emissions, a generation portfolio should also
contain thermal power plants as well as energy storages, mainly hydro storages, to
guarantee a long-term security of electricity supply. The problem of flexible coor-
dination and dispatch of thermal power plants and hydro storages in order to meet
the highly volatile residual demand (energy demand minus the volatile feed-in of
renewables) becomes even more challenging for generating companies. Therefore,
we present a new two-stage heuristic approach for solving the resulting long-term
unit commitment problem with hydro-thermal coordination (UCP-HT), where sys-
tem operating costs have to be minimized. Within a comprehensive performance
analysis, the results of the approach are compared to near-optimal solutions obtained
by CPLEX on the basis of a tight mixed-integer linear formulation for the UCP-
HT. In particular, well-known instances from the literature with real-world energy
demands, a planning horizon of one year, and hourly time steps are solved within
minutes ensuring a solution gap of less than 1%.

1 Introduction and Problem Specification

The increasing share of prioritized renewable energies leads to challenging problems
for generating companies and system operators. Due to the volatile and stochastic
characteristic of renewable feed-ins and residual power demands, the need for highly
flexible, but cost-efficient, power plant operations arises. Energy storages, mainly
hydro storages, are a promising mean to support these flexible requirements and
to smooth the residual demand for thermal power plants. In hydro storages, excess
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power is used to pump water into a higher reservoir to be used later in reverse
operation providing electricity.

The dispatching and coordinating of power plants and energy storages result in
the unit commitment problem with hydro-thermal coordination (UCP-HT) [1, 7]. A
solution of the treated problem is a production schedule for a set of power plants
and energy storages that meet the system residual demand (energy demand minus
the volatile feed-in of renewables) as well as techno-economic plant specific and
system-oriented constraints. In particular, we consider a long-term planning horizon
(i.e., one year with hourly time steps) and a cost-based objective function, where
operating costs have to be minimized.

The UCP and obviously the UCP-HT can be formulated as a mixed-integer linear
program (MILP) [7]. Thereby, binary decision variables (e.g., uit that indicate if
power plant i is active in period t or not) have to be included. Since the numbers of
binary decision variables as well as the number of constraints in the model depend
on the length of the planning horizon, only instances with a short-term planning hori-
zon (i.e., one day or one week) can be solved to optimality within reasonable time.
For long-term instances, heuristic approaches must be used. Heuristics for the UCP
(or the UCP-HT) can be classified into conventional techniques and metaheuristic
algorithms (see, e.g., survey in [5]). Conventional techniques include simple prior-
ity list-based methods, Dynamic Programming and decomposition techniques like
Lagrangian Relaxation (e.g., [7]), which tends to be an industrial standard. Meta-
heuristics are often based on local search, genetic algorithms or simulated anneal-
ing (e.g., [3, 6]).

In what follows, we present a new two-stage heuristic approach for the UCP-HT
which enhances a priority list-based approach. Promising results are already pre-
sented by e.g., Delarue et al. [2], who focus on repairing an infeasible start solution
(without any consideration of energy storages). Among a similar local repair step,
we introduce a multiple local improvement step in the first stage of our algorithm.
In the second stage, the total operating costs are reduced by successively decom-
mitting power plants and replacing them by energy storages. Moreover, e.g., even
negative residual energy demands are considered using a preprocessing mechanism
in order to fix necessary energy storage activities. Additionally, a random genera-
tion of (infeasible) start solutions allows us to embed the approach in a multi-start
scheme. Computational experiments using well-known instances from the literature
as well as real-world data show very convincing results in terms of solution gap and
computational time.

2 Model

In order to describe the proposed cost-basedUCPwith energy storages inmore detail,
the consideration of a mathematical model formulation is beneficial. Therefore, we
present an overview of a tight MILP for the UCP-HT. The basic idea of the model
comes from Morales-España et al. [4] and Carrión et al. [1], who formulated the
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problemwithout energy storages.We extended the existingmodel in order tomanage
the coordination between thermal and storage units. Furthermore, a reformulation
of constraints is performed so that the resulting model is able to find near-optimal
solutions significantly faster than [4].

The objective of the UCP-HT under consideration is to minimize the total system
operating costs in order to obtain the production schedule for each plant i ∈ I and
storage j ∈ J over all time intervals t ∈ T . Hence, a solution can be represented by
(binary) on/off status variables uit and (continuous) power generation levels Pit of
power plants i as well as generation and pumping levels of (hydro) energy storages j .
The total system operating costs covers relevant production-related cost components,
consisting of thermal production costs FCit , thermal start-up costs SCit , (hydro)
storage operating costs HCjt as well as non-served energy costs cnonNt . Thermal
production costs arise mainly from fuel consumption as well as emission certificates
and can typically be considered as themajor cost component. Storage operating costs
can be neglected, since no (direct) fuel costs occur for pumping or generating and
the remaining costs for e.g., maintenance are quite low. Non-served energy costs
penalize a (negative) deviation from the given energy demand in the amount of Nt

and help to decrease computational time effort. Taking these aspects into account,
the general objective function (1), which is to be minimized, has the following form:

minimize
|T |∑

t=1

|I |∑

i=1

(FCit + SCit) +
|T |∑

t=1

|J |∑

j=1

HCjt +
|T |∑

t=1

cnonNt (1)

A feasible solution for the UCP-HT must satisfy several thermal and storage
system restrictions as well as technical and logical constraints that can be formulated
as linear constraints. In particular, each unit (power plant or energy storage) has to be
operated within its technical limits. This means that the power generation level can
vary from a minimum to a maximum level (a specific parameter of each individual
unit to ensure an optimal and secure usage). In case of a thermal power plant, it
should be guaranteed that, once a thermal generator is started (shutdown), it has
to be online (offline) for at least its minimum up time (minimum down time). For
(hydro) storages, energy balance and energy flow conservation equations are to be
considered to calculate the amount of energy retained in each storage at each time t .
Furthermore, logical constraints are necessary to determine the binary status of a
shutdown or start-up of a thermal plant as well as to differentiate between e.g., a cold
and hot start-up of a plant. Moreover, the fulfillment of the energy demand and the
provision of a sufficient spinning reserve (for the event of an unpredictable outage)
over all active plants and storages have to be ensured. Finally, constraints define the
domain of each decision variable (e.g., uit ∈ {0, 1}, Pit ≥ 0, Nt ≥ 0 etc.). A standard
constraint formulation can be found in e.g., [1, 4] or [7]. The resulting MILP model
can be given to a solver (e.g., CPLEX). Since the run times are quite large for long-
term instances (several hours), heuristic solution approaches are required.
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3 Two-Stage Heuristic Approach

In this section, a two-stage heuristic approach for the UCP-HT is presented that is
able to solve instances from the literaturewith real-world energy demands, a planning
horizon of one year, and hourly time steps with a gap of less than 1%within minutes.
The basic concept of our considered heuristic is illustrated in Fig. 1. In the first stage,
a thermal plant optimization is performed and in the second stage, the hydro-thermal
coordination is considered. In addition, a preprocessing is included (prior to the first
stage) to ensure feasibility in case of missing total thermal capacity, negative residual
demands or high gradients of the residual demand.

The Thermal Plant Optimization preselects certain plants to fulfill the fluctuat-
ing residual demand and spinning reserve requirements without using any energy
storages. Moreover, several techno-economic parameters like power output spec-
ifications, minimum up times (MUT) and minimum down times (MDT) or time-
dependent startup costs are considered. In particular, three steps are determined:

Create start solution An initial (typical) infeasible solution is obtained by using
a greedy algorithm. Thereby, all plants are ranked and sorted according to their
marginal costs (i.e., their merit order). Then, the plants are committed in this order
as long as the demand and reserve requirements are fulfilled. A random perturbation
of marginal costs can be provided in order to generate many different start solutions
building a multi-start scheme for the two-stage heuristic.

Deduce feasible solution A rule-based repair mechanism (similar to the approach
of [2]) creates a feasible solution which satisfies all constraints described in Sect. 2.
Mainly, a correction of the MUT and MDT is performed in the repair mechanism
by enlarging an operating or idle phase. Quite short operating phases of base load
power plants must be prevented. Only peak-load power plants can be operated with
a short duration in order to avoid high production costs.

Improve feasible solution Further improvements can be achieved by local optimiza-
tion. Thereby, each unit operating phase is assessed and, if applicable, replaced by an
operating phase of a set of other plants providing the highest amount of cost savings.
Thus, the solution is locally changed, if it is economically reasonable.

Fig. 1 Principal concept of the considered two-stage heuristic approach for the UCP-HT
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The second stage improves the solution determined in the first stage by imple-
menting a Storage-Thermal or Hydro-Thermal Coordination for pumped storages.
Two steps have to be executed:

Shift demand using energy storages In the demand shifting, the best allocation
of energy storages is found by replacing committed plants by storage operations to
achieve further cost reductions. A gradient analysis identifies suitable time intervals
for generating (high energy demand) or retaining energy to a storage (low energy
demand). For each possible generating time, a decommitment of each active thermal
plant is evaluated iteratively, starting with the plant that offers the maximum saving
potential. Consequently, suitable and cost efficient storing phases (which are iden-
tified before) are allocated to balance the energy withdrawal due to the generation.
If this particular storage operation causes a reduction of the total system operating
costs, the solution schedule is updated. Moreover, in each iteration a self-repairment
and deallocation step is performed to maintain a feasible solution (e.g., in terms of
energy balance or upper and lower levels of the stored energy).

Improve feasible solutionA last improvement step is performed to locally replace or
decommit (redundant) operating phases of thermal plants if cost savings are achiev-
able or if excessive spinning reserve is existent. Finally the solution schedule consists
of an hourly dispatch of each thermal and storage unit for, e.g., a yearly time-horizon.

4 Computational Study

Within our performance analysis, we compared the results of the two-stage heuristic
approach to the results obtained by CPLEX using our MILP formulation. Here, we
present only an extract of our numerical study consisting of 100 problem instances
classified in two test sets. Test set T1 was first introduced by [3] and is commonly used
for analyzing UCP models (e.g., in [2, 4] or [6]). All instances consist of ten basic
thermal units which are exactly replicated in order to get a 20, 30, . . . , 100 plant
system. Thereby, the basic 24h demand is adjusted relatively to the total capacity
of the replicated system. For testing long-term planning horizons the 24h planning
horizon is copied to get instances of 1, 4, 12, and 20 weeks as well as 1 year. In
test set T2, the recurrent demand pattern is replaced by the actual residual demand
in Germany in 2012 (again, adjusted to the total thermal capacity). Furthermore, in
each instance of T1 and T2 hydro storages are added according to the total thermal
capacity (about 7%, which is the current situation in Germany).

The average results of the 10–100 plant system are presented for each time horizon
in Table1. Additionally, worst-case gap-values are written in brackets. Columns 3–6
refer to T1 and columns 7–10 to T2. It can be observed that the presented two-
stage heuristic approach delivers the best results for long-term instances, whereas
the solution time stands out and is always substantially lower compared to the MILP.
Using the multi-start scheme with 100 iterations further gap-improvements of 0.1%



672 A. Franz et al.

Table 1 Computational results for T1- and T2-instances (avg. gap (max. gap) [%], avg. tcpu [s])

Time
horizon

#plants MILP (T1) Heuristic (T1) MILP (T2) Heuristic (T2)

gap tcpu gap tcpu gap tcpu gap tcpu

1 week 10–100 0.2 (0.8) 11 0.8 (0.9) 0.1 0.3 (0.6) 31 0.9 (1.0) 0.1

4 weeks 10–100 0.5 (0.9) 177 0.8 (0.9) 0.5 0.6 (1.0) 198 0.6 (0.8) 0.3

12 weeks 10–100 0.7 (0.9) 558 0.9 (1.0) 4.2 0.5 (0.9) 3,406 0.7 (0.9) 2.4

20 weeks 10–100 0.6 (0.9) 1,103 0.9 (1.0) 11.0 7.4 (68.9) 3,586 0.8 (1.0) 5.8

1 year 10–100 6.3 (48.4) 14,245 0.9 (1.0) 72.1 62.8 (99.8) 14,167 0.9 (1.0) 58.9

Performed on an Intel Core i7-2760QM CPU with 2.7GHz and 8GB of RAM; GAMS 24.0 and
CPLEX 12.4 used for MILP solutions (duality gap: 1%, time-limit: 5h)

can be achieved. All in all, our two-stage heuristic approach can be classified as a
fast method for the UCP-HT which solves problems to near-optimality for all tested
instances (according to the worst-case values no solution exceeds the 1% gap).

5 Conclusion

After introducing the UCP-HT problem and its MILP formulation, we proposed a
short introduction to our two-stage heuristic approach to solve it. This method signif-
icantly outperforms theMILP as well as other tested decomposition techniques (e.g.,
Benders Decomposition) for mid-term and long-term planning horizons. In detail,
the solution time is substantially less than 1% of the original CPLEX-solution time
needed to solve the UCP-HT and the solution quality is comparable or even bet-
ter. Therefore, it can be concluded that the presented construction and improvement
heuristic is well suited for solving unit commitment problemswith storages in energy
applications.

In future investigations, we focus on applying the considered heuristic approach
for real-world applications (e.g., a case study of the German electricity market) and
on embedding our work into a hierarchical structure for a more strategic perspective
to support establishment, retrofit or retirement decisions of thermal plants.
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Bilevel Model for Retail Electricity Pricing

Georgia E. Asimakopoulou, Andreas G. Vlachos
and Nikos D. Hatziargyriou

Abstract The advent of smart electricity meters is bound to affect the electricity
distribution sector in more ways than one can imagine. Thus, companies involved in
the retail electricity market will need to adjust to the new conditions, especially with
regard to the electricity pricing,which constitutes an important part of the activities of
a retailer. In thiswork, a bilevelmodel is proposed as a tool for facilitating the retailer’s
task in optimally selecting price levels to be announced to various local resources
composing his portfolio. Application of proper linearizations allows obtaining and
equivalent one-level mixed integer linear programming problem (MILP) which is
solved using CPLEX solver under GAMS. Examination of several scenarios regard-
ing the form of the pricing scheme shows that the number of time zones as well as
the grouping/assignment of each hour of the day to one time zone or another affects
significantly the profitability of the retailer’s business.

1 Introduction

The electricity distribution is currently undergoing significant changes both in its
mode of operation and in its form. New types of loads (shiftable, curtailable), as well
as the existence of distributed generation units pose new challenges, while advances
in the Information and Communication Technologies provide new opportunities for
the network and its users (Operator, retailers, prosumers). Smart meters are seen as
a means for enabling customers having a better control over their electricity bills
and for helping the retailer in the process of data gathering. More importantly, they
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constitute an invaluable ally for facilitating the pricing task of the retailer, reflecting
more efficiently the true cost of electricity.

Price signals made available through in-home displays are expected to affect the
behavior of the distribution network users in a way difficult to predict using existing
tools (e.g. load forecasting). In attempting to participate in the retail market cost-
efficiently, the electricity retailer needs to incorporate such a complex environment
in its operations. The question that arises is: at what level should the retail price be
set and what form the pricing scheme should have in order to induce the consumers
in a behavior optimal both for them and for the retailer? In order to answer this
question we first identify the hierarchical decision-making process underlying the
aforementioned interaction between electricity retailer and consumer. We, then, for-
mulate a bilevel programming problem (BLPP)—the mathematical equivalent of a
Stackelberg game—that enables testing a variety of pricing schemes. The results are
compared in terms of profitability for the retailer and cost for the customer.

An extensive review of relevant applications can be found in [1].

2 Model Description and Mathematical Formulation

Management and integration of local resources to the operation of the retail electric-
ity market are considered to be a responsibility of the retailer. His role as a mediator
between the local resources and the wholesale market encompasses several rele-
vant tasks: keeping the energy balance of his portfolio, selling to/buying from the
wholesale market eventual energy surplus/deficit, determining the price levels to be
announced to the various categories of local resources. The local resources, in turn,
based on the given price signals and individual preferences select the respective
energy volume (to be consumed, produced or curtailed), thus forming the BLPP1,2:

min
ep,t ,RPp,z,CPp,z,

PPp,z,pmp,z

∑

p,z

∑

t∈Tz
w(p)

[

SMPp,tep,t +
∑

pb,s

PPp,zxp,t,spb

+
∑

dc,s

(CPp,zxp,t,sdc − RPQ
p,t
dc ) −

∑

dp

RPp,zxdpQ
p,t
dp −

∑

db,s

RPp,zxp,t,sdb

]

(1)

1The model presented here is based on the one appearing in [2]. However, for ensuring the integrity
of the paper, the equations describing the model are reproduced here in order to emphasize the
individual characteristics that differentiate the current implementation from the previous one.
2Term RPQ

p,t
dc represents the payment made by demand entity dc to the retailer for baseline energy

consumptionQ
p,t
dc charged at the predefined price RP and is constant. Thus, the optimization results

are not affected by this term; it is only given here for completeness and is subsequently ignored.
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Table 1 Nomenclature

Indices and sets

dr ∈ DR Set of distributed resources, where dr includes db ∈ DB for consumers
with load bids, dc ∈ DC for consumers with curtailable loads, pb ∈ PB for
producers with production bids

dp ∈ DP Set of consumers with demand profiles

s ∈ S Set of steps of the submitted bids of the distributed resources

p ∈ P Set of characteristic periods

z ∈ Z Set of dispatch time zones

t ∈ T Set of dispatch intervals

tz ∈ Tz Set of dispatch intervals in time zone z of period p

Parameters

Nz Number of dispatch time zones

w(p) Scenario weight of each characteristic period

Pp,t,s
dr ,Qp,t,s

dr Price-quantity pair at period p, dispatch interval t and block s for the hourly
priced bids submitted by distributed resource dr (in AC/MWh and MWh,
respectively)

Pdp,Q
p,t
dp Price-quantity pair of profile consumer dp at period p and dispatch interval

t (in AC/MWh and MWh, respectively)

Q
p,t
dc Demand volume without curtailment at period p and dispatch interval t of

consumer dc (in MWh)

RP Unit charge for the baseline load of consumers with curtailable loads (in
AC/MWh)

SMPp,t Forecasted wholesale market price (system marginal price) at period p and
dispatch interval t (in AC/MWh)

Variables

RPp,z Retail price for consumers with load bids and demand profiles in time zone
z of period p (in AC/MWh)

CPp,z Curtailment price for consumers with curtailable loads, in time zone z of
period p (in AC/MWh)

PPp,z Production price for producers with production bids, in time zone z of
period p (in AC/MWh)

ep,t Energy from wholesale market at period p and dispatch interval t (in MWh)

xp,t,sdr Cleared quantity of distributed resource dr at period p, dispatch interval t
and block s (in MWh)

xdp Commitment of profile consumer dp

subject to the energy balance constraint (2) (Table1).

ep,t +
∑

pb,s

xp,t,spb +
∑

dc,s

(xp,t,sdc − Q
p,t
dc ) −

∑

dp

xdpQ
p,t
dp −

∑

db,s

xp,t,sdb = 0, ∀p, t (2)

xp,t,sdb = arg

{

min
xp,t,sdb

∑

s

(RPp,z − Pp,t,s
db )xp,t,sdb , s.t. xp,t,sdb ≤ Qp,t,s

db ,∀p, t, s
}

, ∀db (3)



678 G.E. Asimakopoulou et al.

xp,t,spb = arg

{

min
xp,t,spb

∑

s

(Pp,t,s
pb − PPp,z)xp,t,spb , s.t. xp,t,spb ≤ Qp,t,s

pb ,∀p, t, s
}

, ∀pb (4)

xp,t,sdc = arg

{

min
xp,t,sdc

∑

s

(Pp,t,s
dc − CPp,z)xp,t,sdc , s.t. xp,t,sdc ≤ Qp,t,s

dc ,∀p, t, s
}

, ∀dc (5)

xdp = arg

{

xdp ≤ 1 ⊥ τdp ≥ 0, − Pdp +
∑

z RP
z

Nz
+ τdp ≥ 0 ⊥ xdp ≥ 0

}

, ∀dp (6)

Objective function (1) represents the expenses (for the energy procured from the
wholesalemarket, for the energy provided by the local producers and for the curtailed
consumption of the local consumers) minus the revenues (from selling energy to con-
sumers with load bids and load profiles) of the retailer. The lower level entities seek
to maximize the notional benefit (consumer’s or producer’s surplus) described by (3)
for consumers with demand bids, (4) for producers with production bids, and (5) for
consumers with curtailment bids, while consumers with load profiles are described
by the complementarity conditions (6). The BLPP is equivalently transformed into
a MILP problem by appending to the upper level problem the Karush-Kuhn-Tucker
conditions of the lower level problems and applying proper linearizations (Strong
Duality Theorem [3], big-M formulation [4]), and is solved using CPLEX solver
under GAMS.

3 Implementation and Results

The simulation is performed over a time horizon of 24 h (one characteristic period;
scenario weightw(p) equal to 1; 24 hourly dispatch intervals T = {t1, . . . , t24}), with
24 time zones Z = {z1, . . . , z24}. This means that each hour constitutes a different
zone and, thus, the variables representing price levels are free to vary from hour
to hour. Each customer category comprises 20 entities with different price-quantity
bids: consumers with consumption bids (9–73 AC/MWh, 8–40MWh); consumers
with curtailment offers (13.8–78.4 AC/MWh, 0.9–4.9MWh); producers with produc-
tion bids (10–15 AC/MWh, 14.9–59.3MWh); consumers with load profiles (15–42
AC/MWh, 11–40MWh).Wholesalemarket prices are in the range of 7.15–15AC/MWh.
These characteristics of the various distributed resources are available to the retailer
through contractual statements or consumers’/producers’ declarations, thus ensur-
ing that proper consent on behalf of the customer has been given for the use of this
data by the retailer. Furthermore, the retailer is considered to have knowledge of
the external characteristics (i.e. wholesale electricity prices) through observation of
historical data or by means of forecasting tools.

Two different cases, in terms of consumption and curtailment bids, are examined:

Case 1 The price-quantity pairs comprising the bids are identical throughout the
24-h horizon (but are different for each customer).
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Case 2 The bid of each customer is identical throughout the 24-h horizon in terms
of quantity, but the respective prices belong to one of two zones (on-peak,
off-peak).

Case 2, as opposed to Case 1, takes into account the differentiation in customer
preferences between hours of the same day in forming the price-quantity bids. As
more appliances are operating during the hours of higher load levels, thus allowing
greater margins for load management, consumers present a more flexible behavior
and price responsiveness is higher. This rational behavior is reflected in the construc-
tion of the bids in Case 2, while it is completely ignored in Case 1. For each case
mentioned above, and in order to test different forms of pricing on the side of the
retailer, we consider eight scenarios regarding the number of time zones, into which
the 24-h period is divided. These are: 24 zones of 1 h each, 12 zones of 2 h each, 8
zones of 3 h each, 6 zones of 4 h each, 4 zones of 6 h each, 3 zones of 8 h each, 2

Table 2 Price zones per scenario

Hour of
day

SMP 2 zones 3 zones 4 zones 6 zones 8 zones 12 zones 24 zones

1 7.9 2 3 3 5 6 9 18

2 7.6 2 3 4 5 7 10 19

3 7.4 2 3 4 6 7 11 21

4 7.3 2 3 4 6 8 11 22

5 7.2 2 3 4 6 8 12 24

6 7.2 2 3 4 6 8 12 23

7 7.5 2 3 4 5 7 10 20

8 12.9 1 2 2 3 4 5 10

9 14.5 1 1 1 1 2 2 4

10 14.9 1 1 1 1 1 2 3

11 14.3 1 1 1 2 2 3 6

12 13.0 1 2 2 3 3 5 9

13 12.0 1 2 2 3 4 6 11

14 10.6 2 2 3 4 5 7 14

15 10.4 2 3 3 5 6 9 17

16 10.5 2 2 3 4 6 8 16

17 10.5 2 2 3 4 5 8 15

18 13.2 1 1 2 2 3 4 8

19 13.3 1 1 2 2 3 4 7

20 15.0 1 1 1 1 1 1 1

21 15.0 1 1 1 1 1 1 2

22 14.4 1 1 1 2 2 3 5

23 11.9 1 2 2 3 4 6 12

24 10.7 2 2 3 4 5 7 13
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Table 3 Optimization results per scenario for Case 1 and Case 2

Zones per
day

Retailer’s revenues Aggregated notional benefit

db ∈ DB dc ∈ DC

Case 1 Case 2 Case 1 Case 2 Case 1 Case 2

24 75,449 121,413 1,415 2,396 236 343

12 75,222 117,611 1,415 2,534 250 332

8 75,020 115,092 1,354 2,290 226 329

6 74,318 113,167 1,346 2,050 226 362

4 73,771 114,799 1,362 2,196 235 325

3 71,616 110,319 1,150 2,232 181 309

2 69,946 104,501 2,064 2,413 201 307

1 61,199 100,348 2,036 2,037 142 401

zones of 12 h each, 1 zone of 24 h. In the current implementation this grouping of
the hours of the day to the various zones is predefined. In particular, it is performed
by grouping together the hours with similar wholesale market prices as presented in
Table2. In Table3 the results of the optimization for the retailer, for consumers with
demand bids and for consumers with curtailment bids are presented. Evidently the
retailer’s revenues deteriorate as the number of zones decreases. This is attributed to
the fact that with greater number of zones, the retailer has more degrees of freedom
in determining price levels that in line with the variations in the wholesale electricity
market. Concerning consumers with consumption and curtailment bids, regardless
of the number of zones, the notional benefit is higher in Case 2 than in Case 1. This
result indicates that it is favourable for these types of consumers to define their bids
by incorporating the on-peak/off-peak characteristics of their behavior.

4 Conclusions and Further Research

The definition of time zones for pricing the energy produced, consumed, or curtailed
locally by entities managed and represented in the market transactions by a retailer is
a task that affects the profitability of the retailer. On the other hand the definition of the
entities’ bids affect the perceivable benefit of the local entities. The model presented
in this paper could prove useful for a retailer deciding upon the form of the pricing
scheme to offer to the local resources, taking into account not only external factors
such as the wholesale market prices but also the customer side and its characteristics.

Future research could focus on testing various types of pricing schemes that differ
not only in terms of number of zones, but could also include different types of charges,
e.g. regarding peak consumption. On the customer side, investigating different forms
of bids could also assist both the retailer in promoting and the customer in accepting
a new type of interaction facilitated by the infrastructure inherent in the smart grid.
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Risk Analysis of Energy Performance
Contracting Projects in Russia: An Analytic
Hierarchy Process Approach

Maria Garbuzova-Schlifter and Reinhard Madlener

Abstract The market for Energy Performance Contracting (EPC) in Russia is just
emerging, but progress has so far been slow despite of promising forecasts. The suc-
cessful realization of EPCprojects requires a sound understanding of themain project
risks. It highly depends on effective risk analysis and management, which should be
essential parts of daily business activities of Energy Service Companies (ESCOs)
and Energy Service Providing Companies (ESPCs) engaged in EPC projects in Rus-
sia. This study provides a first risk analysis framework for EPC projects executed
in the industrial sector in Russia. General risks associated with EPC projects iden-
tified from the international literature were validated by Russian EPC practitioners
in expert interviews. An Analytic Hierarchy Process approach was used to rank the
identified risk factors and causes of risk in terms of their contribution to the riskiness
of EPC projects. The datawere obtained from aweb-based survey among the Russian
ESCOs and ESPCs. A widely usable risk management framework is proposed that
is potentially very useful for EPC practitioners and can support the development of
proactive risk analysis in EPC projects required both by third-party capital lenders
and the further development of EPCmarket regulation.We also identify causes of risk
related to the financial and regulatory aspects contributing the most to the riskiness
of industrial sector EPC projects in Russia.

1 Introduction

Energy Performance Contracting (EPC) projects are considered to be one of the key
vehicles for the aspired energy- and carbon-efficient modernization of the Russian
economy.Worldwide, most EPC projects are executed by Energy Service Companies
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(ESCOs). In Russia, by contrast, other types of energy service providing companies
(ESPCs) may also accomplish EPC projects1 [2]. The Russian market for energy
services is just forming and in spite of promising forecasts, the progress of EPC
projects has so far been rather slow. Most EPC projects are ranked as a “risky”
investment, and ESCOs suffer from the limited access to funds at reasonable rates.

EPC projects are complex, their realization bears technical and performance risks
for ESCOs, as their project investments are refinanced through a guaranteed amount
of energy savings that results from the implemented energy conservation measures at
the client’s site. Moreover, ESCOs may also assume investment and financial risks.
In order to guarantee the anticipated energy savings, ESCOs are obliged to know
the main EPC project risks and, if certain risks cannot be eliminated, to manage and
mitigate these [4].

Practical experience shows, however, that EPC projects often underperform, as
most energy performance contractors use a “rule of thumb” to analyze project
risks [5]. Some international researchers are providing the first attempts to iden-
tify and structure some of the risks that ESCOs face while executing EPC projects
(e.g. [4, 9]). However, it remains unclear as to which risks Russian ESCOs and
ESPCs face while executing EPC projects.

The objective of this study is to identify, classify and quantify (i.e. rank) the main
risk factors and causes of risk in terms of their contribution to the riskiness of EPC
projects that ESCOs and ESPCs face in the Russian industrial sector. In doing so,
we conduct a qualitative risk analysis (risk identification and assessment). Such risk
analysis is one of the most important phases of the project risk management process
[1].2 For this purpose, the Analytic Hierarchy Process (AHP) methodology [12], a
non-statistical methodology, is applied.

The remainder of this paper is structured as follows. Section2 provides a review on
the data acquisition procedure (risk identification and the web-based questionnaire
survey) and the AHP methodology. The latter is applied to rank the identified risks
associated with EPC projects executed in the Russian industrial sector. Section3
discusses the main results of the survey conducted among the Russian ESCOs and
ESPCs by introducing a ranked order of the identified risk factors and causes of risk
in terms of their contribution to the riskiness of EPC projects. Section4 concludes.
More details on this study can be found in [3].

1When considering risks associated with EPC projects in Russia, we refer only to ESCOs, implying
ESCOs and ESPCs, unless we explicitly differentiate between those types of company.
2Risk factors are triggered by causes of risk, affect timely achievement for the guaranteed amount
of energy savings and impede the refinancing of an EPC project on time and in full. A cause of risk
is defined as events or sets of circumstances “ […] which exist in the project or its environment,
and which give rise to uncertainty” [6].
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2 Data and Methodology

The main general risks that ESCOs may face while executing EPC projects are
extracted from the relevant academic and business/governmental literature
(e.g. [4, 10]). These general risks were then validated for the Russian market by EPC
practitioners in the six semi-structured interviews that were conducted in Moscow
in May 2013. The six interviewees were selected in view of their direct experience
and expertise in realization of EPC projects in Russia; all of them are in upper
management positions (deputy general directors, executive and general directors).
They represented four ESCOs, one non-commercial self-regulatory organization (NP
SRO), and one scientific center with a focus on energy efficiency technologies. The
identified specific risks that Russian ESCOs and ESPCs may face were classified
into risk factors and causes of risk.

To rank these risk factors in terms of their contribution to the riskiness of an EPC
project and the causes of risk in terms of their contribution to the related parent
risk factor, a web-based questionnaire survey based on the AHP methodology was
compiled and disseminated among 162 ESCOs and ESPCs operating in Russia in
2014. The target companies, which are presumed to execute EPC projects in Russia,
were identified by screening the companies’ web pages as well as by scientific and
business conference proceedings and interviews (using key words related to EPC
projects and their implementation processes). The participants were able to select
one of the three suggested sectors (industrial; housing and communal services; or
public), where they presume that they have the most expertise and experience to
assess risks arising in EPC projects.

The application of the AHP method in our study can be divided into four major
phases. In phase 1, the identified risk factors and causes of risk were structured
into a risk hierarchy. In phase 2, the expert’s subjective judgements on the relative
importance of the identified risk factors and causes of risk were elicited by means of
pairwise comparisons in line with the questionnaire-based surveys. In phase 3, the
resulting priories (relative weights of the assessed risk factors and causes of risk)
were composed into comparison matrices and the weights of the normalized priority
vector were then derived based on the eigenvalue method (Eq. (1)):

W = lim
k→∞

Ak · e
eT · Ak · e , (1)

where W = (w1, . . . ,wn) is a priority vector, A defines a comparison matrix, k is
a sufficiently large power of A, and e is a unit vector. In phase 4, the subjective
judgments were controlled for consistency. In the case that they do not satisfy a
previously defined consistency level, there are three possibilities to overcome this
issue: inconsistent judgments should be (1) reviewed by survey participants, (2)
mathematically corrected by analysts, or, if neither is possible, (3) excluded from
further calculations. The first method could not be applied in this study because the
questionnaire survey was conducted in anonymized form. The application of the
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third method would denote the loss of a substantial part of information gained in the
survey. To improve the consistency of the AHP results, two mathematical methods
were adopted: (1) the Maximum Deviation Approach (MDA) proposed by [12, 13]
and (2) the Induced Bias Matrix Model (IBBM), recently developed by [8]. These
two methods are executed in parallel. For each matrix order, each adjusted result
was compared with the original one to determine which of the two methods causes
the least changes to the original results and, therefore, preserves as much original
information as possible until the AHP consistency condition has been satisfied.

3 Results

For the Russian industrial sector, 12 participants performed 48 pairwise compar-
isons while assessing the contribution of each risk factor to the riskiness of an EPC
project and of each cause of risk to the corresponding parent risk factor. Most of
these companies are located in the central part of Russia. Among 12 respondents,
ESCOs constitute 41.7% of the respondents. The remainder encompasses: 16.7% of
equipment suppliers; energy audit companies, non-commercial self-regulatory orga-
nizations (NP SRO), energy service providers represented 8.3% each, and 16.7%
of the respondents selected an option “others” (an energy retail company and a
study center for energy audits). These remaining companies are classified as ESPCs.
72.7% of these companies organize their business regionally and 27.3% nationally.
The number of employees working for these companies ranges from 4 to 700 (full-
time equivalents). 58.3% of these companies employ neither a risk analyst, a risk
manager, or a risk consultant to perform risk analysis in EPC projects. 25% of the
respondents state that their companies apply a formal, systematic approach for risk
assessment.

For the AHP calculations, 108 pairwise comparison matrices were generated. The
AHP results were then checked for inconsistencies and consistency improvements
occurred eitherwith theMDAor the IBBMmethod.Our results showed that theMDA
method requires fewer changes of the elements in the upper triangle in the inconsistent
matrices of a larger order until the CR condition (CR ≤ 0.1) has been fulfilled.
In contrast, IBBM emerges as being more effective for the inconsistent matrices
of a smaller order. Therefore, we applied the MDA method for the consistency
improvements of 8 × 8 matrices and the IBBM for 3 × 3 and 4 × 4 matrices.

The analysis of the pairwise comparisons of risk factors and causes of risk asso-
ciated with EPC projects at the aggregated level results in scores of their relative
importance. The calculated local and global priorities of risk factors and causes of
risk (expressed in terms of adjusted and normalized geometric means) as well as the
rank order of 22 causes of risk are presented in Table1. In this context, the higher the
value of the global normalized and adjusted priority of a cause of risk, the greater
its contribution to the corresponding risk factor and, hence, to the EPC project’s
riskiness.
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The high interest rates for bank or third-party lending is ranked highest (0.085)
among the potential causes of risk. This result is not surprising, since for most banks
and other lenders, EPC is still a relatively new concept in Russia. Most lenders
lack the technical expertise to evaluate and verify the return on investment of an
EPC project that equals to the actual amount of energy savings achieved. In this
context, the interest rates set for EPC projects can reach 15–20% in Russia. The lack
of tax exemptions for EPC or an ESCO was ranked second highest (0.074), as the
existent tax exemptions do not provide a systematic tax framework for the ECMs and
are related rather to the clients of ESCOs than to ESCOs themselves. The delayed
energy saving payments from a client was ranked third highest (0.072) among the
potential causes of risk as some clients complete the payments for other obligations
before ESCOs get paid.

The participants considered the energy supply disruptions to contribute least to
the riskiness of an EPC project (0.021). This result is surprising as around 40% of
the Russian population is affected by frequent electricity supply disruptions [11].
Also unexpected is the result that the lack of reliable data for baseline estimation
of energy consumption of a client is the second lowest ranked cause of risk. The
supposition that a lack of energy consumption accounting practices and installed
metering systems in Russia would increase the relative significance of this cause of
risk is not supported by this result.

4 Conclusion

This paper presents the main results of a first systematic analysis of risks associated
with EPC projects faced by ESCOs and ESPCs in Russia. These results support the
conclusion that EPC projects require systematic and effective analysis and manage-
ment of project risks (PRM), which should be integrated into daily business activities
of ESCOs and ESPCs in Russia. Furthermore, it presents a ranking of the main risk
factors and causes of risk associated with EPC projects by taking into account the
complexity and interdisciplinarity of their execution in the Russian industrial sector.
The risk factors and causes of risk related to financial issues contribute most to the
riskiness of EPC projects. In addition, issues related to political and regulatory risks
were also ranked highly, confirming that the actual regulatory framework for the EPC
projects exhibits numerous loopholes. Although the identified risks are assumed to
cover most of the general risks associated with such projects, the produced list is not
exhaustive. Our study provides some new insights into the methodological aspects
of the consistency improvements of the AHP results by means of the MDA and the
IBBM methods. As neither method controls for a number of elements in an incon-
sistent matrix to be adjusted, we assumed that only 50% of the elements of the upper
triangle needed to be changed to retain as many as possible of the original preference
judgments (information) provided by the survey participants.
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Risk-Adapted Capacity Determination
of Flexibility Investments for Distributed
Energy Resource Systems

Katrin Schulz

Abstract Distributed energy resource (DER) systems, composed of different small
to medium-sized renewable and conventional energy generators, allow to balance
the volatile supply from renewable energies. Considering a DER system with power
and district heat, small combined heat and power (CHP) plants and their flexible
operation play a central role. Flexibility investments such as heat storage devices
provide further flexibility for the DER system. In this contribution, the profitability
of an investment in a heat storage device and its optimal capacity are examined.
An innovative decision support approach for capacity determination of such flexibil-
ity investments is applied considering the investment’s benefit throughout its entire
lifetime. System dependency as well as the decision maker’s risk attitude are taken
into account. The developed two-stage stochastic programming model simultane-
ously optimizes the operation of the DER system and the investment’s capacity. In
a simulation study, the calculated capacities are evaluated. An exemplary case study
illustrates the advantages of the proposed approach.

1 Introduction

As a result of today’s energy and environmental challenges, DER systems have
attracted much attention in recent years. A DER system is composed of different
small to medium-sized energy generators sited near customers [3]. Here, a DER
system with power and district heat is considered for which different technologies
can be applied: conventional CHP plants, renewable energies like solar photovoltaic
(PV) and wind generators. Moreover, a DER system can comprise responsive loads
and energy storages such as a heat storage device [1]. Compared to centralized
generation, DER systems offer considerable advantages. Due to the position of the
generation units, transmission and distribution losses are reduced and the voltage
profile is improved. Efficient conventional technologies (e.g., CHP) and renewable
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energy resources decrease primary energy consumption. The integration of renew-
able energies requires a flexible operation of the whole DER system because flexible
conventional generation is needed in times of low power feed-in from renewable
resources. Such balancing power is also needed outside the system so that excess
energy can be sold to the market. The higher the system’s flexibility, the more rev-
enues can be gained from trading. Additional flexibility for the DER system can be
provided using heat storage to decouple heat generation from demand [5]. According
to the findings of Katulić et al., energy companies prefer the heat storage capacity
that provides maximum flexibility [2]. With regard to an investment decision, the
optimal storage capacity has to be determined considering an adequate amortization
of the resulting investment expenditures. The profitability of a certain capacity is
derived from the optimal operation of the storage device within the DER system.
Thus, the optimal capacity and the optimal operation have to be determined simul-
taneously. Here, an innovative decision support approach for capacity determination
[6] is suggested for flexibility investments in DER systems.

2 Integrated Approach for Flexibility Investments
in DER Systems

The investment decision and especially the capacity determination constitutes a chal-
lenge. On the one hand, the flexibility investment and the DER system are interde-
pendent. This means that the chosen capacity results in a certain profitability which,
in turn, has to ensure the amortization of the corresponding investment expenditures.
On the other hand, the future development of the DER system influences the possible
operation of the flexibility investment. Thus, the planning horizon for the investment
decision is determined as the time period that has continuity with the DER system.
This continuity is defined as minimum of the economic lifetime of other system
components or by contractual obligations. The storage device may have a remain-
ing lifetime beyond this planning horizon. However, the investment’s benefit in its
remaining lifetime is typically not considered for the investment decision. Since a
higher capacity is accompanied by an increasing profitability ceteris paribus, the
determination of the optimal capacity only for the planning horizon may lead to an
underestimation of needed capacity in the remaining lifetime.

In this complex investment decision, a two-stage approach for capacity determi-
nation of flexibility investments is applied [6]. First, the optimal capacity for the
planning horizon is determined which results from the optimal operation of the stor-
age within the system. To consider the system’s uncertain supply situation, different
patterns of power prices and heat and power demand are taken into account as uncer-
tain parameters. Therefore, a mixed integer linear programming model depicting the
complex supply situation of a DER system [3] is converted into a two-stage stochas-
tic optimization model to determine the optimal heat storage capacity for different
scenarios. The heat storage’s capacity and its operation within the DER system are



Risk-Adapted Capacity Determination of Flexibility Investments … 693

optimized simultaneously considering the amortization of the resulting investment
expenditures. It is considered reasonable not to equate the amortization period com-
pletelywith the planning horizon.With regard to the storage’s benefit in its remaining
lifetime, part of the payback can result from the remaining lifetime.

In a second step, the possible operation of the heat storage device in its remaining
lifetime is examined. For this purpose, frequent modes of operation are analyzed
and the needed storage capacity is calculated. Based on this calculation, the decision
maker may adapt the capacity determined in the first step. To which extent this is
done depends on the decision maker’s risk attitude as explained in detail below.

3 Risk-Adapted Approach for Capacity and Cost
Determination

The operator of aDER system seeks to ensure the continued supply of heat and power
at minimum overall net acquisition costs. For each scenarios s ∈ S, net acquisition
costs zs are defined according to [4] as

zs = generation costss + power purchase costss − power sales revenuess. (1)

Since the storage influences the optimal operationof theDERsystemand the resulting
trading opportunities, net acquisition costs differ in a supply situation with zs and
without z∗s storage. This difference is named added value and reflects the storage’s
profitability. For a certain scenario s, the scenario-specific added-value avs of the
storage capacity is determined according to (2).

avs = z∗s − zs ∀s ∈ S (2)

avs ≥ aic ∀s ∈ S (3)

The investment expenditures themselves depend on the chosen optimal heat stor-
age capacity which, in turn, influences the added value. Thus, the investment expen-
ditures and the adapted amortization costs aic are calculated in the optimization
model for the same time horizon (using a corresponding adequate effective annual
percentage rate). The added value avs must exceed or at least equal aic in all sce-
narios (3) to ensure the amortization of the investment within the planning horizon.
With regard to the investment’s benefit in its remaining lifetime, it is reasonable for
a decision maker to chose a slightly higher capacity. Therefore, the chosen approach
for the two-stage stochastic optimization model to represent the decision maker’s
risk attitude is also used to adjust the strict formulation in constraint (3).

A risk-neutral decision maker tends to decide based on expected values ev and
strives to minimize expected net acquisition costs (4). Accordingly, the expected
added value has to be always greater than or equal to the amortized investment costs
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aic (5). Using the expected value criterion, the probability of occurrence for each
scenario has to be known and influences the optimal storage capacity.

min
∑

s∈S
ps · zevs (4)

s. t.
∑

s∈S
ps · avevs ≥ aic (5)

Energy companies seek to determine a heat storage capacity with a high added
value independent of the scenario that will occur. Therefore, a solution is sought that
is robust with regard to the result of the optimization model. This is modeled by
the minimax regret criterion which evaluates a solution according to the maximum
absolute or relative regret and is especially preferred by risk-averse decision makers.
The absolute regret ar for all scenarios is defined as the difference of the scenario-
specificnet acquisition costs zars and the net acquisition costswith the scenario optimal
storage capacity zhsc

∗
s . Thus, for each scenario the optimal heat storage capacity hsc∗

s
and the resulting net acquisition costs zhsc

∗
s are calculated.

Regarding the amortization of the investment expenditures, the idea of the absolute
regret is picked up. The scenarios-specific added value is determined as difference of
the net acquisition costs without heat storage z∗s and the net acquisition costs in the
absolute regret approach zars (8). An absolute regret is determined as maximum dif-
ference between the scenario-specific added value avs and the amortized investment
costs aic over all scenarios. As this absolute regret aric is also to be minimized, it
is included in the objective function using a parameter α ∈ [0, 1] to weight the two
objectives. The adapted part of the optimization model is:

min α · ar + (1 − α) · aric (6)

s. t. ar ≥ zars − zhsc
∗

s ∀s ∈ S (7)

avs = z∗s − zars ∀s ∈ S (8)

aric ≥ aic − avs ∀s ∈ S (9)

Analogously, instead of an absolute regret, a relative regret can be applied to deter-
mine an optimal investment capacity. This has the advantage that more importance
is given to losing net acquisition costs in unfavorable scenarios.

4 Case Study

In this section, the presented two-stage stochastic optimization model is applied
exemplarily to a DER system The three different solution approaches, i. e. expected
value and absolute and relative regret (for the latter two with α = 0.8) are calculated
to consider different risk attitudes. For each approach, the resulting optimal heat



Risk-Adapted Capacity Determination of Flexibility Investments … 695

Fig. 1 Net acquisition costs and adapted amortized investment expenditures aic considering the
optimal heat storage capacity for different solution approaches

storage capacities and amortized investment costs are determined.Different scenarios
depicting the uncertain supply situation are considered with equal probability of
occurrence. Figure1 shows the results for each approach for two exemplary scenarios.
The net acquisition costs are depicted as grey bars and the amortized investment costs
aic are illustrated as the hatched area above the net acquisition costs.

With regard to the investment decision in a heat storage device, net acquisition
costs plus amortized investment costs shall be less than the net acquisition costs in a
supply situation without storage. This is the case for scenario 1: the net acquisition
costs with storage plus aic are below the net acquisition costs without storage (black
bar), independent of the risk-approach taken. Thus, the amortization of the investment
expenditures within the planning horizon is ensured for the considered scenario. In
contrast, the investment’s expenditures for the storage capacity determined with the
expected value approach are not amortized in scenario 2. The reason is the equal
weighting of all scenarios considered. The net acquisition costs in scenario 1 are
considerably lower with this storage capacity.

The heat storage capacity derived from the expected value approach is approx-
imately 15% higher than the optimal capacity with a strict amortization schedule.
This higher capacity is seen as an investment proposal for a risk-neutral decision
maker. Whether this proposal is accepted depends on the estimated added value of
such a higher capacity in its remaining lifetime. Therefore, the calculated capacity
is evaluated regarding the future development of the DER system. It is analyzed for
different modes of operation for the heat storage in the uncertain future. A distinction
is made between long-term uncertainty due to fundamental trends and the resulting
short-term consequences for the DER system like an increasing volatility of power
prices.With respect to the investment decision considered here, it has to be examined
which short-term uncertainty prevails regarding the heat demand and which modes
of operation result.

One possible future scenario is the occurrence of high power prices for several
hours. During this period heat demand should be fulfilled using heat from the storage.
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Thus, a simulation study is conducted to analyze whether the proposed capacities are
adequate to provide heat from the storage for 4 to 8 h in winter for the whole DER
system. In the expected value approach, the heat storage capacity calculated with
the strict amortization schedule and the adapted capacity bridge this period with a
probability of 42.6 and 64.8%, respectively. This analysis shows that the increased
capacity has a clearly higher benefit in the investment’s remaining lifetime. Taking
into account this future benefit, the decision maker has to determine the final heat
storage capacity. Similar analyses have to be conducted for other frequent modes
of operation to examine the benefit of the proposed capacities for the DER system
throughout the investment’s entire lifetime.

5 Conclusion

In this contribution, an innovative approach for capacity determination has been
applied to heat storage investments in DER systems. A widely recognized mixed-
integer linear programming model depicting the complex supply situation of a DER
system has been expanded for the investment decision. The developed two-stage
stochastic optimization model has been solved with an expected value as well as an
absolute and relative regret approach. Special emphasis is given to the consequences
of a risk-adapted amortization schedule. With regard to the investment’s benefit in
its remaining lifetime, the amortization period is not strictly limited to the planning
horizon but varies according to the decision maker’s risk attitude.

Results show that the storage’s mode of operation varies between the scenar-
ios resulting in different scenario optimal capacities. In the two-stage optimization
model, the optimal capacity for all scenarios depends on the decision maker’s risk
attitude. Due to the interdependencies between the interest rate and the length of the
planning horizon, findings depend on the assumptions made. A profound analysis
and quantification of these resulting effects is the focus of further work.

The evaluation of the optimal capacity derived from the expected value approach
exemplarily shows that adapted investment capacities can be justified by the invest-
ment’s expected benefit in the remaining lifetime. It is evident that the uncertain future
development is crucial for investment decisions. Thus, future research will focus on
the question of how consequences of fundamentally uncertain developments in the
energy sector can be incorporated into strategic investment decisions.
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Decision Support System for Intermodal
Freight Transportation Planning: An
Integrated View on Transport Emissions,
Cost and Time Sensitivity

Andreas Rudi, Magnus Froehling, Konrad Zimmer
and Frank Schultmann

Abstract The evaluation and selection of intermodal routes with regard to the key
objectives, i.e., transit time, transport emissions and cost, is the main challenge in the
design of intermodal networks. The aim of this paper is to present a decision support
system for intermodal freight transportation planning, which offers methodological
contributions to the research on transport mode, route and carrier selection as well as
results for industrial practitioners for the assessment of emission abatement poten-
tials. Core of this approach is a capacitated multi-commodity network flow model
considering three minimization objectives, i.e. costs, time and CO2-equivalents. In
this contribution a tri-objective mixed-integer linear model formulation minimizes
the number of transported and transshipped full truck loads taking into account tied
in-transit capital and the distance travelled. The decision support system is validated
in an exemplary case study application analyzing the sensitivity of objectives on
optimal route and carrier choice. By applying the augmented ε-constraint method, a
Pareto-efficient frontier is determined to investigate the tradeoff between economic
and ecological objectives in intermodal freight transportation planning.

1 Introduction

With the growing demand for freight transportation, the amount of released air emis-
sions from transport increases [6]. To mitigate climate relevant air emissions from
freight transportation, policy-makers stimulate the application of intermodal freight
transport chains [9]. The common flexible but environmentally less favorable road
transport by truck can be combined with the more environmentally friendly trans-
portation by rail and sea [4]. The evaluation and selection of intermodal routes con-
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sidering the often conflicting key objectives, i.e., greenhouse gas (GHG) emission,
transportation cost and time, is crucial in the design of intermodal networks [2].
Therefore, the aim of this paper is to provide support for decision makers in industry
concerning route and carrier choice in transport service design and the assessment of
emission abatement potentials with respect to economic and ecological objectives.

2 Tri-Objective Model Formulation

The following generic tri-objective model formulation is based on the capacitated
multi-commodity network flow model (CMCNF) formulated by Rudi et al. [8]. The
authors frame a single objective mixed-integer linear problem considering multiple
criteria, i.e., CO2-equivalents, cost and time, as well as in-transit holding costs. By
introducing criteria weightings and applying the weighted sum scalarization method,
a linear scale transformation of the criteria is enabled.As a result, themodel optimizes
for a single solution with certain properties according to the decision maker’s criteria
preferences.Despite the fact that theweighted sumscalarizationmethod is commonly
used inmulti-criteria decisionmaking [3], the detection of thePareto-efficient frontier
is challenging due to the increased number of model runs to determine possible
solution alternatives [7]. To provide support in the planning of intermodal freight
transportation networks, the identification of Pareto-efficient solutions (Pareto set)
is valuable. Therefore, a single objective CMCNF model is transformed into a tri-
objective model formulation and sketched in the following. The three objectives are
represented by linear utility functions and each one minimizing the transport costs
in monetary units (MU), emissions in tCO2e or times in hours of transported and
transshipped full truckloads (FTL).

The network is described by the physical movement of a product p ∈ P with
the intermodal carrier s ∈ S on a link, which is in accordance to the node-to-node
demand defined as a doublet (i, j) with i, j ∈ V between origins Va ⊂ V \(Vh ∧ Vb)

and destinations Vb ⊂ V \(Vh ∧ Va), through intermediate stages (h, i), (i, j) ∈ E.
The transport flow at capacitated intermediate nodes Vh ⊂ V \(Va ∧ Vb) is repre-
sented by either terminal nodes Vt ⊂ Vh\Vd and the corresponding dummy nodes
Vd ⊂ Vh\Vt , or carrier transshipment nodes. Those transshipment nodes are defined
as terminal nodes for carrier transshipments VtTS ⊂ Vt and their corresponding carrier
transshipment dummy nodes VdTS ⊂ Vd , or transfer nodes Vh\(Vt ∧ Vd). Two deci-
sion variables are defined representing the number of FTLs transported (xTRpsij ∈ N)

or transshipped (xTSpsij ∈ N) carrying one product p with carrier s between two loca-

tions i and j. The specific assessment factors for the transport ( f TR
k

psij ), transshipment

( f TS
k

s ) and in-transit ( f INV
p ) process are defined individually to evaluate the objectives

k ∈ {Cost,CO2e,Time}.
Objective Functions

The first objective function (1) minimizes the transport, transshipment and in-transit
holding costs in accordance to the cost assessment factors for the transport and
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transshipment as well as the in-transit process. Whereas the first term of the objec-
tive function expresses the transport and transshipment costs, the second term inte-
grates the time dimension to calculate the in-transit holding cost while the prod-
uct is processed taking into account the distance (dij) and the carrier payload (ls).
The second objective function (2) minimizes the emissions and the third objective
function (3) the times in accordance to the emission/time assessment factors. The
objective functions (1)–(3) summarize the challenge of finding the optimal route
through the intermodal network design by minimizing the number of transported
and transshipped FTLs in accordance to minimal costs, emissions and times.

MinCostx

∑

p∈P

∑

s∈S

∑

(i,j)∈E

[
xTRpsij · f TR

Cost

psij + xTSpsij · f TS
Cost

s

+
(
xTRpsij · f TR

Time

psij + xTSpsij · f TS
Time

s

)
· f

INV
p

ls

]
· dij (1)

MinCO2e
x

∑

p∈P

∑

s∈S

∑

(i,j)∈E

[
xTRpsij · f TR

CO2e

psij + xTSpsij · f TS
CO2e

s

]
· dij (2)

MinTimex

∑

p∈P

∑

s∈S

∑

(i,j)∈E

[
xTRpsij · f TR

Time

psij + xTSpsij · f TS
Time

s

]
· dij
ls

(3)

Constraints

The model is described by the distribution of complete transport units (FTL) carry-
ing one category of product, starting from origins, crossing several transfer and/or
terminal nodes and ending at destinations. The origins provide a certain amount
of product supply (Api) (4), whereas, destinations demand the equivalent (Bpj) (5).
The mass conservation constraint (6) models the FTL transports between terminals
and dummy terminals for terminal process evaluation. The transshipment flow con-
straint (7) allows the transshipment of transports on different carriers and ensures that
transshipped input and output are in balance as well. The transfer flow constraint (8)
guarantees the equilibrium between the input and the output of FTLs at each transfer
point per product-carrier combination. The carrier replacement constraint (9) enables
the transshipment of FTLs at predefined terminals onto new carriers. Thereby, xTRpshi is

the entering, xTRpsij the leaving and x
TS
psij the transshipped number of FTLs onto the new

carrier. In contrast, variable vTSpshi refers to the replaced carrier. To ensure the accurate
replacement of the former carrier by the new one, the carrier’s capacities have to cor-
respond with the payload flow constraint (10). This constraint becomes valid when
the truckload is transshipped during transport and ensures that the truckload is per-
mitted to be transshipped by the new carrier. The consideration of terminal capacities
(Uij) of processed FTLs per planning period is important for the realistic implementa-
tion of themodel (11). Thus, since commodity networks share terminals, the terminal
capacity is the critical parameter that transformsmultiple single-commodity network
flow problems into one capacitated multi-commodity network flow problem.
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∑

s∈S

∑

(i,j)∈E

[
xTRpsij · ls − xTRpsij · ls

]
≤ Api ∀p ∈ P; i ∈ Va; j ∈ V (4)

∑

s∈S

∑

(i,j)∈E

[
xTRpsij · ls − xTRpsij · ls

]
≥ Bpj ∀p ∈ P; i ∈ V ; j ∈ Vb (5)

∑

(h,i)∈E
xTRpshi = xTRpsij ∀p ∈ P; s ∈ S; h ∈ V ; i ∈ Vt; j ∈ Vd (6)

∑

s∈S

∑

(h,i)∈E
xTRpshi =

∑

s∈S

∑

(i,j)∈E
xTRpsij ∀p ∈ P; h ∈ VtTS ; i ∈ VdTS ; j ∈ V (7)

∑

(i,j)∈E
xTRpsij =

∑

(i,j)∈E
xTRpsji ∀p ∈ P; s ∈ S; i ∈ V ; j ∈ Vh\VdTS (8)

xTRpshi −
∑

(i,j)∈E
xTRpsij = vTSpshi − xTSpsij ∀p ∈ P; s ∈ S; h ∈ VtTS ; i ∈ VdTS ; j ∈ V (9)

∑

s∈S
xTSpshi · ls =

∑

s∈S
xTSpsij · ls ∀p ∈ P; h ∈ VtTS ; i ∈ VdTS ; j ∈ V (10)

∑

p∈P

∑

s∈S
xTRpsij ≤ Uij ∀i ∈ Vt; j ∈ Vd (11)

Augmented ε-constraint

In order to determine the Pareto-efficient frontier of the tri-objective intermodal
freight transportation model, the augmented ε-constraint method, according to
Mavrotas [7], is applied. Therefore, the set of Pareto optimal solutions is detected
by using lexicographic optimization to generate the payoff table. The augmented
ε-constraint method formulation with three minimization objectives f1(x), f2(x) and
f3(x) is as follows (12) and (13). x represents the vector of decision variables, S
the solution space, s2 and s3 the slack variables, r2 and r3 the according objective
function ranges, eps a sufficiently small number as well as e2 and e3 the variation
parameters:

Min f1(x) + eps ·
(
s2
r2

+ s3
r3

)

(12)

s.t. f2(x) − s2 = e2; f3(x) − s3 = e3; ∀s2, s3, r2, r3 ∈ R
+ (13)

3 Model Application

For the review of the detailed input data in the following example (e.g., carrier,
GHG emission calculations and cost and time figures) the reader is referred to the
publications by Froehling et al. [5] and Rudi et al. [8]. The application of the tri-
objective model uses the case study presented by Froehling et al. [5], which describes
a transport network structure of a multinational supplier for the automotive industry.
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The 25,473-km long transport network is characterized by 57 nodes linked with
90 edges encompassingGreat Britain, theNetherlands, Belgium and France, defining
two product-dependent transport lanes. Each product transport lane starts at one
origin (Dundee; Ballymena), a production facility, and ends at the same destination
(Rouvignies), a warehouse. 27 terminals act as transshipment points enabling the
modal shift and forming an overlapping multi-stage network. The distance between
the terminal and the dummy node is set to 10km to assess the transshipment process.
The planning period is one year for the distribution of supply (A11 = 41, 521 t and
A22 = 35, 871 t) to satisfy the according demand (B11, B21) restricted by a terminal
processing capacity (Uij = 2, 500 FTL). In summary, the network design involves,
starting from the origins, the in-haulage to the transshipment points by road, the
subsequent main run by road, rail and/or sea transport, and the out-haulage to the
final destination via truck. Within the spanning network twelve carriers compete
with each other in terms of costs, times and GHG emissions. To deliver decision
support regarding route and carrier selection under predefined requirements is the
key objective of this example application.

4 Results and Conclusion

Whereas Rudi et al. [8] focus on the tradeoff sensitivity of transport cost, emissions
and time by applying the weighted-sum method and analyzing different weighting
scenarios, the present approach finds the Pareto-efficient frontier using the aug-
mented ε-constraint method. This contribution is based on scenario 4 of the afore-
mentioned publication. The applied CPLEX solver computes the Pareto-efficient
frontier with 13,154 non-zero elements and 1,650 integer variables in a B&C tree
with 350,265 nodes in 581,859 iterations and 12s. The calculations are carried out
using a 2.6GHz i5 CPUwith 8GBRAMmemory. The Pareto-efficient frontier of the
tri-objective intermodal freight transportation model is shown in Fig. 1. The figure
evidently shows a tradeoff between the cost and CO2e objectives for a time objec-
tive range from approx. 130–155h of average transportation time summing up both
transport lanes. Furthermore, the correlation between cost and emission appears to
be linear with a significant negative correlations coefficient of−0.95 shaping a direct
dependency of emissions as a function of costs in Mio. MU. Hence, a one-one rela-
tionship between transport cost and emissions can be derived such that an increase
of costs by 100 MU reduces emissions by 1 tCO2e on average. In the following, spe-
cific model solutions are presented and discussed. Taking into account the time range
from 110–130h, the Pareto-efficient frontier shows irregularities, especially in the
blue segment of the illustration depicted by Circle 1. This segment is characterized
by a lower average transportation time and the lowest CO2e emissions, but by the
highest costs. This is the result of both expensive but environmentally friendly trans-
port mode rail and fast transportation by road. The domination of rail transport due
to its emission-efficient nature is emphasized; however, due to the high economic
impact its application is unrealistic. A practical application with stable objectives
is provided by Circle 2. This solution results in equally shared utilization of the
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Fig. 1 Pareto-efficient frontier of the tri-objective model formulation

different transport modes. The most applicable solution is presented by Circle 3
describing a balanced situation of objectives with lowest costs and times, and com-
parable low emissions. This situation is characterized by an equal share of transport
by road and sea. The illustration of the Pareto-efficient frontier enables the decision
maker to understand the interdependent relations between the objectives and their
efficient solutions to select the most preferred among them. The competitive equilib-
rium corresponds to Pareto-viable network flow designs, that state a precise Pareto
tradeoff between the contending objectives [1]. By identifying potential solution
scenarios the decision maker is guided towards the final solution. In summary, the
findings of the model application highlight an existing interrelation between costs
and emissions, and confirm the hypothesis that intermodal long-haul freight trans-
portation is a key idea towards the design of low-emission transportation chains and
sustainable logistics.
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AMulti-objective Time Segmentation
Approach for Power Generation
and Transmission Models

Viktor Slednev, Valentin Bertsch and Wolf Fichtner

Abstract The complexity of large-scale power system models often necessitates
the choice of a suitable temporal resolution. Nowadays, mainly simple heuristic
approaches are used. An adequate decision support related to power generation and
transmission optimisation in systems with a high RES share, however, requires pre-
serving the complex intra-period and intra-regional links within and between the
volatile electricity demand and supply profiles. Focussing on power systems opera-
tion, we are able to show that even an amount of less than 300 time segments may
be sufficient for the modelling of a whole year, if chosen carefully.

1 Introduction

The rapid expansion of renewable energy sources (RES) necessitates an extensive
structural rearrangement of the power system. The power grid plays a key role in this
context. In order to provide valuable decision support for power systems operation
and analyse grid utilisation, especially during times of peak load or generation,
models are needed which are able to consider a high regional and temporal input
data granularity. This requirement inevitably leads to a target conflict between model
complexity and computational intensity on the one hand and model accuracy on
the other hand. When simplifying the representation of time, it is therefore crucial
to minimise the loss of relevant information. In particular, in case of a combined
consideration of power generation and transmission in systemswith a highRESshare,
it is important to preserve the complex intra-period and intra-regional links within
and between the volatile electricity demand and supply profiles. So far, however,
mainly simple heuristic approaches are used (see e.g., [2–5]).
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We therefore propose a multi-objective optimisation approach for time segment
selection in Sect. 2 allowing for an explicit analysis of the sensitivity of the temporal
structure. Focussing on operating decisions in this paper, we present selected results
in Sect. 3 and show that even an amount of less than 300 time segments may be
sufficient for the modelling of a whole year. In Sect. 4, we conclude and indicate
needs for future research.

2 The Multi-objective Approach for Time Segment
Selection

The developed approach is aimed at representing the nodal profiles of electricity
demand and supply-dependent volatile RES generation of a specific year through a
subset of the initial hourly time structure. Preserving the complex intra-period and
intra-regional links within and between the volatile electricity demand and supply
profiles is a major challenge. The time segment selection is therefore based on the
solution of a two-step multi-objective integer optimisation problem.

An adequate generation and transmission optimisation within load flow con-
strained power system models is basically determined through local or global bot-
tlenecks. In consequence, the trade-off between selecting the critical hours for the
power grid usage and the typical periods for the unit dispatch constitutes a serious
challenge, especially as the critical hours are not known in advance. In the follow-
ing, we therefore choose extreme combinations of load, wind and solar photovoltaic
energy as constraints for the time segment selection. This approach is based on [1],
where the eight possible combinations of high and low electricity demand and feed-
in from wind and photovoltaic energy are used to define critical situations for grid
utilisation. For the following selection of time slices, the “lwp”-(load-wind-pv) con-
straint requires that at least one time segment in the reduced set is an element of the
critical “lwp” sets (Slwp).

As mentioned above, our overall target is to provide a time segment selection
which accounts for both, typical and extreme demand and supply profiles on a nodal
and global level and thus minimises the hourly deviations between the original and
reduced profiles. In Sect. 2.1, we therefore introduce our grid impact based errormea-
sure. In Sect. 2.2, we subsequently describe the first step of our two-step approach,
i.e. the selection of ‘typical’ days by solving a multi-objective binary clustering
problem. In Sect. 2.3, we describe the second step of our two-step approach, i.e. the
intraday time slice reduction by means of constraint programming.

The implementation of the developed time segment selection approach is based
onMATLAB andGAMS.MATLAB is used for the data handling and preprocessing,
such as the calculation of the clustering distances and the critical sets as well as for
the calculation of the initial MIP start solutions, based on a k-Means clustering. The
multi-objective binary clustering problem is implemented in GAMS and solved with
CPLEX.
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2.1 A Grid Impact Based Error Measure

We evaluate the reduction of a time series to its characteristic values based on the
resulting error’s impact on the solution space. In direct current optimal power flow
approaches (DC-OPF), the solution space is determined by the load flow equations:

Pf = Φ · Pinj , (1)

where the relation between the bus injectionPinj and the branch flowPf is determined
through the power transfer distribution factor (PTDF) matrix Φ. Splitting the bus
injection into a variable and fix part by defining the electricity demand and RES-E
feed-in as exogenous parameters, and clustering the original right hand side injection
vector along the temporal dimension, the impact of the resulting deviation E of the
underlying values to their representative within the cluster on the original solution
can be expressed by:

Pf − Φ · Pvar
inj = Φ · Pfix

inj + Φ · E . (2)

The impact of a clustering policy on the solution space of the load flow equations is
therefore given by the product of the cluster distance of the right hand side parameters
of a specific hourwith the PTDFmatrix. Reducing the resulting (L × 1) vector, where
L corresponds to the number of branches l (1 ≤ l ≤ L), by the L2 norm, we can define
the single hour distance c for a deviation from the exogenous bus injection:

c =
(

∑

l∈L
(Φ · E)2

)1/2

. (3)

2.2 Selection of the ‘Typical’ Days (Step 1)

In the first step, the ‘typical’ days are selected based on the clustering of the 365 daily
24-h vectors of a year subject to a minimisation of a distance function. In order to
include constraints for the time segment selection, a multi-objective combinatorial
optimisation is chosen. Restricting the definition of typical days to elements of the
underlying vector set, an optimal clustering for a given cluster number (CLlim) may
be obtained based on Eqs. (4)–(6)

∑

d̃∈DSS(d)

xd,d̃ = 1 , (4)

∑

d̃∈D
xd,d̃ ≤ M · xd̃ , (5)

∑

d̃∈D
xd̃ ≤ CLlim , (6)
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where xd̃ ∈ {0, 1}, xd,d̃ ∈ {0, 1} and xd,d̃ denotes the binary clustering decision of rep-

resenting day d through the profile of d̃ under a certain mapping policy.1 Demanding
that each day is assigned to exactly one typical day (Eq.4), the selection of the typical
xd̃ is defined by the Big-M method (Eq.5). The implementation of the preliminary
discussed constraints of the time segment selection is achieved by demanding the
critical sets Slwp to be nonempty under the current clustering decision:

∑

d̃∈Slwp(d̃)

xd̃ ≥ 1 . (7)

For handling themultiple objectives of selecting ‘typical’ time slices for every energy
conversion technology and energy consumption profile on a nodal and global basis,
the PTDF based error measure defined above is used. Basically, this approach allows
reducing the multiple objectives to a single distance which captures the impact
of clustering the residual load bus injection vector from a flow based point of
view. In order to avoid a balancing between the different bus injection types (load,
wind and photovoltaic energy), which may be undesirable in the further model-
based processing, we define the 24h clustering distance for all target dimensions
τ ∈ {load,wind, pv, residual load} as follows:

cτ,d,d̃ =

√
√
√
√
√

∑

h∈{1,...,24}

∑

l∈L

(
∑

n∈N
φn,l ·

(
vn,τ,d,h − v′

n,τ,d̃,h

)
)2

, (8)

where v and v′ are the hourly nodal profile vectors defined over the set of 24-h vectors
of an underlying year and φn,l is the power transfer distribution factor, determining
the impact of an injection at bus n on the flow over branch l. Based on the reduced
coefficient matrix of the clustering distance and the binary decision variable xd,d̃ , we
obtain the following clustering costs:

γτ =
∑

d,d̃

cτ,d,d̃ · xd,d̃ . (9)

For an optimisation of the remaining multiple dimensions of the clustering cost a
general goal programming formulation is chosen:

minzL1 ,zL∞ z = α · zL1 + (1 − α) · zL∞ , (10)

with zL1 =
∑

τ∈{load,wind, pv, residual load}
ωτ · pτ

γ min
τ

, (11)

1Restricting the mapping to a subset of days DSS(d) may be desirable, e.g., to avoid a mapping of
profiles from working days to weekends.
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zL∞ ≥ ωτ · pτ

γ min
τ

, (12)

γ min
τ = γτ + pτ − nτ , (13)

where zL1 and zL∞ represent the weighted positive percentage deviations from the
minimal cost targets γ min

τ based on the L1 and L∞ norm for a multi-objective opti-
misation with a focus on an efficient or balanced solution, respectively.

2.3 Intraday Time Slice Reduction (Step 2)

Afurther reduction of the time slice number on an intraday basis is similarlymodelled
to the previous clustering of the daily 24-h vectors. Restricting the definition of the
optimal time slices of the previously selected typical days to the underlying 24h of
a day and the set of possible aggregations of subsequent hours on a two hour level or
three hour level (during the night), an optimal aggregation of time slices for a given
upper limit (TSlim) may be obtained by:

∑

ts∈TS(ts,h)
xd̃,ts = 1 ∀h , (14)

∑

ts∈TS(ts,h)

∑

h∈TS(ts,h)
xd̃,ts = 24 ∀h , (15)

∑

d̃∈D̃

∑

ts∈TS(ts,h)
xd̃,ts ≤ TSlim , (16)

with xd̃,ts ∈ {0, 1}, TS = {ts1, . . . , ts54} and
⎧
⎨

⎩

ts1 = {h1}, . . . ts24 = {h24} for 1−hour intervals ,

ts25 = {h1, h2}, . . . ts47 = {h23, h24} for 2−hour intervals ,

ts48 = {h1, h2, h3}, . . . ts54 = {h22, h23, h24} for 3−hour intervals ,

(17)

where xd̃,ts denotes the binary decision of clustering the corresponding hours of the

previously selected optimal typical day d̃ ∈ D̃. Similar to the clustering in step 1,
Eq. (14) defines that each underlying value is assigned to exactly one cluster, while
Eq. (15) demands that the combinations of the time slices need to represent the 24h
of a day. Analogously to step 1, the constraints of the time segment selection are
defined by requiring that the critical sets Slwp should be nonempty under the current
clustering decision: ∑

(d̃,ts)∈Slwp(d̃,ts)

xd̃,ts ≥ 1 . (18)
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Given a known clustering policy of 24-h vectors D̃(d, d̃), the distance function for
the clustering of time slices is defined as follows:

cτ,d̃,ts =
√
√
√
√
√

∑

d∈D̃(d,d̃)

∑

h∈TS(ts,h)

∑

l∈L

(
∑

n∈N
φn,l ·

(
vn,τ,d,h − v′

n,τ,d̃,h

)
)2

. (19)

Based on the reduced coefficient matrix of the clustering distance and the binary
decision variable xd̃,ts, we obtain the following clustering costs:

γτ =
∑

d̃∈D̃,ts∈TS
cτ,d̃,ts · xd̃,ts . (20)

For an optimisation of the remaining multiple dimensions of clustering costs, a con-
straint programming formulation is chosen, with the goal of finding the efficient
supported solutions. Due to computational efficiency, the four target dimensions
(load, wind energy, pv, residual load) are reduced to two target dimensions based on
the L1 norm (efficiency objective) and L∞ norm (balancing objective). The algorith-
mic implementation of the first phase of the two phase method corresponds to [6]. A
detailed explanation is therefore omitted.

3 Selected Results

A time segment selection based on simulated transmission grid injection data of
2012 shows that the right hand side error of the load flow restriction (Eq. 2) becomes
rather insensitive above a certain temporal resolution. An intraday reduction of the
time structure showed no significant increase of the error in the range of 14 to 21
typical days illustrating that the marginal gain of additional time segments decreases
after a number of approximately 300 time segments (see Fig. 1).

Obviously, an even lower potential load flow error could be achieved with the
same temporal resolution, in the event that the multi-objective nature of the problem
or the need of including extreme situations could be ignored. In this case, a less
advanced and quicker clustering technique, such as a k-Means clustering approach
could be utilised. In our application, however, the multi-objective nature and extreme
situations cannot be ignored. Nevertheless, Fig. 1 visualises the impact of the pro-
posed new PTDF-based distance measure. Despite the higher degree of freedom in
optimisation, a k-Means clustering is not able to outperform the proposed multi-
dimensional approach for time slice selection if the proposed PTDF-based distance
measure is not applied.



A Multi-objective Time Segmentation Approach … 713

Fig. 1 Development of the
difference in cumulative load
flow over all lines for
different numbers of typical
days: comparison of our
approach (‘Multidim.
constrained’) with two
k-Means variants
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4 Conclusions and Outlook

We proposed a structured, multi-objective approach for time segment selection to
handle the complexity of large-scale power systemmodels. In this paper, we focussed
on time segment selection for power systems operation optimisation with a special
emphasis on power grid utilisation. Our approach is therefore aimed at preserving
both, intra-period and intra-regional links within and between the volatile electricity
supply and demand profiles. We could show that even an amount of less than 300
time segments may be sufficient for the modelling of a whole year, if chosen care-
fully. Future enhancements of the approach should include the extension to power
generation and transmission expansion planning problems, simulation-based sensi-
tivity analyses, accounting for variations between the importance of load, wind and
solar energy profiles respectively, as well as further validation studies for a series of
realistic energy economic problems.
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Practical Application of a Worldwide Gas
Market Model at Stadtwerke München

Maik Günther

Abstract In this paper the worldwide gas market model WEGA and the base case
scenario of Stadtwerke München (SWM) are described. The potential of WEGA in
practical application is shown through three sensitivity analyses. Firstly, it is demon-
strated that shale gas in Europe has only a small impact on European gas prices in
future. Nevertheless, shale gas is very important for security of supply in Europe.
The second sensitivity analysis is calculated with modified U.S. liquefied natural gas
(LNG) export volumes. A surge of LNG would significantly decrease the gas price
in Europe. On the other hand, Europe will be oversupplied till the end of the twen-
ties and consequently, the prices will be relatively immune to few U.S. LNG export
volumes in this period. At the third sensitivity analysis, gas demand is modified. The
results reveal that the gas prices are very sensitive to changes of demand.

1 Introduction

SWM has invested in all stages of the value chain of natural gas. It ranges from
exploration and production in North Sea to distribution and downstream. SWM also
owns gas-fired power plants and heating plants. Thus, it is important for SWM to
have a detailed knowledge of the gas market and gas prices in the next 30 years.
Additionally, the knowledge of price sensitivity to modifications of parameters such
as gas demand or geopolitical situations is a competitive advantage. SWM has been
applying the worldwide gas market model WEGA since 2013 to calculate the gas
prices in long-term horizon as a basis for investment decisions.

WEGA is a mathematical model based on Linear Programming (LP). The model
optimizes daily gas flows till 2040 to cover the demand of each country/trading point
with the cheapest possible solution. Results are detailed gas flows and hub prices, e.g.
for NetConnect Germany (NCG). This contribution answers to the following ques-
tions using WEGA: How the gas prices react to establishment of European mora-
torium on fracking, changes of U.S. LNG export volumes and increase or decrease
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of gas demand. To answer these questions the following research methods are used.
Data about the worldwide gas market are collected by analysis of public and com-
mercial literature and databases. In this context forecasting techniques are applied to
prepare data. Thereafter experiments are done withWEGA. The results are analyzed
and discussed in expert interviews, to check their plausibility.

The paper is structured as follows. In the next section, the gas market model
WEGA will be described. Subsequently, the SWM base case scenario of the gas
market is introduced. The sensitivity analyses are performed on the base case in
Sect. 4. This paper ends with a conclusion.

2 Gas Market Model WEGA

Gas market models can be categorized into models with oligopolistic competition
and with perfect competition. WEGA dispatches the sources through a perfect com-
petition model under various constraints. Market power of producers as well as
investment decisions are fixed. However, these values can be modified through intro-
duction of scenarios. The modeling concept of WEGA can be compared with the
TIGER model from EWI [3]. For an overview of gas market models reference is
made to Chyong and Hobbs [1] and Holz et al. [4].

WEGA is a worldwide gas market model with a focus on Europe. Europe is
therefore, modeled much more in detail than the rest of the world. Modeled assets in
WEGA consist of LNG liquefaction terminals, LNG regasification plants, pipelines,
interconnections, storages and gas fields.WEGAalso contains a database of contracts
with volumes, take or pay clauses and price formulas. Due to the large amount of
data, business intelligence software is integrated in the graphical user interface of
WEGA to analyze input data and results.

WEGA is a LP based model developed under FICO Xpress Optimization Suite.
It is based on the commercial gas market model Pegasus from Pöyry Management
Consulting (UK) Ltd [2]. SWM purchased the model source code and the dataset
from Pöyry. However, SWM has own assumptions and forecasts of parameters, e.g.
the gas demand for power sector in Europe comes from an own fundamental power
model [5]. Thus, the dataset from Pöyry was changed by SWM and all scenarios and
results from WEGA in this paper are an own view of SWM. To modify the original
dataset SWM uses public sources as well as commercial data services from PIRA
Energy Group, Wood Mackenzie, IHS Cera and Bloomberg New Energy Finance.
For plausibility checks, NCG, NBP and TTF future prices are frequently calculated
to make sure that WEGA is generating accurate market prices of the next years. In
addition, results are discussed with experts of SWM and other companies.

The worldwide gas market in WEGA is modeled as a network consisting of a
set of nodes and edges. Each edge is a connection of two nodes. Figure1 shows an
example of two demand zones with interconnections, storages, demand shedding
(DS), indigenous production and delivery points (DP). A delivery point is a pipeline
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Fig. 1 Example of two demand zones

landing point or a LNG regasification plant. A demand zone is a trading point, a
region or a country.

The planning horizon is always a gas year. Gas years are optimized separately
under perfect foresight. The fitness function can be described as follows: The overall
costs to cover the demand in each demand zone have to be minimized. These costs
include costs of production, transport and processing besides market entry costs,
costs of storages and costs for demand shedding (if necessary). It is a hard constraint
to cover the demand of each demand zone on a daily basis. Further hard constraints
are e.g. capacity restrictions of assets, take or pay clauses and volume restrictions of
contracts.

3 Base Case Scenario

The base case scenario of the worldwide gas market is an own view of SWM. SWM
considers the calculated gas prices as confidential data and restricts publication of
them. However, important parameters will be described here to have a good under-
standing of the base case.
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Fig. 2 Production capacities for pipeline supply from outside Europe

The gas demand in Europe is expected to reach 570 billion cubic meters of gas
per annum (bcm/a) in 2035, implying a slight increase compared with today. An
important factor in European supply is LNG. Worldwide LNG export capacity will
be nearly doubled in the next 20 years reaching to approx. 630 bcm/a in 2035. The
additional volumes comemainly fromAustralia, U.S., South East Africa and Russia.
Indigenous production in Europe is important for security of supply, but will decline
from 120 bcm/a in 2020 to 62 bcm/a in 2035. The potential of shale gas in Europe
with 8 bcm/a in 2035 is relatively low. The volumes are mainly expected from GB,
Poland and Spain. Production capacities for pipeline supply to Europe are depicted
in Fig. 2. While the production volumes in Norway shrink, it grows in Russia. Some
of these Russian gas fields will be connected to China and Europe in future.

4 Experiments and Results

Due to the internal restrictions on publishing the prices, the results of the scenarios
are presented by the percentage of deviation from base case prices. Only results for
NCG are published to avoid overloaded diagrams. NCG prices are relatively close
to TTF or NBP prices under normal conditions.

At first, the shale gas assumptions are modified in base case. A scenario in which a
complete ban on fracking in Europe occurs is compared with another scenario which
expects a shale boom in Europe. It is assumed that the level of indigenous production
in 2020 is not declining and is stabilized with the shale gas production. It has to be
noted that a shale boom in Europe, especially in such a short time, is unrealistic. This
modification is only calculated to show themaximal effect onNCGprices (dotted line
in Fig. 3). This price effect of is relatively small, because the European gas market
is oversupplied till the end of the twenties. There are enough cheap sources to cover
the demand and shale gas production in Europe is on average relatively expensive
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Fig. 3 Price effect at NCG without shale gas or with a shale gas boom in Europe

compared to the shale gas produced in North America. The black line shows a ban
on fracking. This would have only a small effect on NCG prices, because expected
shale gas volumes in base case are relatively small and expensive. It should be noted
that a strong indigenous production is important for security of supply.

The second sensitivity analysis was done with U.S. LNG exports. Here, the
annual export capacity of each year is doubled or halved. Figure4 reveals that
the U.S. LNG exports are an influential factor in price development at NCG.
Halving the U.S. export volumes in the beginning of the period has a low impact
on prices mainly due to small U.S. export volumes and a well supplied European
market. However, the price difference will soar as the time pass and remain between
10 to 15%. On the other hand, doubling the U.S. LNG export volumes of each year
reduces the prices by more than 10%.

Fig. 4 Price effect at NCG with halved or doubled U.S. LNG export capacity each year
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Fig. 5 Price effect at NCG with ±3% gas demand each year

At the last sensitivity analysis, gas demand in Europe is modified by increasing or
decreasing gas demand in each year by 3%. Figure5 demonstrates the results of the
analysis. The impact of increasing gas demand is not harsh in the beginning of the
period; however, will fluctuate around 10% in the rest of the period.With a reduction
in European gas demand, price differences range between −6 and −12%.

5 Conclusion

In this paper the gas market model WEGA and the base case scenario of SWMwere
described. Three sensitivity analyses were presented. It was demonstrated that shale
gas in Europe has only a small impact on European gas prices in future. Nevertheless,
shale gas is very important for security of supply in Europe. A second sensitivity
analysis was calculated with modified U.S. LNG export volumes. A surge of LNG
would significantly decrease the gas price in Europe. On the other hand, Europe
will be oversupplied till the end of the twenties and consequently, the prices will
be relatively immune to few U.S. LNG export volumes in this period. At the third
sensitivity analysis, gas demand was modified. The results reveal that the gas prices
are very sensitive to changes of demand.

Only one parameter in each scenario was modified. A combination of scenarios
with the same price direction (e.g. no shale gas, less U.S. LNG exports and higher
demand) may result in much higher variations.
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