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Abstract. Dynamically allocating the most appropriate resource to exe-
cute the different activities of a business process is an important challenge
in business process management. An ineffective allocation may lead to
an inadequate resources usage, higher costs, or a poor process perfor-
mance. Different approaches have been used to solve this challenge: data
mining techniques, probabilistic allocation, or even manual allocation.
However, there is a need for methods that support resource allocation
based on multi-factor criteria. We propose a framework for recommend-
ing resource allocation based on Process Mining that does the recom-
mendation at sub-process level, instead of activity-level. We introduce a
resource process cube that provides a flexible, extensible and fine-grained
mechanism to abstract historical information about past process execu-
tions. Then, several metrics are computed considering different criteria
to obtain a final recommendation ranking based on the BPA algorithm.
The approach is applied to a help desk scenario to demonstrate its use-
fulness.

Keywords: Resource allocation · Process mining · Business processes ·
Recommendation systems · Organizational perspective · Time perspec-
tive

1 Introduction

Dynamic resource allocation is an important and challenging issue within busi-
ness process management [8,20]. It can contribute significantly to the quality and
efficiency of business processes, improve productivity, balance resource usage,
and reduce execution costs. This article describes a framework that supports
resource allocation based on multi-factor criteria, considering both resources
capabilities, past performance, and resources workload.

An initial strategy is to assign to a given activity a resource whose profile is
closest to the profile required by the activity. However, this strategy does not
consider the current workload of the resource or how successful the resource
has been performing similar tasks in the past. To fill this gap, it is possible to
take advantage of historical information stored by today’s information systems
about business processes execution, knowing who executed what activity, when,
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and how long it took. Moreover, recently it has been proposed to use historical
information stored in event logs to improve resource allocation using process
mining techniques [20].

Different mechanisms have been proposed to allocate resources to activi-
ties [6,8–12,16,18]. In [18], several workflow resource patters are identified. For
example, three allocation types defined are: capability-based allocation, history-
based allocation and role-based allocation. Capability-based allocation provides
a mechanism for allocating a resource to an activity through matching spe-
cific requirements for an activity with the capabilities of the potential range of
resources that are available to undertake it. History-based allocation involves the
use of information on the previous execution history of resources when determin-
ing which of them to allocate to a given activity. Role-based allocation assigns
a resource to an activity based on their position within the organization and
their relationship with other resources. In this article we consider the first two
and assume role-based allocation can be used a priori to filter the potential
resources. In capability-based allocation, usually a profile is defined for speci-
fying resources capabilities and activities requirements (cf. Table 1). Organiza-
tional models [13,16], and resource meta-models [6,10,18], have also been used
to represent resources capabilities. Among the resource allocation algorithms, we
can highlight: data mining techniques and machine learning algorithms to derive
allocation rules based on log events [9,11,12,16], and dynamic context-based
resource allocation based on Markov decision process [8] or resource allocation
based on hidden Markov models [10]. A more recent approach [6] allows spec-
ifying preferences for different resources using expressions based on a Resource
Assignment Language (RAL), and generating a resources ranking considering a
meta-model.

Table 1. Comparison with the related work.

[18] [16] [12] [8] [10] [9] [11] [6] Proposed

Activity profile � �
Resource profile � � � � �
Performance & quality �
Resource meta-model � � � �
History � � � � � � � � �
Process mining tool � � �
Allocation at sub-process level �

In this article, we propose a framework for recommending resource allocation
based on process mining. We introduce a resource process cube that provides a
flexible, extensible and fine-grained mechanism to abstract historical information
about past process executions, extracted from process event logs. One difference
between our approach and the approaches proposed in the literature is that
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we consider sub-processes as the target allocation unit; however, it can also
be used to allocate resources at the activity level or at the process level, as a
whole (see Sect. 2). Also, several metrics are computed over the cube, considering
different criteria: fitting between resources capabilities and the expertise required
to perform an activity, and past performance (frequency, duration, quality and
cost). These metrics are combined to obtain a final recommendation ranking
based on the Best Position Algorithm (BPA). The request to recommend the
allocation of a resource is described as follows:

Definition 1 (Recommended Resource Allocation Request). A recom-
mended resource allocation request function is a function req(c, i, w) = rank,
that given a process characterization c, a resource allocation information (his-
torical and contextual) of the process execution i, and the weights describing the
importance of each criterion w, returns a ranking of the most suitable resources
to be assigned.

The remainder of the article explains the different elements of this request,
and it is structured as follows: in Sect. 2 the characterization of a resource alloca-
tion request is presented. Section 3 proposes the use of historical and contextual
information to measure six different process criteria for an accurate resource
allocation request. Section 4 presents the weighting of the different criteria and
the recommendation algorithm. The implementation of the approach and its
experimental evaluation is discussed in Sect. 5. Finally, the paper is concluded
and future work is discussed in Sect. 6.

2 Resource Allocation Characterization

The first necessary step for a proper resource allocation is to characterize the
request, i.e., what part of the process is the resource request for, and how similar
is this request to others in the past. Most of the approaches in the literature limit
that characterization to a simple activity level [9,10,12,16], i.e., a resource is
always assigned to a single activity of the process, and only historical information
of the execution of that activity is considered for future allocations.

In this article we propose a more flexible resource allocation characterization,
where the allocations are not done at an activity-level or a process-level, but at a
sub-process-level, i.e., the overall process is decomposed into sub-processes, and
a resource is allocated for the execution of each sub-process. The decomposition
of the process may be done manually using the own semantics of the process.
For instance, let us consider a help-desk process (HelpDesk), for a company that
provides support for both printers and servers. The process is decomposed by the
two levels of customer interaction: first-contact level 1 and expert level 2. Each
one of the two levels may correspond with a different sub-process. The decom-
position may also involve an automatic process decomposition [1], using some
of the decomposition approaches proposed in the literature, like Passages [3]
or Single-Entry Single-Exit (SESE) [14]. Notice that, by definition, an activ-
ity or the overall process are also sub-processes. Therefore, the flexible resource
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allocation characterization proposed allows also the classical allocations at the
activity or process levels. The usage of context dependent activity ordering is
seen as a current challenge within intention-centric business process domain [5].
Considering the execution context can be useful for selecting the appropriate
sub-process or select the required tasks for each process instance, allowing the
optimization of resource allocation. Additionally, the sub-process characteriza-
tion is combined with a typology characterization, i.e., the historical information
is classified and used depending on the typology of the request. For instance,
different typologies of processes may distinguish between normal/VIP clients,
English/Spanish/German languages, or Internet/call-center interactions. In the
HelpDesk example we consider two types of requests: printer-related and server-
related problems. Note that, increasing the number of typologies may narrow
the focus, but it may cause also a scarcity problem, i.e., not having enough
information of each typology for a proper recommendation.

Definition 2 (Characterization of a Resource Allocation Request).
A resource allocation request characterization c = (f1, . . . , fn) is a multi-factor
representation of the request properties. The two-factor characterization proposed
is a tuple c = (SP, T ), where SP defines the sub-process where the resource is
being requested, and T is the typology of the process execution that request the
resource.

In HelpDesk, c1 = (level1, printer) and c2 = (level2, server) represent two
different request characterizations for the same help-desk process.

3 Resource Allocation Criteria

The simplest resource allocations rely on pure random assignments between
resources and requests. As it is shown in Table 1, more advanced systems base
their decisions on specific criteria, e.g., the resource that is estimated to spend
less time, or the one with more experience performing a task. In this article we
propose a six-dimension recommended allocation that uses both historical and
contextual information. The proposed dimensions are:

– Frequency Dimension: measures the rate of occurrence that a resource has
completed the requested characterization.

– Performance Dimension: measures the execution time that a resource has
achieved performing the requested characterization.

– Quality Dimension: measures the customer evaluation of the execution of the
requested characterization performed by a resource.

– Cost Dimension: measures the execution cost of the requested characterization
performed by a resource.

– Expertise Dimension: measures the ability level at which a resource is able to
execute a characterization.

– Workload Dimension: measures the actual idle level of a resource considering
the characterizations executed at the time.
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Notice that the flexible nature of the proposed framework allows the inclu-
sion of new dimensions, and the extension with other metrics proposed in the
literature. In the remainder of this section we formalize the historical and con-
textual information used on the resource allocation request, in terms of resource
process cubes and expertise matrices, respectively (Sect. 3.1), and we propose
metrics to assess each one of the dimensions (Sect. 3.2).

3.1 Resource Process Cube and Expertise Matrices

We define the resource process cube Q as the semantic abstracting all the histor-
ical execution information of the process to be analyzed. The resource process
cube is inspired by the process cubes presented in [2], and its definition is closer
to the well-known OLAP cubes [7], providing slice and dice operations for the
analysis of each specific characterization and resource.

Definition 3 (Resource Process Cube). Let r, c, and d, be a resource,
resource allocation request characterization, and dimension, respectively.
A resource process cube Q[r][c][d] abstracts all the historical information about
the resource r and the characterization c necessary to analyze the dimension d.
Similarly, Q[ ][c][d] abstracts the historical information about all resources for
the execution of the characterization c, and Q[r][ ][d] abstracts the information
for all the characterizations performed by r.

For example, in HelpDesk, given a characterization c1 = (level1, printer)
and a resource r1 = mike, Q[r1][c1][p] provides all the historical information
related about the performance, such as, what is the maximal and minimal time
mike needed to perform c1 (denoted as Q[r1][c1][p].max and Q[r1][c1][p].min,
respectively), or the average time required by mike to perform c1 (denoted as
Q[r1][c1][p].avg). Similarly, Q[ ][c1][p].max represents the maximal time required
considering all the resources.

Note that, the resource process cube is a high-level semantic abstraction of
the historical information, rather than an implementational definition. There-
fore, the cube can be implemented using any database (relational or non-
relational) or OLAP technology, and including, for example, pre-calculated val-
ues, or shared values among cells.

Besides historical information, the expertise dimension requires contextual
information, i.e., it compares the current level of expertise of each resource
with the desired level of expertise for the characterization to be performed.
In [15] the authors propose a Human Resource Meta-Model (HRMM) where the
expertise of the resources is classified by competencies, skills, and knowledge.
Based on that model, we represent the expertise of a resource r as an array of
naturals Er[1 : n], where each position represents a specific competence, skill
or knowledge, and the value of Er[i] range from ⊥i (usually 0 indicating the
lack of competence/skill/knowledge i) to �i (complete expertise on the compe-
tence/skill/knowledge i). The set of arrays for all the resources is known as the
expertise resource matrix. Similarly, we represent the desired level of expertise
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required for performing a characterization c as the array Ec[1 : n]. For instance,
given the characterization c1 = (level1, printer) and a resource r1 = mike,
Ec1 = [2, 2] denotes a mid-high required level (assuming � = 3 and ⊥ = 0
for both positions) on printer hardware (position 1) and printer software (posi-
tion 2), while mike has a low or non existent knowledge on printers denoted as
Er1 = [0, 1].

3.2 Resource Allocation Metrics

In this subsection we present metrics for each one of the six before mentioned
dimensions. All the metrics proposed are normalized between 0 and 1, and they
satisfy the set of properties proposed in [17]: validity (i.e., metric and property
must be sufficiently correlated), stability (i.e., stable against manipulations of
minor significance), analyzability (i.e., measured values should be distributed
between 0 and 1 with 1 being the best and 0 being the worst), and reproducibility
(i.e., the measure should be independent of subjective influence).

In the remainder of the section we consider a resource process cube Q repre-
senting the historical information of the process, and expertise matrices Er and
Ec representing the expertise information.

Frequency Dimension: Let Q[r][c][f ].total be the number of times a resource
r has performed the characterization c. Let Q[ ][c][f ].total be the number of cases
of characterization c. We define the metric as (1):

Frequency Metric(r, c) =
logarithm(Q[r][c][f ].total) + 1
logarithm(Q[ ][c][f ].total) + 1

(1)

We use a logarithmic scale since we are mainly interested in measuring dif-
ferent magnitude orders between potential resources.

Performance Dimension: Let Q[r][c][p].avg be an operation that returns the
average duration, considering only cases in which the resource r has taken part
in executing the characterization c. Let Q[ ][c][p].min and Q[ ][c][p].max be the
minimum and maximum duration for executing the characterization c. We define
the metric as (2):

Performance Metric(r, c) =
Q[ ][c][p].max − Q[r][c][p].avg
Q[ ][c][p].max − Q[ ][c][p].min

(2)

Quality Dimension: Let Q[r][c][q].avg be an operation that returns the average
quality, considering only cases in which the resource r has taken part in executing
the characterization c. Let Q[ ][c][q].min and Q[ ][c][q].max be the minimum and
maximum quality evaluation for the executed characterization c. We define the
metric as (3):

Quality Metric(r, c) =
Q[r][c][q].avg − Q[ ][c][q].min

Q[ ][c][q].max − Q[ ][c][q].min
(3)
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Cost Dimension: Let Q[r][c][co].avg be an operation that returns the average
cost, considering only cases in which the resource r has taken part in executing
the characterization c. Let Q[ ][c][co].min and Q[ ][c][co].max be the minimum and
maximum cost for the executed characterization c. We define the metric as (4):

Cost Metric(r, c) =
Q[ ][c][co].max − Q[r][c][co].avg
Q[ ][c][co].max − Q[ ][c][co].min

(4)

Expertise Dimension: To determine if a resource r is qualified to execute
a characterization c, we present two metrics that uses the expertise matrices
explained in Sect. 3.1. To evaluate this dimension, we compare the value of each
level of expertise Er with the corresponding value in Ec, in order to measure
the under-qualification or the over-qualification level of a resource. To define
the under-qualification metric, we first calculate an under-qualification degree
comparing each value as follows in (5):

under(i) =

{
Ec[i]−Er[i]
Ec[i]−⊥i

if Ec[i] ≥ Er[i]
0 otherwise

(5)

Then the metric to measure the under-qualification is defined as (6):

UnderQualification Metric = 1 − 1
n

√√√√ n∑
i=1

(
under(i)

)2 (6)

Symmetrically, to determine the over-qualification metric, we define (7):

over(i) =

{
Er[i]−Ec[i]
�i−Ec[i]

if Er[i] ≥ Ec[i]
0 otherwise

(7)

The metric to measure the over-qualification of a resource is then defined as (8):

OverQualification Metric = 1 − 1
n

√√√√ n∑
i=1

(
over(i)

)2 (8)

In both qualification metrics, n represents the number of expertise elements
in the matrix. We use the Euclidean distance because all expertise features are
equally relevant, are defined in the same scale, and to favor smaller differences in
all features at the same time. Notice that if the expertise of a resource r perfectly
match with the expertise required for a characterization c, the value for both
metrics will be 1.

Workload Dimension: Let Q[r][ ][w].total be a function that returns the num-
ber of cases in which a resource r is working at the moment when a new resource
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allocation request is required. Let Q[r][ ][w].top and Q[r][ ][w].bottom be the max-
imum and minimum number of cases that a resource can attend simultaneously.
We define the metric as (9):

Workload Metric(r, c) =
Q[r][ ][w].top − Q[r][ ][w].total
Q[r][ ][w].top − Q[r][ ][w].bottom

(9)

4 Recommended Resource Allocation

We face the challenge of allocating appropriate resources to execute character-
izations dynamically. We propose a recommendation system to create a final
resource ranking, considering the six dimensions presented in Sect. 3. The rec-
ommendation system is inspired on the portfolio-based algorithm selection [19].
To accomplish this goal, we consider the top-k queries, a technique that allows
to obtain the k most relevant items in a dataset. According with [4], to give an
answer to top-k queries we use m lists of n data items, so that each data item
has a local score in each list, and the lists are ordered accordingly to the local
score of its data items. With those lists, the BPA algorithm [4] can be used to
get the top-k results.

In order to obtain the most appropriate resource, we need to generate an
ordered list of resources according to their metric scores in every dimension.
Before applying the algorithm, we need to combine all ordered metric score lists
considering the weights specified for each dimension, e.g., we could give more
importance to the cost and frequency dimensions, rather than quality or exper-
tise. If the user does not want to incorporate weights for the recommendation,
each m list is not modified; otherwise, each local score is multiplied by the
respective weight, generating updated m lists.

Giving the m lists, the final ranking can be calculated by applying the BPA
algorithm, which is used to find the k-data items that have the highest overall
score. BPA calculates the overall score for each data item, registering the best
seen positions, and maintain in a set Y the k-data items with the highest overall
score. The algorithm allows an iterative approach to access and evaluate the
resources based on their local score and the position in each list. If at same
point the set Y contains k-data items whose overall scores are higher than or
equal to a generated threshold, then there is no need to continue scanning the
rest of the lists. The output of the algorithm is an ordered list, where the final
score for each resource is stored. The first value represents the resource with the
highest overall score and therefore the best recommendation. For details on the
algorithm we refer the reader to [4].

5 Implementation and Experimental Evaluation

A real-life help desk process (HelpDesk) was selected to evaluate our approach.
We focused on two typologies: printers and servers. The HelpDesk process
includes two attention levels and their corresponding activities (sub-process 1
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and sub-process 2). For the executed experiments, event logs with different
amount of cases were simulated. The attributes for each case include Case
ID, Subprocess group, Process Typology, Resource, Cost, Customer Satisfaction
(Quality), Creation date, Closing date and Priority. Three experiments were
performed:

– Experiment 1: Calculate the top 3-queries processing over the sorted lists,
considering each single metric by itself.

– Experiment 2: Reproduce an scenario for 3 types of companies: a large size
called General Consulting, a small size called Service Guide, and a mid size
company named DeskCo. Specific weight values were defined for each scenario.

– Experiment 3: A similar scenario as the described in experiment 2, but
both the event log size and the amount of resources were increased. Due to
the variety in the resource quantity, we calculated the top-2 queries with 28
resources, preserve the top-3 with 20, and use top-5 queries with 70 resources.

Discussion: Table 2 specifies the parameters used in the different experiments
and their results. For experiments 1 and 2 (with 20 resources), an event log
was simulated, which includes 3 resources whose frequency of participation in

Table 2. Resource recommendations for the 3 experiments

Exp. Weights (%) # Cases #R SP1 #R SP2 Ranking Time (sec)

1.1 F:100 - others:0 1200 20 20 R06: 0.601 - R04: 0.593 - R05: 0.554 0.954

1.2 P:100 - others:0 1200 20 20 R03: 0.851 - R02: 0.833 - R01: 0.832 0.954

1.3 Q:100 - others:0 1200 20 20 R09: 0.913 - R07: 0.864 - R08: 0.808 0.954

1.4 C:100 - others:0 1200 20 20 R18: 0.962 - R20: 0.962 - R19: 0.959 0.954

1.5 U:100 - O:100 - others:0 1200 20 20 R12: 1.000 - R13: 1.000 - R14: 1.000 0.954

2.1 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

1200 20 20 R20: 0.647 - R03: 0.635 - R18: 0.632 11.122

2.2 F:025 - P:015 - Q:100

C:030 - U:075 - O:065

1200 20 20 R19: 0.802 - R14: 0.758 - R13: 0.754 11.565

2.3 F:050 - P:050 - Q:050

C:050 - U:050 - O:050

1200 20 20 R19: 0.725 - R03: 0.712 - R02: 0.675 10.897

3.1.1 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

1200 14 14 R01: 0.795 - R02: 0.788 - R14: 0.784 10.942

3.1.2 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

10000 14 14 R13: 0.769 - R02: 0.567 - R14: 0.758 17.160

3.1.3 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

100000 14 14 R13: 0.767 - R14: 0.765 - R02: 0.764 59.063

3.2.1 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

1200 20 20 R19: 0.649 - R20: 0.647 - R03: 0.635 11.122

3.2.2 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

10000 20 20 R01: 0.586 - R03: 0.582 - R02: 0.573 17.642

3.2.3 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

100000 20 20 R01: 0.834 - R20: 0.784 - R18: 0.783 58.913

3.3.1 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

1200 35 35 R03: 0.626 - R05: 0.618 - R04: 0.572 11.014

3.3.2 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

10000 35 35 R04: 0.608 - R05: 0.603 - R01: 0.599 17.739

3.3.3 F:010 - P:050 - Q:010

C:100 - U:015 - O:000

100000 35 35 R04: 0.593 - R02: 0.580 - R11: 0.428 58.637

F= Frequency, P= Performance, Q= Quality, C= Cost, U= Underqualified, O= Overqualified, R=

Resource and others= Other dimensions
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the case resolution in HelpDesk is higher compared to the other resources of
the same level. Equally, it was simulated the existence of 3 resources that have
better resolution time resolving cases, 3 resources that perform better in quality,
3 resources that present the lowest costs, and 3 resources that fit the expertise
level required.

In experiment 1, it is possible to observe that the best specified resources
for each dimension are the expected, existing a clear correlation between the
proposed metric for each dimension.

In experiment 2, for each company different weights are specified, accord-
ing to the priorities for each one (e.g., General Consulting (exp. 2.1) has an
interest for cheaper and faster solutions; Service guide (exp. 2.2) gives more
importance to quality services and DeskCo (exp. 2.3) prefers giving a medium
value to all dimensions). Considering the criteria established in the Resource
Allocation Request function, complex and high calculation results are obtained
faster and simpler. If top-3 queries are applied, the results for each company
establish a ranking with the recommended resources, different from experiment
1. The recommended resources are different for each company, proving that our
approach produces resource recommendations based on the given requests. For
example, for the General Consulting Company, R20, R03 and R18 are recom-
mended under the criterion of low cost but balanced with the resolution mean
time. For DeskCo, R19, R03 and R02, are the suitable ones to accomplish the
activities based on the criteria established in the request.

In experiment 3 (exp. 3.1.1 to exp. 3.3.3) a similar scenario to the exper-
iment 2 was executed, but with changes on the amount of cases and resources
per attention level. Logs with 1.200, 10.000, 100.000 and 500.000 cases were
considered; and the amount of resources are 28, 40 and 70. Figure 1a displays
the behavior of the processing time according to the amount of cases. As it
can be seen, when more historical data is used to make the recommendation,
a linear relation appears between the time and the log size. If the log size is
larger, the information to be processed by the cube is larger and higher is the
time to generate the ranking, but this dependency is linear. This proves that it
is possible to process large amounts of information through the technique and
get quick response times, and if its required, it is possible to include additional
dimensions to get a better recommendation. Figure 1b displays that the result
of using the BPA algorithm is not dependent of the number of resources used
at the allocation request moment. It was proven, in an experimental way, it is
possible to obtain the recommended resources ranking without having to visit
all positions in the ordered list, thanks to the threshold management and the
early stop condition of the BPA algorithm. This confirms that the results of the
BPA algorithm are constant regarding the amount of resources given to resolve
the top-k queries problem, which could be very useful for companies with high
quantity of resources.
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Fig. 1. Performance analysis

6 Conclusions and Future Work

We proposed a flexible framework for dynamically allocating the most appro-
priate resources to execute a sub-process. Our contributions are fourfold. First,
while other approaches focus only on a single process perspective, the proposed
framework considers the organizational, time and case perspectives. We define
specific dimensions to assess different resource features: frequency, performance,
quality, cost, expertise, and workload. Secondly, unlike others approaches in the
literature that consider resource allocation only at an activity level, the proposed
framework considers it at a generic sub-process level (an activity can be seen as
a specific-case). Third, the resource allocation request, together with a precise
characterization of both resources and activities, provide a fine-grained degree of
customization. Finally, the conceptual framework is designed to be generic and
extensible, being able to adapt to any company-specific scenario.

Our work has been implemented and tested in a HelpDesk scenario, and the
experimental results show that given a specific characterization it is possible
to obtain a final ranking of recommended resources based on multi-factor cri-
teria. We tested the BPA algorithm with different event log sizes and resource
amounts. We observed a linear relation between the algorithm performance and
the log size. Moreover, the BPA algorithm confirms its efficiency to compute
top-k results independent of the amount of resources.

As future work, we plan to extend the comparison with existing works in order
to generate a comprehensive theoretical analysis and enhance the experimental
evaluation. We aim to evaluate the effectiveness and the efficiency of alternative
approaches and compare them with our framework in a partial or complete way.
We plan to use artificial scenarios and case studies with real data to validate our
recommendation technique. This could be useful to compare the results obtained
by other approaches and real resource allocations, with the ones proposed by
our framework. Incorporate new dimensions to the resource process cube for
improving the analysis may also be considered. This work attempts to encourage
organizations to use real performance time, quality and cost data, to generate
better resource allocations.
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