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Abstract. To solve the problem of data missing caused by communi-
cation collision in Wireless Sensor Networks (WSNs), this paper pro-
poses a multi-path reliable routing protocol. This protocol combines the
technique of pipeline with multi-path reliable routing, and uses Markov
chain to predict the period of using pipeline in order to schedule pipeline
dynamically. Therefore, the combined techniques improve the network
throughput. In the case that data congestion occurs, and the protocol can
keep the data transmission rate unchangeable, and the proposed routing
protocol can choose other path to transmit data in order to reduce the
number of data missing. Simulation results indicate that the proposed
protocol can deal with congestion and improves the network throughput
effectively.

1 Introduction

The restriction of resources poses a severe challenge to improve the network perfor-
mance in WSNs [1-4]. It is important to improve the reliability of data transmission
for wireless sensor study under the prerequisite of network throughput.
Compared with the single-path routings, it can improve throughput of the
network using multi-path routing. Data transmission have concurrency in multi-
path routing, as the data transmitted by more than one path at the same time
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[5-8]. Different sending rates will affect the network throughput directly when
the source node sends data to multiple neighbors. The high sending rate of the
source node will cause data congestion, conversely, the network link can’t fully
be exploited.

In recent years, there are many researches in control congestion in the wireless
network [9-12]. Popa et al. proposed IPS [9] which uses two paths to transmit
data simultaneously. When data congested at a node, they can be transmitted
to the destination node through a new temporary path, thus reducing the data
missing caused by network congestion. Sridevi et al. [10] use the sensor nodes
with a variety of perceived parts and assign priorities based on the type of
transmitted data to ensure the important data forwarded earlier. Wang et al.
[11] use the sequence length to monitor the network congestion, transmit the
congested data when the congestion occurs, and thereby control the degree of
congestion. Pham [12] use the strategy that allocate rate to different paths at the
source node to achieve load balancing and avoid data congestion. The general
processing strategies of the above works are adjusting the sending rate of source
node in order to reduce data congestion. However, the throughput will be affected
by the reduce of sending rate at the source node.

Therefore, it is important to study how to deal with data congestion effec-
tively under the condition of keeping the sending rate of the source node when
data congestion occurs. To address the problem, this paper introduce pipeline,
and combine it with multi-path routing. this strategy can scheduling data trans-
mission between multiple paths effectively, while keeping the sending rate of the
source node. The contribution of this paper is as follows: combining pipeline
with multi-path routing based on the data conversion relationship between mul-
tiple paths; Proposed a predict method based on Markov chains, predict the
appointment time of the multi-path pipeline and schedule it dynamically. Simu-
lation results show that combine pipeline with multi-path can improve network
throughput effectively and make the data transmission more reliable.

The remainder of the paper is organized as follows, Sect.2 proposed the
protocol of multi-path reliable routing based on pipeline; Sect. 3 introduced how
to select pipeline scheduling time; Sect. 4 is the simulation experiment and result;
The final section is conclusion.

2 Protocol Design

This paper make the following assumptions: there exist a ordered path set
Path(s,t) = {P1,Pa,..., Py} from any source node s to destination node ¢,
which contains n disjoint paths and sorted from short to long according to the
path length. T; is the total number of nodes except source node and destination
node on path P;.

2.1 Establish Conversion Relationship Between Multi-paths

In this paper, we use the bridge chain establishment algorithm which proposed in
literature [13] to establish the data conversion relationship between multiple paths.
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Algorithm 1. Selection algorithm of multi-path.
Input:

1: Path(s,t) = {P1,P2,...,Pn};
Output:

2: k disjoint paths OP(s,t) = {P1,P2,...,Pn};

3:
4: select m paths from the input set randomly;
5: if m < 2 then
6:  Goto step 1;
7: else
8: if m =2 then
9: Build-Bridge;
10:  else
11: i =1;
12: while i < m do
13: Establish the bridge chain between P; andP; 1), i++;
14: end while
15: Calculate the reliability of these m paths and goto step 1 until m have selected
every data in {2,3,...,n} . Then select the combination with maximum reliability
from multi-path combination;
16: if the combination is unique then
17: Output all paths in OP(s,t) = {P1,P2,..., Pn};
18: else
19: Select the combination with the minimum numbers of paths;
20: end if
21:  end if
22: end if

If data congestion occurred, data can be transmitted to other path through bridge
chain to ensure the reliability of data transmission.

For VP; € P(s,t), set t=1 if data can be transmitted through bridge chain
when data congested at node ¢, otherwise t=0. Therefore the transmit rate of
path P; is:

T;
Transfer; = Ztkpk/T,» (1)
k=1

where T'rans fer; is the transmit rate of path P;. T; is the total number of nodes
except source node and destination node on P;, py is the failure(or data con-
gested) probability of the k-th node on the path. Then we can get the reliability
of P(s,t) = {P1,P2, . 7'Pm}

R; ; = (Transfery 4 --- 4+ Transfery,)/m (2)

Algorithm 1 is the multi-path selection algorithm. There exist n disjoint paths
from source node s to destination node ¢ in the network after s and ¢ have
been determined. Algorithm 1 can determine the number of final routing paths
m(m < n).
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2.2 Conversion Between Multi-paths and Pipeline

We use the Algorithm 1 that can select routing paths and regard m disjoint paths
as a pipeline which has m pipeline segments with different functions. Assuming
that the data congested paths are selected to be the start segment of the pipeline,
we can get a dynamic pipeline graph with feed forward and feedback connections
through regarding the conversion relationship as processing sequence between
pipeline segments. At last, combine the multi-path with pipeline, and guidance
the routing schedule by pipeline scheduling scheme.

For example, the network showed in Fig. 1, using the Algorithm 1 to estab-
lish bridge chains and determine routing paths. In Fig.2, the data on P; can
be transferred to Py through bp, »,(1,7),bp, »,(3,9),bp, p,(4,10). When data
congested on P;, they can be transferred to Ps, and then transferred to P3. Ps
would have output port if the data that transferred from P; to P can be sent
in time by Ps, otherwise the data will be transferred to Ps.
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Fig. 1. Network topology Fig. 2. Routing path

Definition 1. Reservation table is a two-dimensional table which satisfied
the following three conditions. (1) Transverse is ordered by time, represented by
unit time. (2) Longitudinal represents each path. (3) The cell that row a and
column b is set 1 if path b is scheduled at time a, otherwise empty.

When data congestion occurs in the network, we can obtain the reserva-
tion table according to the dynamic pipeline graph from the previous section.
Monitoring the network throughput at destination node with 10 unit time, and
convert the pipeline when the value of the throughput is less than the threshold.
As the reservation table is not unique, we can choose different reservation table
based on the state of each routing. A row of a reservation table can contains
multiple 1 which means a path can be called at different moments. Multiple 1
in a column means that at some point, the data in a path can be transferred
to more than one path simultaneously. Figure4 are several reservation tables
without repeated cycle which come from Fig. 3.

Definition 2. The time interval between two starts of pipeline called waiting
Time w. In waiting time, it will cause resource conflict if start a pipeline seg-
ment two or more times so the original congestion path couldn’t transfer more
congested data to other paths.
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Fig. 3. Pipeline

Definition 3. banned waiting time is the waiting time that cause conflict.

Corresponding to banned waiting time is the allowed waiting time which
cause no conflict. For a reservation table with ¢ columns, the max banned waiting
time is p < t — 1, allowed waiting time is 1 < ¢ < p, and the smaller allowed
waiting time, the higher efficiency of the pipeline. Literature [14] points out
through checking the distance between any two “1” in a row, we can obtained
the banned waiting time. Such as the banned waiting time is 2 and 4 in the third
reservation table of Fig. 4, and the allowed waiting time is 1 and 3.

1 2 3 1 2 3 4 5 1 2 3 4 5 6
P, 1 P, 1 P, 1 1
P, I P, I I P, I I I
P, 1 P, 1 1 P, 1

Fig. 4. Network topology

In the mechanism of pipeline, we can use the conflict vector to represent the
banned waiting time and allowed waiting time simultaneously.

Definition 4. Conflict vector is a binary vector with p bits, represented by
C = (Cp,Cp_1,---,Co,Cq). where C, = {0,1}, 1 < p < (¢t — 1). Waiting time
i is banned waiting time if C; = 1; and allowed waiting time if C; = 0.C), =1
indicates the highest bit in conflict vector is always equal to 1[1%. The vector is
(1010) in the third reservation table in Fig. 4.

According to the pipeline mechanism, we can use the conflict vector to con-
struct a state graph [14] to explain states change, and then get the minimum
waiting time of the pipeline. The method to get conflict graph from conflict vec-
tor is as follows: The initial conflict vector shift one bit to right, and the vacated
one of the extreme left padded with 0. After shifting k times, k is a allowed
waiting time if the digital shifted out is 0, then do bitwise OR between the new
vector and the original conflict vector. The purpose of bitwise OR is to avoid
conflict that start from k£ + 1 and after. Therefore, conflict graph contains all
the allowed state changes without conflict. All the waiting time which is larger
than the maximum banned waiting time is the allowed waiting time. Although
the scheduling conflicts can always be avoid in a sufficiently long period of time,
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waiting a long time would lose the meaning of pipeline, no matter the view from
industrial demand or network requirements.

For the third reservation table in Fig. 4, the conflict vector is (1010), and
the conflict graph is showed in Fig. 5. Shifting 1 bit to right, then get the new
vector (0101). (1111) is the result of (1010)OR(0101), and at the third shift
(1010) get to (1011), (1011) go back to itself after the third shift. We can obtain
some waiting loops from the state graph, such as (1, 5), (3, 5), (3) and (5), then
calculating the average waiting time of them, and guiding the schedule of the
pipeline by choose the waiting loop with the minimum waiting time.

3 The Selection of Scheduling Time in Assemble Line

In this paper, we proposed a prediction algorithm based on the Markov chain-
MAPA. MAPA divide the network into different states according to the current
network throughput, and use Markov chain theory to predict the using time of
the current pipeline.

3.1 Pipeline State’s Classification

Assuming packet reception ratio R is the ratio of the number of packets success-
fully received by the destination node to source node sends. Before the congestion
occurs, R is Rp;gn at the monitoring node and regard Rp;qn as the R of the net-
work in a good state. When the congestion occurs, let R;., as the R at the
destination node without taking any congestion handling strategy. Part of the
congested data is lost as the forward isn’t timely, so Rjow < Rhigh-

To sum up, the pipeline can be divided into three states. when R > Rp;gp,
the pipeline is in the valid state; available state if Ry < R < Rpign, and invalid
state if R < Rjow-

Figure 6 shows an example of the three kinds of states of the pipeline, denoted
by A, B, and C. Assuming that the packet reception ratio at the destination node
changed from top to down, then the states that the pipeline experienced are
A-B-C, that is turn to the available state from the valid state and turn to the
invalid state lastly.

For a pipeline, saying that the pipeline is in state i at time ¢ if X; = 4,
i = {1,2,3} indicates the pipeline is in the valid state, available state, and
invalid state respectively. Assume that there is a probability P; ; make it in the
state j at the next time if the pipeline is in state ¢. Assume for any state 4, if
n >0,

P{Xpi1=jlXn=0,Xp1=tlp_1, -, X1 =01} =P, (3)

Given the past state and current state, the conditional distribution of the
future state is independent of the past state, only depends on the current state.
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Fig. 5. State graph Fig. 6. 3 kinds of states in pipeline

We can regard the converting process of pipeline as a three-state Markov chain
process. As Markov chain process must be converted from one state to another
state, and the probability is non-negative, so:

3
> Py=1i=123 (4)
j=1
M is a one-step transfer probability matrix, like Fig. 7. If we use state 1, state
2 and state 3 denote invalid state, available state and valid state respectively, and

assume that the current state of pipeline is in valid state, then M3 ; indicates
that the probability of the pipeline is in failure state at next time.

Ps; P;, Ps;

Fig. 7. One-step transfer matrix

On the basis of one-step transfer probability, we study n-step transfer prob-
ability P;"; in this section. F;"; is the probability that the current state is ¢ and
in state j after n(n > 0) moments, namely:

Py = P{ Xyt = j| Xy = i} (5)

Clearly, Pil,j = P;;, that is the current state is ¢ and reach to the state j after one-
step transfer. According to the approach to calculate n-step transfer probability
offered by C-K [15] equation,

Pirffm - Z R’T,Lkplglj (6)
k=0
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Formula (6) denotes the pipeline of the current state which is 4, and reach to
state k after n times transfer, then it reach to state j after transfer m times. Let
M ™ indicates the transfer probability of P; after n times transfer, formula
(6) can also denoted as follows:

MO+ — pr™m o, pgm) (7)

The * in formula (7) indicates matrix multiplication as follows, and formula
(8) is determined by induction. M® = MY = M@ o MO = pO+D
MY =MD« MV« MY = M+« MxM =M

3.2 Prediction Algorithm Based on Markov Chain

This paper uses the pipeline transfer matrix to predict the time slot of the
reservation table. The purpose using transfer matrix is to predict the next state
of the pipeline according to the current state, and thus predict the state n times
later. Suppose the current time is ¢, stop calculate if the pipeline transfer to
invalid state with a high probability at sometime k when calculate the pipeline
transfer matrix. Then take the time slot (k —t) as appointment time of current
pipeline. In appointment time, Scheduling pipeline in accordance with its current
schedule. Convert pipeline if the time reach to k, as current pipeline is in invalid
state with a high probability after k.

Now, concrete the one-step transfer matrix in Fig. 7, and then calculate the
n-step transfer matrix. Assume that the current packet reception ratio of the
pipeline is R, and the biggest change value of packet reception ratio is A. For
pipeline, this section is concerned on whether the state will eventually reach to
the invalid state, convert the pipeline immediately if it happens, so P;; = 1,
P12:O,P]_3:0.

P51 is the probability that the pipeline transfer from available state to invalid
state. Such as Fig. 8 shows, the packet reception ratio is R when the pipeline is
in available state. At next time, the biggest change value of the packet reception
ratio is A, so there exist a cycle, R is the center, A is the radius, and the packet
reception ratio ranging from point a to point b at next moment. P is the radio
of the length of pink line in Fig.8(a) and 24, Py = w.

P53 is the probability that the pipeline convert from available state to valid
state. Shows as the Fig. 9, Pa3 is the radio of the length of pink line in Fig. 8(b)
and 2A P23 = Lf’”gh) Then P22 =1- P21 P23 MARZMU

P31 is the probability that the pipeline convert from valid state to invalid
state. Shows as the Fig. 10, Ps; is the radio of the length of pink line in Fig. 10
and 2A, P3; = %.

P35 is the probability that the pipeline convert from valid state to available
state. Shows as the Fig. 11, Pss is the radio of the length of pink line in Fig. 11

A—(R—Ry; 2R—Rpign—R
and 24, P3y = %. Then P33z =1 — P3; — P3p = ——52—"°%,
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We can calculate the n-step transfer matrix after get the one-step trans-
fer matrix. If M g”l) is larger than a certain threshold, stop the calculation and
record the matrix order number n as a prediction time of the reservation table.
During that period, select an pipeline schedule to guide the congested data
transfer, convert the pipeline after n units of time. Should be noted, After
P51, Pao, Pa3, P31, P32, and P33 have been determined, Learned by observation
and calculation, there is a limiting probabilities making M g"l) values are no
longer change. The proposed prediction algorithm based on Markov chain can
be calculated in the finite number of steps.

Based on the above thoughts, this section presents a prediction algorithm
based on Markov chain (MPRR). The basic idea is as follows: monitoring packet
reception ratio R at the destination node if congestion occurs. According to
the probability of the packet reception ratio decreases, construct the one-step
transfer equation, and then construct the n-step transfer equation. If the prob-
ability that the pipeline convert to invalid state is larger than threshold Q or
reach to the limiting probabilities of M g"l) , stop calculate. Output the order of
the matrix, and regard it as the length of the appointment time of the pipeline
reservation table, then obtained the data transmit between the multiple paths
through pipeline.

4 Experiment and Analysis

This section verifies the performance of the proposed method through simulation
experiments. 1000 sensor nodes are evenly deployed in a 100 m*100 m network,
we use the grid structure network in order to make experiment more convenient.
Assume that the transmission period of each node is 50 ms, and the length of
each packet is 32 Bytes, the running time is 60s, a pipeline segment converts its
state with the 7th and 33th seconds which are unable to transmit data in time.
Experiments investigate four aspects: the sampling period affected the network
throughput, the sampling period affected the loss of the transferred data, the
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number of pipeline segments affected the throughput and the number of pipeline
segments affected the loss of the transferred data.

4.1 The Impact of Sampling Period

Figure 12 is the impact of execution time on the throughput when the short-
est path is 5 hops. F is the sampling period and we set the time of real-time
monitoring is one second. From Fig.12, we can see that with the increase in
execution time, the number of packets received by the destination node is on the
rise no matter how the sampling period changes. However, from the Fig. 12 we
can clearly observe, the network throughput was reduced with the increase of
the sampling period. This is because the changes of the pipeline can be found by
real-time monitoring in a timely manner, when a pipeline is no longer suitable to
continue to use for some reasons, real-time monitoring can convert the pipeline
in time to ensure that the network has a larger throughput.
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1000
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Time Time

Fig.12. Sampling period vs through- Fig. 13. Sampling period vs the num-
put ber of packets missing
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Figure 13 is the impact of the sampling period on the transfer of data missing
when the shortest path is 5 hops. From Fig.13 we can observe that with the
increase of the sampling period, the loss of transferred data is also increased.
When F = 10s or F = 155, transferred data missing remain unchanged in some
moments for the periodic sampling, more data loss in some moments for the
state of pipeline changes, and once this phenomenon was discovered by periodic
monitoring, it convert the pipeline to declined the loss of transferred data.

4.2 The Impact of the Number of Pipeline Segment

When the shortest path length is 5 hops, the sampling period is 10 s, the number
of pipeline segments affected the network throughput was shown in Fig. 14. ALN
is the number of pipeline segment, as the number of pipeline segment is the
number of routing path, so when increase the former, the number of paths in
the network can be used in parallel is increased, thus the network throughput is
also increased. When increasing the number of pipeline segment, the transferred
data can be transmitted to other more paths, which led to the growth of the
transfer path, so as the number of data missing.

1000
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= ALN=2) 900 | [—=—ALN=2]
3500 |- [—®— ALN=3| > 800 —e— ALN=3|
—4— ALN=4 28001 |4 ALN=4
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i 1500 5
£ 300
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Time Time
Fig. 14. Numbers of pipeline segment Fig. 15. Numbers of pipeline segment
vs throughput vs data missing

Figure 15 shows the number of pipeline segment affected the transferred data
missing when the shortest path length is 5 hops and the sampling period is
10s. The loss of transferred data increases with the time increase. For periodic
sampling, data loss can’t be found timely at the destination node, just be found
in the periodic time. What’s more, as the increase of ALN, data missing get
seriously for the elongate of transfer path.

4.3 The Impact of Predicting Time

Assuming when the program is running, the threshold is set to 0.735, and the
others don’t change. F is the fixed sampling period, F = 1 is real-time monitoring.
PF is the prediction period, more flexible than fixed period. From Fig. 16 we can
see that the throughput of periodic monitoring is close to the throughput of real-
time monitoring which explain the feasible of the periodic monitoring approach.
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When the shortest path length is 5 hops, Fig.17 illustrates the impact of
the prediction time on the frequency of monitoring. In sensor networks, there
is a direct relationship between frequency of monitoring and energy consump-
tion, monitoring the more, the greater energy consume. Therefore, ensuring the
network throughput and reducing the frequency of monitoring is of great signif-
icance for extending the network life cycle.

5 Conclusion

Aiming at data missing caused by data congestion in WSNs, the paper proposes
a pipeline based multi-path reliable routing protocol. The protocol establishes
the conversion relationship in multiple paths to reduce data missing and improve
the reliability of data transmission. Combining multi-path routing with pipeline
based on the conversion relationship to improve network throughput. Proposed
predict method based on Markov chains for the lack of real-time monitoring
and periodic monitoring at the destination node, predict the appointment time
dynamically, and convert pipeline in time to ensure the network throughput.
Experiments show that the proposed routing can handle data congestion effec-
tively, improve the network throughput, and reduce the number of monitoring.
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