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Preface

This book constitutes the proceedings of the 11th International Conference on Wireless
Algorithms, Systems and Applications, WASA 2016, which was held in Bozeman,
Montana, USA, during August 8–10, 2016. The 50 full papers presented (including
nine invited papers) were carefully reviewed and selected from 148 submissions. The
papers cover a wide range of topics including RFID systems, cognitive radio networks,
smart mobile applications, wireless network theory, delay-tolerant networks,
cyber-physical systems, mobile cloud and social networks, wireless sensor networks,
device-to-device communication, wireless network security, big data, wireless mesh
networks, vehicle ad hoc networks, MIMO wireless systems, and privacy-preservation
systems.

We express our gratitude to the authors for their excellent contributions to this
conference and the book. We are also grateful to all the Technical Program Committee
members for their efforts in reviewing the submissions and for their valuable comments
and suggestions that significantly improved the quality of the papers. We sincerely
thank the Steering Committee and general chair for their advice and support, and the
publication, publicity, Web, and local chairs for their hard work.

June 2016 Qing Yang
Wei Yu

Yacine Challal
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Abstract. Private RFID authentication with structured key manage-
ment securely singulates RF tags in the logarithmic order by having
group keys shared by several tags. However, the degree of tags’ privacy
will decrease should some tags in the system be compromised by correlat-
ing tampered group keys. Improving the degree of tags’ privacy in keeping
with fast authentication speed is equivalent to reducing the correlation
probability of group keys. To this end, we propose Randomized Skip
Graphs-Based Authentication (RSGA) that significantly improves the
tags’ privacy in terms of anonymity with reasonable amount of key stor-
age cost. The simulation results demonstrate that the proposed scheme
achieves it design goals.

Keywords: Radio Frequency Identification (RFID) · Security and
privacy · Skip graphs

1 Introduction

Fast and secure object identification, generally called private tag authentication,
is critical to efficiently monitor and manage a large number of objects with Radio
Frequency Identification (RFID) technologies. In a singulation process, an RF
reader queries an RF tag, and then the tag replies its ID or data to the reader.
Since the tag’s ID itself is private information, the reply must be protected
against various threats, such as eavesdropping and compromised attacks, where
tags are physically tampered and the keys associated with compromised tags are
disclosed to adversaries.

A large amount of efforts have been made to protect tag’s replies with low-
cost operations, e.g., the XOR operation and 16-bit pseudo random functions
(PRFs) [4]. In Hash Lock [9], a tag sends a hashed ID, instead of its real ID,
to a reader, and then, the reader searches the corresponding entry in the back-
end server. While this approach defends tag’s replies against various attacks,
the authentication speed is of O(N), where N is the number of tags in the
system. Hence, such a straightforward approach is not practical for large-scale
RFID systems. In order to efficiently and securely read tags’ content, private
authentication protocols with structured key management, such as groups [3], a
balanced tree [5–7,10], and skip lists [8], have been proposed. In these schemes,
c© Springer International Publishing Switzerland 2016
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each tag has its unique key and a set of groups keys. Groups keys are shared by
several tags and used to confine the search space of a unique key. With efficient
data structures, the tag authentication completes within O(logk N).

However, private authentication protocols with structured key management
unfortunately reduce the degree of privacy, should some tags in the system be
compromised. This is because group keys are shared by several tags, and physical
tampering of some tags makes the other tags less anonymous. How to remedy
this issue is equivalent to reducing the probability that two tags share common
group keys (hence after we refer to it as the correlation probability). The introduc-
tion of random walking over a data structure, e.g., randomized tree-walking [10]
and randomized skip-lists [8], significantly reduces the correlation probability.
Nevertheless, two tags are still correlated should they have same groups keys at
all the levels of in a balanced tree or skip lists.

In this paper, we will further reduce the correlation probability with novel
structured key management using one of advanced data structures, called skip
graphs [1]. The contributions of this paper are as follows. First, we design a
private tag authentication protocol, namely Randomized Skip Graphs-Based
Authentication (RSGA), in which unique and group keys are maintained with
a skip graph. In keeping the authentication speed to be O(logk N), where N is
the number of tags in the system and k is the balancing factor of a skip graph,
RSGA provides higher degree of privacy with the storage cost of O(N logk N).
Second, we prove that the proposed RSGA results in the correlation probability
of

(
1
N

)�logk N�−1, which is much lower than any of the existing solutions. In addi-
tion, the number of gates required to implement RSGA at a tag is discussed.
Finally, we conduct extensive simulations and demonstrate that the proposed
scheme achieves it design goals.

The rest of this paper is organized as follows. Section 2 reviews the related
works and provides preliminary. We propose RSGA in Sect. 3. The performance
of the proposed protocol is evaluated by mathematical analyses as well as by
simulations in Sects. 4 and 5, respectively. Section 6 concludes this paper.

2 Related Works and Preliminary

2.1 Related Works

To protect tag’s replies, a number of encryption-based authentication protocols
have been proposed in the past. Weis proposes Hash-lock [9] where a tag com-
putes a hashed ID using its unique key, and then, replies the hash to a reader.
The reader communicates back-end-server for searching the pair of the tag’s ID
and unique key corresponding to the tag’s reply. The reader must search all the
pairs of a tag ID and a unique key, which cases authentication to take a long
time. This motivates private authentication to have structured key management.

Private authentication protocols with structured key management [3,5,7,8,10]
use one unique key and a set of group keys.A tag’s reply contains a set of hash values
each of which is computed using the unique key and the set of group keys. In the
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authentication phase,A reader first scans the groupkeys to confine the search space
of the unique key. As shown in Fig. 1, the tree-based authentication schemes [5,7]
use a balanced tree for the key management. The tags in the system is located at
leaf nodes in the tree. Each tag obtains the unique key from its leaf node and the set
of group keys at the non-leaf nodes on the path to the root. Starting from the root,
the reader identifies a tag by traveling the tree toward the corresponding leaf node.
Hence, authentication speed of the tree-based protocols are O(logk N), where N
is the number of tags and k is the balancing factor of the tree. However, should
some tags be compromised and group keys are correlated, the system anonymity
significantly decreases.

Improving anonymity is equivalent to making the correlation probability as
small as possible. To this end, Lu et al. [6] use a sparse tree, where the number of
non-leaf nodes are much larger than the number of tags. However, this approach
increases the height of a tree causing to unacceptable storage cost to tags. Sun
et al. [8] incorporates the idea of random walking over a skip list, which is a
probabilistic tree-like structure consisted of a set of lists. By taking random
shift at each level of skip lists and incorporate the dependency among levels,
two tags are never linked unless they have exactly the same set of group keys.

There exists a faster authentication protocol, e.g., ETAP [2], which runs in
O(1) by mapping hashed IDs and real IDs using a hash function. However, their
claim is based on average performance, and hash-based protocols may take O(n)
in the worst case. Hence, this direction is out of our scope.

gk2,0 gk2,1 gk2,2 gk2,3

gk1,0 gk1,1

sk0 sk1 sk2 sk3 sk4 sk5 sk6 sk7

Fig. 1. An example of tree-based
protocols.

Level 0

Level 1

Level 2

liaTdaeH

7 13 29 67 9783

13 29 67

7 9783

13
29

67

7 97
83

Fig. 2. An example of skip graphs.

2.2 Preliminary

Anonymity. To quantify of the degree of privacy, anonymity [8] is widely used,
which is defined as the state of not being identifiable among an anonymous set.
An anonymous set is the set of tags whose replies are indistinguishable from
each other.
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For example, 8 tags are managed with a binary tree structure in Fig. 1.
When no tag is compromised, every tag is identified with probability of 1/8
by random guessing. Assume that tag 1 with unique key sk1 and group keys
GK1 = {gk1,0, gk2,0} is compromised. The replies from the other tags will be
partially disclosed from the keys associated with tag 1. Eventually, the adver-
sary learns that the tags are divided into 3 disjoint groups, i.e., {0}, {2, 3}, and
{4, 5, 6, 7}. As a result, the other tags are anonymous within these groups, i.e.,
uncompromised tags can be identified with probability of either 1, 0.5, or 0.25.

Skip Graph. A skip graph [1] is a probabilistic data structure, which has the
full functionality of a balanced tree and consists of a set of ordered doubly linked
lists as shown in Fig. 2. Hence, a skip graph can be seen as a set of trees. Each
level, except the lowest level (labeled by Level 2), has one or more lists, and the
lowest level has one list containing all the nodes. Every node participates to one
of the lists at each level. A node in the list at level i for i > 0 appears at level
i − 1 with probability of 1/k, where k is the balancing factor. Given the number
of inputs N , the number of levels, denoted by η, is defined as η = �logk N�, and
there are kη−j lists at level j on average. The operations of search, insert, and
delete are performed in O(logk N). The space complexity is O(N logk N).

3 RSGA

3.1 Motivations and Basic Idea

To the best of our knowledge, the use of random walking over a data structure,
e.g., RSLA [8], achieves the highest degree of privacy among the existing works.
In this approach, the correlation probability depends on the number of levels and
the number of internal nodes at each level. In the tree-based and skip lists-based
protocols, the number of levels is defined as η = �logk N�. The number of nodes
at level i is defined as ki. Hence, the correlation probability can be obtained by∏η−1

i=1
1
ki .

One naive approach to decrease the correlation probability is the use of sparse
structures [6], i.e., the internal nodes in a data structure is much larger than the
number of tags. However, introducing redundant internal nodes is undesirable.
The number of group keys that each tag stores increases in proportion to the
number of levels of a data structure. In general, the passive tag has 512-bit
memory, and the length of a tag’s ID is 96 bits. Assuming that the length of a
unique key and a group key is 32 bits, the number of levels can be at most 13.
The number of tags which can be supported by this approach is much smaller
than 213 when the structure is sparse. Thus, this approach is not practical.

To tackle this issue, we propose Randomized Skip Graph-based Authenti-
cation (RSGA) which works as follows. First, a skip graph with η + 1 levels is
deterministically constructed in which unique keys are located at the nodes in
the list at level η and the group keys are located at the nodes in the list at
level j (1 ≤ j ≤ η − 1). Then, each tag is associated with a node of the lowest
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level list. Starting from the bottom, a tag obtains the unique key and a set of
group keys along the path toward the top level list. At each level, random shift-
ing is performed (hence, the protocol is randomized). In the singulation process,
the reader will find the node corresponding to a tag’s reply in the lowest list
by traveling from the top. The proposed RSGA differs from RSLA [8] in the
initialization, key issuing, and private authentication phases. Note that the key
updating and maintenance algorithms in [5,8] can be applied to RSGA. Each
phase is elaborated on in the subsequent sections.

Table 1. Definition of notations.

Symbols Definition

k The balancing factor of a skip graph

N The number of tags in the system

η The number of levels of a skip graph, �logk N�
Lj,l The l-th list at level j in a skip graph (0 ≤ j ≤ η)

vi, V Node i in a list, and a set of nodes

ski Tag i’s unique secret key

GKi A set of group keys of tag i, {gk1, gk2, ..., gkη−1}
Ri A set of shift numbers of tag i, {r1, r2, ..., rη−1}
ptr The index of the list at level 1

nt, nr Nonces from a tag and a reader

β, γ A tag’s reply, {β1, β2, ..., βη−1} and γ

H(.), E(.), D(.) The hash, encryption, and decryption functions

3.2 Definitions and Assumptions

We assume that an RFID system consists of N tags and one reader, which is
connected to the back-end server. In addition, the reader and back-end server
are assumed to be connected via a secure channel. Hence, the reader is the final
destination of all the tags.

The nonce is randomly selected by the reader and a tag, which are denoted
by nr and nt, respectively. The hash function H(x) is assumed to be collision
resistant, and an encryption function E(K,x) is implemented by low-cost cryp-
tographic operations [9], where K is given key and x is an input. In addition,
the pseudo random family (PRF) is defined as F (K,x) which returns a 96 bits
value. We assume that RF reader has enough computational power to run a
decryption function D(K,x) with key K and input x. The symbols used in this
paper is listed in Table 1.
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3.3 The Proposed Authentication Protocol

Construction of a Skip Graph. Given the number of tags N and the bal-
ancing factor k, a skip graph with η +1 levels is generated, where η is defined as
�logk N�. There exits one list in the lowest level, which contains all the nodes,
so that every tag can be allocated. At level j (1 ≤ j ≤ η−1), there are kη−j lists
and each of them contains N

kη−j nodes. To form a list, node vi has pointers to the
right and left nodes in the same list at level j, which are denoted by vi.right[j]
and vi.left[j]. The left pointer of the head node and the right pointer of the last
node in the list are null. Let Lj,l be the l-th list at the j-th level from the top.
For all the level, node vi belongs to list Lj,l where l is computed by i mod kη−j .
The level 0 has one list which contains node v0, and this is used as the entry
point for key searching.

Each node has a key for each level. Let vi.key[j] be the variable to store a
key at node vi. To be specific, vi.key[η] contains unique key ski and vi.key[j]
(1 ≤ j ≤ η − 1) contains group key gki,j . No key is assigned to the node in level
0 list. Thus, v0.key[0] is empty.

Level 0

Level 3

Level 1

Level 2

liaTdaeH

V0 sk0 V1 sk1 V2 sk2 V3 sk3 V4 sk4 V5 sk5 V6 sk6 V7 sk7

V0gk0,2

V0gk0,1

V0

V2gk2,2 V6gk6,2

V4gk4,1

V4gk4,2

V1gk1,2 V3gk3,2 V5gk5,2 V7gk7,2

V1gk1,1 V5gk5,1

V2gk2,1 V6gk6,1

V3gk3,1 V7gk7,1

Fig. 3. An example of key issuing.

Since the construction of a skip graph is deterministic, our skip graph with
the balancing factor k works in the same fashion to a set of k-balanced trees
with the nodes in the lower levels belonging to more than one tree. For example,
Fig. 3 shows a skip graph with N = 8 and k = 2. The corresponding set of binary
trees are shown in Fig. 4.

Key Issuing. In RSGA, every tag has four variables, the unique key skt, a set
of group keys GKt, a set of random shift numbers Rt, and list index ptr. Tag t
is located at one of the nodes, say vi, in the list at level η, and the unique key
at vi.key[η] is assigned to tag t. A set of group keys are assigned to tag t by
traveling with random shifting from vi at level η to the top of the skip graph.
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0 1 2 3 4 5 6 7

0

0

root

2 4

4

6

(a) Tree 1.

0 1 2 3 4 5 6 7

1

1

root

3 5

5

7

(b) Tree 2.

0 1 2 3 4 5 6 7

2

root

6

20 4 6

(c) Tree 3.

0 1 2 3 4 5 6 7

root

1 3 5 7

3 7

(d) Tree 4.

Fig. 4. The corresponding set of trees.

At level j, node vi has a set of parents, denoted by Vi,j , since there are more
than one lists at level j (1 ≤ j ≤ η − 1). Here, Vi,j includes k nodes, vp for
p = i − nkη−j mod N (0 ≤ n ≤ k − 1). The key issuer randomly selects one of
the node in Vi,j and moves to the upper list Lj−1,l to which node vi belongs at
level j − 1. Then, random number rj ∈ [0, N − 1] is generated and the left shift
by ri is token. If the pointer reaches to the head node in the list, it moves to
the tail. The value of ri is added to Rt for the j-th level. The pointer is now at
a node, say ni′ , at level j − 1. The group key at vi′ .key[j − 1] is added to GKt.
This process repeated until the pointer reaches at the top list. Unlike a tree and
skip lists, there are more than one node at level 1. Thus, the entry point of the
skip graph, i.e., the ID of list L1,l at level 1, is kept in ptr. At the end of this
process, tag t has one unique key, η − 1 group keys, η − 1 shift number, and ptr.

Mutual Authentication. After issuing keys, the reader can securely commu-
nicate with tags. In the RSGA authentication protocol, the reader first sends a
query with nonce nr, then a tag generates a reply with nonce nr and sends the
reply. The reader receives and decrypts the tag’s reply.

The replying process at the tag’s side is as follow. Assume tag t has the
unique key skt, a set of group keys GK = {gk1, gk2, ..., gkη−1}, a set of random
shift numbers Rt = {r1, r2, ..., rη−1}, and the pointer ptr. When tag t receives
a query with nonce nr from the reader, tag t generates a reply message with
nonce nt. The reply message is defined by ptr, β = {β1, β2, ..., βη−1}, and γ.
The value of βj consists of a hash value βj .hash and encrypted shift number,
i.e., β = (β.hash, β.num), where β.hash = H(gkj ||rj−1||nt||nr) and β.num =
E(gkj ||rj).

At level 1, β1.hash is computed with the base r0 = ptr. The reason why the
shift number is included at the previous level is to enforce dependency among
the levels to preserve high anonymity. The random shift number rj is encrypted
by E(gkj ||rj) and set to βj .num. While component β is computed using a group
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key at each level i, and γ is computed using a unique key at level η. The value of
γ is obtained by IDt ⊕ F (0||skt||rη−1||nt||nr), where IDt is the ID of a tag and
F (.) is the PRF. As the input of F (.), 0 is concatenated with other parameters
for the purpose of the mutual authentication. Finally, tag t sends nt, β, γ, and
ptr to the reader. Note that β contains η − 1 elements.

On receiving tag t’s reply, the reader scans k group keys associated to the
nodes in list L1,ptr. Let vi be the node whose key[1] contains the corresponding
group key gk1 for β1.hash. In addition, β1.num is decrypted by gk1 to obtain
shift number r1. The pointer moves to vi in Lj,l, and then right shift is token
by r1. If the pointer reaches at the tail node in the list, it moves to the head
node of the same list. This process is repeated until the pointer arrives in a node
in lowest level list. Since the nodes in the lowest list contains the unique key,
the reader can identify the corresponding tag based on the information in the
signature γ.

After the tag identification, the mutual authentication process is kicked off.
At the end of singulation, the reader knows IDt and skt. The reader computes
π = IDt ⊕F (1||skt||nt||nr) and sends it to tag t. On receiving π, tag t computes
ID′

t by ID′
t = π ⊕ F (1||skt||nt||nr). If ID′

t equals to tag t’s IDt, tag t accepts
the reader. By doing this process, tag t also authenticates the reader.

4 Analyses

In this section, security and performance analyses are provided in terms of the
system anonymity, the key storage cost at the back-end sever, and the number
of gates required at tags. Note that the key storage cost at tags is the same as
the existing solutions [7,8].

4.1 Anonymity Analysis

In RSGA, two tags cannot be correlated unless they has the same group keys at
all the levels. The correlation probability of RSGA can be deduced by Theorem 1.

Theorem 1. Given the number of tags N and the balancing factor k, the cor-
relation probability of RSGA is ( 1

N )η−1.

Proof: A skip graph has η = �logk N� levels excluding level 0 with each con-
taining N nodes. Every tag obtains η−1 group keys from level j (1 ≤ j ≤ η−1),
and two tags will the same group key with probability 1/N from level 1 to η −1.
Thus, the two tags are correlated with probability ( 1

N )η−1. This concludes the
proof.

The anonymity of the system is defined as 1
N2

∑
i |Si|2, where S is the anony-

mous set consisting of one or more tags. If no tag is compromised, there exists
only one anonymous set and |S| = N . Should some tags be compromised, the
tags in the system are divided into disjoint set and each tag is anonymous within
the set.
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Let Nc be the number of compromised tags. In RSGA, an uncompromised
tag belongs to the anonymous set with size k or k − 1 only when it has the same
group keys as any of the compromised nodes. Such a probability is formulated
in Theorem 1. Otherwise, the tag remains anonymous within the set with size
N − Nc. Therefore, RSGA provides higher anonymity than any of the existing
works under the compromised attack.

4.2 Cost Analysis

The key storage cost at the back-end server is obtained by Theorem 2.

Theorem 2. Given the number of tags N and the balancing factor k, the number
of keys in the system is bounded by O(N log N).

Proof: A skip graph has η = �logk N� levels excluding level 0, and there are
N nodes from level 1 to η. Note that the list at level 0 does not contain any
key, and it is excluded from the consideration. Thus, the total number of nodes
containing a key in the skip graph is N logk N . Therefore, the key storage cost
is O(N logk N). This completes the proof.

While RSGA requires larger storage cost than the existing solutions, which
require O(N) key storage cost, the back-end server has enough storage capacity.
In addition, RSGA never sacrifices the authentication speed compared with the
tree-based and skip lists-based approaches. Thus, we stress that RSGA provides
higher a privacy preserving mechanism with reasonable key storage cost.

The number of gates to implement the proposed RSGA can be formulated by
a similar fashion presented in [8]. At the tag’s side, compared with RSLA, RSGA
requires one additional log2 N bits parameter for ptr to indicate the entry point
of a skip graph. Since 1-bit memory needs 5 gates (D flip-flop), 5 log2 N gates
are required to store log2 N -bit information. With the same condition as [8], the
number of gates to implement RSGA at a tag is formulated by 3576 + 80 × (η −
1) + 5 log2 N . For instance, 4,856 gates for the security mechanism are required
to maintain 216 tags when k = 2. In other words, the implementation of RSGA
increases approximately 5 cents for each tag. However, we claim that additional
5 cents would not be a significant issue in the RFID systems, where each tag has
a relatively long life-cycle, such as library RFID systems.

5 Simulation

In this section, the performance of the proposed RSGA is compared with the
tree-based [7], AnonPri [3], and RSLA [8] protocols by computer simulations in
Java.
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5.1 Simulation Configuration

In the simulations, an RFID system contains one RF reader and 28 to 214 RF
tags. A simulation experiment is initialized by the key issuing process of each
private authentication protocol, and then, 1 % to 90 % tags are randomly selected
as being compromised. Under the compromised attack, the reader singulates
uncompromised tags using a private authentication protocol. As performance
metrics, anonymity, authentication speed, and key storage cost are used. These
metrics are computed by exactly the same way as [8]. The balancing factor k for
the tree-based, RSLA, and RSGA is set to be either 2, 4, 8, or 16. For AnonPri,
the number of pseudo ID pools and the number of pseudo IDs that each tag has
are set to be 1000 and 10, respectively. For each configuration, 1000 simulations
are conducted.

5.2 Simulation Results

Figure 5 illustrates the system anonymity with the respect to the percentage of
compromised tags in the case of k = 2. Clearly, RSLA and RSGA, which use
a random walking over a data structure, outperform the other protocols. The
anonymity of RSGA is higher than RSLA by 5% ∼ 10% when the percentage
of compromised tags is between 20% and 60%. This is because the correlation
probability of RSGA is much smaller than that of RSLA. Hence, RSGA provides
the strongest privacy protection mechanism against the compromised attack.

Figure 6 demonstrates the system anonymity with different balancing factors
with respect to the number of compromised tags. Since tags have small memory
to store keys, and thus, the number of levels of a tree/skip lists/a skip graph
is limited. Hence, the balancing factor must be set to be large to support more
tags. However, the anonymity of the existing RSLA decreases as the value of k
increases. On the other hand, the anonymity of the proposed RSGA is mostly
independent from the balancing factor. This implies that RSGA can accommo-
date more tags in keeping with the higher anonymity and the same number of
group keys that each tag maintains.

Figure 7 presents the authentication speed with respect to the number of
tags. Since the tree-based, RSLA, and RSGA run in O(logk N), all of them
can quickly singulate a tag. In contrast, AnonPri takes a much longer time for
authentication when the number of tags increases.

Figure 8 shows the number of unique keys and group keys in the system. The
key storage cost of RSGA is largest since it requires O(N logk N) key storage
cost, while the others incur O(N) key storage cost. Although the tree-based,
AnonPri, and RSLA do not require as much storage cost as RSGA, the different
is not significant. As unique and group keys are stored in the back-end-server,
additional key storage cost would not discourage the deploy of RSGA.
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6 Conclusion

In this paper, we proposed Randomized Skip Graph-Based Authentication
(RSGA) which maintains secret and group keys with a skip graph. The key
idea of RSGA is the random shift at each level and dependency among levels
of the skip graph. By doing this, two tags are never correlated unless they have
exactly the same group keys at all the levels, and the correlation probability
is much smaller than any of the existing protocols. Analyses and simulations
demonstrate that the proposed RSGA results in the highest anonymity among
the tree-based, group-based, and skip lists-based protocols in keeping with rea-
sonable storage cost.

As future works, we would like to investigate efficient key updating and main-
tenance mechanisms for dynamic systems, where new tags join/leave to/from the
system. In addition, formal privacy analyses using the random oracles will be
provided.



12 Y. Komori et al.

References

1. Aspnes, J., Shah, G.: Skip graphs. ACM Trans. Algorithms 3(4), 37 (2007)
2. Chen, M., Chen, S.: ETAP: Enable Lightweight Anonymous RFID authentication

with O(1) overhead. In: ICNP, pp. 267–278 (2015)
3. Hoque, M.E., Rahman, F., Ahamed, S.I.: AnonPri: an efficient anonymous private

authentication protocol. In: PerCom, pp. 102–110 (2011)
4. Li, Y., Deng, R.H., Lai, J., Ma, C.: On two RFID privacy notions and their rela-

tions. ACM Trans. Inf. Syst. Secur. 14(4), 30 (2011)
5. Lu, L., Han, J., Hu, L., Liu, Y., Ni, L.M., Key-Updating, D.: Privacy-preserving

authentication for RFID systems. In: PerCom, pp. 13–22 (2007)
6. Lu, L., Han, J., Xiao, R., Liu, Y.: ACTION: breaking the privacy barrier for RFID

systems. In: Infocom, pp. 1951–1961 (2009)
7. Molnar, D., Wagner, D.: Privacy and security in library RFID Issues, practices,

and architectures. In: CCS, pp. 210–219 (2004)
8. Sun, M.-T., Sakai, K., Ku, W.-S., Lai, T.H., Vasilakos, A.V.: Private and secure

tag access for large-scale RFID systems. IEEE Trans. Dependable Secur. Compt.
(in press)

9. Weis, S.A.: Security and Privacy in Radio-Frequency Identification Devices. Master
Thesis, MIT (2003)

10. Yao, Q., Qi, Q., Han, J., Zhao, J., Li, X., Liu, Y.: Randomized RFID private
authentication. In: PerCom, pp. 1–10 (2009)



Tefnut: An Accurate Smartphone Based Rain
Detection System in Vehicles

Hansong Guo1, He Huang1,2(B), Jianxin Wang1, Shaojie Tang3,
Zhenhua Zhao1, Zehao Sun1, Yu-E Sun1,2, Liusheng Huang1,

and Hengchang Liu1

1 University of Science and Technology of China, Hefei, China
2 Soochow University, Suzhou, China

huangh@suda.edu.cn
3 University of Texas at Dallas, Richardson, USA

Abstract. Real-time and fine-grained rain information is crucial not
only for climate research, weather prediction, water resources manage-
ment, agricultural production, urban planning and natural disasters
monitoring, but also for applications in our daily lives. However, because
of the lack of rain detection systems and the high variable attribute of
rain, both in time and space, the rain detection today is still not pre-
cise enough. In such context, we propose and implement Tefnut (Tefnut
is the rain deity in Ancient Egyptian religion.), a novel system that
exploits opportunistically crowdsourced in-vehicle audio clips from an
alternative, nowadays omnipresent source, smartphones, to achieve pre-
cise detection of rain leveraging a supervised recognizer constructed from
a series of refined features. We conduct extensive experiments, and eval-
uation results demonstrate that Tefnut can detect the rain with 96.0 %
true positive rate, when deciding with a one-second-long in-vehicle audio
segment only.

Keywords: Rain detection · Supervised classification · Signal
processing · Smartphone

1 Introduction

According to the information released by the United Nations Office for Disas-
ter Risk Reduction [1], developing countries lack rain detection systems, making
them more vulnerable to natural disasters, such as flood, erosion, waterlogging,
landslide and debris flow, caused by extreme rain events. Depending on sophis-
ticated and expensive equipments and infrastructures, developed countries can
achieve reliable daily and city-wide rain detection. However, rain has high vari-
ability, both in time and space, that is to say, the rain may start suddenly, only
last for a very short period of time and then stop unexpectedly or within a
very small area, the weather conditions may be totally different, in other words,
it may be raining on one side, but it is completely sunny on the other side,
which is not far away. But on the one hand, even in developed countries, the
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 13–23, 2016.
DOI: 10.1007/978-3-319-42836-9 2
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rain detection systems are sparsely deployed and can not cover all areas. On
the other hand, for most of the cities all over the world, these rain detection
equipments and infrastructures are placed far away from the urban centers to
avoid the interferences from human activities and only periodically record the
rain data. These two situations mentioned above both aggravate the inaccuracy
of rain detection. To illustrate that precise rain information also plays an impor-
tant role in our daily lives, we just provide the following one scenario here, due
to the page limitation.

Mr. A likes running. He plans to run to a park several kilometers away
this morning. He wants to know whether it is raining there. Because if it is
raining, he can change into waterproof shoes and clothes or will not go there.
But the rain informations released by all weather apps nowadays are not accurate
enough, both with respect to temporal and spatial resolution. The precise rain
informations crowdsourced and shared by people whose vehicles are near the
park utilizing Tefnut can help him.

Nowadays, smartphones are becoming more and more ubiquitous in our daily
lives, which not only just serve as communication devices, but also are equipped
with abundant advanced built-in sensors. The development of smartphones stim-
ulates the blooming of mobile sensing researches, such as healthcare [3,31], local-
ization [8,13,20,29], safety [12,16,26,27], human computer interaction [30] and
makes our lives more efficient [21,25,28], more intelligent [4,10,22] and more
enjoyable [5,9]. However, little attention has been paid to the field of rain detec-
tion. In this paper, we explore this area, propose, implement and evaluate Tefnut,
which is, to the best of our knowledge, the first rain detection system exploit-
ing opportunistically crowdsourced audio clips from smartphones in vehicles, in
both industrial and academic communities.

2 Related Work

In recent years, several other kinds of rain detection systems are proposed. Alla-
mano et al. [2], Roser et al. [19], Gormer et al. [6] and Nashashibi et al. [15]
employ images for rain detection. In some literature, Grimes et al. [7] and War-
dah et al. [24] leverage satellites and Leijnse et al. [11], Messer et al. [14], Overeem
et al. [17], Zinevich et al. [32] and Rayitsfeld et al. [18] exploit microwave links
for rain detection.

3 System Design and Implementation

3.1 System Overview

In this part, we provide the system overview of Tefnut (Fig. 1). At the very
beginning, Tefnut recognizes the in-vehicle environment adopting the EEMSS
proposed in [23]. The microphone will be turned on if and only if the user is in
the vehicle.
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Fig. 1. System overview of Tefnut.

The first step is the acquisition of raw in-vehicle audio clips from smartphone.
Then Tefnut divides these audio clips into segments, as presented in Sect. 3.2.
In the third step, Tefnut computes several segment-level features in power spec-
trum, which contain important cues for distinguishing segments generated in
rainy and sunny days in vehicles, as reported in Sect. 3.3. In order to study and
depict the characteristics of these two kinds of segments more subtly, and then
ultimately recognize the segments generated in rainy days in vehicles, Tefnut
divides every segment into frames in the fourth step, as given in Sect. 3.4. Based
on every frame, Tefnut extracts a series of frame-level features in frequency spec-
trum and time domain, which are economical but effective, as demonstrated in
Sect. 3.5. Then Tefnut accumulates features extracted from different but contin-
uous frames within every segment, as described in Sect. 3.6. In the seventh step,
Tefnut conducts the dimension reduction, as outlined in Sect. 3.7. Finally, Tefnut
constructs a recognizer, which outputs the recognition results, namely, rainy or
sunny day.

3.2 Divide Audio Clips into Segments

The raw audio segments acquisition algorithm we utilized in Tefnut is based on
End-Points Detection and Sliding Windows, which are two of the most popular
segmentation methodologies. The length of every segment is 1 s in this paper.

3.3 Segment-Level Feature Extraction

In this part, we introduce the features which are selected to detect the rain.
These features are all calculated in power spectrum of every segment.
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Root Mean Squared Error-Low. This feature measures the smooth degree
of power spectrum curve in low frequency part (i.e., less than 7500 Hz). The
RMSE-L of segment Si is calculated as1:

RMSE-Li =

√√
√
√
√ 1

nlpi

nlpi∑

j=1

(apij − ãpij)2

where nlpi indicates the total number of low frequency components in the power
spectrum of segment Si. a

p
ij indicates the amplitude of the j-th frequency com-

ponent of segment Si and ãpij indicates the predicted amplitude of the j-th
frequency component calculated by carrying out linear fitting of the power spec-
trum curve of segment Si.

Amplitude of Middle Frequency. This feature stands for the amplitude of
7500 Hz in the power spectrum of segment Si.

Amplitude of Cut-Off Frequency. This feature denotes the amplitude of
15000 Hz in the power spectrum of segment Si.

Min., Med., Avg. and Var. Amplitude. These features focus on the basic
shape of the power spectrum curve.

Energy-Low. This feature pays attention to the signal energy in low frequency
part. The E-L of segment Si is calculated as:

E-Li =
nlpi∑

j=1

apij

Spectral Similarity. This feature describes the similarity degree between power
spectrum curves in low and high frequency parts. The SS of segment Si is cal-
culated as:

SSi =
1
nlpi

nlpi∑

j=1

|âpij − âpi(nli+j)|

where âpij indicates the modified amplitude of the j-th frequency component
calculated by aligning power spectrum curves in low and high frequency parts
to x-axis respectively, in other words, by subtracting the average value of all
amplitudes in low (high) frequency part from apij if fp

ij is a low (high) frequency
component, which corresponds to apij .

3.4 Divide Segments into Frames

In this part, Tefnut divides every segment into frames, whose lengths are 0.032 s
in this paper, with an overlap of 50 % between consecutive frames, and then
applies Hanning window to every frame to avoid frequency distortion.
1 In this paper, the superscript p, t or f on a variable indicates that this variable is

calculated in power spectrum, time domain or frequency spectrum respectively.
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3.5 Frame-Level Feature Extraction

The following are several features employed to recognize the sounds generated
in rainy days in vehicles, such as raindrops hitting on windows and windshield
wipers pivoting, which are all calculated in time domain or frequency spectrum
of every frame.

Spectral Centroid. This feature characterizes the barycenter of the frequency
spectrum, which is correlated with the perceptual attribute of timbre, i.e., bright-
ness. The SC of frame Fi is calculated as:

SCi =

nf
i∑

j=2

afij log2
ff
ij

1000

nf
i∑

j=2

afij

where nf
i indicates the total number of frequency components and afij indicates

the amplitude of the j-th frequency component ff
ij , in the frequency spectrum

of frame Fi.

Spectral Spread. This feature denotes the shape of the frequency spectrum,
that is to say, whether it is concentrated in the vicinity of its centroid, or spread
out over the frequency spectrum. The SS of frame Fi is calculated as:

SSi =

√√
√
√
√
√
√
√
√

nf
i∑

j=2

(log2
ff
ij

1000 − SCi)2a
f
ij

nf
i∑

j=2

afij

Spectral Roll-Off. This feature captures the frequency below which 95 % of
the signal energy is contained. The SR-O of frame Fi is calculated as:

SR-Oi = min j′, subject to:

j′
∑

j=1

afij ≥ 0.95
nf
i∑

j=1

afij

Mel Frequency Cepstral Coefficients. These features collectively represent
the shape of the spectrum. To calculate the MFCC of frame Fi, Tefnut firstly
employs the Hamming window to minimize the maximum side lobe. Then, Tefnut
transforms the time domain of frame Fi into frequency domain by performing the
DFT (Discrete Fourier Transform). In the third step, utilizing a set of triangular
filters, Tefnut computes the Mel scale from the frequency components obtained
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above. Finally, Tefnut takes the logarithms of powers at all Mel frequencies and
conducts the DCT (Discrete Cosine Transform) of these logarithm values. The
amplitudes of the output spectrum are the Mel Frequency Cepstral Coefficients.

Avg. Zero-Crossing Rate. This feature counts the average number of occur-
rences that the sampling points of audio signal pass through the zero axis in
time domain within a particular frame. The AZ-CR of frame Fi is calculated as:

AZ-CRi =
1

nt
i − 1

nt
i∑

j=2

[stijs
t
i(j−1) < 0]

where [P ] is the Iverson Bracket, a notation whose numerical value is 1 if the
proposition P within square brackets is satisfied, and 0 otherwise. nt

i indicates
the total number of sampling points in time domain of frame Fi and stij indicates
the j-th sampling point of frame Fi.

3.6 Multiple Frames Accumulation

In this paper, we put forward a novel approach for describing the distributions
of features extracted from different but continuous frames within every segment
based on estimating a GMM (Gaussian Mixture Model), which can also be con-
sidered as a one-state CDHMM (Continuous Density Hidden Markov Model).
Then we employ the parameters of the GMM as new features to conduct the
recognition procedure.

3.7 Dimension Reduction

The segment-level features are 9 dimensions and the features output by GMM
are 72 dimensions. In order to evaluate the sparseness, maximize the synergies
between different features and then reduce the dimension of features, we explore
LDA (Linear Discriminant Analysis) and PCA (Principal Component Analysis).
Ultimately, according to experimental results, we choose the LDA and integrate
it into Tefnut.

4 Evaluation

In this section, we present the results of our experiments. This section consists
of three parts. In the first part, we compare the differences in recognition per-
formance among six common recognizers. Then in the following part, we report
the experimental results of Tefnut employing two kinds of dimension reduction
algorithms. Finally, we demonstrate the time consumption of every step in the
recognition process for every segment.

Our experimental dataset contains 5400 rainy day and 5400 sunny day audio
segments crowdsourced and labeled by our 25 participants in rainy and sunny
days in their vehicles respectively.
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4.1 Recognition Performance of Different Recognizers

In this part, we construct six recognizers based on different recognition algo-
rithms, which are Decision Tree, Random Forest, Naive Bayes, Multi Layer Per-
ceptron, k-Nearest Neighbors and Support Vector Machine respectively. Then we
conduct a series of 10-fold cross-validation experiments on our dataset. Figure 2
presents the confusion matrixes, Fig. 3(a) illustrates the TPR (True Positive
Rate), Fig. 3(b) highlights the FPR (False Positive Rate) and Fig. 4 reports
the time consumption for recognition on our experimental dataset of these six
recognizers.

Fig. 2. Confusion matrixes of different recognizers.

Fig. 3. TPR (a) and FPR (b) of different recognizers. (Color figure online)

We can make two main observations here. Firstly, as presented in Figs. 2 and
3, Multi Layer Perceptron outputs the best recognition performance, namely,
98.8 % TPR, 1.2 % FPR and 131 misrecognition segments, Random Forest
achieves the second best recognition performance, that is, 96.8 % TPR, 3.2 %
FPR and 347 misrecognition segments and Naive Bayes yields the worst recog-
nition performance, namely, 93.1 % TPR, 6.9 % FPR and 750 misrecognition
segments. Secondly, as reported in Fig. 4, we only pay attention to the time
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consumption of the test process, because the training process can be accom-
plished offline. k-Nearest Neighbors is the most time-consuming for testing our
experimental dataset, 10800 labeled rainy day or sunny day in-vehicle audio
segments, which spends 85.69 s. Support Vector Machine is the second most
time-consuming and spends 13.84 s. The Decision Tree and Random Forest can
both complete the whole test process within 0.4 s.

Fig. 4. Total time consumed of different recognizers. (Color figure online)

4.2 Experimental Results

In this part, we construct the recognizer based on Random Forest, in addi-
tion, we exploit Principal Component Analysis and Linear Discriminant Analy-
sis to reduce the dimension of features. Then we conduct a series of 10-fold
cross-validation experiments on our dataset. Figure 5 illustrates the confusion
matrixes, TPR, FPR and feature dimension of these two recognition algorithm
combinations.

Fig. 5. Confusion matrixes, TPR, FPR and feature dimension of RF along with LDA
and PCA.
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We can observe that the combination of Linear Discriminant Analysis and
Random Forest achieves better recognition performance, namely, 96.0 % TPR,
4.0 % FPR and 433 misrecognition segments, which also reduces the features to
1 dimension and the combination of Principal Component Analysis and Random
Forest yields worse recognition performance, that is, 90.0 % TPR, 10.0 % FPR
and 1080 misrecognition segments and reduces the features to 12 dimensions.

4.3 Time Consumption of Every Computational Step

In this part, we conduct the recognition experiment on our dataset for ten times
and compute the average time consumption for every segment, as shown in
Table 1, which is specific to every step. We can observe that Segment-Level
Feature Extraction is the most time-consuming, because we need to calculate the
power spectrum first, and only then can we extract features. For every segment,
the whole recognition process can be accomplished within about 675.93 ms.

Table 1. Time consumption (Avg.±Std.Dev.) of every step in the recognition process
for every segment.

Step Computational Process Time

1-2 Acquisition of Raw In-Vehicle Audio Clips (10.40±0.79)ms

Segmentation of Clips into Segments

3 Segment-Level Feature Extraction (578.29±15.85) ms

4-6 Segmentation of Segments into Frames (46.62±0.74) ms

Frame-Level Feature Extraction

Multiple Frames Accumulation (40.56±1.17) ms

7-8 Dimension Reduction (LDA) Train (0.03±0.01) ms

Test 0.01 ms

Recognition of Rainy Day (RF) Train 0.01 ms

Test 0ms

Total (675.93±16.20) ms

5 Conclusion

Rain detection with high temporal and spatial resolution is significant not only
for professional researches and decisions-making, but also for applications in our
daily lives. In this paper, we present Tefnut, which is, to the best of our knowl-
edge, the first rain detection system exploiting opportunistically crowdsourced
in-vehicle audio clips from smartphones, in both industrial and academic com-
munities. Tefnut utilizes a supervised recognizer constructed from a series of
refined features. The evaluation results of extensive experiments demonstrate
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that Tefnut can detect the rain with 96.0 % true positive rate, when deciding
with a one-second-long in-vehicle audio segment only.
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Abstract. Shortest link scheduling (SLS) is one of the most funda-
mental problems in wireless networks. Almost all of the state-of-the-art
approximation algorithms for SLS in wireless networks are resorted to
the ellipsoid method for linear programming exclusively. However, the
ellipsoid method can require an inordinate amount of running time and
memory even for a moderate sized input, and consequently is often unus-
able in practice. This paper presents a completely new paradigm for SLS
in general wireless networks which is radically different from the pre-
vailing ellipsoid method, and is much faster and simpler. The broarder
applicability of this new paradigm is demonstrated by its applications to
SLS in wireless single-channel single-radio networks under the physical
interference model, wireless multi-channel multi-radio networks under
the protocol interference model, and wireless multi-input multi-output
networks with receiver-side interference suppression under the protocol
interference model.

Keywords: Link scheduling · Wireless interference · Approximation
algorithm

1 Introduction

Shortest link scheduling (SLS) is one of the most fundamental problems in wire-
less networks. Motivated by a unified treatment on SLS in single-channel single-
radio (SCSR) wireless networks, multi-channel multi-radio (MCMR) wireless
networks, and multi-input multi-output (MIMO) wireless networks, we consider
the following general formulation of SLS. Consider a set of m node-level commu-
nication links in a wireless network. Each link l for 1 ≤ l ≤ m is associated with a
finite set El of communication primitives. Let E be the union of E1, E2, · · · , Em.
A subset I of E is said to be independent if all the communication primitives in
I can occur successfully at the same time; and let I denote the collection of all
independent subsets of E. In general, I is specified implicitly by an interference
model possibly together with the communication technologies employed at the
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physical layer. For each e ∈ E, let b (e) be the data rate of e. Suppose that d is
a positive traffic demand function on the m links. A link schedule of d is a set

S =
{
(Ij , xj) ∈ I × R

+ : 1 ≤ j ≤ k
}

satisfying that for each 1 ≤ l ≤ m,

d (l) ≤
k∑

j=1

xj

∑

e∈El∩Ij

b (e) ;

the value
∑k

j=1 xj are referred to as the length (or latency) of S, and is denoted
by ‖S‖. The minimum length of all fractional schedules of d is denoted by χ∗ (d).
Then, the problem SLS and a closely related problem Maximum Weighted
Independent Set (MWIS) are stated as follows:

– SLS: Given a positive demand function d on the m links, find a link schedule
S of d with minimum length.

– MWIS: Given a non-negative weight function w on E, find an I ∈ I with
maximum total weight w (I) :=

∑
e∈Iw (e).

The above formulation is general enough to capture the modeling of various
wireless networks:

– Wireless SCSR network: Consider a set of m node-level communication
links. For the l-th link which is from a node u to a node v, El is simply
the singleton {(u, v)}. The independence family I consists of all subsets I
of E =

⋃m
l=1El which can transmit successfully at the same time under a

specific interference model.
– Wireless MCMR network: Suppose that and each node v has τ (v) radios

and there are m node-level communication links and λ channels. For the l-th
node-level link which is from a node u to a node v, El consists of λτ (u) τ (v)
radio-level links from u to v. The independence family I consists of all subsets
I of E =

⋃m
l=1El which can transmit successfully at the same time under a

specific interference model.
– Wireless MIMO network: Suppose that and each node v has τ (v) radios

and there are m communication links. For the l-th node-level link which is
from a node u to a node v, El consists of min {τ (u) , τ (v)} streams from
u to v. The independence family I consists of all subsets I of E =

⋃m
l=1El

which can transmit successfully at the same time under a specific interference
model and a specific interference suppression scheme.

SLS in wireless SCSR networks under protocol interference model has been
studied in [10,12,18]. A polynomial-time greedy constant-approximation algo-
rithm was given in [18]. This algorithm takes advantage of the unique binary
nature of the protocol interference model: a subset I of E is independent if
and only if any pair of elements in I are independent. SLS in wireless MCMR
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networks under protocol interference model in which the radio-level links of
each node-level link have uniform data rates has been studied in [7,11,22].
A polynomial-time greedy constant-approximation algorithm was given in [22].
However, this algorithm can not be simply extended to SLS in wireless MCMR
networks under protocol interference model in which the radio-level links of each
node-level link have disparate data rates. SLS in wireless SCSR networks under
physical interference model [4,21,24] is notoriously hard due to the non-locality
and the additive nature of the wireless interference under the physical inter-
ference model. In [21], a polynomial-time approximation-preserving reduction
from SLS to MWIS was developed, and can be extended to arbitrary wireless
networks. However, such reduction utilizes the ellipsoid method for linear pro-
gramming, which is quite inefficient in practice [16]. SLS in wireless MIMO net-
works under protocol interference model [13,25] is also known for its significant
technical challenge due to that the complicated constraints on independence.
Except for [25], all existing studies are purely heuristic without any provable
performance guarantees. In [25], constant-approximation algorithms based on
the ellipsoid method for linear programming were proposed for SLS in wire-
less MIMO networks with receiver-side interference suppression. Again, these
algorithms are quite inefficient in practice [16].

This paper develops a completely new paradigm for SLS problems in general
wireless networks which is radically different from the prevailing linear program-
ming based paradigm. The paradigm is effective in terms the approximation bound
and efficient in terms of the running time. In addition, it is transparent to the
interference model and the communication technologies at the physical layer. We
first establish the weak duality between SLS and MWIS and a simple yet pow-
erful game-theoretic framework. Upon them we design a practical approximation
algorithms for SLS which offers nice trade-off between accuracy and efficiency.
Specifically, let A be a μ-approximation algorithm for MWIS, and ε ∈ (0, 1/2]
be an accuracy-efficiency trade-off parameter. The approximation algorithm for
SLS developed in this paper produces a (1 + ε) μ-approximate solution by making
only O

(
ε−2m ln m

)
calls to A. Finally, we apply this general algorithm to derive

effective and efficient approximation algorithms for SLS in wireless SCSR net-
works under the physical interference model, in wireless MCMR networks under
the protocol interference model, and in wireless MIMO networks with receiver-
side interference suppression under the protocol interference model. We remark
that the new paradigm developed in this paper also has wide applications to gen-
eral minimum fractional covering problems, which is both faster and conceptually
simpler than the known algorithms such as that given in [8].

The remainder of this paper is organized as follows. Section 2 presents a
weak duality of SLS, which reveals an intrinsic relation between SLS and
MWIS. Section 3 introduces a generic adaptive zero-sum game with retirement.
Section 4 describes the general design and analyses of the approximation algo-
rithm for SLS. Section 5 presents the applications of this general algorithm to
SLS in specific wireless networks. Finally, we conclude this paper in Sect. 6.
The following standard notations will be adopted in this paper. For any positive
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integer k, we use [k] to denote the set of first k positive integers {1, 2, · · · , k}.
For a real-valued function f on a finite set A and any B ⊆ A, f (B) represents∑

a∈B f (a).

2 Weak Duality

In this section, we present a weak duality of SLS revealing the intrinsic relation
between SLS and MWIS.

Consider an instance of SLS specified by m non-empty disjoint subsets
E1, E2, · · · , Em, an independence family I of E =

⋃m
l=1El, a positive rate func-

tion b on E, and a positive demand function d on [m]. Suppose that w is positive
weight function on [m]. Let w be the function on E defined by

w (e) =
w (l)
d (l)

b (e)

for each e ∈ El and each l ∈ [m]. For any non-empty subset S of [m], denote

ES =
⋃

l∈SEl,

IS = {I ⊆ ES : I ∈ I} .

Then, the problem SLS has the following weak duality.

Theorem 1. For any non-empty subset S of [m],

χ∗ (d) ≥ w (S)
maxI∈IS

w (I)
.

Proof. Let {(Ij , xj) : j ∈ [q]} be a shortest fractional coloring of d. Then,

w (S) =
∑

l∈S

w (l) =
∑

l∈S

w (l)
d (l)

d (l)

≤
∑

l∈S

w (l)
d (l)

∑

j∈[q]

xj

∑

e∈El∩Ij

b (e)

=
∑

j∈[q]

xj

∑

l∈S

∑

e∈El∩Ij

w (e)

=
∑

j∈[q]

xjw (ES ∩ Ij)

≤
(

max
I∈IS

w (I)
) ∑

j∈[q]

xj

=
(

max
I∈IS

w (I)
)

χ∗ (d) .

Thus,

χ∗ (d) ≥ w (S)
maxI∈IS

w (I)
.

So, the lemma holds.
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We remark that by using the strong duality theory of linear programming we
can prove the following strong duality of SLS: There exist a non-empty subset
S of [m] and a positive weight function w on E such that

χ∗ (d) =
w (S)

maxI∈IS
w (I)

.

However, such strong duality of SLS is not needed in this paper.

3 An Adaptive Zero-Sum Game with Retirement

In this section, we introduce an adaptive zero-sum game with retirement, which
generalizes the problem considered by Auer et al. [2], Vovk [17], Cesa-Bianchi
et al. [3], Freund and Schapire [5,6], Khandekar [9], and Arora et al. [1] in the
context of learning or game theory. The game playing strategy to be described in
this subsection makes both the algorithm designs and analyses proposed later in
this paper fairly modular and clarifies the high-level structure of the argument.
We believe that our general treatment on the game playing strategy will help to
facilitate its application to other settings easily.

In the adaptive zero-sum game with retirement, a sequential game is played in
rounds between a set A of m profit-making (female) agents and a loss-incurring
(male) adversary. At the end of the round, some agents may retire themselves
permanently, and the set of agents not yet ret retired are said to be active agents.
Initially, all agents are active. At the beginning of each round, the agents declare
an adaptive binding strategy in terms of probabilistic distributions on active
agents. Then, the adversary generates the profits of active agents in this round
subject to the Normalization Rule: The maximum value of the individual
profits is exactly one. The loss incurred by the adversary is determined by the
Zero-Sum Rule: The loss of the adversary is equal to the expected profit of
active agents with respect to the binding strategy on active agents. At the end of
the round, some agents may decide to retire themselves to prevent the adversary
from keeping a single agent overly wealthy while keeping other agents in poverty.
The objective of the agents is to make it happen as early as possible that the
cumulative profit of every agent is at least 1

1+ε times the cumulative loss of the
adversary for some pre-specified ε ∈ (0, 1/2]; the objective of the adversary is
exactly the opposite. The game has to be terminated whenever all agents are
retired.

Now, we introduce the strategies for the agents, while leaving the strategy
for the adversary to specific applications. It would be natural for the agents
to facilitate a threshold-based retirement policy: An agent will be retired
permanently after making a cumulative profit at least some threshold φ > 0.
The choice of φ is essential for the agents to accomplish the objective, and we
choose

φ =
ln m + ε

ε (1 + ε) + ln (1 − ε)
.
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Since for ε ∈ (0, 1/2],

1
5

<
ε (1 + ε) + ln (1 − ε)

ε2
<

1
2
.

we have φ = Θ
(
ε−2 ln m

)
. In order to expedite the pace, the binding strategy on

the active agents would give a greater probability to an active agent with smaller
profit. To facilitate such binding strategy, each agent a maintains a positive
weight w (a), which is initially one. In each round, the binding strategy on active
agents sets the probability of each active agent a proportional to its weight w (a);
after observing the profits generated by the adversary, the agents adopt the
Multiplicative Weights Update (MWU) strategy to update the weights: if
an agent a earns a profit p (a), then w (a) is updated by a multiplicative factor
1 − εp (a).

An implementation of the game playing with these strategies is described as
follows. Let S be the set of active agents, which is initially A; let P (a) and
w (a) be cumulative profit, and weight of each agent a, which are initially 0, and
1 respectively. Repeat following rounds while S is non-empty:

1. Generation of profits: The adversary determines a non-negative profit p (a)
for each a ∈ S subject to the Normalization Rule. As the result, for each
a ∈ S,

P (a) ← P (a) + p (a) ;

and by the Zero-Sum Rule the loss incurred by the adversary is
∑

a∈S w (a) p (a)
w (S)

.

2. Multiplicative Weights Update: The agent updates w (a) for each a ∈ S
by setting

w (a) ← w (a) (1 − εp (a)) .

3. Retirement of agents: For each agent a ∈ S, if P (a) ≥ φ then the agent
a is retired (i.e., removed) from S.

The effectiveness of above implementation of the game is asserted in the theorem
below.

Theorem 2. The total number of rounds is at most m 	φ
; and at the end of
the last round the cumulative profit of each agent is at least φ and the cumulative
loss of the adversary is at most (1 + ε) φ.

Due to the space limitation, the proof of the above theorem is omitted here.
We remark that the MWU strategy may have the following alternative imple-
mentation in each round: for each a ∈ S,

w (a) ← w (a) (1 − ε)p(a)
.
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With this alternative implementation, each agent a maintains its weight w (a) =
(1 − ε)P (a); in other words, the weight w (a) of each agent a is an exponential
function of its cumulative profit P (a), which is conceptually simpler. Theorem2
still holds with this alternative implementation. However a disadvantage of this
implementation is that it requires the computation of an exponential function.
In contrast, the MWU strategy described in this section only requires multipli-
cation.

4 Approximation Algorithm for SLS

Let A be a μ-approximation algorithm for MWIS, and ε ∈ (0, 1/2] be an
accuracy-efficiency trade-off parameter. This section presents a purely combi-
natorial (1 + ε) μ-approximation algorithm LS(ε) for SLS.

Let
φ =

ln m + ε

ε (1 + ε) + ln (1 − ε)
.

The algorithm LS(ε) outlined in Table 1 first builds up a link schedule S of φd
from scratch with successive augmentations by a pair (I, x) in each iteration and
then returns 1

φS as the output link schedule of d. The design of LS(ε) is based on
the general framework of an adaptive zero-sum game with retirement introduced
in the previous section. Each link l ∈ [m] corresponds to an agent, and and each
augmenting iteration of the LS(ε) corresponds to a game round. The agents
plays exactly with the strategies described in Sect. 3. For each agent l ∈ [m],
P (l) is its cumulative profit, which is initially 0; φ is the retirement threshold of
the agents; and S is the set of active agents, which is initially [m]. In addition,
each agent l ∈ [m] implicitly maintains a weight w (l) which is is initially 1, and
explicitly maintains a weight w (e) = w (l)

d (l) b (e) for each e ∈ El as suggested by
Theorem 1. The profit generation strategy of the adversary is coupled with the
link schedule augmentation: In each round of the game, the profit of each agent
is the proportion of its demand served by the augmentation pair. Consequently,
at the end of each round the cumulative profit of each agent is the proportion of
its demand that has been served by the present S. Specifically, at the beginning
of each round the adversary computes an IS I of ES by the algorithm A with
respect to the weight w. The length x of I is determined by the Normalization
Rule as follows. Due to the augmentation (I, x), each l ∈ S earns a profit x δ (l)

d (l) ,
where δ (l) =

∑
e∈El∩I b (e). The Normalization Rule dictates that

x = min
{

d (l)
δ (l)

: l ∈ S, δ (l) > 0
}

.

This completes the specification of the adversary’s strategy on generating losses
in each round. After augmenting S with the pair (I, x), P (l) for all l ∈ S
and w (e) for all e ∈ ES are explicitly updated accordingly (and w (l) for all
l ∈ I are implicitly updated accordingly); and if P (l) ≥ φ then l is retired
from S. By Theorem 2, the number of rounds is at most m 	φ
 =

(
ε−2m ln m

)
.
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After the last round, the proportion of the demand by each l ∈ [m] served by S
is at least φ. Thus, 1

φS is a link schedule of d and is returned as the output.

Table 1. Outline of the algorithm LS(ε).

The theorem below analyzes the performance of the algorithm LS (ε).

Theorem 3. The algorithm LS(ε) has an approximation bound (1 + ε) μ.

Proof. Consider a specific round in which S is augmented by a pair (I, x). Let
I∗ be a maximum w-weighted independent set of ES . Then, w (I) ≥ 1

μw (I∗).
By the Zero-Sum Rule, the loss of the adversary in this round is

1
w (S)

∑
l∈Sw (l) x

δ (l)
d (l)

= x

∑
l∈S

∑
e∈El∩I

w (l)b (e)
d (l)

w (S)

= x

∑
l∈S

∑
e∈El∩I w (e )

w (S)
= x

w (I)
w (S)

≥ x

μ

w (I∗)
w (S)

≥ x

μχ∗ (d)
,

where the last inequality follows from Theorem 1. So, the cumulative loss of the
adversary at the end of last round is at least ‖S‖

μχ∗(d) . On the other hand, by
Theorem 2 the cumulative loss of the adversary at the end of last round is at
most (1 + ε) φ. Thus,

‖S‖
μχ∗ (d)

≤ (1 + ε) φ.
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Hence, the output link schedule has length

‖S‖
φ

≤ (1 + ε) μχ∗ (d) .

So, the theorem holds.

5 Applications

In this section, we apply the general algorithm LS(ε) to derive effective and
efficient approximation algorithms for SLS in wireless SCSR networks under
the physical interference model, wireless MCMR networks under the protocol
interference model, and wireless MIMO networks with receiver-side interference
suppression under the protocol interference model.

5.1 Wireless SCSR Networks Under Physical Interference Model

Consider an instance of wireless SCSR network under the physical interference
model. In the setting of no power control, an assignment of transmission power
to links is pre-specified, and a set I of links is independent if and only if all
links in I can communicate successfully at the same time under the physical
interference model. A power assignment is said to be monotone if the trans-
mission power of a link is non-decreasing with the link length, to be sub-linear
if the received power by a link is non-increasing with the link length, and to
be a linear if all links have the same received power. In the setting of power
control, a set I of links is independent if and only if there exists a transmission
power assignment to I at which all links in can communicate successfully at the
same time under the physical interference model. With linear power assignment,
constant-approximation algorithms for MWIS have been developed in [24]; with
any other fixed monotone and sublinear power assignment or with power con-
trol, logarithmic approximations algorithms for MWIS have been developed in
[14,15,19,21,24]. By utilizing these approximation algorithms for MWIS, the
algorithm LS(ε) produces constant approximate solutions for SLS respectively
with linear power assignment, and logarithmic approximate solutions for SLS
with any other fixed monotone and sublinear power assignment or with power
control.

5.2 Wireless MCMR Networks Under Protocol Interference Model

Consider an instance of wireless MCMR network on a set V of networking nodes
with λ channels. Each node v has τ (v) antennas. Along each node-level com-
munication link l = (u, v), a set El of λτ (u) τ (v) different radio-level links can
be supported. Let E denote the set of radio-level links of all directed node-level
communication links. Under an interference model, a set I of radio-level links in
E is independent if the following two properties are satisfied:
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1. Radio-Disjointness: All radio-level links in I are radio-disjoint.
2. Co-Channel Independence: All radio-level links in I with the same chan-

nel are independent.

Suppose that a protocol interference model is adopted. If all the radio-link in
each El have the same transmission rate, then a greedy constant-approximation
algorithm for SLS was developed in [22]. However, the algorithmic approach in
[22] cannot be extended to the general setting in which the radio-link in each El

have disparate. But the constant-approximation algorithms for MWIS devel-
oped in [23] can be extended to this general setting. Indeed, let G be the conflict
graph on E. It was shown in [20] that G has an orientation D whose inward
local independence number defined by maxe∈E maxI∈I

∣
∣I ∩ N in

D [e]
∣
∣ is bounded

by a constant. Thus, for any nonnegative weight function w on E, the approx-
imation algorithms in [23] can be applied to compute a constant-approximate
solution for maximum w-weighted independent subset of E. By utilizing these
approximation algorithms for MWIS, the algorithm LS(ε) produces constant
approximate solutions for SLS efficiently.

5.3 Wireless MIMO Networks Under Protocol Interference Model

Consider an instance of wireless MIMO network on a set V of networking nodes.
Each node v has τ (v) antennas and operates in the half-duplex mode, i.e. it
cannot transmit and receive at the same time. Along each node-level directed
communication link l = (u, v), a set El of min {τ (u) , τ (v)} streams can be
multiplexed. Let E denote the set of streams of all directed node-level commu-
nication links. Under a protocol interference model, each node-level communica-
tion link is associated with an interference range and all its streams inherit the
same interference range from it. When a set I of streams in E transmit at the
same time, the transmission by a stream e ∈ I from a sender u to a receiver v
succeeds with the receiver-side interference suppression if all the following three
constraints are satisfied:

1. Half-Duplex Constraint: u is not the receiver of any other stream in I,
and v is not the sender of any other stream in I.

2. Sender Constraint: u is the sender is at most τ (u) streams in I.
3. Receiver Constraint: v lies in the interference range of at most τ (v)

streams in I.

A set I of streams is said to be independent if all streams in I succeed when
they transmit at the same time. Let I denote the collection of all independent
subsets of E. Constant-approximation algorithms for the problem MWIS have
been developed in [25] in the following three settings:

– Constant bounded number of antennas at all nodes.
– Uniform interference radii but arbitrary number of antennas.
– Uniform number of antennas but arbitrary interference radii.

By utilizing these algorithms, the algorithm LS(ε) produces constant approxi-
mation solutions for SLS in the above three settings as well.
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6 Conclusion

This paper presents a purely combinatorial paradigm for SLS in general wireless
networks computes a link schedule by a sequence of calls to be a μ-approximation
algorithm A for MWIS. This paradigm is radically different from the prevailing
approximation-preserving reduction from SLS to MWIS based on the ellipsoid
method for linear programming. On one hand, it shares with the greedy method
the simplicity that in each iteration the link schedule is augmented by a pair of
independent and duration. On the other hand, in contrast to the greedy method
which computes a link schedule of the give traffic demand function d directly,
it employs a scaling strategy to first compute a link schedule of up-scaled traf-
fic demand φd and then scale down of the link schedule by the factor φ. The
computation of the link schedule follows a simple yet powerful framework of the
adaptive zero-sum game with retirement introduced in Sect. 3. This framework
together with the weak duality established in Sect. 2 leads to the proper adaptive
maintenance of the weight function on E, which serves as the input to the approx-
imation algorithm A for MWIS. The retirement strategy excludes fully-served
links from further scheduling. With these techniques, our paradigm produces a
(1 + ε) μ-approximate solution for for SLS by making only O

(
ε−2m ln m

)
calls

to A. Thus, it offers nice trade-off between accuracy in terms the approximation
bound and efficiency in terms of the running time, and is much simpler and
faster. The boarder applicability of this new paradigm is demonstrated by its
applications to SLS in wireless SCSR networks under the physical interference
model, wireless MCMR networks under the protocol interference model, and
wireless MIMO networks with receiver-side interference suppression under the
protocol interference model.
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Abstract. Delay Tolerant Networks (DTNs) are not like the Internet,
where contemporaneous connectivity among all nodes is always available.
We need to design a new relay node deployment strategy, which can
make DTNs more reliable and fault-tolerant. In this paper, we propose a
fault-tolerant relay node deployment strategy for throwbox-based DTNs.
It employs an approximation algorithm to choose throwbox placement
locations, and to construct a 2-COnnected DTN, called CO2, where each
mobile node can communicate with at least two relay nodes within its
activity scope. Simulation results based on Tuscaloosa bus transit system
have shown its effectiveness and high efficiency when compared to two
types of popular relay node deployment strategies in the literature.

Keywords: DTNs · Throwbox · Fault-tolerance · Relay strategy ·
Intermittent connection · Reliability

1 Introduction

Delay Tolerant Networks (DTNs) [1] are a class of emerging networks attracting
various interests. The history of DTNs can date back to late 1990 [2] with the
growth of interest in mobile ad-hoc networks and interplanetary Internet [3].
Other popular applications of DTNs include vehicular ad-hoc networks, rural
village networks, underwater acoustic networks, disaster recovery networks, and
social networks.

DTNs are not Internet-like networks. They are networks, where contempo-
raneous connectivity among all nodes does not always exist. Because of long
and variable delay, relay nodes, such as throwboxes, are needed to increase con-
tact opportunities and to reduce delay. Relay node deployment strategies can
be classified into three categories: contact-oblivious deployment, contact-based
deployment, and customized deployment [4]. In the contact-oblivious deploy-
ment, throwboxes are deployed without considering the contact opportunities
between mobile nodes and throwboxes, such as regularly deploying throwboxes
in an area to form a grid. In the contact-based deployment, throwboxes are placed
to maximize contact opportunities between nodes, such as placing throwboxes in
the areas mostly visited by mobile nodes. In the papers [5,6], learning from pri-
mates’ scent marking, the authors use sensors nodes or RFID (Radio Frequency
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 37–46, 2016.
DOI: 10.1007/978-3-319-42836-9 4
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Identification) tags left for messages or traces for other mobile robots for infor-
mation. However, all the traditional deployment strategies have not addressed
the problem of fault-tolerance. We need a novel strategy to deploy relay node
that can achieve the fault-tolerance purpose, which means when some of the
relay nodes fail, the network can still work properly without performance loss.

Fault-tolerant relay strategy has been studied in wireless sensor networks
(WSNs) [7,8]. In the paper [9], the problem of deploying relay nodes to pro-
vide the desired fault-tolerance through multi-path connectivity (k-connectivity)
is studied, and they propose an algorithm, which is based on an evolutionary
scheme to place an optimum number of energy-constrained relay nodes. It can
achieve the desired connectivity between homogeneous wireless sensor nodes with
the same communication range of each sensor node.

In this paper, we propose a novel strategy, called CO2, which can deploy
relay nodes in DTNs to achieve the fault-tolerance purpose while maintaining
a relatively small number of relay nodes. From a set of potential locations of
relay throwboxes, CO2 chooses some nodes to construct a 2-connected graph.
These throwboxes cover all the mobile nodes in a DTN letting each mobile node
connect with at least two relay nodes. Every node in the 2-connected DTN
can reach another node via two node disjoint paths so that it can guarantee
fault-tolerance. When some of the relay nodes are out of work, the DTN can
still work properly and maintain high performance. Our experiments simulate
real bus transit system in Tuscaloosa, Alabama, USA, and the experimental
results show that the relay nodes chosen by the proposed CO2 strategy can
make DTNs fault-tolerant with relatively small number of relay throwboxes.
The main contributions of this paper include:

– It is the first strategy addressing fault-tolerant relay node deployment prob-
lem in DTNs, to the best of our knowledge;

– We analyze the impact of different routing protocols and mobility models
working with CO2;

– We compare performance among three deployment strategies: the contact-
oblivious deployment, the contact-based deployment, and CO2.

The rest of the paper is organized as follows: Sect. 2 outlines and models the
problem of fault-tolerant relay node deployment. Section 3 presents the strategy
of CO2 and the related relay node selection algorithm. In Sect. 4, we simulate
the real world bus transit system in Tuscaloosa and conduct experiments based
on it to show performance improvement. Finally, we conclude the paper and
propose future work in Sect. 5.

2 Problem Statement

In this section, we will present the main problem that the proposed CO2 strategy
aiming to address.

The intermittent connection is the most prominent feature of DTNs, and it
is also a very challenging problem whenever we need to design a new protocol,
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algorithm or scheme for DTNs. To increase contact opportunity, throwboxes are
employed to enhance network performance. As shown in Fig. 1, it is a simple
scenario of a Vehicular DTN. Each bus moves within its range of activity - the
oval area, follows its certain route. Contact and message delivery can happen
when two buses meet each other, but the contact opportunity is rare when
the buses are very few. Some throwboxes are placed in the oval areas, so that
a bus can transfer its messages to a certain throwbox, and waits for another
bus to pick them up. In this way, buses can communicate with each other. For
example, Bus Group G1 can communicate with Bus Group G7 via multiple
hops between throwboxes and other buses. However, throwboxes are resource-
constrained mobile devices with limited battery capacity. They are deployed
outdoor, even in rural areas, baring harsh environment, which means that they
stand big chances of failure. If some throwboxes are out of work, some buses
may not be able to communicate with each other. For example, if Throwboxes
x1, x4 and x5 fail, Bus G1 will lose communication with Bus Group G7.

G1

G2

G3

G6

G5

G7

x1

x5

x6

x3

x2

x4

x7

Fig. 1. Fault-tolerance problem scenario of a simple throwbox-based DTN.

We need to design a new relay node placement strategy, which can work well
when some of the throwboxes fail, while the number of the throwboxes deployed
is the minimum. Here, we define a set of throwboxes as 2-connected if they can
still communicate with each other within one or multiple hops when one of them
fails.

3 CO2: Relay Node Placement Strategy

CO2 is to construct a 2-connected DTN with a reasonable number of relay
nodes. The basic idea is to maximize node availability and link availability,
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while maintaining two disjoint paths with minimum hops. In this section, we
will introduce the proposed relay node placement strategy, CO2, in details.

Let’s define:
T is the total number of time segments, where t = 0, 1, · · · , T ;
B is the set of mobile nodes, such as buses;
U is the set of possible unchosen locations of relay throwboxes;
R is the set of already chosen locations of relay throwboxes, and it is ∅

initially;
label[b] is the number of times that a mobile node b is covered by relay

throwboxes, b ∈ B;
C(u) is the set of mobile nodes, which can be covered by a relay throwbox u.
Now the problem is to select an appropriate R from U . To observe the links,

we assume that we have placed a throwbox v in each possible location in U .
Moreover, we name the set of these throwboxes as V . We observe the links
between each pair of two throwboxes in V , and name the set of the links as
E. Correspondingly, the link states set is named as S. Now we get a graph
G(V,E, S, P ), where P is the same as defined previously.

To make it concise, we mix the concepts of a throwbox and the location of
this throwbox. Thus, when we talk about “pick up a node from U”, we mean
“pick up a location where we can place a throwbox”, and further examine the
connections between this throwbox and other throwboxes or mobile nodes. The
algorithm mainly includes four steps.

Step I. Pick a node u0 from U satisfying the following four conditions:

1. At least at sometimes, the node u0 can work normally, that is

pu0 �= 0. (1)

2. The node u0 has at least one available link, that is

∨

∀v∈V

T∨

t=0

su0vt = 1, (2)

where su0vt is the link state of Link eu0v during time period t and v is a node
in V , u0 �= v.

3. The number of nodes in V that u can communicate with is calculated as∑
∀v∈V

∨T
t=0 suvt. Moreover, pu is the probability of working normally. In

this step, we pick up a node that can maximize node availability. Let us
define W1u0 as:

W1u0 = max
∀u∈U

{
pu

∑

∀v∈V

T∨

t=0

suvt
}
, (3)

where u �= v.
4. Let us denote the set of nodes satisfying Eq (3) as U1. If there are more than

one nodes in U1, pick the one of the maximum link availability, that is:
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W2u0 = max
∀u∈U1

{
pu

∑

∀v∈V

T∑

t=0

suvt
}
, (4)

where u �= v.

Mark each node b ∈ B ∩ C(u0) as 1, that is label[b] = 1. Put the relay node u0

into the set R, and remove u0 from U .
Step II. In the new set U , find a relay node u′ that satisfies the following

three conditions:

1. u′ can reach u0 through two node-disjoint paths. If there are more than two
node-disjoint paths, select the two paths with the minimum number of hops.
Define the set of nodes in the two paths as Qu′ , where u′ ∈ Qu′ and u0 /∈ Qu′ .
A similar definition for a node u is Qu.

2. In this step, we choose u′, which makes Qu′ mostly cover the nodes in B that
already covered by u0, and the number of relay throwboxes in Qu′ is relatively
small. Let us define c(b,Qu) as the number of times that b is covered by the
relay throwboxes in the set of Qu ∩ U , that is

c(b,Qu) = |{q′ ∈ Qu ∩ U : b ∈ C(q′)}|. (5)

Also, we need to consider node failure probability. It satisfies:

W3u′ = max
∀u∈U

{pu
∑

b∈B min(c(b,Qu), 2 − label[b])
|Qu ∩ U |

}
. (6)

3. Let us define the set of nodes satisfying Eq. (6) as U2. If there are more than
one nodes in U2, pick the one that can maximize the link availability when
considering the links between the nodes in Qu and all other nodes in V .

W4u′ = max
∀u∈U2

{ ∑

∀u∗∈Qu

∑

∀v∈V

T∑

t=0

pu∗su∗vt
}
, (7)

where u∗ �= v and u �= v.

Mark each node b ∈ B ∩ C(Qu′ ∩ U), e.g.,

label[b] = label[b] + min(c(b,Qu′), 2 − label[b]). (8)

Put all relay nodes in Qu′ into the set R, and remove all nodes in Qu′ from U .
For all b in B, if label[b] = 2, remove b from B.

Step III. Add an artificial node v′ into G to construct a graph G′, and
connect each node in R with v′. Pick a node u′′ from U , which meets the following
three conditions:

1. u′′ can reach v′ via at least two node disjoint paths. Define two of these
disjoint paths with minimum number of hops as Qu′′ , where u′′ ∈ Qu′′ and
v′ /∈ Qu′′ .
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2. Qu′′ can mostly cover the nodes in B that already covered by R, and has
relatively smaller amount of nodes. u′′ satisfies:

W3u′′ = max
∀u∈U

{pu
∑

b∈B min(c(b,Qu), 2 − label[b])
|Qu ∩ U |

}
. (9)

This equation is similar to Eq. (6), but the values of the variables have already
changed.

3. Let us define the set of nodes satisfying Eq. (9) as U3. If there are more than
one nodes in U3, pick the one achieving the maximum link availability of the
links between the nodes in Qu and all other nodes in V .

W4u′′ = max
∀u∈U3

{ ∑

∀u∗∈Qu

∑

∀v∈V

T∑

t=0

pu∗su∗vt
}
, (10)

where u∗ �= v and u �= v.

Mark each node b ∈ B ∩ C[Qu′′ ∩ U ], e.g.,

label[b] = label[b] + min(c[b,Qu′′ ], 2 − label[b]). (11)

Put all relay nodes in Qu′′ into the set R, and remove all nodes in Qu′′ from U .
For all b in B, if label[b] = 2, remove b from B.

Step IV. If B = ∅, we get the solution R; otherwise, repeat Step III.

4 Performance Evaluation

In this section, we will present some experiments to show the effectiveness of the
CO2 strategy.

4.1 Experimental Settings

We simulate bus transit system at Tuscaloosa, Alabama, USA. There are six
routes represented by different colors: gold is for Greensboro Route; amaranth
represents Stillman Route; University Shuttle Route is red; green represents
Shelton State Route; blue is for Holt Route; and V.A./University Route is crim-
son [10].

Figure 2 illustrates the experimental settings. The simulation tool is Oppor-
tunistic Network Environment Simulator (ONE) [11].

4.2 Experimental Results

We evaluate CO2 performance working with Epidemic [12], a multi-copy routing
protocol. We choose delivery ratio, contact time and fault-tolerance as criteria,
and compare CO2 with the contact-oblivious deployment and the contact-based
deployment strategies.
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Group Type ID Number Speed/FR Route/Location

1 b1_ 4 10-40 km/h StillmanRoute

2 b2_ 4 10-40 km/h University Shuttle Route

3 b3_ 4 25-60 km/h Shelton State Route

4 b4_ 4 10-40 km/h Greensboro Route

5 b5_ 4 25-60 km/h Holt Route

6 b6_ 4 10-50 km/h V.A./University Route North

7 b7_ 4 25-60 km/h V.A./University Route South

8 x1 1 80% G1,G2

9 x2 1 0% G2,G6

10 x3 1 40% G6,G5

11 x4 1 0% G3,G4

12 x5 1 80% G5,G7

13 x6 1 20% G1,G3

14 x7 1 20% G4,G7

Group Type ID Number Speed/FR Route/Location

1 b1_ 4 10-40 km/h StillmanRoute

2 b2_ 4 10-40 km/h University Shuttle Route

3 b3_ 4 25-60 km/h Shelton State Route

4 b4_ 4 10-40 km/h Greensboro Route

5 b5_ 4 25-60 km/h Holt Route

6 b6_ 4 10-50 km/h V.A./University Route North

7 b7_ 4 25-60 km/h V.A./University Route South

8 x1 1 80% G1,G2

9 x2 1 0% G2,G6

10 x3 1 40% G6,G5

11 x4 1 0% G3,G4

12 x5 1 80% G5,G7

13 x6 1 20% G1,G3

14 x7 1 20% G4,G7

Fig. 2. Experimental settings based on real Tuscaloosa bus transit system. FR is the
failure rate of a throwbox. (Color figure online)

Delivery Ratio. Figure 3 shows delivery ratio comparison among three strate-
gies. The routing protocol in Fig. 3 is Epidemic routing. Regular deployment is
contact-oblivious, and it performs the worst among three strategies. The contact-
based deployment works better than the regular deployment. CO2 achieves the
best delivery ratio performance. It improves delivery ratio from less than 50%
to over 80%.

Fault-Tolerance. Figure 4 shows the comparison of fault-tolerance perfor-
mance among three strategies, and the routing protocol is the Epidemic routing
protocol. When the other strategies cannot deliver any message, CO2 can still
work properly, and the delivery ratio can reach over 40%.

Contact Time. Figure 5 shows accumulated contact time comparison among
three strategies. The routing protocol is the Epidemic routing protocol in Fig. 5.
Since the regular deployment strategy is contact-oblivious, the contact oppor-
tunities among nodes are not considered during the relay nodes placement
process. Its contact time performance is the worst. Compared to the contact-
based deployment, CO2 nearly doubles the contact time.
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Epedemic routing delivery ratio comparison
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Fig. 3. Delivery ratio comparison among three deployment strategies: Regular deploy-
ment, Contact-based deployment and CO2 deployment. (Color figure online)

Fault-tolerance comparison (Epidemic)
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Fig. 4. Fault-tolerance comparison among three deployment strategies: Regular deploy-
ment, Contact-based deployment, and CO2 deployment. (Color figure online)
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Epidemic routing contact time comparison
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Fig. 5. Contact time comparison among three deployment strategies: Regular deploy-
ment, Contact-based deployment, and CO2 deployment. (Color figure online)

5 Conclusion

In this paper, we proposed a relay node deployment strategy for DTNs, named
CO2. This 2-connected DTN can handle message delivery even when some of
the relay nodes fail, and the number of throwboxes deployed is relatively small.
We have carried out simulations based on Tuscaloosa bus transit system, and
the simulation results have demonstrated that CO2 achieves much better perfor-
mance than the contact-oblivious and the contact-based relay node deployment
strategies. As a future work, we will further analyse the applicability of CO2,
and its performance working with other routing protocols.
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Abstract. We newly discovered a potential fraud in Smart Grid, called
colluded non-technical loss fraud. Different from the traditional non-
technical loss frauds where there is only one independent adversary, a
colluded non-technical loss fraud happens when a smart meter is tam-
pered by one or more co-existing or collaborating adversaries. The behav-
ior of one adversary may be covered by others and cannot be detected
easily by the traditional detection methods. We propose Colluded Non-
Technical Loss Fraud Detection (CNFD), a scheme to detect colluded
non-technical loss frauds in Smart Gird. CNFD adopts recursive least
squares to identify a tampered meter and then to differentiate adver-
saries based on their mathematical features. Experimental results show
that CNFD can detect colluded non-technical loss frauds and can differ-
entiate different adversaries on the same meter.

Keywords: Smart Grid security · Smart meter · Non-technical Loss ·
Colluded fraud

1 Introduction

Non-Technical Loss (NTL) fraud in Smart Grid [1] is a fraud that a customer
illegally gains unpaid electricity via a tampered meter. Utility companies lose
billions of dollars due to the NTL fraud annually. According to a recent study [2]
from northeast group, LLC, the top 50 emerging market countries lose $58.7
billion per year due to the NTL fraud. Moreover, these countries will invest $168
billion over the next decade cumulatively to improve the reliability of Smart
Grid infrastructure and to combat the NTL fraud.

A Colluded NTL (CNTL) fraud is a potential fraud that we newly discovered
in our recent research. Different from traditional NTL fraud where a meter is
tampered by only one adversary, a colluded NTL fraud is where a meter is tam-
pered by one or more co-existing or collaborating adversaries so that a customer
can use extra electricity without paying for it. In other words, multiple adver-
saries collude an NTL fraud on one meter to gain illegal benefit. Adversaries may
not cooperate on an NTL fraud on purpose. An NTL fraud can be committed
by a single adversary without any support of others. However, the behavior of
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 47–55, 2016.
DOI: 10.1007/978-3-319-42836-9 5
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one adversary could be covered by other adversaries, and not be detected easily
by the traditional methods implemented in detectors.

Many existing schemes have been proposed to deal with NTL fraud [3–6].
They can identify a tampered meter or trace the corresponding adversary. How-
ever, none of them can accurately differentiate behaviors’ of different adversaries
and thus trace all these adversaries on a single tampered meter. In our previous
research, we have proposed NFD [7] and FNFD [8] to detect the NTL fraud in
Smart Grid. Both of them can identify the meter that tampered by multiple
adversaries. However, none of them can differentiate these adversaries.

In this paper, we propose Colluded Non-Technical Loss Fraud Detection
(CNFD), a scheme to deal with the colluded NTL fraud in Smart Grid. CNFD
employs Recursive Least Squares (RLS) [9] to identify a tampered meter quickly
using a small amount of meter reading data. Then, CNFD models the behaviors’
of adversaries on this meter mathematically. According to different parameters
of these models, CNFD can differentiate and locate different adversaries. The
adversaries themselves may not realize that their behaviors have such features.
Thus, CNFD can even predict adversary’s behavior. To show the effectiveness
of CNFD, we conduct several experiments. The experimental results show that
CNFD can detect the CNTL fraud in Smart Grid and clearly describe different
behaviors of different adversaries on the same meter.

The main contributions of this paper include:

– We find a potential fraud, the CNTL fraud in Smart Gird;
– We design a novel scheme, CNFD to detect the CNTL fraud in Smart Gird;
– We conduct experiments to show the effectiveness of CNFD.

The rest of the paper is organized as follows: In Sect. 2, we introduce the
problem and the attack model of the CNTL fraud. The working process and the
related algorithm of CNFD are presented in Sect. 3. We conduct experiments to
show how CNFD detects the CNTL fraud in Sect. 4. Related works are intro-
duced in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Colluded NTL Fraud

In this section, we will introduce the problem and the attack model of the CNTL
fraud.

2.1 Problem Definition and Attack Model

We have N households in a community. All households are served by the same
power company, and each of them has a smart meter installed. These smart
meters are responsible for recording power consumption of the households, and
these meter readings are sent to the power company for the purpose of billing.
However, the summation of these meter readings is much smaller than the
amount that the company supplied to the community. After eliminating technical
loss, the non-technical loss is highly suspected.
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Fig. 1. The conceptual framework of how CNTL works. Some of the meters are normal,
and some of the meters are tampered either by the customers themselves or attacked
by outside attackers. Some of the tampered meters only has one adversary, while some
meters are manipulated by multiple adversaries. The total billing amount of electricity
is much less than the total amount supplied to this community.

Among these meters, one or more than one of them are tampered to gain
free electricity. As shown in Fig. 1, the meters are either tampered by the cus-
tomers themselves inside these households, or they are remotely controlled by
attackers from outside, or these meters are tampered by both the customers and
the attackers. At this time, both the customers and the attackers are adver-
saries. Some of these meters might be normal. Some of these meters might be
tampered by only one adversary. Some of these meters might be tampered by
multiple adversaries at the same time. To solve the problem, we have to find out
which meters have been tampered. Moreover, we have to learn the adversaries’
behaviors and differentiate them.

The CNTL fraud is where a meter is tampered by more than one adversaries
so that the meter records less electricity than the household consumed, and the
customer gains illegal benefit by paying less money.

3 CNTL Fraud Detection

In this section, we will introduce the theory and the working process of CNFD
and its related algorithm.

3.1 Observer Meter

As shown in Fig. 1, a central observer meter is installed in the same secondary
distribution network where n(n ≤ N) households are connected. This observer
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is to monitor the n meters and to record the total amount of power supplied to
these households.

Each smart meter is responsible for recording power consumed by each house-
hold, but some of the readings are less than the consumed amounts. We read
these meters at a fixed time interval, e.g. 15 min. The only two things we know
are the values reported by each smart meter and the total amount supplied
to them in each time period. How do we get to know which meters have been
collusively tampered?

3.2 Tampered Meter Detection

We adopt the detection method we previously proposed in the paper [8]. Si

is the coefficient set of all different adversaries on Meter i, and e is the user
defined error. Other notations are the same as defined in [8]. Here, we omit the
introduction of this part due to the limited space.

Fig. 2. Understanding the CNTL fraud and the working process of CNFD mathemat-
ically. Each point on the coordinate corresponds to a value pair of a meter, that is
(the recorded amount of electricity, the actually consumed amount of electricity). Each
meter has a line to represent it. All lines above the line of f1(x) = αmaxx are tampered
meters. All lines between the lines of f1(x) = αmaxx and f4(x) = αminx are normal
meters. Among those tampered meters, some of the lines can be better shaped into
several different lines. (Color figure online)

As shown in Fig. 2, a tampered meter has a line above the line of f1(x) =
αmaxx, and a normal meter has a line between the lines of f1(x) = αmaxx and
f4(x) = αminx. A line below the line of f4(x) is a sign of working error. We can
figure out which meters are tampered and obtain the coefficient vector A.
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3.3 Adversary Differentiation

We have obtained the coefficient vector A and have identified the tampered
meter, Meter t. Now, the problem is how we can differentiate different adversaries
on this meter. For example, as shown in Fig. 2, the red dot points and the red
star points are value pairs of the same meter. We find that it is a tampered meter
which is represented by the line of f2(x). However, the red dot points relate to
adversary 1 which is represented by f2,1(x), and the red star points relate to
adversary 2 which is represented by f2,2(x), after further analyzing.

Algorithm 1. CNFD: CNTL fraud detection
1: Initiation: set initial values of e, n, m, αmin, αmax, Aj−1, λ and k. Set Pj−1 = kI.

j starts from 1. Set St = {}, t = −1.
2: repeat
3: record the value of observer meter Ej in each time period j,

record the value array of all other meters Xj in each time period j,
Wj ← Pj−1X

T
j (λ + XjPj−1X

T
j )−1,

Aj ← Aj−1 + Wj(Ej − XjAj−1),
Pj ← (I − WjXj)Pj−1/λ

4: until Aj doesn’t change
5: for each ai in Aj do
6: if ai > αmax then
7: identified as tampered
8: t ← i
9: if αmin ≤ ai ≤ αmax then

10: identified as normal
11: else
12: report error and exit
13: if t = −1 then
14: report normal and exit
15: for each j ≤ m do

16: atj =
Ej −∑n

i=1 aixij

xtj
(i �= t)

17: for each ak in St do
18: if atj ≥ ak + e or atj ≤ ak − e then
19: St = St ∪ {atj}
20: Output: St.

As shown in Algorithm 1, e is the user defined error to differentiate adver-
saries’ behaviors. St is the output set with different coefficients of all adversaries
on Meter t, and it is an empty set initially. The basic idea is to isolate the tam-
pered meter and calculate its coefficients in each time period. After getting these
coefficients, we analyze their similarity within the error of e and tie them to dif-
ferent adversary behaviors. In other words, we use consumed-electricity/billing-
electricity to differentiate slopes of different adversaries.
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4 Experiments

We conducted various experiments to test the performance of CNFD, and the
experimental results show that CNFD can detect TNTL frauds. However we
only introduce one experiment to show the effectiveness of CNFD, due to the
limited space.

Table 1. Registered electricity consumption (kWh) in the experiment: 10 m and 1
observer meter

Meter 1 2 3 4 5 6 7 8 9 10 Observer

2920 3590 6470 2300 3490 9550 5530 4110 5830 6310 54397.5

3560 3710 6980 3930 2650 9070 6280 2920 5440 6320 54941.5

3100 4540 7140 3160 3230 9600 6380 2210 6020 6540 56240

2660 4350 6860 3230 3540 10410 6800 6200 8210 7430 64374.5

3380 4430 6100 3060 5220 9330 7380 3800 6510 5510 56492.7

2240 5260 7360 4110 6740 10370 7270 4740 5820 6770 70842.6

3670 3500 7920 4300 2570 9590 6260 4040 6330 6850 64428.2

3000 4530 6250 2940 3760 9740 6500 4530 3280 7590 53970.6

4590 4600 5600 3560 4270 9230 5980 4130 6650 7140 57503.7

2920 4210 5150 3430 3190 10260 5460 4680 6910 5710 53869.4

3640 3260 6150 3270 6430 9200 5860 4740 6540 5630 63736

3050 3680 5430 3440 6470 8020 7190 3560 6610 4610 59919.6

2220 3140 5930 4180 4940 8550 6760 2890 3710 3700 54399

2720 4710 5990 2380 6340 10090 7620 3900 5160 4680 63478.2

3480 3870 7280 4670 5270 9500 8380 3980 5220 6920 67880

4228 3948 6678 5348 4780 10188 8088 3668 4818 7480 68976.4

3840 3750 6090 4710 4870 9570 6840 3110 6270 7350 65778.6

3740 5100 6410 4850 5570 9770 7430 4310 5670 6920 69344.6

3060 5520 7180 3630 3900 10590 6920 4240 5580 6480 67478.2

3630 3790 6820 3520 4580 9850 6670 5740 6130 7280 67663

In this experiment, we employ 10 m and an observer. Table 1 shows their
recorded data in 20 measurements.

We get the tampered meter detection result as shown in Fig. 3. The coefficient
of Meter 6 converges to 1.972 finally, while other 9 m converge to 1, showing
that Meter 6 is tampered. After CNFD’s analyzing the data of Meter 6, there
are three adversaries who colluded this fraud. Mathematically, their behaviors
are represented by y = 1.45x, y = 1.19x, and y = 1.98x, respectively, shown in
Fig. 4.
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Fig. 3. Tampered meter detection process: the converging process of the coefficients
of 10 m. Among these 10 m, the coefficient of Meter 6 converges to 1.972 while others
converge to 1, and this means Meter 6 is tampered.

Fig. 4. The final detection result of CNFD. CNFD detection shows that there are three
different adversaries who collude the fraud on Meter 6.

5 Related Work

Many physical methods have been proposed to detect NTL frauds [10]. In the
papers [11,12], power line impedance techniques are employed to determine the
location of a tampered meter based on the impedance values and phase angle
of the transmission lines measured at two different operating frequencies. Traffic
anomaly detection [13] is a typical method to identity abnormal behaviors, how-
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ever existing systems [14,15] built on these methods are not designed specially
detect the NTL fraud.

User behavior analysis is a typical method to identify the NTL fraud. Some
common techniques include data mining, machine learning, pattern recognition,
etc. The authors in [16] train support vector machines with data representing
all possible forms of thefts in Smart Grid, and develop a dataset of the pattern
of customer energy consumption based on customers’ historical data. The main
problem of user behavior analysis is that it requires a large amount of user data,
and it can only identify known fraud behaviors.

Different from the existing methods, we have proposed NFD [7] and FNFD [8]
which employ a mathematical approach to detect NTL fraud. NFD and FNFD
only need user’s meter reading data and a small amount of historic data. Both
NFD and FNFD can predict adversary’s behavior by generating a functional rela-
tionship between the recorded amount of electricity and the actually consumed
amount of electricity. However, NFD is more precise than FNFD and FNFD is
much faster than NFD. Both of them can identify the meter that tampered by
multiple adversaries. However, none of them can differentiate these adversaries.

6 Conclusion

In this paper, we introduce our recently discovered fraud in Smart Grid, the Col-
luded NTL (CNTL) fraud. The CNTL fraud happens when a meter is tampered
by more than one adversaries, and traditional detectors cannot differentiate these
adversaries easily. Based on the analysis of the CNTL fraud, we design CNFD
to deal with the CNTL fraud. The experimental results show that CNFD is
effective in dealing with the CNTL fraud. As a future work, we will study the
applicability and performance of CNFD in real-world applications.
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Abstract. The widespread of mobile applications tightens wireless
users’ social relationships and encourages them to generate more data
traffic under network effects. This boosts the demand for wireless ser-
vices yet may challenge users’ limited wireless capacities and budgets. In
this paper, we employ collaborative communication services to address
this challenge, by considering the network effect in a social-aware envi-
ronment. Specifically, we develop an optimization model, namely SUO,
for the problem formulation. Furthermore, we then propose a distributed
update algorithm for users to reach the optimal decisions. We evaluate
the performance of our proposed algorithm by numerical studies using
real data, and thereby draw useful engineering insights for the operation
of wireless providers.

Keywords: Mobile social networking · Wireless data communication ·
Social reciprocity

1 Introduction

Data traffic through mobile network is predicted to grow further by over 100
times in the next decade [4], which, however, brings an emergent challenge for the
existing cellular network infrastructure. To address the challenge of the conflict
between the increasing traffic demands and limited resources of cellular networks,
it is promising and effective to promote cooperation using direct communications
between hand-held devices [15], especially among users who are familiar with
each other.

To embrace direct communications between hand-held devices and bene-
fit users with a lower cost, a very recent study in [3] proposes a novel social
trust and social reciprocity based framework to promote efficient cooperation
among devices for cooperative communications. By projecting communications
in a mobile social network onto both physical and social domains, it introduces
the physical-social graphs to model the interplay therein while capturing the
physical constraints for feasible cooperation and the social relationships among
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 56–67, 2016.
DOI: 10.1007/978-3-319-42836-9 6
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devices for effective cooperation. However, it poses the users group to compete
for the limited resource from one provider. Indeed, each user may have a data
flow budget which is not influenced by others (social neighbours). Users with
sufficient resources can assist their neighbours to improve their satisfaction of
Internet access.

Based on this fact, in this paper, we propose a novel social-aware utility opti-
mization (SUO) model for the cooperative mobile network connections, which
takes both self-benefit maximization and users’ social relationships into consid-
eration. In addition, we design an incentive mechanism based on social relation-
ship strength (see Sect. 4) to promote users’ participations in this cooperative
service. In detail, we design this model with the following components: (1) We
utilize the social ties as the input to our algorithm, which, however, has rarely
been touched in the homogeneous studies, e.g., [2,13]. Specifically, the proposed
model characterises the utility of data transmission with social impacts. (2) We
introduce an incentive mechanism, which enhances the willingness of users to
join the service and contribute their resources, to ensure the success of this ser-
vice. (3) To relieve the cost of task schedule, we implement the model design in
a distributed manner.

We summarise the contributions of this paper as follows:

• We introduce a novel social-aware utility optimization (SUO) model for the
cooperative mobile network connections, considering both the self-benefit
maximization and user’s social parameters.

• We design an incentive mechanism based on the strength of social friend-
ship for inducing users’ participation, which improves the interaction among
mobile users in cooperative communications.

• We evaluate the performance of the social-aware cooperative connection ser-
vice. The evaluation results show that our solution can improve the perfor-
mance of users with social connections than without consideration of social
friendships.

The rest of the paper is organized as follows. In Sect. 2, we give a brief review of
the related work in the literature. In Sect. 3, we introduce the social-aware system
model considered in this paper. In Sect. 4 we present the incentive mechanism for
the service and provide a Nash solution for this distributed optimization objects.
We present extensive experimental results in Sect. 5. Finally, we conclude this
paper in Sect. 6.

2 Related Work

In this section, we review related works from three directions which relate to our
work, i.e., cooperative communications, incentive mechanisms and game theory.
Moreover, we highlight the key differences between SUO and the existing works.

Mobile Cooperative Communications: Cooperative communications have
been extensively studied in the past decade. In [12], the author summarises the
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mainstream cooperative communication approaches. To boost the participant of
mobile content sharing, [7] proposes a video content propagation architecture
by using D2D communication and caching strategy. Along another side, in this
paper, we are aiming to encourage users with a network incentive effect, which,
however, is not addressed in the studies above.

Incentive Mechanisms: Recent studies, e.g., [19], surveys the existing incen-
tive mechanisms in cooperative Communications. Specifically, [10] proposes a
resource exchange-based scheme to quantity the amount of data that contributed
by each user. On this basis, [9] uses a feedback-based scheme for the D2D sys-
tems by means of earning reputation analogous from their contributions to oth-
ers. Different from these works, in this paper, we are going to take both social
relationship and self-benefit limit into consideration, and focus on optimizing
the utility of each user subject to Pareto fairness.

Game Solution: Game theory has been widely applied to study cooperative
communications in the past decades. For instance, in [16], the author employs a
cooperative game to analyze the scenario that users with mobile communications
seek to agree on a fair and efficient allocation of spectrum. For P2P systems, [1]
studies the interaction of strategic and incentive scheme to improve the system’s
performance. In contrast with these works, the cooperative game in this paper
is integrated with the impact of social connections, and we employ the Nash
bargaining solution (NBS) to address the problem of resources sharing and users’
fairness in the social-aware cooperative network.

3 System Model

As mentioned above, with the daily increasing of data consumption, bandwidth
of the network, especially the mobile network, can not satisfy users with a good
quality of experience (QoE). Many solutions have been proposed to address the
problem of how to improve the QoE. To embrace a good experience and relieve
the hardware cost, one promising solution is the cooperative communication
among users.

Figure 1 illustrates a scenario that real-life mobile users can either download
their demanding data by cellular connections, or do favor to neighbours1 by
transmitting data blocks through WiFi or Bluetooth approaches. As a result,
users who take part in this process can get payments after helping others. The
payment feedback is related to the strength of friendships between users, where
higher friendships mean lower payments for assistance (see Sect. 4).

3.1 Social-Aware Utility

We consider the cooperative communications in mobile social networks, (i.e.,
social-aware cooperative networks), where mobile users are willing to cooperate

1 Note that, in this paper, we mainly consider geographical social friends nearby.
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Fig. 1. Social-aware cooperative communications

in providing ubiquitous Internet access to each other. The cooperative network
can be defined as a graph G = (N , E), where N is the set of mobile users, and E
is the set of physical directed links connecting them through WiFi or Bluetooth
technology. Mobile users (i ∈ N ) can get access to the Internet through base
stations. A time-slotted system is considered in this paper, and during each
time slot the channels are fixed. We assume that each user can act as a helper
node, a client node respectively or simultaneously during each time slot. And
users can use their cellular and wireless connections simultaneously.

Let W denote the set of social friendships among direct-connected users.
Thus we have wi,j which indicates the social friendship from user i to user j.
Since, in real-life, we have the ground-truth: each user i’s social friendship to
herself is wi,i = 1, and the strength of social friendship from user i to user j �= i
is normalized as wi,j ∈ (0, 1], with a higher value of wi,j being a stronger social
friendship. wi,j = 0 denotes no social friendship existing from user i to user j.
Specially, wi,j may be not equal to wj,i, which is practical in a social network.
A user can learn her social friendship with others through the details of social
information [6].

A user i may download some data yt
i ≥ 0 (in bytes) from the Internet for

her own consuming at time slot t. Also, she may download data xt
i,j ≥ 0 (in

bytes) from the Internet as a helper and deliver it to neighbour j, or receive
data xt

j,i ≥ 0 from neighbour j as a client. We represent the maximum data
capacity of the link from a base station to user i at time slot t as Ct

i ≥ 0. And
Ct

i,j ≥ 0 denotes the maximum data capacity of the link between user i and
user j. Each user will satisfy her own interest demand by consuming data. We
denote the function Fi (·) with the utility of user i from satisfying her own need
by obtaining data, which is a differentiable, strictly concave, positive, and non-
decreasing function of the total bytes she receives during this time slot. In this
paper, each user also cares about the utility of her neighbours related to their
friendships. Hence, the social-aware utility of each user is defined as follows.
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Definition 1. Considering of a social network G = (N , E), W is the set of
social friendships among direct users. The social-aware utility of a user i ∈ N
is defined as,

Si

(
yt
i ,

−→
xt
i ,

−→
xt

−i

)
= Fi

(
yt
i +

∑

j∈in(i)

xt
j,i

)
+

∑

j∈out(i)

wi,jFj

(
xt
i,j

)
(1)

where
−→
xt
i =

(
xt
i,j : j ∈ out(i)

)
is the vector of her helping decisions, and

−→
xt

−i =(
xt
j,i : j ∈ in(i)

)
is the helping decisions of her upstream friends.

3.2 Consumptions in SUO Services

Downloading data through the cellular connections can cost some money for
mobile users. Let pi denote the price that a user i pays for downloading one
byte using cellular connections, depending on her data plan. The users consume
energy while downloading or relaying data. eci and ewi are denoted as the energy
consumption of user i to receive one byte through cellular and WiFi connections
respectively. Hence, the total energy consumption ei,∀i ∈ N equals,

ei = eci
(
yt
i +

∑

j∈out(i)

xt
i,j

)
+ ewi

( ∑

j∈out(i)

xt
i,j +

∑

j∈in(i)

xt
j,i

)
(2)

Each mobile user i ∈ N that takes part in this service concerns about the
battery usage of her device. Hence, we use the energy cost function Ci(ei) to
capture this effect, which is strictly convex, and increasing in the total amount
of consumed energy ei (in joules). A function that satisfies these requirements
is, such as, Ci(ei) = θti/(Et

i − ei), where Et
i ≥ 0 is the maximum energy budget

of a mobile user i and θti ∈ (0, 1) is a normalization parameter indicating user
i’s sensitivity in energy consumption.

With the parameters introduced above, a user i’s benefit is defined as Vi when
she participates in this social-aware cooperative network. More specifically,

Vi

(
yt
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−→
xt
i ,

−→
xt

−i

)
= Si

(
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i ,

−→
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i ,

−→
xt

−i

) − Ci

(
ei

) − pi
(
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i +

∑

j∈out(i)

xt
i,j

)
(3)

As the amount of data that user i downloads and transmits to others
increases, the benefit Vi may decrease, due to the increase of the credit and
energy cost. Mobile users are sensitive of energy battery and data plan usage.
As a result, they will have no motivation to participate in this cooperative ser-
vice, if there is no incentive mechanism. When each mobile user i does not help
to download any data and deliver to her downstream users, which is called the
independent state, the benefit of user i equals,

V S
i = max

yi≥0
Fi

(
yt
i

) − Ci

(
eciy

t
i

) − pi
(
yt
i

)
(4)

As a consequence, this cooperative service needs to employ an incentive mech-
anism to encourage users’ participations, so as to maximize the service capacity.
Meanwhile this mechanism needs to ensure the fairness and efficiency of this
cooperative communication service, which is discussed in the next section.
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4 Optimal Solution

In this subsection, we design an incentive mechanism with social ties in this sys-
tem, where the users with higher ties will give lower payments to their friends for
assistance. Then we formulate the operation of the service as a Nash bargaining
problem based on the incentive mechanism.

Let hj,i ≥ 0 be the credits that user i pays to j, in order to transmit data
over the link (j, i) ∈ E . Similarly, hi,j ≥ 0 denotes the price paid by user j to i
for delivering data. At the start of the time slot t, each user has a credit budge
Kt

i . At the end of the time period, user i’s money is:

Gi

(−→
hi ,

−→
h−i

)
=

∑

j∈out(i)

wi,j + 1
2

hi,j −
∑

j∈in(i)

hj,i + Kt
i (5)

where the matrices
−→
hi is

(
hj,i : j ∈ in(i)

)
, and

−→
h−i is

(
hi,j : j ∈ out(i)

)
.

Finally, the total benefit of each user i is the sum of Vi and Gi. In this
cooperating network, each user is not only self-interested, but also value their
friendships. We introduce a social-based game theoretic mechanism using the
Nash bargaining solution (NBS) to optimize the benefit of all users.

Nash bargain solution is one of the method of axioms bargaining [14]. A
Nash bargaining game can be characterized by Γ =

〈I, (Ai), (ui)
〉
, where

I = {1, 2, · · · , n} is the player set, Ai is the strategy set for player i, and
ui is the utility of player i. ui depends on the strategy profile of all players,
α = (a1, a2, · · · , an) with ai ∈ Ai. A pair (ui, u2, · · · , un) is called an agreement.

Theorem 1. Considering of Pareto optimal and fairness, a strategy α∗ =
(a∗

1, a
∗
2, · · · , a∗

n) is called a NBS [18], if it solves the following optimization:

max
∑

i∈I
ln

(
ui(a) − umin

i

)
, a ∈ A (6)

where umin
i is the utility that player i can get if an agreement is not reached

between them.

Therefore, the bargaining problem for this system is:
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(8)
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where, (V S
i + Ki) is the benefit user i can achieve when an agreement is not

reached.
The total benefit of each user depends on a local decision variables

〈
yt
i ,

−→
xt
i ,

−→
hi

〉

and variables of upstream and downstream users’ decisions
〈−→
xt

−i,
−→
h−i

〉
. To tackle

the coupled objectives, we introduce the matrices of auxiliary variables for each
user and additional consistency constraints for their neighbour users [17]. Thus
the coupled objective function is transferred to coupling in the constraints, which
can be solved by dual Lagrangian decomposition [17] using the gradient method.

Let
−→
εti =

(
εtj,i : εtj,i = xt

j,i,∀i ∈ N , j ∈ in(i)
)

and
−→
ζi =

(
ζi,j : ζi,j =

hi,j ,∀i ∈ N , j ∈ out(i)
)

be the auxiliary variables matrices of upstream friends
and downstream friends respectively. We denote ρ =

(
ρji : i ∈ N , j ∈ in(i)

)
,

μ =
(
μij : i ∈ N , j ∈ out(i)

)
and π =

(
πi ≥ 0 : i ∈ N )

be the Lagrange variables
for the constrains. Then the Lagrange function of this problem becomes:

L =
∑

i∈I
ln

(
Vi

(
yt
i ,

−→
xt
i ,

−→
εti

)
+ Gi

(−→
hi ,

−→
ζi

) − (
V S
i (yt

i) + Kt
i

))

+
∑

i∈I

∑

j∈in(i)

ρji
(
xt
j,i − εtj,i

)
+

∑

i∈I

∑

j∈out(i)

μij

(
hi,j − ζi,j

)

+
∑

i∈I
πi

( ∑

j∈out(i)

wi,j + 1
2

hi,j + Kt
i −

∑

j∈in(i)

hj,i

)

(9)

From the concavity of the utility function, we know the Lagrangian is a concave
function. In each iteration τ , each user i ∈ N maximizes the Lagrange function
Li(·) in terms of the primal variables, and uses the obtained values to update the
dual variables. And the objective function Li(·) of the dual problem is:

Li

(
yt
i ,

−→
xt
i ,

−→
εti ,

−→
hi ,

−→
ζi

)
= ln

(
Vi

(
yt
i ,

−→
xt
i ,

−→
εti

)
+ Gi

(−→
hi ,

−→
ζi

) − (
V S
i + Kt

i

))

+
∑

j∈in(i)

(
μjihj,i − ρjiε

t
j,i

)
+

∑

j∈out(i)

(
ρijx

t
i,j − μijζi,j

)

− πi

∑

j∈in(i)

hj,i +
∑

j∈in(i)

πj
wi,j + 1

2
hj,i

(10)
Then each user uses the primal variables and the obtained values to update

the dual variables by subgradient:

ρji(τ + 1) = ρji(τ) − β
(
xt
j,i(τ) − εtj,i(τ)

)
(11)

μij(τ + 1) = μij(τ) − β
(
hi,j(τ) − ζi,j(τ)

)
(12)

πi(τ + 1) =
[
πi(τ) − β

( ∑

j∈out(i)

wi,j + 1
2

hi,j(τ) + Kt
i −

∑

j∈in(i)

hj,i(τ)
)]+

(13)
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Algorithm 1. Algorithm of Social-aware NBS
Input: G = (I, E), W ;
Output: y∗, x∗, h∗; # the optimal solution

1: bool Convergence = false;
2: while Convergence is false do
3: for each user i ∈ I do
4: Update yt

i , x
t
i, ε

t
i, hi, ζi in (10) and calculate maxLi;

5: end for
6: for each (i, j) ∈ E do
7: Update λi, ρji, μij by solving (11), (12), and (13);
8: end for
9: if Conv (π, ρ, μ) then

10: Convergence = true
11: end if
12: end while

where τ is the iteration index, β > 0 is a sufficiently small positive step-size,
and [·]+ denotes the projection onto the non-negative orthant. Social-aware nash
bargaining solution can solve this problem efficiently.

Algorithm 1 illustrates the computation of yt
i , xt

i,j and ht
j,i. Here Conv

(π, ρ, μ) is a test function to determine whether the dual variables (π, ρ, μ) are
convergent or not. This algorithm is executed in a synchronous fashion. After
finishing the interactions, we can get the final benefit of user i by setting the
final values of yt

i , xt
i,j and ht

j,i to (3) and (5).

5 Performance Evaluation

In this section, we conduct simulations in the Matlab environment to evaluate the
performance of our social-aware cooperative connectivity service, and compare
this system with the optimal solution in the case of not participating cooperative
communications, referred to the self-reliance solution.

5.1 Simulation Setup

Our simulations consider a social graph using the Erdös Rényi (ER) model in [5],
where a social connection between two users exists with a probability of P . If
a pair of users has a social connection, the weight of the social friendship will
be uniformly distributed in (0, 1], with a higher value being a stronger social
connection. We set the default number of users as 5, and P = 0.5. To evaluate the
performance in practice, we also simulate the social graph according to the real
data trace from [11]. As Fig. 2 shows, we plot the probability of social connections
existing between two users versus the number of users.
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Fig. 2. Probability of social friendship versus number of users in data trace [11]

The utility function of each user i ∈ N is Fi(yi, x−i) = log(1 + yi +∑
j∈in(i) xj,i) for receiving data. The Internet access method of each user is

different, which occurs to different communication capacity and energy cost. For
example, [8] has measured the actual average speed for LTE is 12.7 Mbps, with
an average energy consumption of 4.65 J/Mbyte. We assume that users com-
municate with each other using WiFi, and the capacity of each connection is
depended on its distance. Finally, we assume that users have different data flow
prices, depending on their data plans and service providers.

We consider two different optimization goals, the self-reliance solution and
social-aware NBS. In self-reliance solution, the users maximizes their own per-
formance without participating cooperation and social connections. While in
social-aware NBS, the social friendships between users are taken into account.

5.2 Simulation Results

In Fig. 3 we simulate the total benefit of users with N = 5, where social con-
nections exist between each pair of users with high probability (P = 0.5). It
depicts that the social-aware solution always improve upon the self-reliance ben-
efit. What’s more, social-aware bargaining solutions can achieve more benefit
than the selfish solution for most mobile users, which is not considered with
social friendships, i.e., w = 0. The aggregate total benefit improve 39.7% with
the social-aware solution (compared to the self-reliance solution).

In Fig. 4, we evaluate the impact of N on the average benefit of users with
the real data trace from [11]. As expected, we observe that the average benefit
decreases with the number of users, for that there is less probability of social
connections among a larger number of users. As the users’ number increases, the
benefits of users gradually converge.

The performance benefits of social-aware cooperative communication service
depend on the weight of friendships between users. Figure 5 shows the impact
of friendships on the traffic usage between users. It depicts that as the social
friendship becomes closer, the traffic usage also increases, which means mobile
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users would rather help their friends for communication demands. This reveals
that the service benefits are larger for users who consider their friendships among
their neighbour users.

Apart from the weight of friendships, data price and energy consumption
are two factors that influence users’ decisions. In Fig. 6, we investigate how the
data price affects users’ transmission decisions. It depicts that the amount of
traffic usage decreases, when the data price for downloading data to herself and
neighbours increases. However, the users with higher friendship would like to
deliver more data to their friends than the ones not considering social relation-
ship, e.g., for the price of 0.2, the users with w = 1 can consume 7 units data
more. Besides, for the same price, users with higher friendships are more will-
ing to delivery data, which can give benefits to users and their neighbours. The
same results can be seen for energy consumption’s impact on transmission deci-
sions in Fig. 7. As energy consumption per unit increases, users may reduce the
demands for data. Yet, users with high friendship will transmit more data than
the ones with low friendship, e.g., for the users with w = 1 can consume data
27.3% more than users of w = 0.5. As a result, in the same condition of price
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and energy cost, the social-aware solution can promote more data delivering and
satisfy users’ demands.

We also consider the revenue of network providers in Fig. 8. It shows that as
the price increases, the revenue of the provider also improves. Until an optimal
value, the revenue will decrease with price increasing further. For a higher weight
of friendship, the optimal value is higher too, e.g., the optimal price can reach
0.3 unit for w = 1, when it is 0.05 unit for w = 0. The reason is that, users
with closed social ties have more attempts to consuming data. This can help
providers to make strategies of pricing.

6 Conclusions

In this paper, we consider the problem of sharing network resources among
mobile users with the consideration of social ties between them, and propose a
social-aware utility optimization (SUO) model for the cooperative mobile net-
work connection. In order to induce mobile users’ participations, we design an
incentive mechanism based on the weight of social friendships. The reported
simulation results show that our method can improve the performance of the
participating users. In the future work, we will investigate how to update the
weight of friendships fairly, and consider the interests of users to efficiently sched-
ule the routing decisions.
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Abstract. Piggyback is an effective scheme to transmit control mes-
sages in wireless local area networks (WLANs). In traditional approaches,
the piggyback scheme is achieved by redefining or adding control fields in
the MAC frame header, i.e., MAC layer piggyback scheme. However, this
method has shortcomings. In this paper, we design and present PhyPig
(Physical Piggyback), a cross-layer design for lightweight control chan-
nel. In the newly proposed communication strategy, the control mes-
sages are piggybacked on OFDM-based physical layer so that PhyPig
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1 Introduction

Control messages are essential to design efficient WLANs. However, there is no
dedicated control channel in WLANs. The piggyback scheme is widely adopted
in many studies targeted towards improving performances of various applications
such as medium access control (MAC) coordination [1,2], rate control [3], and
quality of service (QoS) [4]. Due to the broadcast nature of wireless channels, the
control messages piggybacked by MAC frames can be received by neighboring
nodes. Traditionally, the control messages are piggybacked on MAC layer by
redefining or adding control fields in the MAC frame header.

However, the MAC layer piggyback scheme has a lot of disadvantages. First,
the MAC layer piggyback scheme still consumes some channel resources that are
originally used to transmit data, and it needs to change the MAC frame structure
defined in original 802.11 standards. Second, with MAC layer piggyback scheme,
neighboring nodes needs to decode the received frame to get control messages
even through the destination address is not itself, which results in extra overhead.
Third, the transmission of control messages piggybacked by the data frames lacks
robustness. The control messages should be transmitted at lowest data rate so
that the delivery is robust. In MAC layer piggyback scheme, the control messages
are transmitted at the same data rate with the MAC frame. However, the channel
conditions of neighboring nodes may be worse than the intend receiver, so the
received frames at neighboring nodes may not be decoded successfully to obtain
control messages.

In this paper, we design and present PhyPig (Physical Piggyback), a novel
technique that piggybacks lightweight control messages on the OFDM-based
physical layer. In PhyPig, the key concept is a novel communication strategy
that takes advantage of the underlying OFDM technique to convey information
on the physical layer. Instead of being transmitted by actual data symbol values,
the control messages are modulated into the pattern of data symbols (null or
normal) on the physical layer in PhyPig. More specifically, a null data symbol
represents bit “1” while a normal (i.e., non-null) data symbol represents bit “0”.
A null data symbol is achieved straightforwardly by loading zero power on the
corresponding data symbol, and the thus transmitted control messages can be
interpreted by symbol level energy detection.

The idea of the proposed communication strategy is simple, but the key chal-
lenge is how to ensure the transmission of control messages does not destroy the
original data transmission. The feasibility of PhyPig is based on the intuition
that if we carefully design the number and distribution of deliberately gener-
ated null data symbols, they can be recovered by the existing channel coding in
WLAN systems. We obtain the correction capability by two methods. Since the
weak data subcarriers produce most of the erroneous data symbols in OFDM
systems due to frequency selective fading, we design PhyPig on those weak data
subcarriers so that more null data symbols are fallen on the positions of erro-
neous data symbols. By this way, we can intentionally exploit the correction
capability that is originally utilized to correct erroneous data symbols to recover
our inserted null data symbols. The second method is to leverage the existence
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of extra redundancy in the channel coding in current WLAN systems. Our mea-
surements verify the existence of extra decoding capability and are in line with
previous studies [5,6] that utilize this phenomenon to design control channel
by intend interference in wireless networks. PhyPig is inspired by their works.
However, some problems exist in the schemes proposed in [5,6]. It is easy to cor-
rupt the original data transmission due to the uncontrolled contention in control
plan. It is a challenge to accurately place a intend signal onto a data symbol due
to non synchronization, which adds the system complexity. In addition, these
schemes consume significant energy to send interference signal. Compared to
[5,6], PhyPig is used for a different communication scenario, which avoids the
above problems. Moreover, PhyPig takes frequency selective fading into account
to improve the capacity of control messages.

The reset of this paper is organized as follows. Section 2 presents the overview
of PhyPig. Section 3 analyzes the feasibility of PhyPig based on our key observa-
tions. Section 4 describes the detailed system architecture of PhyPig. Section 5
evaluates the performances of PhyPig and presents corresponding analysis. We
conclude this paper in Sect. 6.

2 Overview of PhyPig

The design of PhyPig relies on OFDM that has been widely adopted as the
physical technique in modern WLANs (e.g., 802.11a/g/n). We extend 802.11a to
design PhyPig in our practical implementation. OFDM divides wireless channel
into 64 orthogonal subcarriers of which there are 12 guard subcarriers, 4 pilots,
and 48 data subcarriers. The modulated data symbols are mapped onto all data
subcarriers to transmit in parallel, and an OFDM symbol is the composite signal
of all 64 subcarriers. As shown in Fig. 1(a), a modulated data symbol is the
smallest resource unit in OFDM, i.e., a 2-D time-frequency resource block. The
time duration of a data symbol (i.e., a time slot) equals to 4 us in 802.11a/g.

There are two system parameters m and n in PhyPig. The m denotes the
number of subcarriers selected as control subcarriers from all 48 data subcarriers
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Fig. 1. (a) An illustration example of PhyPig based on OFDM-based physical layer.
(b) Power spectrum of control subcarriers in time slot 3. (Color figure online)
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to transmit control messages, and the n denotes the interval between time slots
where control messages are transmitted. For example, m = 6 and n = 1 in
Fig. 1(a). The rate of control messages depends on the values of m and n. How
to select the values of m and n so that the transmission of control messages does
not affect the correct decoding of received data frame will be discussed in Sect. 4.
Taking Fig. 1(a) for an example, when the transmitter needs to convey a value
of 50, it maps the sequence of bits (1,1,0,0,1,0) to corresponding data symbols
in a time slot (here is time slot 3). A null data symbol is used to represent bit
“1” while a normal data symbol is used to represent bit “0”. Figure 1(b) shows
the power spectrum of those control subcarriers in time slot 3, and the receiver
interprets the transmitted control message by symbol level energy detection.
Obviously, the conveyed control bits is “110010” in time slot 3.

Compared to the conventional MAC layer piggyback scheme, we need to
understand the benefits of the proposed physical layer piggyback scheme.
First, PhyPig transmits control messages without consuming any extra chan-
nel resources, and it dose not change the existing MAC frame structure. Second,
after receiving the MAC frame, neighboring nodes can directly interpret the
conveyed control messages by symbol level energy detection without the conven-
tional decoding of MAC frames, which avoids extra overhead. Third, the physical
piggyback scheme is robust. Since symbol level energy detection requires lower
SNRs than conventional decoding procedure, neighboring nodes can extract the
control messages as long as the physical preamble is received correctly, even if
the MAC frame is corrupted and can not be successfully decoded.

3 Feasibility of PhyPig

The feasibility of PhyPig depends on how to obtain correction capability to
recovery those inserted null data symbols. In this section, we present our ideas
to demonstrate the feasibility of PhyPig based on our observations.

3.1 Frequency Selective Fading

In addition to signal attenuation and noise, frequency selectively fading widely
exists in realistic wireless communication scenarios due to multi-path propaga-
tion [7,8]. In OFDM systems, different subcarriers have very different channel
conditions owing to frequency selectively fading. For example, Fig. 2(a) shows
measurements of signal-to-noise-ratio(SNR) across 52 subcarriers in a 20 MHz
802.11a channel. We observe that the SNR of different subcarriers can differ by
9.2 dB or more.

3.2 Symbol Error Pattern

The existing data rate adaption scheme defined in 802.11 standard ignores fre-
quency diversity and treats all subcarriers as the same, i.e., all subcarriers adopt
the same channel coding, modulation, and power allocation. As a result, certain
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subcarriers undergo deeper fading and have higher symbol error rates. The errors
will be repeated for each data symbol in those deep fading subcarriers. There-
fore, the number of erroneous data symbols within a received frame is dominated
by those deep fading subcarriers.

Based on this observation, PhyPig selects those deep fading subcarriers as
control subcarriers to design the proposed communication strategy so that more
inserted null data symbols fall on the positions of erroneous symbols. Thus the
correction capability that is originally used to recover the erroneous data symbols
is now utilized to recovery those deliberately inserted null data symbols.
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Fig. 2. (a) Measured SNRs of different subcarriers in a 20MHz frequency selective
fading channel. (b) The measured SNR gap between the actual channel SNR and the
minimum required SNR in 802.11a.

3.3 Extra Coding Redundancy

To combat bit errors induced by wireless transmissions, Forward Error Correc-
tion (FEC) is adopted to correct certain bit errors by adding redundant bits to
each data frame. The level of coding redundancy is depend on the code rate,
and 802.11 a/g have three types of code rates: 1/2, 2/3, and 3/4. The selec-
tion of code rates is accord to the data rate that is selected by SNR-based rate
adaptation schemes. A question is that how much redundant bits should be accu-
rately added. In our measurements, we will show that the selected redundancy
in channel coding is always higher than the minimum required redundancy to
successfully decode the received data frame in current WLAN systems, and the
extra redundancy is wasteful.

The gap between the actual decoding capability at the intend receiver and
the minimum required decoding capability to decode the received data frame
stems from two factors. One is the inaccurate estimation of channel condition at
the intend receiver, and the other one is the stair-case rate selection. In SNR-
based rate adaptation schemes, the data rate is selected based on the estimated
channel condition of the intend receiver. A lower data rate corresponding to a
more robust code rate is picked when the channel condition becomes weaker.
The current 802.11 a/g Network Interference Cards (NICs) evaluate channel
conditions by the metric of SNR. However, the previous measurements [8] have
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show that SNR-based channel evaluation is a frame-level metric and does not
reliably reflect the actual channel condition due to frequency selective fading.
Those weak subcarriers lower the value of frame-level SNR. As a result, a low
data rate is selected, but in practice the receiver can support higher data rate
transmissions due to better channel condition, which means the receiver has
extra decoding capability that is under-utilized.

In addition to inaccurate channel estimation, the stair-case rate selection
also leads to the gap. The data rate provided by 802.11 standards is discrete
while the SNR is continuous. Thus, even if the channel condition is estimated
perfectly, the perfect one-to-one matching from channel conditions to data rates
can not be obtained. The non-prefect matching results in the under-selection of
data rates [9]. For example, when the feedback of SNR is 8 dB, the transmitter
will pick the data rate of 12 Mbps whose minimum required SNR is 5 dB, rather
than the data rate of 18 Mbps whose minimum required SNR is 9.5 dB.

Based on above analysis, we conduct detailed experiments to measure the gap
between the minimum required SNRs to correctly decode received data frame
and the actual SNRs at the intend receiver. The typical SNR-based rate adap-
tation scheme RBAR [3] is adopted in our measurements. The result is shown
in Fig. 2(b) including measured frame-level SNRs, minimum required SNRs, and
actual SNRs. For example, when the measured frame-level SNR is 11 dB, the
required minimum SNR corresponding to data rate of 18 Mbps is 9.5 dB while
the actual SNR is 13.2 dB. Thus, the gap is about 3.7 dB in this case. We can
clearly see that the gap is significant, which suggests that the extra decoding
capability can be utilized to recover those inserted null symbols in PhyPig.

4 PhyPig Design

4.1 Overall System Architecture

PhyPig is a simple extension of the existing OFDM-based WLAN physical layer,
and Fig. 3 shows the overall system architecture of PhyPig. We add three new
components including loading controller, subcarrier state estimator, and power
detector. The loading controller achieves symbol level power allocation at the
transmitter. The subcarrier state estimator records SNRs of all data subcarriers
and selects m data subcarriers with worst channel conditions.

4.2 Modulation/Demodulation of Control Messages

In standard OFDM-based WLAN architecture, the data bits are modulated into
data symbols. Then incoming serial data symbols are converted into parallel
data streams by the S/P module. Let X[k] denote the data symbol needed to
be transmitted on data subcarrier k. After the Inverse Fast Fourier Transform
(IFFT), we obtain the transmitted OFDM signal x[n] at sample time n by

x[n] =
1
N

N−1∑

k=0

√
pkX[k]ej2π kn

N , (1)
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Fig. 3. Architecture of transmitter and receiver in PhyPig. The orange blocks are
PhyPig extentions to OFDM-based 802.11. (Color figure online)

where N is the number of OFDM subcarriers, and pk is the transmission power
allocated to the k data subcarrier [10]. In 802.11 standards, the power allocated
to each OFDM subcarrier is same, and we have

∑N−1
k=0 pk ≤ Psum, where Psum

is the total transmission power of transmitter. The function of loading controller
is to control the allocation of power on the selected control subcarriers. If the
transmitted bit is “1” on data subcarrier i, it allocates zero power, i.e., pi = 0.
Otherwise, it allocates normal transmission power.

The modulated signal is transmitted to the receiver through wireless channel.
The received signal is a composite waveform consisting of different subcarriers.
Let y[n] denote the received signal at sample time n, and we can obtain the data
symbol at data subcarrier k by

Y [k] =
N−1∑

n=0

y[n]e−j2π kn
N . (2)

The Fast Fourier Transform (FFT) result presents magnitudes of every sub-
carrier [11], and then the power detector module performs symbol by symbol
energy detection on the set of control subcarriers. However, in practical system,
the magnitudes of some subcarriers where no power is allocated are not zero due
to the existence of noise. Fortunately, the noise energy is same for all subcarriers.
Our experiment results show that the magnitude difference between noise and
fading signal is large enough to distinguish fading signal from noise.

4.3 Rate Selection of Control Messages

In PhyPig, the null data symbols are deliberately generated, so the key design
principle is to carefully select the values of m and n so that the transmission of
control messages does not destroy the original data transmission. It is difficult
to select the values of m and n by theory analysis. We conduct a large number
of experiments in different scenarios with various SNR regions to suggest the
selections of m and n.

PhyPig relies on subcarrier level channel conditions to select the set of control
subcarriers. However, the commodity 802.11 a/g NICs only provide Received
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Signal Strength Indicator (RSSI) that is the total signal power of the received
packet and can only be used to obtain per-packet SNR. Thus we can not directly
get channel quality at the subcarrier level. To address this issue, we adopt the
method used in [8] to obtain channel conditions at the granularity of subcarrier
in 802.11 a/g.

Based on subcarrier level channel quality, we select the worst m subcarriers
out of 48 data subcarriers as control subcarriers. A bit vector is fed back to
indicate the set of selected control subcarriers, and it only occupies one time
slot where a null data symbol represents that the corresponding data subcarrier
is selected as control subcarrier. In our practical implementation, the parameter
m is fixed and is set to 12, and we adjust the rate of control messages by changing
the parameter n that is fed back to the transmitter. Note that all information
feedbacks are achieved by PhyPig scheme when the ACK frame is transmitting.
How to dynamically select the value of n according to channel conditions of the
intend receiver is presented in next section.

Now we discuss the capacity of control messages within a frame transmission.
Let Tp be the transmission time of packet payload in us, and Cc denote the
capacity of control messages within the transmission of a packet payload. When
m = 12 and n = 2, the rate of control messages is 999.996 Kbps. If a frame
with 1024 bytes payload is transmitted at 54 Mbps, we get Tp = 151.7 us and
Cc = 144 bits. If this frame is transmitted at 36 Mbps, we can obtain Cc = 216
bits. Since the frame aggregation technique has been widely used in modern
WLANs, PhyPig can transmit more bits within a frame transmission.

5 Evaluation

In this section, we validate and evaluate PhyPig by extensive simulation exper-
iments written in C++ and Matlab. The implementation of PhyPig is based on
the 802.11a PHY layer, and the fixed parameter m is 12 and the parameter n
is variable. We conduct our simulations on a wireless channel with frequency
selective fading.

5.1 Accuracy of PhyPig Detection

PhyPig interprets control messages by detecting the energy level of the set of
selected control subcarriers. We evaluate the detection accuracy of PhyPig under
various SNRs. We transmit the pre-defined control message with 60 bits. This
experiment was performed by 2000 packets. All 48 data subcarriers are numbered
logically from 0 to 48. As shown in Fig. 4(a), 12 contiguous subcarriers, i.e., [16,
17, ..., 26, 27], are selected as control subcarriers due to frequency correlation.
After frequency selective fading, different subcarriers have different amplitudes,
and the amplitudes of deep fading subcarriers are small. The subcarriers with
null data symbols only have noise. We can clearly see that the energy difference
between subcarrier with only noise and subcarrier with normal signal is very
apparent. Figure 4(b) shows that the detection accuracy is close to 100 % under
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Fig. 4. (a) Relative magnitude of all subcarriers after performing FFT. (b) Detection
accuracy of control messages under various SNRs.

ideal channel condition. In a noisy environment, the detection accuracy is above
96 % even at low SNRs. Under a low SNR, the magnitudes of those deep fading
subcarriers may be close to null subcarriers. The typical working channel condi-
tions of wireless networks are above 10 dB, so PhyPig works well under practical
SNR ranges. Therefore, we conclude that the null subcarriers are easily detected
by energy detection after performing FFT. However, when the channel exists
strong interference, the detection accuracy is very low for all SNRs. This is due
to the fact that interference may active null subcarriers so that it falsely detects
a active subcarrier when it is actually absent.

5.2 Rate of Control Messages

In this experiment, given m = 12, we test the selection of n to decide the
rate of control messages without sacrificing the original data transmission. To
get desired packet reception rate (PRR) of the original data frame, we select
appropriate value of n with practical SNR regions in our experiments. The data
rate is dynamically adjusted by the typical SNR-based rate adaptation scheme
RBAR [3]. Both Fig. 5(a) and (b) show the relationship between packet reception
rate and measured packet-level SNR. Two modulation schemes including 16-
QAM, and 64-QAM are considered in our results. Once the data rate is selected
based on the feedback of frame-level SNR, the PRR increases sharply with the
increase of SNR. To obtain the desired PRR, larger SNR is needed when smaller
value of n is selected. For example, when the modulation is 16-QAM and n = 2,
if the acceptable PRR is above 98.0 %, the corresponding SNR should be more
than 16.2 dB (shown in Fig. 5(a)). Based on our results, we suggest that n = 4
is set under small SNRs while n = 2 is set under large SNRs.

5.3 Applications of PhyPig

To demonstrate the key features of physical piggyback, we extend the early back-
off announcement (EBA) [1] that adopts MAC layer piggyback scheme to a new
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Fig. 5. (a) Packet reception rate versus SNR when 16-QAM and 1/2 code rate.
(b) Packet reception rate versus SNR when 64-QAM and 3/4 code rate.
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Fig. 6. Simulation results. (a) Comparison of throughput versus number of nodes in
error-free channel. (b) Comparison of throughput versus BER.

MAC scheme called PhyPig-EBA that piggybacks the future backoff information
on the physical layer. In this distributed MAC scheme, when a node successfully
transmits a MAC frame, the next backoff value is piggybacked on the physi-
cal layer using PhyPig technique to announce all neighboring nodes. Then all
other nodes do not select the same backoff value to avoid collisions. Through
exchanging further backoff information, the number of collisions decreases and
the network throughput increases significantly.

Figure 6(a) shows the throughput of 802.11 DCF, EBA, and PhyPig-EBA
under no channel errors. The result shows that both EBA and PhyPig-EBA out-
perform 802.11 DCF significantly. Note that PhyPig-EBA is only slightly supe-
rior to EBA under this scenario due to the fact that the channel resources are not
used in PhyPig-EBA to transmit control information (i.e., next backoff values).
To evaluate the robustness of PhyPig, we present the system throughput under
various channel error rates. Figure 6(b) shows the comparison of the throughput
performance as the BER values vary from 10−6 to 10−3. 20 nodes are included in
this simulation experiment. It can be observed that the throughput of EBA will
be decreased significantly. The reason is that nodes are not likely to receive further
backoff information correctly due to channel errors. However, since the obtaining of
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control messages does not need the decoding of data frame in PhyPig, the proposed
scheme works better than EBA under channel with bit errors. Even the received
packet is corrupted, PhyPig can still use the received packet to extract control mes-
sages.

6 Conclusion

PhyPig is a novel communication strategy that piggybacks lightweight control
messages on the OFDM-based physical layer in WLANs. Physical piggyback
means the control messages are interpreted on the physical layer without the
traditional decoding of received MAC frame. By designing the distribution of
inserted null data symbols and utilizing the residual decoding capability existed
in current WLAN systems, we obtain correction capability to recover those delib-
erately generated null data symbols. If we carefully select the rate of control
messages, PhyPig doest not destroy the original data frame transmission. Our
evaluation results demonstrate the feasibility of PhyPig. As control messages
become more necessary in various applications, we believe the proposed physical
piggyback scheme can be utilized as a lightweight control channel to address a
lot of problems existing in modern wireless networks.
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Abstract. This paper proposes a new approach called region mosaicing on
contrast pyramids for multi-focus image fusion. A density-based region growing
is developed to construct a focused region mask for multi-focus images. The
segmented focused region mask is decomposed into a mask pyramid, which is
then used for supervised region mosaicing on a contrast pyramid. In this way,
the focus measurement and the continuity of focused regions are incorporated
and the pixel level pyramid fusion is improved at the region level. Objective and
subjective experiments show that the proposed region mosaicing on contrast
pyramids approach is more robust to noise and can fully preserves the focus
information of the multi-focus images, reducing distortions of the fused images.

Keywords: Multi-focus image � Image fusion � Region Mosaic � Contrast
pyramid

1 Introduction

High magnification optical lens, such as microscopes, has a very small depth of field.
When capturing an object/scene of depth with optical lens of high magnification typ-
ically, only a fraction of the object/scene is in focus. Multi-focus image fusion is a
process in which registered images with different focus settings are fused to synthesize
an “all-in-focus” image with extended depth of field [1–3]. It plays important roles in
microscope imaging [4], optical image de-blurring, shape from focus [4, 5] and image
based forensics [6].

Pyramid based approaches have been extensively investigated in the image fusion
domain. Some examples include The discrete wavelet transform (DWT) [7, 8], the
gradient pyramid [9], the contrast pyramid [10], the Laplacian pyramid [11], the
ratio-of-low pass pyramid [12], the shift-invariant DWT [13] and the contour let
transform [14–16]. Despite the advantages of pyramid based approaches, they are pixel
based and then generally sensitive to noise. Noise pixels often have high contrast, and
may be falsely detected as in-focus pixels. Because the fused image obtained by
transform domain-based algorithms consider global information, a small change in a
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single coefficient of the fused image in the transformed domain may cause all the pixel
values to change in spatial domain [17]. Consequently, distortion artifacts and the loss
of contrast information are often observed in fused images. Gradient map filtering [8]
and multiple coefficient selection principles [18] are proposed to solve this problem,
although they need more parameter fine turning to obtain high objective quality.

Compared with pyramid based methods, weighted linear fusion is the most intuitive
approach to image fusion [19–21]. When applied to multi-focus image fusion, weights
for different regions are calculated to reflect the degree of focus and corresponding
pixels from different images and combined with linear weighting. A special case of the
weighted linear fusion is region mosaicing, where all the weights in focusing regions
are set as 1.0 and other regions as zero. In [22], Agarwala et al. described an interactive
framework for combining regions of a set of images into a single composite picture,
called “iterative digital photomontage.” When it is applied to multi-focus image fusion,
it can be regarded as region mosaicing approach with optimized mask segmentation on
a graph-cut algorithm. Mosaic algorithms can preserve the original information but
they often introduce block artifacts in transitive zones around region boundaries,
degrading visual perception quality of fused images.

In recent years, pulse coupled neural network (PCNN) was employed to perform
weighted linear fusion with two parallel source images input. Meanwhile focus mea-
surements are carried out for the source images and weighted coefficients are auto-
matically adjusted based on the measurements. The method takes full advantage of
neural networks and it also incorporate continuity of focused regions by defining
surrounding neurons for pixels, but may be computational inefficient.

It should be noted that most of the existing multi-focus image fusion approaches are
derived from general pixel level image fusion methods. The characteristics of
multi-focus imaging have not been fully explored. Multi-focus images are often cap-
tured frame by frame with a fixed focal length but variant object distances. The con-
tinuity of the object surface and the object distance result in multi-focus images having
continuous focus regions instead of discrete focus pixels. The traditional pixel level
fusion approaches do not necessarily have these characteristics; while region based
approaches suffer from deterioration of visual perception [22, 23]. In the classic pixel
level CP method, a pixel and its neighbors often do not belong to the same Contrast
Pyramid, which introduces fusion errors. When we label the pixels in the fused
pyramid according to pixel level measurement, we find that the in-focus regions of
different pyramid levels are not similar figures. This suggests that some pixels are
reconstructed with pixel values from more than one multi-focus image. As a result,
original clear information is lost and distortion is introduced.

In this paper, we propose a simple but effective approach called region mosaicing
on contrast pyramids (REMCP) for multi-focus image fusion. The flowchart of our
approach is as Fig. 1. It is based on the observation that the in-focus pixels in a
multi-focus image form continuous regions. We propose to use density-based region
growing (DBRG) to generate a focus region mask for all of the multi-focus images.
The DBRG uses both region growing and filtering, and consequently can identify
proper focus regions and reduce the impact of noise. A segmented focused region mask
is decomposed into a mask pyramid, which is then applied to supervise the region
mosaicing on a contrast pyramid. In this way, we improve pixel level pyramid fusion at
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the region level, where the imaging characteristics of multi-focus images are utilized
and the continuity of segmented focused regions is incorporated. In the proposed
REMCP approach, decomposition values of a pixel in different pyramid levels but
same spatial position are from the same multi-focus image, exactly. This guarantees
that distortion artifacts are reduced to the most degree.

2 Focus Region Segmentation

2.1 Pixel Level Focus Measurement

There are many focus measurements including variance, energy of image gradient
(EOG), energy of Laplacian of the image (EOL), sum-modified-Laplacian (SML), and
spatial frequency (SF) [1, 7, 8]. In [1], the authors assessed these measurements and
reported that SML and EOL measurement can provide better performance than others.
For the high computational efficiency, EOL is used in this paper.

We define a neighboring window of size (-w, w) around the pixel I(x, y), then
exploit the EOL in the window as the focus measurement. The EOL is calculated as

EOLðx; yÞ ¼
X

x2ð�w;wÞ

X
y2ð�w;wÞ

�I x� 1; y� 1ð Þ � 4I x� 1; yð Þ½ � I x� 1; yþ 1ð Þ � 4I x; y� 1ð Þ

þ 20I x; yð Þ � 4I x; yþ 1ð Þ�I xþ 1; y� 1ð Þ � 4I xþ 1; yð Þ � I xþ 1; yþ 1ð Þ � 2
:

ð1Þ

If a pixel lies in a focused region as well as non-smooth region, its neighboring
pixels have large grey value variance, leading to a large EOL. Otherwise, the EOL is
small. Assuming that there are multi-focus images to be fused, we define a mask image

Fig. 1. Flowchart of the proposed REMCP approach. For the limitation of space, three of fifteen
multi-focus images are given, while others are omitted for the limited space.
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M0 whose pixel values vary in [1, N]. Let EOLn(x, y) denote the EOL of the nth

multi-focus image at pixel (x, y). The pixel-level mask image M0 is initially labeled
with

M0ðx; yÞ ¼ argmax
n

EOLn x; yð Þð Þj j; n ¼ 1; 2; 3. . .;N: ð2Þ

M0(x, y) = n is EOL of the nth multi-focus image at pixel (x, y), the maximum among
all of the N images.

2.2 Focus Region Segmentation

A DBRG segmentation algorithm is based on the analysis of density distribution of
pixels of same labels. As illustrated in Fig. 2, the spatial neighborhood X(x, y) of a
given pixel is defined as a circle with center at (x, y) and radius R. R is determined
experimentally. The density distribution in X(x, y) is defined as

DXðx;yÞðnÞ ¼ 1
pR2

X
ða;bÞ2Xðx;yÞ

d M0 a; bð Þ ¼ n
� �

0
@

1
A; ð3Þ

where (a, b) indicate a pixel in X(x, y), d(.) is a function which returns 1 when the input
is true, and returns 0 otherwise.

If the maximum density max
n

DXðx;yÞðnÞ
� �

of X(x, y) is larger than a threshold 0.5,

then the pixel (x, y) is called a core pixel and X(x, y) forms a core region. A pixel
X(x, y)′ is density-connected from pixel (x, y) if (x, y)′ is within the spatial neighbor-
hood of (x, y), as shown in Fig. 2.

Based on the above definitions, Table 1 describes the DBRG segmentation algo-
rithm to group discrete label pixels into clusters and form a mask of regions.

Fig. 2. An illustration of density-connectivity of pixels of same mask label. As pixels marked
with the ‘gray’ label, (x, y)′, is density-connected with (x, y), but (x, y)′′ is not density-connected
with (x, y) in terms of the density-connectivity defined below.
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3 Region Mosaicing on Contrast Pyramids

The focus region segmentation procedure results in a mask that indicates focus regions
of all images. This mask is decomposed into a mask pyramid to supervise the fusion
process on the contrast pyramid. This procedure is called region mosaicing on pyramid.

3.1 Contrast Pyramid Fusion

According to the definition in [10], the contrast pyramid (CP) and Gaussian pyramid
(GP) have the following relationship:

Cl p; qð Þ ¼ Gl p; qð Þ=Vl p; qð Þ � U p; qð Þ; ð5Þ

where Cl(p, q), l = 0,…, L-1 denote the pixel value of CP at lth level and location (p, q),
Gl(p, q), l = 0,…, L denotes the pixel value of GP at lth level and location (p, q), Vl(p,
q), l = 0,…, L-1denote the low-pass-filtering GP. U denotes a matrix whose elements
are all equal to 1.0.

Gl(p, q), l = 0,…, L is calculated by a convolution operation between a Gaussian
filter and its up-level GP image as

Gl p; qð Þ ¼ f p; qð Þ � Gl�1 2p; 2qð Þ; l ¼ 1; . . .; L; ð6Þ

where f(p, q) denotes a Gaussian filter of 5 � 5 pixels and * is a convolution operation.
GL is the base image and GL == I denotes an original multi-focus image.

After that, we compute the ratio of the low-pass images at successive levels of the
GP. We interpolate new values ‘0’ between the given values of the lower frequency
image, and then perform a low-pass-filtering as

Table 1. Mask segmentation via DBRG

5. For the pixels that are not included in any clusters (noise pixels or pixels from smooth 
region), merge them with the cluster that has the most adjacent pixels. 
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Vl p; qð Þ ¼ 4 � f ðp; qÞ � Glþ 1
p
2
;
q
2

� �
; l ¼ 0; . . .;L� 1; ð7Þ

where only integer coordinates contribute to Vl(x, y).
The classical CP algorithm exploits a pixel level competition and fusion on pyra-

mids as

RCl x; yð Þ ¼ Cl;~n x; yð Þ; l ¼ 0; . . .;L� 1

~n ¼ argmax
n

Cl;n x; yð Þ�� ��; n ¼ 1; . . .;N
; ð8Þ

where RCl denotes the level of the fused CP, Cl(x, y) denotes contrast value of pixel (x,
y) at lth level of the nth multi-focus image and N denotes the total number of multi-focus
images.

3.2 Region Based Contrast Pyramid Fusion

According to (8), the pixel-level fusion pyramid values are selected according to the
contrast magnitudes of their source images. In this case, it is found that regions selected
for fusion in different pyramid levels are not similar figures. This causes many pixels to
be reconstructed with pixel values from more than one multi-focus image, and as a
result, the original clear information is lost and distortion is introduced. Therefore, we
propose the following region based pyramid fusion scheme.

As shown in Fig. 3, in a REMCP, the segmentation mask M(p, q) is first decom-
posed into a mask pyramid, Ml(p, q), l = 0, …, L, which is then used to supervise a
region level fusion of CP, which is formulated as follows.

FClðp; qÞ ¼¼ Cl;Mlðp;qÞðp; qÞ; l ¼ 0; . . .; L ð9Þ

where FCl(p, q) denotes the Contrast fusion result of pixel (p, q) at the lth level,
Ml(p, q) denotes the mask label of the lth level CP, indicating which multi-focus image
should be selected for fusion at pixel (p, q).

The base image fusion is performed as

FGLðp; qÞ ¼ GL;MLðp;qÞðp; qÞ ð10Þ

where FGL(p, q) denotes the fusion result of pixel (p, q) in the base image at lth level.
GL;MLðp;qÞðp; qÞ denotes the value of (p, q) of the base image. ML(p, q) denotes the label
of pixel (p, q) of the original mask image, calculated by the DBRG segmentation
algorithm in Sect. 2.

In the region based fusion procedure, Ml+1 is the sub-sampling copy of Ml,
therefore corresponding regions in them are strict similar figures. Consequently, most
of the pixels (except the pixels that lie on region transitive zones) in the fused image are
reconstructed with pixel values from the same multi-focus images, and as a result,
much of the original clear information is kept reducing distortion.
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When reconstructing the boundary areas, information from more than one
multi-focus image is used. This is different from the process of reconstructing non-
boundary areas. This may induce slight focus information loss in the transitive zones
around the boundary areas, while the usage of more than one multi-focus image
information guarantees the gradual transformation of a transitive zone, eliminating the
block artifacts of the fused images.

Fusion results in the fused CPs (FCl, l = 0, …, L-1), the low-pass-filtered GPs,
(Vl, l = 0,…, L-1), and the fused base GP image, FGL(p, q), a reconstruction procedure
is then carried out with

FGl p; qð Þ ¼ FCl p; qð ÞþU p; qð Þð Þ � Vl p; qð Þ; l ¼ L� 1; . . .; 0; ð11Þ

which is derived from (5). A reconstruction starts from the base GP where
FGL(p, q) = GL(p, q). Then it iteratively calculates the GPs until FG0 is obtained.

Fig. 3. Illustration of REMCP with two multi-focus images (N = 2) and three pyramid levels
(L = 2). There are two CPs and two base images. The focus label mask is decomposed into a
pyramid of three levels as Ml = 0, 1, 2. Different colors in M0 indicate focused regions from
different multi-focus images, which are to be reconstructed by fusing the Contrast Pyramids and
the base images following the position relationship indicated by the mask pyramid. Cl, 1 = 0, 1
denotes the CP pyramid of the first image, and Cl, 2 = 0, 1 the second image. GL, 1 and GL, 2

denote the base images of two GPs. FC0 and FC1 denote the fused CPs. Symbol ‘+’ denotes the
fusion operation. (Color figure online)
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4 Experiments

Our REMCP was developed for gray image fusion. For RGB color images, the
REMCP is carried out on R, G and B channels respectively. In the follows, REMCP
approach is evaluated and compared with other approaches. Twelve groups of
multi-focus images for quantitative evaluation are prepared. Each group has about 3–70
defocused images of depth variances and textured surfaces. On multi-focus images with
ground-truth “all-in-focus” images, we use two statistical variances: root mean squared
error (RMSE) and structural similarity (SSIM) [24, 25] to evaluate and compare fusion
methods. In Fig. 4, an image sequence of an object with complex 3D shape is shown.
The results and comparison in Fig. 4i and j show the advantage of the REMCP
approach to pixel level CP approach.

In Fig. 5a and b, it can be seen that when the number of pyramid levels is 6 or 7, the
RMSE and SSIM are the highest. A smaller or larger number of pyramid levels cannot
take the full advantages of pyramid fusion. This shows that a proper pyramid level is

Fig. 4. Fusion of the “bee” image sequence, which contains sixty images in total. (a)–(f) are six
sampled examples of the multi-focus images, (g) is the mask image with only EOF measurement,
(h) is the mask image with the proposed DBRG segmentation algorithm. (i) is the fusion result of
the CP method and (j) of the proposed REMCP approach. (Color figure online)
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significant to the objective quality of the fused image. In Fig. 5c and d, we compared our
proposed approach with five typical methods including CP [10], Laplacian pyramid [11],
DWT [7], SIDWT [26], IDP [22] and PCNN [1]. PCNN is implemented according to the
descriptions in [1].

It can be seen that the RMSE of REMCP is the lowest among all compared methods,
indicating its fusion error is also the smallest one. In Fig. 5f, the SSIM index of REMCP
approach is the largest among compared methods, indicating that it can preserve the
original information of the multi-focus images best. It can be seen in Fig. 5c and d that
the proposed REMCP approach performs much better than the classical CP, Laplacian
pyramid, DWT and SIDWT methods. Compared with the recently proposed PCNN
approach [1] and the iterative photomontage (IDP) approach [22], the proposed REMCP
also performs slightly better. This shows that the proposed REMCP approach improves
the state-of-the-art. The PCNN method has a much higher computing complexity for its
iterative operations, while the proposed REMP approach is much simpler and therefore
much more efficient. When performing fusion, our implemented PCNN approach
spends about 12.0 s on average to fuse an image of 720 � 480 pixels with an
Intel CORE i5 CPU, while the proposed REMCP approach spends only 1.5 s. In
contrast, the IDP approach that uses a graph-cut optimal algorithm to calculate focus
region mask spends 2.6 s on average.

Fig. 5. (a) RMSE and (b) SSIM under different pyramid levels.(c) and (d) are comparisons of
REMCP, PCNN [1], IDP [22], CP [10], Laplacian pyramid [11], DWT [7] and shift invariance
DWT [26] methods.
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5 Conclusions

The new concepts and techniques introduced in this paper include the density-based
region growing based focus region segmentation, focus mask image pyramid and the
region mosaicing approach on contrast pyramid. An objective and a subjective dataset
are also provided for evaluation. Experimental results and comparisons with other
methods are also presented, confirming that the proposed method is capable of handling
multi-focus images more accurately in various practical conditions. Experiments also
show that REMCP can significantly reduce the fusion errors and color distortions as
well as preserve the visual perception quality.
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Abstract. We consider a distributed constrained optimization problem
where a group of distributed agents are interconnected via a cloud center,
and collaboratively minimize a network-wide objective function subject
to local and global constraints. This paper devotes to developing an effi-
cient distributed algorithm that fully utilizes the computation abilities
of the cloud center and the agents, as well as avoids extensive commu-
nications between the cloud center and the agents. We address these
issues by introducing a divide-and-conquer technique, which assigns the
local objective functions and constraints to the agents while the global
ones to the cloud center. The resultant algorithm naturally yields two
layers, the agent layer and the cloud center layer. They exchange their
intermediate variables so as to collaboratively obtain a network-wide
optimal solution. Numerical experiments demonstrate the effectiveness
of the proposed distributed constrained optimization algorithm.

1 Introduction

This paper considers a distributed constrained optimization problem defined over
a cloud-based multi-agent network. A group of n distributed agents (also called
as nodes) are interconnected via a cloud center, and collaboratively minimize a
network-wide objective function subject to local and global constraints. To be
specific, every agent i has a local objective function fi(xi) and a local constraint
xi ∈ Xi, where xi ∈ Rpi is a local optimization variable. The network-wide objec-
tive function is defined as

∑n
i=1 fi(xi)+h(x), with h(x) being the global objective

function depending on the stacked optimization variable x � [x1; · · · ;xn] ∈ Rp,
p =

∑n
i=1 pi. The network is also subject to m global constraints on the stacked

optimization variable x, denoted as gj(x) ≤ 0, j = 1, · · · ,m. Therefore, the
constrained optimization problem is in the form of

min
n∑

i=1

fi(xi) + h(x), (1)

s.t. xi ∈ Xi, i = 1, · · · , n,

gj(x) ≤ 0, j = 1, · · · ,m.
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The formulation of (1) appears in a large number of network applications.
For example, every agent can be a robot and the team of cooperative robots are
coordinated via a cloud center to monitor an interested area. In this setting, the
local optimization variables xi stand for the positions of the robots. The local
objective functions and constraints determine the expected/feasible positions
of the individual robots, while the global objective functions and constraints
determine the relative orientations of all the robots [1,2]. More examples include
networks of smart portable devices [3], smart grids [4,5], large-scale machine
learning systems [6,7], to name a few.

One naive approach to solving (1) is letting the cloud center collect all the
local objective functions and constraints, and find an optimal solution in a cen-
tralized manner. This centralized approach is costly in communication, inflexible
to the changes of the network topology and the optimization task, and unreliable
due to the danger of leaking local information. A favorable choice is designing
distributed algorithms that offload some computation tasks to the agents. That
is, every agent processes its own local objective function and constraint while the
cloud center processes the global ones; the agents and the cloud center coordi-
nate to guarantee the optimality of the solved argument. The recent works [1,2]
propose dual decomposition algorithms to solve (1). However, at every itera-
tion these two algorithms require the cloud center to collect the primal variables
from all the agents, compute the dual variables and update the primal variables,
and send back the dual variables and all the primal variables to all the agents.
Therefore, these algorithms incur heavy communication load.

This paper devotes to developing an efficient distributed algorithm that:

• fully utilizes the computation abilities of the cloud center and the agents;
• avoids extensive communications between the cloud center and the agents.

The main difficulties in solving (1) are that the local and global objective
functions are coupled in the cost, as well as that both local and global constraints
appear in defining the feasible solution set. We address these issues by introduc-
ing a divide-and-conquer technique, which assigns the local objective functions
and constraints to the agents while the global ones to the cloud center. The
resultant algorithm naturally yields two layers, the agent layer and the cloud
center layer. They exchange their intermediate variables so as to collaboratively
obtain a network-wide optimal solution.

The rest of the paper is organized as follows. Section 2 develops a distrib-
uted constrained optimization algorithm. Implementation issues are discussed
in Sect. 3 and numerical experiments are given in Sect. 4. Section 5 concludes the
paper and gives future research directions.

2 Algorithm Development

Our main mathematical tool of solving (1) is the alternating direction method
of multipliers (ADMM) that is briefly reviewed in Sect. 2.1. The distributed
constrained optimization algorithm is developed in Sect. 2.2.
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2.1 Brief Review of ADMM

Consider a separable optimization problem

min c(x) + d(y), (2)
s.t. Ax + By = 0,

x ∈ X , y ∈ Y.

Here c(x) and d(y) are functions of optimization variables x ∈ Rp and y ∈ Rq,
respectively; A ∈ Rs×p and B ∈ Rs×q are two matrices; X and Y are the extra
constraint sets on x and y, respectively. The two variables are entangled in the
linear constraint Ax + By = 0, which makes solving (2) a difficult task.

The ADMM operates on the augmented Lagrangian function of (2), which
is written as

LA(x, y, μ) = c(x) + d(y) + 〈μ,Ax + By〉 +
ρ

2
‖Ax + By‖2, x ∈ X , y ∈ Y,

where μ ∈ Rs is the Lagrange multiplier and ρ is a positive constant. At every
iteration, the ADMM first fixes the primal variable y and the dual variable μ,
and minimizes the augmented Lagrangian function over the primal variable x.
Then it fixes x and μ to minimize the augmented Lagrangian function over y.
Finally, the dual variable μ is updated from x and y through a dual (sub)gradient
step. At time k + 1, the update of x is

xk+1 = arg min
x∈X

c(x) + d(yk) + 〈μk, Ax + Byk〉 +
ρ

2
‖Ax + Byk‖2

= arg min
x∈X

c(x) +
ρ

2
‖Ax + Byk +

μk

ρ
‖2.

The update of y is

yk+1 = arg min
y∈Y

c(xk+1) + d(y) + 〈μk, Axk+1 + By〉 +
ρ

2
‖Axk+1 + By‖2

= arg min
y∈Y

d(y) +
ρ

2
‖Axk+1 + By +

μk

ρ
‖2.

The update of μ is

μk+1 = μk + ρ(Axk+1 + Byk+1).

Notice that in this dual (sub)gradient step, the stepsize is the same as the positive
constant ρ in the augmented Lagrangian function.

The idea of ADMM can be traced back to the 1970s [8]. When the objective
functions c(x) and d(y) as well as the constraints x ∈ X and y ∈ Y are convex,
convergence of the iterates to the optimal primal-dual pair is proved in [9],
while its sublinear convergence rate is established in [10,11]. When the objective
functions are strongly convex, the ADMM has linear convergence rate [12,13].
The fast convergence speed and the superior computational stability have made
the ADMM a popular choice in a large number of applications in recent years;
readers are referred to the survey paper [6].
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2.2 Distributed Constrained Optimization

Observe that in (1) there is only one group optimization variables x =
[x1; · · · ;xn]. To apply the ADMM to (1), we introduce another group of auxil-
iary variables y � [y1; · · · ; yn] ∈ Rp where yi ∈ Rpi for all i. Replacing x in h(x)
and all gj(x) by y and appending a consensus constraint x = y yield

min
n∑

i=1

fi(xi) + h(y), (3)

s.t. x − y = 0,

xi ∈ Xi, i = 1, · · · , n,

gj(y) ≤ 0, j = 1, · · · ,m,

which is equivalent to (1). Now (3) is in the form of (2) and the ADMM is hence
applicable.

Following the ADMM routine introduced in Sect. 2.1, at time k + 1, the
update of the primal variable x is

xk+1 = arg min
n∑

i=1

fi(xi) +
ρ

2
‖x − yk +

μk

ρ
‖2, (4)

s.t. xi ∈ Xi, i = 1, · · · , n.

Observe that y � [y1; · · · ; yn] ∈ Rp and μ � [μ1; · · · ;μn] ∈ Rp where yi ∈ Rpi

and μi ∈ Rpi for all i. Therefore, (4) is separable with respect to all xi. To be
specific, the update of xi is

xk+1
i = arg min

xi∈Xi

fi(xi) +
ρ

2
‖xi − yk

i +
μk
i

ρ
‖2. (5)

The update of the auxiliary variable y is

yk+1 = arg min h(y) +
ρ

2
‖y − xk+1 − μk

ρ
‖2, (6)

s.t. gj(y) ≤ 0, j = 1, · · · ,m.

The update of μ is

μk+1 = μk + ρ(xk+1 − yk+1). (7)

In the ADMM updates, (7) only involves simple arithmetic operations. Given
that Xi is simple such that projecting onto it is computationally efficient and
fi is convex, (5) can be solved by the projected (sub)gradient method [15].
However, (6) can be nontrivial if the objective function h(y) and the inequality
constraint functions gj(y) are nonlinear. Below we propose to solve (6) with the
dual decomposition method [16].
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By introducing nonnegative Lagrange multipliers νj ∈ R to the inequality
constraints gj(y) ≤ 0, we have the Lagrangian function

L(y, ν) = h(y) +
ρ

2
‖y − xk+1 − μk

ρ
‖2 +

m∑

j=1

〈νj , gj(y)〉, (8)

where ν � [ν1; · · · ; νm] ∈ Rm
+ stacks all the nonnegative Lagrange multipli-

ers. Notice that the Lagrangian function is not augmented, since appending the
squares of the nonlinear inequality constraint functions makes the function non-
convex in the primal variable y. At slot t + 1 in the inner loop of time k + 1, the
dual decomposition method calculates y with (sub)gradient descent, followed by
the update of ν from projected (sub)gradient ascent. Denoting yk+1(t + 1) and
νk+1(t + 1) as the calculated values of y and μ at slot t + 1 in the inner loop of
time k + 1, respectively, we have

yk+1(t + 1) = yk+1(t) − α
∂L(yk+1(t), νk+1(t))

∂yk+1(t)
, (9)

where
∂L(yk+1(t), νk+1(t))

∂yk+1(t)

=
∂h(yk+1(t))

∂yk+1(t)
+ ρyk+1(t) − ρxk+1 − μk +

m∑

j=1

〈νk+1
j (t),

∂gj(yk+1(t))
∂yk+1(t)

〉.

Here α is a positive dual decomposition stepsize; ∂/∂y is the gradient with
respect to y if the function is differentiable, or a subgradient if the function is
non-differentiable. For the update of ν, we have

νk+1(t + 1) =
[
νk+1(t) + α

∂L(yk+1(t + 1), νk+1(t))
∂νk+1(t)

]

+

, (10)

where [·]+ denotes projection onto the nonnegative orthant. Due to the separable
structure of L(y, ν) with respect to all νj , for every j the update of (10) yields

νk+1
j (t + 1) =

[
νk+1
j (t) + αgj(yk+1(t + 1))

]
+

. (11)

Remark. Given that the objective functions and the constraints in (3) – and
equivalently in (1) – are convex, and the subproblems (5) and (6) are accurately
solved, the iterates generated by the ADMM updates (5), (6) and (7) guarantees
to converge to an optimal solution of (3) for any positive parameter ρ [9,10]. On
the other hand, the dual decomposition updates (9) and (10) also converge to
an optimal solution of the convex program (6) when the stepsize α is sufficiently
small [16]. The computational stability of the dual decomposition method is
favorable due to the existence of the quadratic term in (6), which makes the
objective function strongly convex.
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3 Implementation Issues

This section discusses issues in implementing the distributed constrained opti-
mization algorithm defined by the updates (5), (6) and (7). The algorithm is
outlined in Sect. 3.1. Early termination of the inner loops defined by (9) and
(10) is discussed in Sect. 3.2. Section 3.3 compares the proposed algorithm with
existing works.

3.1 Algorithm Outline

The proposed distributed constrained optimization algorithm is outlined in
Table 1. At time t = 0, the cloud center and the agents initialize the variables
as y0 = 0, μ0 = 0 and x0

i = 0. At time k + 1, every agent i updates xk+1
i from

(5), using the values of yk
i and μk

i that are known after the communication step
in Line 13. Then the cloud center collects all xk+1

i from the agents and solves
yk+1 from (6) by an inner loop with T slots. The initial values of the inner loop
are yk+1(0) = yk and νk+1(0) = 0. The primal update of yk+1(t + 1) from (9)
requires local variables yk+1(t) and μk as well as variables xk+1

i available from
the communication step in Line 4. The dual update of νk+1(t+1) in (10) requires
only local variables yk+1(t+1) and νk+1(t). After the inner loop, the outer-loop
primal variable is yk+1 = yk+1(T + 1). Both yk+1 and xk+1 are used in calcu-
lating the dual variable μk+1 from (7). Finally, yk+1

i and μk+1
i are disseminated

to every agent i by the cloud center.

Table 1. Distributed constrained optimization algorithm
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3.2 Early Termination of Inner Loops

As we have discussed in Sect. 2.2, the distributed constrained optimization algo-
rithm based on the ADMM converges to the optimal solution of (3) when the
subproblems (5) and (6) are exactly solved. When computing the projection on
the set Xi is affordable in agent i, (5) can be efficiently solved by the projected
(sub)gradient method. Further, if the local constraints xi ∈ X i is absent and
the local objective function fi(xi) has special forms (for example, the �1 and �2
norms), the resultant problem has explicit solutions.

Therefore, the main computational bottleneck of the algorithm is the inner
loops of solving (6). Theoretically, the dual decomposition subroutine converges
to the optimal solution of (6) only when the number of inner iterations T goes to
infinity. Though the cloud center is often supposed to have strong computation
power, spending a large number of iterations in the inner loops still seems to be
inefficient. Fortunately, the ADMM is able to converge to the optimal solution
when one subproblem is inexactly solved at every iteration, given that the inex-
actness is decaying fast enough [14]. Therefore, in implementing the algorithm,
we set T to be a fixed small number. Numerical experiments in Sect. 4 show that
the solutions of the inner loops will be more and more accurate as the outer loops
evolve. We leave the theoretical analysis of the inexact version of the proposed
algorithm to our future research.

3.3 Comparisons with Existing Works

The main feature of the proposed distributed consensus optimization algorithm
is to utilize the divide-and-conquer technique and assign the computation to
two layers, the cloud center layer and the distributed agent layer. The two layers
conduct their computing tasks respectively, while collaborate to obtain the global
optimal solution through information exchange. To be specific, the cloud center
sends the intermediate primal variable yk+1 of dimension p and the dual variable
μk+1 of dimension p to the agents, while the agents send the intermediate primal
variables xk+1

i of dimension p to the cloud center. Notice that yk+1 is an estimate
of x = [x1; · · · ;xn] from the cloud center’s perspective. The two primal variables
yk+1 and xk+1 = [xk+1

1 ; · · · ;xk+1
n ] shall converge to the same optimal argument

as k goes to infinity, and the role of the dual variable μk+1 is to punish the gap
between the two vectors. This setting results in affordable communication costs
between the two layers.

A naive approach to solving the constrained optimization problem (1) is to
let the cloud center collect all the local objective functions and local constraints
from the agents. Apparently, this approach is costly in communication, inflexible
to the changes of the network topology and the optimization task, and unreli-
able due to the danger of leaking local information. Contrarily, the proposed
algorithm has the advantages of lightweight communication, flexibility to uncer-
tainties, and privacy preservation.

Two notable approaches to solving the constrained optimization problem (1)
are the dual decomposition algorithm proposed in [1] and the Tikhonov regu-
larized dual decomposition algorithm proposed in [2]. The two algorithms both
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work on the primal-dual domain of (1) – instead, our algorithm works on the
primal-dual domain of the equivalent form (3). The dual decomposition algo-
rithm in [1] suffers from computational instability when the objective function
is not strongly convex and non-differentiable. This issue is addressed in [2] by
introducing Tikhonov regularization to both the primal and dual variables, at
the cost of yielding a non-optimal solution. However, at every iteration these two
algorithms require the cloud center to collect the primal variables from all the
agents, compute the dual variables and update the primal variables, and send
back the dual variables and all the primal variables to all the agents. There-
fore, at every iteration the cloud center collects a p-dimensional primal vari-
able, while sends to every agent an m-dimensional dual variable and an updated
p-dimensional primal variable. In comparison, at every iteration in our algorithm,
the cloud center collects a p-dimensional primal variables x = [x1; · · · ;xn], while
sends to agent i a pi-dimensional dual variable μi and another pi-dimensional
primal variable yi. In summary, at every iteration these algorithms have the same
communication load in collecting information; however, the algorithms proposed
in [1,2] have a communication load n(m+ p) in sending information that is pro-
portional to the number of agents n, but our algorithm has a communication
load 2p in sending information that is irrelevant with the network size.

4 Numerical Experiments

In the numerical experiments, we adopt the same benchmark problem as given
in [2]. There are eight distributed agents connected via the cloud center. Every
agent i has a local decision variable xi ∈ R2, which represents the position
of the agent in a two-dimensional plane. The summation of the local objective
functions is
8∑

i=1

fi(xi) = x2
1,1 + x2

1,2 + (x2,1 + 1)2 + (x2,2 − 1)2 + (x3,1 − 0.2)2 + (x3,2 + 0.6)2

+ (x4,1 + 1.4)2+(x4,2 − 1.4)2+(x5,1 + 0.1)2 + (x5,2 − 0.5)2 + (x6,1 + 0.7)2

+ (x6,2 − 0.7)2 + (x7,1 − 0.5)2 + x7,2 − 1.1 + (x8,1 + 0.3)2 + x4
8,2,

where xi = [xi,1;xi,2] for every i. The global objective function is

h(x) =
1

200

(
‖x1 − x4‖2 + ‖x1 − x8‖2 + ‖x4 − x8‖2

)
.

The agents are subject to five global distance constraints

g1(x) = ‖x1 − x2‖2 − 0.6 ≤ 0,

g2(x) = ‖x1 − x5‖2 − 1.2 ≤ 0,

g3(x) = ‖x7 − x8‖2 − 1.8 ≤ 0,

g4(x) = ‖x1 − x3‖2 − 0.4 ≤ 0,

g5(x) = ‖x4 − x6‖2 − 0.9 ≤ 0.
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The variables are also subject to local bound constraints, which are xi ∈ Xi �
[−1.5, 1.5] × [−1, 1.5] for all the agents i.

We compare the proposed distributed constrained optimization (DCO) algo-
rithm and the Tikhonov regularized dual decomposition (TRDD) algorithm in
[2]. The parameters of TRDD are the same as those in [2]: the primal regulariza-
tion constant is 0.1, the dual regularization constant is 0.1, the primal stepsize
is 2.804 × 10−2, and the dual stepsize is 9.835 × 10−4. Our proposed DCO algo-
rithm has three parameters: the augmented Lagrangian constant is ρ = 1.5, the
inner-loop (sub)gradient stepsize is α = 0.3, and the number of inner-loop slots
T is adjustable, with a default value T = 5. The performance metric is relative
error, which is defined as the distance between xk and the optimal solution x∗.

In the first numerical experiment, we compare the performance of DCO and
TRDD, as shown in Fig. 1. DCO converges quickly to the optimal solution with
an accuracy of 10−3 within 20 iterations. As a comparison, TRDD slowly con-
verges to a neighborhood of the optimal solution. The slow convergence is due
to the small stepsize that is used to guarantee the computational stability of
the dual decomposition method, while the inaccurate estimate comes from the
Tikhonov regularization, which essentially yields a new problem to solve with a
different optimal solution.
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Fig. 1. Performance of the proposed distributed constrained optimization (DCO)
algorithm and the Tikhonov regularized dual decomposition (TRDD) algorithm.

In the second numerical experiment, we study the influence of the number
of inner-loop slots T on the convergence properties of DCO. Letting all the
other parameters unaltered, we vary the value of T as 3, 5, 7, and 10. Figure 2
shows the inner-loop error, which is defined as the distance between the solved
result and the optimal solution of (6). Apparently, when we spend more slots
in the inner loops, the error shall become smaller. However, for any particular
value of T , the error decays to zero along with the evolution of the outer loop,
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Fig. 2. Inner loop error versus the evolution of outer loop iterations in DCO, under
different numbers of inner loop slots T .

which explains the exact convergence of the outer loop iterations demonstrated
in Fig. 3. Interestingly, though the inner loop errors are significantly different
under different values of T , the outer loop accuracies are quite close. Therefore,
we suggest to choose a small value of T so as to save the computation time of
solving (6) in the cloud center.
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Fig. 3. Outer loop accuracy versus the evolution of outer loop iterations in DCO, under
different numbers of inner loop slots T .
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5 Conclusions

This paper considers a distributed constrained optimization problem where a
group of distributed agents are interconnected via a cloud center, and collabo-
ratively minimize a network-wide objective function subject to local and global
constraints. Based on the ADMM, we introduce a divide-and-conquer technique
and assign the local objective functions and constraints to the agents while the
global ones to the cloud center. This yields a fully distributed constrained opti-
mization algorithm with an agent layer and a cloud center layer. The two layers
exchange their intermediate variables so as to collaboratively obtain a network-
wide optimal solution. Effectiveness of the proposed algorithm is validated by
numerical experiments.

One of our future research direction is to analyze the convergence properties
of the proposed algorithm. Of particular interest to us is the effect of the inexact
inner loops on the convergence rate and accuracy. Another topic is to consider
the impact of communication delays, which are inevitable in the information
exchange between the agents and the cloud center, on the performance of the
proposed algorithm.
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Abstract. Path inference is an essential component for many location
based services. In this paper, we study the problem of inferring vehicle
moving paths from noisy and incomplete data captured by GPS devices
mounted on vehicles. We propose a collaborative filter model to incor-
porate both static and dynamic context information to achieve highly
accurate path inference. A tensor decomposition technique is adopted to
extract context-aware spatial and temporal features from the location
data with minimal a prior information about the underlying roads such
as the path lengths. We evaluated our framework using a large scale real
world dataset, which has one-month location data from more than eight
thousand taxis in Beijing. The evaluation results show that our method
outperforms state-of-the-art techniques.

1 Introduction

Smart vehicles equipped with communication modules and various types of sen-
sors are becoming an important deployment scenario of IoT (Internet of Things)
technology. Harvesting the location data collected by GPS devices installed on
vehicles has been quite fruitful and a lot of new applications have been proposed.
The location data collected by vehicles is often in the form of ‘GPS snippets’
which is defined as a set of GPS location records [12]. However, many researches
such as VANET [5,8,9,17], location privacy preservation [7] and traffic monitor-
ing [22], require more fine-grained path of vehicles. Thus an important problem
of mining from the vehicle location data is to map the GPS snippets to physical
road network, which is often referred to as path inference [10,14].

It is very challenging to achieve accurate path inference due to the lack of suf-
ficient dynamic road context information. For example, a road can be pedestrian
only, one-way or two-ways at different times of the day. Some road segments may
temporarily closed but we didn’t know the details. Not only traffic conditions
but also driver behaviors are different and dynamic in different times.

Although dynamic context is particularly important in path inference prob-
lem, previous works often overlook such information. In this paper we propose
a method to exploit information collected from a group of vehicles to collabora-
tively build the temporal and spatial context for path inference. The basic idea
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 103–115, 2016.
DOI: 10.1007/978-3-319-42836-9 10
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of our method is to measure the temporal and spatial ‘similarities’ between vehi-
cles to infer the probability of a vehicle appearing in one specific road segment
at a given time slot. In other words, if we observe that a set of other vehicles are
on a road segment at a given time slot, a vehicle very similar to those vehicles
is likely to be on that road segment at the same time slot as well.

More specifically, let’s assume the vehicle v’s location at time t needs to be
inferred because v’s GPS measurement at t is missing from the GPS snippet
data. From v’s GPS snippets at t

′
and t

′′
(t

′
< t < t

′′
), we know that v is

at location lt′ and lt′′ , respectively. Furthermore, by referring to the map of
road network, we know that there are a finite set of road segments (denoted by
r1 ∼ rn) linking point lt′ with lt′′ . In the meantime, we observe that a set of
vehicles (denoted by Vi, i ∈ [1, k]) are on road segment ri at time t, since their
GPS measurements at t present in the GPS snippet data. By measuring the
similarity between vehicle v and vehicles in Vi (i ∈ [1, k]), we can infer that v is
on road segment rj if v is most similar to vehicles in Vj .

The idea of collaborative path inference is straight-forward. However, it is
not trivial to implement as two challenges need to be addressed properly: how to
incorporate context into path inference; and how to find the latent context from
sparse snippets data and measure the similarity between vehicles.

Recent advances in data mining domain, especially the collaborative filter
techniques [16], have provided methods of inferring latent context from snippets
data. In this paper, we propose a collaborative path inference model which take
dynamic context into account. With this model, both static features and dynamic
context are fitted in a unified conditional random field. We also adopt tensor
decomposition [11] based collaborative filter, which automatically cluster similar
items to groups by discovering latent factors from data. Under this technique,
we can derive latent context without defining any similarity metrics. We have
made the following contributions:

– Unified path inference. We incorporate both static features and dynamic con-
text into a conditional random field. The dynamic context can to some extent
overcome the problem caused by law-rate and incomplete sampling.

– Collaborative context learning. We use tensor decomposition technique to
obtain latent context information collaboratively. To tackle the data spar-
sity problem in the GPS snippets dataset, we exploit several normalization
terms, which are robust and can avert over-fitting.

– Real evaluation. We evaluate our solution using the real world dataset. Experi-
mental results show that our solutions are effective in path inference especially
under large sampling rate between GPS locations.

The rest of the paper is organized as follows. In Sect. 2, we briefly review related
work. Section 3 define the path inference problem and presents our unified CRF
model. We then propose a collaborative context feature learning method under
tensor decomposition in Sect. 4. Finally in Sect. 5, we evaluate our solution using
a large-scale dataset and make concluding discussions.
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2 Related Work

The problem of mapping GPS points onto a map is first studied in [19], which
uses several simple approaches to match GPS points to nearest road segments.
We categorize existing methods into two class: deterministic and probabilistic.
Deterministic approaches associate each observation to a segment in road net-
work. They utilize geometric information of road network by considering the
shape of the roads [4], or the connectivity and contiguity information [20]. In [2],
frèchet distance is used to match partial trajectories to road segments. All those
algorithms are very fast, however, they are sensitive to noisy GPS observations.

To overcome the uncertainty of observations, many probabilistic algorithms
have been proposed by adopting the idea of particle filter [6], Kalman filter [13]
and Interactive-Voting [21]. Under the assumption of Markov independence
relations, Hidden Markov Model (HMM) [14] and Conditional Random Fields
(CRF) [10] have been explored in inferring paths vehicle passed. Both HMM
and CRF need to utilize various features for designing the transition probability
of states, which encourage the weight learning algorithm using inverse reinforce-
ment learning [15]. However, these algorithms show that the performance is poor
when the intervals of GPS observations exceed 5 min [14].

One of the problems of HMM and CRF is that they use context-unaware fea-
tures when computing the transition probability. These features could not reflect
the real traffic condition spatially and temporally. In this paper, we introduce the
collaborative method [16] to extract context-aware features from observations.
Two influential collaborative filter techniques are matrix factorization and ten-
sor decomposition [11], which have become increasingly popular recently. Tensor
decomposition is adopted to process mobile network data for a number of data
mining tasks, such as travel time estimation [18], demographic attributes infer-
ence [23], and link pattern prediction [3], to name a few. This paper focus on
solving the path inference problem under noise and incomplete GPS snippets
using tensor decomposition techniques.

3 Probabilistic Path Inference Model

In this section, we firstly define concepts and the problem used in this paper.
Then we propose a CRF based model to incorporate both static road features
and dynamic context features. Figure 1 shows an example to explain related
concepts.

3.1 Problem Definition

We firstly introduce related concepts in this subsection.

GPS Observation and Snippet. A real data set contains millions of GPS
measurements, which can be organized by vehicles within a time slots [1, T ].
A GPS observation g is represented as a triple: (latitude, longitude, timestamp).
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Observations States Candidate Path

Fig. 1. An example to illustrate concepts (Color figure online)

For a given vehicle, we denote a GPS snippet with n observations as G =
{g1, g2, · · · , gn}.

State. Due to the inaccuracy in GPS measurements, state x = (l, o) is a pro-
jection of observation g to a road segment l, where o is the offset of projection
from the start node of l. As one observation gt can be projected to a number of
roads, we can get It different candidate states xt = {xt

1, x
t
2, · · · , xt

It}.

Trajectory. Between two adjacent states xt
i ∈ xt and xt+1

i′ ∈ xt+1, only a
small number J t of paths can be taken by a vehicle. We denote the set of
candidate paths between two consecutive observations gt and gt+1 as pt =
{pt

1, p
t
2, · · · , pt

Jt}. Then a trajectory is a sequence of latent states and paths,
starting and ending with a state, denoted as τ = x1p1x2p2 · · · pt−1xt, where xi

and pi are element of xi and pi respectively. We denote the trajectory space as
T , whose dimensions are I1 × J1 × I2 × J2 · · · J t−1 × It.

Finally, the path inference problem then can be defined as:
Given the raw GPS snippets G, Path Inference aims to find the most likely

trajectories τ∗ in the trajectory space T for the vehicle with G.

3.2 Unified Inference Model

We build a CRF model to encapsulate both observed and unobserved vari-
ables, as shown in Fig. 2. For a specific vehicle, given a sequence of observations
g1:T = g1, · · · , gT and an associated trajectory τ = x1p1 · · · xT , the most likely
trajectory can be inferred by

τ∗ = argmax
τ

π(τ |g1:T ) (1)

where π(·) represents the conditional probability of trajectory τ . π(·) consists of
multiplications of potential functions over cliques in the graph. For more details
of potential functions, please refer to [10]. One of the potential functions in
π(·) is driver model η(p). η(p) assigns a weight to any possible path p in latent
path variable pi. We consider the driver model to be an exponential function
defined as

η(p) ∝ exp (μ1φ(p) + μ2ϕ(p)) (2)
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Where φ, ϕ are static and dynamic feature functions respectively. μ1 and μ2 are
parameters.

Previous works [10,14] usually use static feature function φ with static fea-
tures such as the length of road segments, the turns of a path, the speed limit
of roads, etc. There are two problems in using static features. First, it may be
difficult to get those features. Second, those features are context-unaware, mak-
ing the probabilistic inference not reliable especially on large sampling intervals.
Unlike these works, we add dynamic feature function ϕ in Eq. (2) such that both
static features and dynamic context features can be utilized.

Once we determine the feature functions φ and ϕ, the potential function π(·)
is defined. Then Eq. (1) can be optimized by a standard Viterbi algorithm [10].
We omit the details of the algorithm. We next show how dynamic context fea-
tures are extracted and how we define dynamic feature function in next section.

Fig. 2. A CRF model with 3 observations

4 Collaborative Tensor Filter

Previous section has proposed a unified CRF model to incorporate both static
and dynamic features. In this section, we first introduce Tensor Filter, a col-
laborative dynamic feature learning model. Then we propose an effective algo-
rithm to optimize the objective for tensor decomposition. Finally we extract the
context-aware features into our unified CRF path inference model.

4.1 Tensor Construction

We firstly illustrate the key idea of collaborative feature learning model. To start
with, note that most vehicles are influenced by traffic conditions spatially and
temporally. We believe that a vehicle’s appearance is determined by some latent
factors not only from the vehicle’s routine behavior, but also from the road traffic
conditions and time slots. Vehicles may select different paths according to the
road context at different time.

Based on this intuition, we exploit a large number of vehicles GPS snippets
to reveal latent factors of road segments, time and vehicles in a collaborative
way. Unlike using matrix, we propose a tensor filter, which converts the GPS
raw data into a three-order tensor A to represent the relationship between road
segments, time and vehicles. Specifically, we first assign a unique index to all



108 H. Wang et al.

vehicles, roads and time slots. Then we fill the tensor A by values under rules:
(i) an entry (i, j, k) is set to 1 if a vehicle i appeared in road segment j at time
slot k, and (ii) the value is set to 0 otherwise. The rest entries are missing and
thus the original tensor A is incomplete.

The reason we assign 0 or 1 to an entry is that we consider the value of entry
(i, j, k) to be the probability of vehicle i appears in road j at time slot k. Under
the latent factors, the missing value of A can be assigned a probability between
0 and 1. As shown in Fig. 3, the original tensor is sparse and a complemented
tensor is derived by a tensor decomposition procedure.

A A*

V

T

R
C

R
oad

Vehicle

Original Tensor Latent Factors Complemented Tensor

Fig. 3. Tensor decomposition

4.2 Tensor Decomposition with Regularization

To get the latent factors and complement the missing values, we conduct a
tensor decomposition method as well as dealing with the data sparse problem.
Assume the original three-order tensor A ∈ R

I1×I2×I3 , where I1, I2 and I3 are
the number of vehicles, roads and time slots respectively. We assign random
initial value between 0 and 1 to all the missing entries of A and latent matrices.
Then A can be factorized by minimizing the objective function below

L(C, V,R, T ) =
1
2

‖ A − C ×V V ×R R ×T T ‖2 +R1 + R2 (3)

where C ∈ R
dV ×dR×dT is the core tensor reflecting the link between vehicles,

roads and time slots. V ∈ R
I1×dV , R ∈ R

I2×dR , T ∈ R
I3×dT are three latent

factor matrices representing the low dimensional structure of vehicles, roads and
time slots respectively. ‖ · ‖2 denote the L2 norm. The symbol ×R is introduced
to tensor-matrix multiplication, and the subscript R indicates the direction of
multiplication. R1 and R2 are regularizations.

To deal with data sparseness, reasonable regularizations need to be consid-
ered for Eq. (3). We introduce the widely used L2 norm on all latent factor
matrices, which encourage the values of factor matrices decay to zero unless
supported by data:

R1(C, V,R, T ) =
1
2

(‖ C ‖2 + ‖ V ‖2 + ‖ R ‖2 + ‖ T ‖2) (4)
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In addition, we notice the observation that adjacent road segments always
experience similar traffic conditions. Under this observation, a vehicle which
appeared in road r at time t, would be likely to appear in the neighbors of r
at next time slot t + 1. Thus we normalize the topology of road network as a
regularization term denoted by

R2(C, V,R, T ) =
1
2

∑

ri∼rj

‖ Ri − Rj ‖2 (5)

where ri ∼ rj means road segments ri and rj are linked directly.
As Eq. (3) is non-convex and there is no closed-form solution, we adopt a

gradient descent method to compute a local optimum. The details are shown in
Algorithm 1.

Algorithm 1. Tensor Decomposition Procedure
Input: tensor A and an error threshold ε
Output: core tensor C, latent factor matrices V ,R,T
1: Initialize C,V ,R,T with small values between 0 and 1
2: while loss> ε do
3: for Aijk �= 0 do
4: Update C,Vi∗,Rj∗,Tk∗
5: end for
6: loss ←norm(A,C,V ,R,T )
7: end while
8: return C,V ,R,T

In Algorithm 1, line 4 update the initial values to the new one that towards
the direction of gradient descent. We can easily compute the derivatives of F with
respect to C,V ,R and T . Note that from line 3, we use an element-wise estimation
instead of a batch gradient descent for efficiency [18]. The norm function from
line 6 calculate the L2 norm, denoted by the loss, of original tensor A and the
new updated tensor. The procedure stops unless the loss exceed the threshold ε.
Moreover, in every iteration of the procedure, tensor-matrix and tensor-vector
multiplications are needed for computing intermediate tensors and we use an
open tensor toolbox [1] to get the results.

4.3 Dynamic Feature Extraction

From tensor decomposition, latent factor matrices are derived. We can not
directly use these matrices to infer path as it could not reflect vehicle’s driver
preference. Instead we utilize the complemented tensor A∗ = C×V V ×R R×T T ,
whose entry (i, j, k) are the probability that vehicle i may pass segment j at time
slot k.
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For vehicle i, let a possible trajectory τ = x1p1 · · · xT , pk ∈ τ , and k is
time slot index. We denote by pk = rk

1 |rk
2 | · · · |rk

n where rk
i is the ith segment

composing the path pk. We define the context-aware feature function of pk as

ϕ(pk) =
1
N

∏

rk
j ∈pk

A∗
ijk (6)

where N is the normalization term. In fact, ϕ(pk) in Eq. (6) can be expressed by
the probability that vehicle i appeared in path pk at time slot k. Take Eq. (6)
to Eq. (2), we derive a collaborative method for path inference problem. Using
dynamic programming algorithm like Viterbi, which is presented in detail by [10],
the most likely path τ∗ can be fixed effectively.

Tensor 
Construction

Tensor
Decomposition

Road
Network

Gps
Database

CRF ModelVehicle Gps Snippets Path

A*

A

Fig. 4. Overview of our framework

4.4 System Framework

Figure 4 shows the framework of Tensor Filter. We separate the path inference
process into two phases. In the first phase, road network and raw GPS measure-
ments are filled into a three order tensor A. Note that A is a sparse tensor. To
deal with data sparseness, reasonable regularization terms are added to run the
tensor decomposition procedure. After tensor decomposition, the latent factor
matrices are extracted to construct a integrated tensor A∗. In the second phase,
context-aware features are computed from the complemented tensor into a CRF
model, as well as the specific vehicles, to run the path inference algorithm.

5 Experiments

Our experiments consist of three parts: (1) experimental settings including the
data set and experimental environment; (2) baselines and evaluation metrics
which are used to evaluate the performance; and (3) the results and discussion
of our proposed method.



Tensor Filter: Collaborative Path Inference from GPS Snippets of Vehicles 111

5.1 Settings

We use a benchmark GPS dataset, the 2009 Beijing Taxi Cab dataset which
collected GPS data from 8602 taxi cabs in Beijing, China, during one month
period in May, 2009. The sampling intervals of these trajectories are 30 s and
1 min. However, for many reasons many trajectories have non-uniform intervals
ranging from 30 s to 10 min. The distribution of intervals and trajectory coverage
are shown in [21].

In the map data, there are more than 226,000 road segments in the whole
Beijing area. We separate Beijing into several rectangle sub area and fix two
area as our test regions, where each region is a 10 × 10 miles rectangle. We
filter trajectories by the selected regions and by time between 8am to 10am.
After that, the number of road segments and time slots are fixed to 500 and 120
respectively. If we want to reconstruct the whole path for vehicles which have
run across several rectangles, it is not complex connecting the sub paths to a
complete inferred path.

Our implemented algorithm run on a desktop machine with Intel Core I5-
3380 2.90 GHz dual core CPU. It would cost about 5 min to carry out the tensor
decomposition and once the context features are computed, the cost time of
inference often take 2–5 min for all trajectories in our test set, each of them
taking several seconds.

5.2 Evaluation Approach

We firstly clean the map data by removing and merging some neighboring road
segments to construct an undirected road network for each selected region. Then
we pick out vehicles which have GPS measurements in those region to build a
GPS snippets database. We divide the GPS snippets into two subsets: a training
set that all trajectories are sampled within 1 min, and another test set for testing.
The test set have non-uniform intervals and we have manually labeled the ground
truth for them. In our model, both training trajectories and test trajectories are
used to construct the tensor. We will test the effects by adjusting the proportion
of training trajectories versus test trajectories in Subsect. 5.3.

We evaluate the performance of tensor filter by three typical metrics: error,
precision and recall. The error is defined as the route mismatched fraction, which
refers to the ratio of the number of different segments both in inferred path τ
and in the true path P , against the total number of the true path in P . The
precision of a path τ refers to the ratio of the number of true segments in τ
against the total number of all road segments in τ . While the recall refers to the
ratio of the number of true road segments in τ against the total number of true
road segments P .

We use previous static CRF (SCRF) model and HMM model for path infer-
ence as baseline algorithms, both adopting the length of road segment as feature
for feature function. For our tensor filter, we set λ1 and λ2 to 0.01 for Eq. (3).
Next we fix the value of dimensions of latent matrices as dV = dT = dR = 10.
For Eq. (6) we set N to be the number of road segments a trajectory have. In
the end, we adjust parameters μ1 and μ2 in Eq. (1) to get the best performance.
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Fig. 5. Experimental results. (The blue line, the bluish yellow line and the red line
represent the results of Tensor Filter, SCRF and HMM respectively.) (Color figure
online)

5.3 Results

As the ratio of trajectories in training set can severely effect the result of experi-
ments, we first fixed ratio to 90 % by selecting 450 trajectories in training set and
50 trajectories in test set. We use 5 round cross validations to get the average of
results. Figure 5(a)(c)(e) shows that as the intervals between two observations
grows, the performance of both methods reduce. But our tensor filter outper-
forms two other methods by all metrics. In detail, we can see that when intervals
are lower than 2 min, the error can be within 90 % while other methods can only
achieve 80 %. Both precision and recall are more than 95 % for our method,
outperforming SCRF and HMM. But the difference is small for three methods,
which represents that the performance is influenced slightly by methods, as the
higher sampling rate of GPS measurements, the higher entropy they have. How-
ever, when intervals are increasing to more than 300 s, our tensor filter greatly
outperforms others because it has considered the context spatially and tempo-
rally. Even the intervals are 10 min, the error is lower than 30 %, and the precision
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and recall are higher than 80 % for our tensor filter. Note that if more features
are used for training SCRF or HMM, they can have a better performance than
depicted by Fig. 5. However, our tensor filter use context features automatically
extracted from observations, with none of other redundant features needed.

We next evaluate the performance by changing the number of trajectories
in training set. As the trajectories in training set have small intervals, generally
30 or 60 s, it would affect the results of our tensor filter deeply. But they have
no effect to the baseline, as shown in Fig. 5(b)(d)(f) where both the HMM and
SCRF are a horizonal line. We can see that when training set ratio decrease,
the error grows greatly to 80 % as well as the precision and recall dropping to
0.2. When training set ratio is lower than 0.7, the precision and recall of our
method could be worse than the baseline. However, if the training set ratio is
larger than 0.7, our method performs better. That’s because with the ’help’ of
more high-sampling trajectories in training set, the collaboration of all vehicles
could do better for discovering the latent factors.

6 Conclusion

In this paper, we develop a model, Tensor Filter, for collaborative path infer-
ence from large GPS snippets data. Unlike previous works which overlook road
context, Tensor Filter can incorporate both static features and dynamic con-
text features into a unified model, based on conditional random field. To learn
the latent context features, we design a tensor factorization algorithm with rea-
sonable regularization. In view of real-world experimental results, we discovered
that road context can help improve the precision of path inference tasks, and
our tensor filter outperforms state-of-the-art methods. We believe that our work
will not only advance the research on path inference in mobile data mining, but
also benefit many real-world location-based applications.
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Abstract. As one of the most important techniques in IoT, NFC (Near Field
Communication) is more interested than ever. NFC is a short-range,
high-frequency communication technology well suited for electronic tickets,
micro-payment and access control function, which is widely used in the
financial industry, traffic transport, road ban control and other fields. However,
NFC is becoming increasingly popular in the relevant field, but its secure
problems, such as man-in-the-middle-attack, brute force attack and so on, have
hindered its further development. To address the security problems and specific
application scenarios, we propose a NFC mobile electronic ticket secure pay-
ment and verification scheme in the paper. The proposed scheme uses a CS
E-Ticket and offline session key generation and distribution technology to
prevent major attacks and increase the security of NFC. As a result, the proposed
scheme can not only be a good alternative to mobile e-ticket system but also be
used in many NFC fields. Furthermore, compared with other existing schemes,
the proposed scheme provides a higher security.

Keywords: NFC � Electronic ticket � Verification � Mobile payment � Security

1 Introduction

IoT [1] consists on various information sensing devices and the Internet. As a
short-range, high-frequency communication technology, NFC (Near Field Communi-
cation) is one of the core technologies of IoT. It is listed as one of the most promising
technology.

NFC is a development and breakthroughs of the RFID [2] technology. Compared
with traditional identification technology, it can not only provide simple and fast secure
wireless connection but also has a good compatibility and low power consumption
characteristic. Because it’s communication distance is less than 10 cm and it has a
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secure element for storing data (SE), NFC has a higher secure performance and can be
applicable to the payment and verification field which needs a higher security demand
such as electronic train ticket, electronic movie ticket and other fields [3]. Though it has
lots of advantages, NFC faces many secure problems. Especially in the open wireless
communication environment [4, 5], the information exchange between the device and
the device will make it easier to suffer any kinds of secure attacks, such as
man-in-the-middle attack, brute force attack and so on, which will lead to disclosure of
user privacy. These secure problems have become one of the bottlenecks NFC to
promote development.

On the current research status, researchers at home and abroad don’t put forward a
universal applicability scheme. In NFC mutual authentication phase, Yun-Seok et al.
[6] propose a scheme that uses the asymmetric encryption and hash function to try to
eliminate the secure and privacy thread. Although the solution can solve the problem of
mutual authentication and prevent replay attack and the man-in-the-middle attack, it
lacks some necessary secure attributes, such as the message authentication. Ceipidor
et al. [7] propose a scheme which uses the symmetric encryption. This scheme
implements the mutual authentication between the NFC mobile device and mobile POS
device, but it can’t guarantee the integrity of the message.

In recent years, with the application field of electronic ticket become wider and
wider, secure and privacy problems that exist in ticket purchase and verification process
are paid attention to more people. In the purchase process, Ceipidor et al. [8] put
forward a scheme using symmetric encryption, asymmetric encryption, calibration
values and other technology. For the possible secure problems in the purchase ticket
process, this solution is able to achieve mutual authentication, message integrity
function and resist the man-in-the-middle attack to some extent. However, because of
using the fixed symmetric key encryption, this scheme not only increases the com-
plexity that mobile devices purchase tickets on the internet but also leads to the secure
performance reduced greatly. Furthermore, the solution can’t cope with “spike refund”
malicious ticket transactions behavior.

Meanwhile, in the verification process, some scholars believe that we can use
infrastructure treatment scheme that is based on PKI system, the solution adopts asym-
metric public key way to generate a digital signature. E-ticket holders and mobile veri-
fication devices can ensure its security through the random number verification mode
under the PKI system. But this solution needs very complex calculation, and can’t
achieve necessary secure attributes. At the same time, there are many other shortcomings,
for example the poor user experience and ticket clone issue, so the solution can’t solve
secure and privacy thread in the verification process. In order to better promote the NFC
technology, a scheme is needed to be proposed to solve the secure and privacy thread.

Therefore, in this paper we propose a new NFC mobile electronic ticket payment
and verification system. Compared with the old NFC system, this system not only
solves problems exist in purchase and verification process of e-ticket but also designs a
CS E-Ticket, making entire system resist stronger attack with greater security.

The rest of this paper is organized as follows. In Sect. 2, the NFC mobile electronic
ticket system is provided including scheme structure, CS E-Ticket, CS E-Ticket secure
payment and verification schemes. In Sect. 3, the performance analysis of the system is
evaluated in terms of security and practicality. Finally, concluding remarks are provided.
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2 NFC Mobile Electronic Ticket System

In this section, in order to better describe the system which we proposed, we will
introduce it from the scheme structure, CS E-Ticket, CS E-Ticket secure payment and
verification schemes.

2.1 Scheme Structure

The system consists of server, mobile device, mobile POS terminals and mobile ver-
ification terminals. There are four stages: registration, booking, purchase and verifi-
cation. The communication in e-ticket registration and booking process is done in a
wireless way. In order to make the whole system more convenient and secure, the
communication between mobile devices will be done via the NFC. Structure of the
proposed scheme is shown in Fig. 1.

(1) Registration: The user signs up to an online service. Server will store user’s
personal information, user’s bank information and sensitive information into its
own database. Sensitive information includes the serial number of mobile device
secure element ðICÞ and shared key K0;DK;mð Þ that K0 is initial key, DK is
distribution key and m is random number. Later both user mobile device and
Server can create a set of session key, SKMD�Sj, j = 1, 2, …, m, by using the key
generation technology.

(2) Booking: User will use mobile device to book tickets on the ticket platform which
service providers provide.

(3) Purchase: After booking process is finished, the user will use mobile device to
complete payment operation via the mobile POS device. Later the mobile device
will get e-ticket information. The communication between Server and mobile POS
terminal is realized by wireless way.

(4) Verification: The mobile verification terminal can communication with the user
mobile device by NFC and easily verify the validity of the e-ticket stored in
mobile device.

Mobile device

Mobile POS 
terminal

Mobile 
verification 

terminal

registration

Booking

Purchase

Verification

Backgrou
nd 

database

Fig. 1. Scheme structure
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2.2 CS E-Ticket

This CS E-Ticket consists of the context part and secure part [9]. The context part
mainly consists of some ticket certification information that ticket providers provide.
The secure part mainly includes some confidential information.

As shown in Fig. 2, the content part of ticket has title, location, seat number, time
and Mark. Among them, the Mark is used to indicate whether or not the ticket has been
locked. The secure part contains of IDticket, IDcompany, IC, and R. IDticket is one time
certification for ticket, IC is a serial number. IC is unique number built in the SE IC that
can’t be modified or erased. IDcompany represents service provider. R denotes a random
number of tickets for each transaction.

The content part is encrypted by symmetric key. The secure party is stored by using
the calculated hash values. The CS E-Ticket style could be various depends on the
service providers, take bus ticket for example, it might not have the seat information.
Finally, the CS E-Ticket providers will package the context and secure part of ticket
which has been encrypted.

This scheme clearly classifies the ticket information. On the one hand it uses
symmetric encryption encrypt the content part to prevent information leakage, on the
other hand it adopts hash values to keep the ticket information confidential, making CS
E-Ticket has stronger security.

2.3 CS E-Ticket NFC Payment Scheme

In this section, there are three entities involved in our payment scheme: the Mobile
Device (MD from now on), the Mobile POS terminal (MDPOS from now on), and the
Server (S from now on). Description of symbols used in the program is shown in
Table 1.

The user holds mobile device (MD) containing the necessary data information to
achieve the certification of MDPOS. MDPOS is responsible of the transaction process.
The server as a trusted third party shares symmetric key and each entry ID with MD.

SK h(m)

 package

Content part Secure part

Title
Location

Seat
Time
Mark

        IDticket

           IDcompany

   IC
  R

Fig. 2. CS E-ticket
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All communication between MD and MDPOS is done via NFC. The communication
between the Server and MDPOS is done via the wireless communication which is based
on the wireless secure transport layer protocol (WTLS). Both sides of communication
transfer payment information, key information and entry id information in a safe way.

When session key needs to be updated, we can take the offline session key gen-
eration technology [10] to update the session key.

In order to start the payment process, user has to move MD closer the RF field of
the MDPOS by using NFC multimodal features. Considering the e-ticket information
security, we can store e-ticket information in NFC SE. Specific steps are as follows in
Fig. 3.

Step 1: MD ! MDPOS : IDMD; Request; n1

(1) MD sends MDPOS request of e-ticket payment, IDMD and random number n1 that
is generated by MD. This step will start the payment process.

Step 2: MDPOS ! MD : n2; hðIDMD; n1; n2; SKMD�SjÞ; fogSKMD�Sj

Table 1. The Explanation of symbols

Symbol Description Symbol Description

SE Security
Element

P1;P2 The content part and secure part of CS
E-Ticket

MD User mobile
device

fmgSK The message m encrypted by the key SK

MDPOS Mobile POS
device

hðmÞ The hash of the message m

IDMD User mobile
device id

S1; S2 The number of times purchase and refund with
a certain time

n Random
number

SKMD�Sj Shared session key between MD and Server

O Payment
information

fhðmÞgSK The hash of the message m encrypted by key
SK

SE MD POSMD

MDID ,Request,n1

MD-Sjn2,M1,{O}SK

n3,Accept/Reject,M2

MD MD-Sj+1M2=h(Accept/Reject,ID ,n1,n2,n3,SK )

MD MD-SjM1=h(ID ,n1,n2,SK )

Accept/Reject,n4,s1,s2,M3,P1,P2 MD MD-Sj+1M3=h(Accept/Reject,ID ,n1,n2,n3,n4,SK )

1P1={Title,Location,Seat,Time,Mark}SKMD Sj− +

P2= (ID , ID , R, IC)ticket companyh

Fig. 3. CS E-Ticket NFC payment scheme
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(1) MDPOS sends the inquiry information hðIDMD; n1; n2; SKMD�SjÞ to MD. Then MD
will query itself whether there is a stored key SK

0
MD�Sj that meets the requirements

of the conditions.
a. If the hðIDMD; n1; n2; SK

0
MD�SjÞ that MD calculates by using SK

0
MD�Sj is equal to

the receive hðIDMD; n1; n2; SKMD�SjÞ, MD successfully achieves authentication
for MDPOS. The program will continue.

b. If not equal, authentication for MDPOS fails and MD will ignore this received
message.

(2) MDPOS sends payment information f0g SKMD�Sj and random number n2 gener-
ated by itself to MD.

a. MD will use the key to view payment information O, if the payment information
is consistent with request information, MD will agree and finish payment. If not,
MD refuses to pay.

Step 3: MD ! MDPOS :
n3, Accept=Request, hðAccept=Reject; IDMD; n1; n2; n3; SKMD�Sjþ 1Þ

(1) MD sends MDPOS a message authentication code hðAccept=Reject; IDMD; n1;
n2; n3; SKMD�Sjþ 1Þ to respond to the challenge. Then, MDPOS will find itself
whether the next symmetry key satisfies the requirements of the conditions.

a. If hðAccept=Reject; IDMD; n1; n2; n3; SK
0
MD�Sjþ 1Þ, which is calculated by MDPOS

using the next symmetry key SK
0
MD�Sjþ 1 is equal to the received hðAccept=Reject;

IDMD; n1; n2; n3; SKMD�Sjþ 1Þ, the authentication for MD is success. Then the
program will continue.

b. If not equal, the authentication for MD fails and MDPOS will ignore the received
message.

(2) MD sends MDPOS the result of payment and n3 generated by MD.
a. If MD pays successfully, the scheme continue. Otherwise, MDPOS will ignore this

message.

Step 4: MDPOS ! MD :

Accept=Request; n4; s1; s2;

hðAccept=Reject; IDMD; n1; n2; n3; n4; SKMD�Sjþ 1Þ
fTitle; Location; Seat; Time;MarkgSKMD�Sjþ 1; hðIDticket; IDcompany;R; ICÞ

(1) MDPOS sends MD the message authentication code hðAccept=Reject;
IDMD; n1; n2; n3; n4; SKMD�Sjþ 1Þ to notify that this payment has been finished.
Then MD will use the current key to verify whether it is satisfied for requirements
of the conditions.
a. If hðAccept=Reject; IDMD; n1; n2; n3; n4; SK

0
MD�Sjþ 1Þ, which is calculated by

MD using the current key SK
0
MD�Sjþ 1 is equal to the received hðAccept=

Reject; IDMD; n1; n2; n3; n4; SKMD�Sjþ 1Þ, the integrity and authenticity verifi-
cation of received message is success and the scheme will continue.
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b. If not equal, the integrity and authenticity verification of received message is
failed and MD will ignore the message.

(2) MDPOS sends MD, s1 and s2. When s1 and s2 reach a certain threshold, the user
will be blacklisted.

(3) MD will receive all ticket information and store it in NFC secure element.
a. For the encrypted content part information of CS E-Ticket fTitle; Location;

Seat; Time;MarkgSKMD�Sjþ 1, MD can use the key SKMD�Sjþ 1 to decrypt and
view the CS E-Ticket information.

b. The secure part of CS E-Ticket will be stored in NFC secure element for
verification.

2.4 Offline CS E-Ticket Secure Verification

In the verification process, There are two entries: user mobile device (MD) and the
mobile verification device (MDPOS).

The verification process is similar to the payment process. Firstly, MD and MDV

need to complete the mutual authentication by using MAC, thenMD will sendMDV CS
E-Ticket information whichMDPOS sendsMD in the payment process. Finally, theMDV

will verify whether the content and secure part of CS E-Ticket information are right.

3 Security Analysis of NFC Mobile Electronic Ticket System

3.1 Security Analysis

In this section, we will analyze our proposed system scheme from the point of view of
security and practicability.

1. Mutual authentication

The scheme uses message sssss to implement the authentication for mobile POS
device, and then use again hðAccept=Reject; IDMD; n1; n2; n3; SKMD�Sjþ 1Þ to imple-
ment the authentication for mobile device. So the scheme can implement mutual
authentication.

2. Confidentiality

In the proposed scheme, all exchange information will use the hash function or
symmetric key to ensure that the message is in the cipher state.

3. Non-tracking

The response message generated by the same devices is different in each session. So
the attacker could not assure the tracking attack successfully because there is no the
fixed messages [11].
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4. Brute force attack

According to the proposed system scheme, it is difficult to find the correct session key
as session key change every time at the completion of transaction. In addition, applying
an offline key generation technology can increase resistance to brute force attacks [12].

5. Forward security

Because the session key is different in each session, the attacker cannot obtain the
previous interactive information.

6. Replay attack prevention

By using nonce and limited-use session keys, the proposed system scheme can prevent
replay attack as the session keys used in this scheme are used only once.

7. Man-in-the-middle-attack

An attacker who pretends to be an authorized party is not able to analyze the trans-
mitted message since the session keys used in our scheme are changed constantly by
using strong encryption technique.

8. The “spike refund” attack

The scheme will calculate the times of purchase and refund within a certain period of
time. If the times reach the upper limit, the user will be pulled into the blacklist. By this
way, the system scheme we proposed can prevent “spike refund” attack.

9. The e-ticket clone attack

For the system scheme we proposed, on the one hand the secure part information is
displayed to user in the form of hash value. On the other hand we bind the IC serial
number to user mobile device. By this way, the cloned e-ticket can’t finish the
authentication and verification process, which prevent the e-ticket clone attack.

Table 2. The analysis of Practicability

 Symmetric 
encryption

 Symmetric 
decryption

Message
number

Hash function
Non Symmetric 

decryption
Non Symmetric 

encryption

4 4Yun-Seok et.al 6311

- -Ceipidoret.al 6322

7 7León-Coca et.al 7---

2 2
E -ticket NFC 

payment scheme
44--

2 2
Offline e-ticket 

verification 
scheme

44--
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3.2 Practicability Analysis

For the train stations, airports and other places where the flow of people is large and the
security needs is higher, the proposed scheme has a strong practicability comparing
with other schemes in Table 2.

According to this table, the proposed scheme has fewer operations and spends less
time to complete the transaction. The scheme only adopts the hash function, symmetric
key and MAC technology with a lightweight.

4 Conclusions

Firstly, this paper designs an electronic ticket system and introduces from the regis-
tration, booking, ticketing and verification four aspects. This system is composed of
servers, mobile device, mobile POS device and mobile verification terminals. For the
problems existing in ticketing process, this paper proposes an e-ticket NFC payment
scheme. This scheme not only can give the user good experience but also protect the
user e-ticket secure information. For the problems in the verification process, an offline
session key generation and distribution technology is introduced. On the one hand, this
technology increase the security of the communication between each entity. On the
other hand, it can cope with the “spike refund” issue so that the system we proposed
can applied to train tickets, air tickets and other fields which need higher requirements.
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Abstract. To solve the problem of data missing caused by communi-
cation collision in Wireless Sensor Networks (WSNs), this paper pro-
poses a multi-path reliable routing protocol. This protocol combines the
technique of pipeline with multi-path reliable routing, and uses Markov
chain to predict the period of using pipeline in order to schedule pipeline
dynamically. Therefore, the combined techniques improve the network
throughput. In the case that data congestion occurs, and the protocol can
keep the data transmission rate unchangeable, and the proposed routing
protocol can choose other path to transmit data in order to reduce the
number of data missing. Simulation results indicate that the proposed
protocol can deal with congestion and improves the network throughput
effectively.

1 Introduction

The restriction of resources poses a severe challenge to improve the network perfor-
mance inWSNs [1–4]. It is important to improve the reliability of data transmission
for wireless sensor study under the prerequisite of network throughput.

Compared with the single-path routings, it can improve throughput of the
network using multi-path routing. Data transmission have concurrency in multi-
path routing, as the data transmitted by more than one path at the same time
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[5–8]. Different sending rates will affect the network throughput directly when
the source node sends data to multiple neighbors. The high sending rate of the
source node will cause data congestion, conversely, the network link can’t fully
be exploited.

In recent years, there are many researches in control congestion in the wireless
network [9–12]. Popa et al. proposed IPS [9] which uses two paths to transmit
data simultaneously. When data congested at a node, they can be transmitted
to the destination node through a new temporary path, thus reducing the data
missing caused by network congestion. Sridevi et al. [10] use the sensor nodes
with a variety of perceived parts and assign priorities based on the type of
transmitted data to ensure the important data forwarded earlier. Wang et al.
[11] use the sequence length to monitor the network congestion, transmit the
congested data when the congestion occurs, and thereby control the degree of
congestion. Pham [12] use the strategy that allocate rate to different paths at the
source node to achieve load balancing and avoid data congestion. The general
processing strategies of the above works are adjusting the sending rate of source
node in order to reduce data congestion. However, the throughput will be affected
by the reduce of sending rate at the source node.

Therefore, it is important to study how to deal with data congestion effec-
tively under the condition of keeping the sending rate of the source node when
data congestion occurs. To address the problem, this paper introduce pipeline,
and combine it with multi-path routing. this strategy can scheduling data trans-
mission between multiple paths effectively, while keeping the sending rate of the
source node. The contribution of this paper is as follows: combining pipeline
with multi-path routing based on the data conversion relationship between mul-
tiple paths; Proposed a predict method based on Markov chains, predict the
appointment time of the multi-path pipeline and schedule it dynamically. Simu-
lation results show that combine pipeline with multi-path can improve network
throughput effectively and make the data transmission more reliable.

The remainder of the paper is organized as follows, Sect. 2 proposed the
protocol of multi-path reliable routing based on pipeline; Sect. 3 introduced how
to select pipeline scheduling time; Sect. 4 is the simulation experiment and result;
The final section is conclusion.

2 Protocol Design

This paper make the following assumptions: there exist a ordered path set
Path(s, t) = {P1,P2, . . . ,Pn} from any source node s to destination node t,
which contains n disjoint paths and sorted from short to long according to the
path length. Ti is the total number of nodes except source node and destination
node on path Pi.

2.1 Establish Conversion Relationship Between Multi-paths

In this paper, we use the bridge chain establishment algorithm which proposed in
literature [13] to establish the data conversion relationship betweenmultiple paths.
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Algorithm 1. Selection algorithm of multi-path.
Input:
1: Path(s, t) = {P1,P2, . . . ,Pn};
Output:
2: k disjoint paths OP (s, t) = {P1,P2, . . . ,Pn};
3:
4: select m paths from the input set randomly;
5: if m < 2 then
6: Goto step 1;
7: else
8: if m = 2 then
9: Build-Bridge;

10: else
11: i = 1;
12: while i < m do
13: Establish the bridge chain between Pi andP(i+1), i++;
14: end while
15: Calculate the reliability of these m paths and goto step 1 until m have selected

every data in {2, 3, . . . , n} . Then select the combination with maximum reliability
from multi-path combination;

16: if the combination is unique then
17: Output all paths in OP (s, t) = {P1,P2, . . . ,Pn};
18: else
19: Select the combination with the minimum numbers of paths;
20: end if
21: end if
22: end if

If data congestion occurred, data can be transmitted to other path through bridge
chain to ensure the reliability of data transmission.

For ∀Pi ∈ P (s, t), set t=1 if data can be transmitted through bridge chain
when data congested at node t, otherwise t=0. Therefore the transmit rate of
path Pi is:

Transferi =
Ti∑

k=1

tkpk/Ti (1)

where Transferi is the transmit rate of path Pi. Ti is the total number of nodes
except source node and destination node on Pi, pk is the failure(or data con-
gested) probability of the k -th node on the path. Then we can get the reliability
of P (s, t) = {P1,P2, . . . ,Pm}

Ri,j = (Transfer1 + · · · + Transferm)/m (2)

Algorithm 1 is the multi-path selection algorithm. There exist n disjoint paths
from source node s to destination node t in the network after s and t have
been determined. Algorithm 1 can determine the number of final routing paths
m(m ≤ n).
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2.2 Conversion Between Multi-paths and Pipeline

We use the Algorithm 1 that can select routing paths and regard m disjoint paths
as a pipeline which has m pipeline segments with different functions. Assuming
that the data congested paths are selected to be the start segment of the pipeline,
we can get a dynamic pipeline graph with feed forward and feedback connections
through regarding the conversion relationship as processing sequence between
pipeline segments. At last, combine the multi-path with pipeline, and guidance
the routing schedule by pipeline scheduling scheme.

For example, the network showed in Fig. 1, using the Algorithm 1 to estab-
lish bridge chains and determine routing paths. In Fig. 2, the data on P1 can
be transferred to P2 through bP1,P2(1, 7), bP1,P2(3, 9), bP1,P2(4, 10). When data
congested on P1, they can be transferred to P2, and then transferred to P3. P2

would have output port if the data that transferred from P1 to P2 can be sent
in time by P2, otherwise the data will be transferred to P3.

Fig. 1. Network topology Fig. 2. Routing path

Definition 1. Reservation table is a two-dimensional table which satisfied
the following three conditions. (1) Transverse is ordered by time, represented by
unit time. (2) Longitudinal represents each path. (3) The cell that row a and
column b is set 1 if path b is scheduled at time a, otherwise empty.

When data congestion occurs in the network, we can obtain the reserva-
tion table according to the dynamic pipeline graph from the previous section.
Monitoring the network throughput at destination node with 10 unit time, and
convert the pipeline when the value of the throughput is less than the threshold.
As the reservation table is not unique, we can choose different reservation table
based on the state of each routing. A row of a reservation table can contains
multiple 1 which means a path can be called at different moments. Multiple 1
in a column means that at some point, the data in a path can be transferred
to more than one path simultaneously. Figure 4 are several reservation tables
without repeated cycle which come from Fig. 3.

Definition 2. The time interval between two starts of pipeline called waiting
Time w. In waiting time, it will cause resource conflict if start a pipeline seg-
ment two or more times so the original congestion path couldn’t transfer more
congested data to other paths.
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1 32

Fig. 3. Pipeline

Definition 3. banned waiting time is the waiting time that cause conflict.
Corresponding to banned waiting time is the allowed waiting time which

cause no conflict. For a reservation table with t columns, the max banned waiting
time is p ≤ t − 1, allowed waiting time is 1 ≤ q ≤ p, and the smaller allowed
waiting time, the higher efficiency of the pipeline. Literature [14] points out
through checking the distance between any two “1” in a row, we can obtained
the banned waiting time. Such as the banned waiting time is 2 and 4 in the third
reservation table of Fig. 4, and the allowed waiting time is 1 and 3.
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Fig. 4. Network topology

In the mechanism of pipeline, we can use the conflict vector to represent the
banned waiting time and allowed waiting time simultaneously.

Definition 4. Conflict vector is a binary vector with p bits, represented by
C = (Cp, Cp−1, · · · , C2, C1). where Cp = {0, 1}, 1 ≤ p ≤ (t − 1). Waiting time
i is banned waiting time if Ci = 1; and allowed waiting time if Ci = 0.Cp = 1
indicates the highest bit in conflict vector is always equal to 1[10]. The vector is
(1010) in the third reservation table in Fig. 4.

According to the pipeline mechanism, we can use the conflict vector to con-
struct a state graph [14] to explain states change, and then get the minimum
waiting time of the pipeline. The method to get conflict graph from conflict vec-
tor is as follows: The initial conflict vector shift one bit to right, and the vacated
one of the extreme left padded with 0. After shifting k times, k is a allowed
waiting time if the digital shifted out is 0, then do bitwise OR between the new
vector and the original conflict vector. The purpose of bitwise OR is to avoid
conflict that start from k + 1 and after. Therefore, conflict graph contains all
the allowed state changes without conflict. All the waiting time which is larger
than the maximum banned waiting time is the allowed waiting time. Although
the scheduling conflicts can always be avoid in a sufficiently long period of time,
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waiting a long time would lose the meaning of pipeline, no matter the view from
industrial demand or network requirements.

For the third reservation table in Fig. 4, the conflict vector is (1010), and
the conflict graph is showed in Fig. 5. Shifting 1 bit to right, then get the new
vector (0101). (1111) is the result of (1010)OR(0101), and at the third shift
(1010) get to (1011), (1011) go back to itself after the third shift. We can obtain
some waiting loops from the state graph, such as (1, 5), (3, 5), (3) and (5), then
calculating the average waiting time of them, and guiding the schedule of the
pipeline by choose the waiting loop with the minimum waiting time.

3 The Selection of Scheduling Time in Assemble Line

In this paper, we proposed a prediction algorithm based on the Markov chain-
MAPA. MAPA divide the network into different states according to the current
network throughput, and use Markov chain theory to predict the using time of
the current pipeline.

3.1 Pipeline State’s Classification

Assuming packet reception ratio R is the ratio of the number of packets success-
fully received by the destination node to source node sends. Before the congestion
occurs, R is Rhigh at the monitoring node and regard Rhigh as the R of the net-
work in a good state. When the congestion occurs, let Rlow as the R at the
destination node without taking any congestion handling strategy. Part of the
congested data is lost as the forward isn’t timely, so Rlow < Rhigh.

To sum up, the pipeline can be divided into three states. when R ≥ Rhigh,
the pipeline is in the valid state; available state if Rlow ≤ R < Rhigh, and invalid
state if R < Rlow.

Figure 6 shows an example of the three kinds of states of the pipeline, denoted
by A, B, and C. Assuming that the packet reception ratio at the destination node
changed from top to down, then the states that the pipeline experienced are
A-B-C, that is turn to the available state from the valid state and turn to the
invalid state lastly.

For a pipeline, saying that the pipeline is in state i at time t if Xt = i,
i = {1, 2, 3} indicates the pipeline is in the valid state, available state, and
invalid state respectively. Assume that there is a probability Pi,j make it in the
state j at the next time if the pipeline is in state i. Assume for any state i, if
n ≥ 0,

P {Xn+1 = j|Xn = i,Xn−1 = in−1, · · · ,X1 = i1} = Pi,j (3)

Given the past state and current state, the conditional distribution of the
future state is independent of the past state, only depends on the current state.
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Fig. 5. State graph

high

low

Fig. 6. 3 kinds of states in pipeline

We can regard the converting process of pipeline as a three-state Markov chain
process. As Markov chain process must be converted from one state to another
state, and the probability is non-negative, so:

3∑

j=1

Pi,j = 1, i = 1, 2, 3 (4)

M is a one-step transfer probability matrix, like Fig. 7. If we use state 1, state
2 and state 3 denote invalid state, available state and valid state respectively, and
assume that the current state of pipeline is in valid state, then M 3,1 indicates
that the probability of the pipeline is in failure state at next time.

Fig. 7. One-step transfer matrix

On the basis of one-step transfer probability, we study n-step transfer prob-
ability Pn

i,j in this section. Pn
i,j is the probability that the current state is i and

in state j after n(n > 0) moments, namely:

Pn
i,j = P {Xn+t = j|Xt = i} (5)

Clearly, P 1
i,j = Pij , that is the current state is i and reach to the state j after one-

step transfer. According to the approach to calculate n-step transfer probability
offered by C-K [15] equation,

Pn+m
i,j =

∞∑

k=0

Pn
i,kPm

k,j (6)
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Formula (6) denotes the pipeline of the current state which is i, and reach to
state k after n times transfer, then it reach to state j after transfer m times. Let
M (n) indicates the transfer probability of Pn

i,j after n times transfer, formula
(6) can also denoted as follows:

M (n+m) = M (n) ∗ M (m) (7)

The ∗ in formula (7) indicates matrix multiplication as follows, and formula
(8) is determined by induction. M (3) = M (2+1) = M (2) ∗ M (1) = M (1+1) ∗
M (1) = M (1) ∗ M (1) ∗ M (1) = M ∗ M ∗ M = M 3.

M (n) = M (n−1+1) = M n−1 ∗ M = M n (8)

3.2 Prediction Algorithm Based on Markov Chain

This paper uses the pipeline transfer matrix to predict the time slot of the
reservation table. The purpose using transfer matrix is to predict the next state
of the pipeline according to the current state, and thus predict the state n times
later. Suppose the current time is t, stop calculate if the pipeline transfer to
invalid state with a high probability at sometime k when calculate the pipeline
transfer matrix. Then take the time slot (k − t) as appointment time of current
pipeline. In appointment time, Scheduling pipeline in accordance with its current
schedule. Convert pipeline if the time reach to k, as current pipeline is in invalid
state with a high probability after k.

Now, concrete the one-step transfer matrix in Fig. 7, and then calculate the
n-step transfer matrix. Assume that the current packet reception ratio of the
pipeline is R, and the biggest change value of packet reception ratio is Δ. For
pipeline, this section is concerned on whether the state will eventually reach to
the invalid state, convert the pipeline immediately if it happens, so P11 = 1,
P12 = 0, P13 = 0.

P21 is the probability that the pipeline transfer from available state to invalid
state. Such as Fig. 8 shows, the packet reception ratio is R when the pipeline is
in available state. At next time, the biggest change value of the packet reception
ratio is Δ, so there exist a cycle, R is the center, Δ is the radius, and the packet
reception ratio ranging from point a to point b at next moment. P21 is the radio
of the length of pink line in Fig. 8(a) and 2Δ, P21 = Δ−(R−Rlow)

2Δ .
P23 is the probability that the pipeline convert from available state to valid

state. Shows as the Fig. 9, P23 is the radio of the length of pink line in Fig. 8(b)
and 2Δ, P23 = Δ+R−Rhigh)

2Δ . Then P22 = 1 − P21 − P23 = Rhigh−Rlow

2Δ .
P31 is the probability that the pipeline convert from valid state to invalid

state. Shows as the Fig. 10, P31 is the radio of the length of pink line in Fig. 10
and 2Δ, P31 = Δ−(R−Rlow)

2Δ .
P32 is the probability that the pipeline convert from valid state to available

state. Shows as the Fig. 11, P32 is the radio of the length of pink line in Fig. 11
and 2Δ, P32 = Δ−(R−Rhigh)

2Δ . Then P33 = 1 − P31 − P32 = 2R−Rhigh−Rlow

2Δ .
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Fig. 8. Available state to invalid state Fig. 9. Available state to valid state

We can calculate the n-step transfer matrix after get the one-step trans-
fer matrix. If M (n)

3,1 is larger than a certain threshold, stop the calculation and
record the matrix order number n as a prediction time of the reservation table.
During that period, select an pipeline schedule to guide the congested data
transfer, convert the pipeline after n units of time. Should be noted, After
P21, P22, P23, P31, P32, and P33 have been determined, Learned by observation
and calculation, there is a limiting probabilities making M

(n)
3,1 values are no

longer change. The proposed prediction algorithm based on Markov chain can
be calculated in the finite number of steps.

Based on the above thoughts, this section presents a prediction algorithm
based on Markov chain (MPRR). The basic idea is as follows: monitoring packet
reception ratio R at the destination node if congestion occurs. According to
the probability of the packet reception ratio decreases, construct the one-step
transfer equation, and then construct the n-step transfer equation. If the prob-
ability that the pipeline convert to invalid state is larger than threshold Q or
reach to the limiting probabilities of M (n)

3,1 , stop calculate. Output the order of
the matrix, and regard it as the length of the appointment time of the pipeline
reservation table, then obtained the data transmit between the multiple paths
through pipeline.

4 Experiment and Analysis

This section verifies the performance of the proposed method through simulation
experiments. 1000 sensor nodes are evenly deployed in a 100 m*100 m network,
we use the grid structure network in order to make experiment more convenient.
Assume that the transmission period of each node is 50 ms, and the length of
each packet is 32 Bytes, the running time is 60 s, a pipeline segment converts its
state with the 7th and 33th seconds which are unable to transmit data in time.
Experiments investigate four aspects: the sampling period affected the network
throughput, the sampling period affected the loss of the transferred data, the
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low

high

Fig. 10. Valid state to invalid state Fig. 11. Valid state to available state

number of pipeline segments affected the throughput and the number of pipeline
segments affected the loss of the transferred data.

4.1 The Impact of Sampling Period

Figure 12 is the impact of execution time on the throughput when the short-
est path is 5 hops. F is the sampling period and we set the time of real-time
monitoring is one second. From Fig. 12, we can see that with the increase in
execution time, the number of packets received by the destination node is on the
rise no matter how the sampling period changes. However, from the Fig. 12 we
can clearly observe, the network throughput was reduced with the increase of
the sampling period. This is because the changes of the pipeline can be found by
real-time monitoring in a timely manner, when a pipeline is no longer suitable to
continue to use for some reasons, real-time monitoring can convert the pipeline
in time to ensure that the network has a larger throughput.
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Figure 13 is the impact of the sampling period on the transfer of data missing
when the shortest path is 5 hops. From Fig. 13 we can observe that with the
increase of the sampling period, the loss of transferred data is also increased.
When F = 10 s or F = 15 s, transferred data missing remain unchanged in some
moments for the periodic sampling, more data loss in some moments for the
state of pipeline changes, and once this phenomenon was discovered by periodic
monitoring, it convert the pipeline to declined the loss of transferred data.

4.2 The Impact of the Number of Pipeline Segment

When the shortest path length is 5 hops, the sampling period is 10 s, the number
of pipeline segments affected the network throughput was shown in Fig. 14. ALN
is the number of pipeline segment, as the number of pipeline segment is the
number of routing path, so when increase the former, the number of paths in
the network can be used in parallel is increased, thus the network throughput is
also increased. When increasing the number of pipeline segment, the transferred
data can be transmitted to other more paths, which led to the growth of the
transfer path, so as the number of data missing.
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vs throughput
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Figure 15 shows the number of pipeline segment affected the transferred data
missing when the shortest path length is 5 hops and the sampling period is
10 s. The loss of transferred data increases with the time increase. For periodic
sampling, data loss can’t be found timely at the destination node, just be found
in the periodic time. What’s more, as the increase of ALN, data missing get
seriously for the elongate of transfer path.

4.3 The Impact of Predicting Time

Assuming when the program is running, the threshold is set to 0.735, and the
others don’t change. F is the fixed sampling period, F = 1 is real-time monitoring.
PF is the prediction period, more flexible than fixed period. From Fig. 16 we can
see that the throughput of periodic monitoring is close to the throughput of real-
time monitoring which explain the feasible of the periodic monitoring approach.
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Fig. 17. Prediction time affected the
frequency of monitoring

When the shortest path length is 5 hops, Fig. 17 illustrates the impact of
the prediction time on the frequency of monitoring. In sensor networks, there
is a direct relationship between frequency of monitoring and energy consump-
tion, monitoring the more, the greater energy consume. Therefore, ensuring the
network throughput and reducing the frequency of monitoring is of great signif-
icance for extending the network life cycle.

5 Conclusion

Aiming at data missing caused by data congestion in WSNs, the paper proposes
a pipeline based multi-path reliable routing protocol. The protocol establishes
the conversion relationship in multiple paths to reduce data missing and improve
the reliability of data transmission. Combining multi-path routing with pipeline
based on the conversion relationship to improve network throughput. Proposed
predict method based on Markov chains for the lack of real-time monitoring
and periodic monitoring at the destination node, predict the appointment time
dynamically, and convert pipeline in time to ensure the network throughput.
Experiments show that the proposed routing can handle data congestion effec-
tively, improve the network throughput, and reduce the number of monitoring.
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Abstract. Recent statistics show that mobile wireless broadband pen-
etration has exceed that of fixed broadband, with 96.2 % of the world’s
population subscribing to wireless services and over 40 % of US citi-
zens carry smartphones. This trend is expected to continue in the future
at much faster growth rates, and spectrum scarcity becomes a problem.
Dynamic spectrum allocation has been proposed as a solution to improve
spectrum efficiency and increase the spectrum access opportunities for
wireless devices. However, the majority of the research focus on fixed
usage. In this paper, we aim at providing high Quality of Experience for
mobile devices, whose services cannot be finished within one coverage.
We propose an adaptive spectrum allocation framework that optimizes
spectrum utilization based on spectrum users’ hierarchy, requirements, as
well as mobility. The simulation results show that the proposed adaptive
spectrum allocation model lead to higher spectrum utilization efficiency,
shorter average waiting time and lower probability of call dropping.

1 Introduction

The work in [1] points out that the expected three-orders-of magnitude capacity
improvement of next generation wireless networks requires seven fundamental
changes in visualizing, modeling, analyzing, simulating, and designing cellular
network. Cognizant of the need to improve network capacity, dynamic spectrum
access (DSA), enabled by sensing devices and software defined radio, has been
proposed to address the spectrum scarcity [2,3]. Several approaches for spectrum
sharing have been proposed, including opportunistic sharing and cooperative
sharing. Research in opportunistic sharing focuses on increasing spectrum access
opportunities, maintaining fairness in spectrum sharing, and avoiding interfer-
ence to incumbents [4]. Research in cooperative sharing focuses on improving
utilities (profits) for all spectrum users, increasing social welfare, and game the-
ory based analysis on bidding schemes and allocation strategies [5]. There are
two problems with existing approaches related to this work. First, the majority
of the research assumes static spectrum usage, which means the wireless service
can be accomplished within one cell’s coverage. Second, static allocation that
differentiates among spectrum users based on assigned priorities may not fully
utilize the spectrum.
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 139–148, 2016.
DOI: 10.1007/978-3-319-42836-9 13
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Dynamic sharing of spectrum increases spectrum availability, but may lead
to interference among users, with potential of service degradation. Moreover,
while DSA has potential to increase the effective bandwidth available to mobile
users, it also increases the frequency at which hand-off events occur due to small
coverage areas [6,7]. As mobile computing continues to evolve and the access to
computing clouds becomes ubiquitous, mobile users will grow to expect highly-
reliable, anywhere and anytime multimedia services. Many research effort has
been put on mobile computing. [8] proposed a window regulator and a TCP-
aware scheduling mechanism to optimize TCP performance in 3G wireless net-
work. [9] presents an epoch-by-epoch framework framework to fairly allocate
wireless transmission slots for streaming videos with an aim to improve Quality
of Experience (QoE). [10] proposes a novel rate adaptation algorithm for HTTP
streaming that detects bandwidth changes due to TCP congestion control and
bandwidth changes. However, majority of research in mobile network, so far, has
mainly focused on the problem of maintaining connectivity at the network and
transport layer in spite of the mobility of the hosts.

The support of QoE requirements in UDHH wireless networks can only be
achieved if the need resources remain available during the entire itinerary of
the mobile unit. Spectrum allocation in secondary mobile networks, however, is
difficult in wireless environment characterized by a high degree of uncertainty
in both resource availability and user mobility. These challenges result in the
conservative strategy which reserves spectrum resources in a massive coverage
for extended period of time, such as static allocation. It protects QoE while
sacrifices spectrum utilization efficiency.

Meanwhile, the heterogeneity of next generation wireless networks, coupled
with the massive number of communicating devices, gives rise to dynamics and
dependencies among the different components of the networks, at different lev-
els of the hierarchy. Instead of the two level spectrum access model, primary
users (PUs) and secondary users (SUs), the newly proposed Spectrum Access
System (SAS) adopts three their spectrum access hierarchy: incumbents (also
called PUs) and two tiers of SUs–Priority Access License (PALs) and General
Authorized Access (GAAs). Higher tier receives interference protection from
lower tier(s). Consequently, in order to support a QoE aware secondary mobile
network, we propose an adaptive spectrum allocation framework that optimizes
spectrum utilization based on spectrum users’ hierarchy, requirement, as well as
mobility. The proposed framework provides the:

– Mechanisms to predict mobile units’ path, the arrival and departure times to
and from each cell along the path.

– Mechanisms to allocate spectrum to mobile users based on mobility infor-
mation, spectrum utilization environment, application and importance of the
application.

The rest of the paper is organized as following. Section 2 introduces the adap-
tive framework from service model to spectrum allocation strategies. Section 3
illustrates criteria for for system evaluation. Section 4 provides simulation results.
Finally, Sect. 5 concludes the paper with future research directions.
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2 Adaptive Framework for Spectrum Allocation in
Secondary Mobile Network

The proposed QoE-aware service model and predictive mobility framework use
the spectrum database to adaptively allocate spectrum to mobile devices, taking
into consideration their mobility profile and QoS requirements. The predictive
mobility model is based on three main attributes: earliest arrival time (EAT),
latest arrival time (LAT), and latest departure time (LDT). These attributes
are used as the basis for a leasing scheme that extends over the interval time
between the EAT and LAT. The service model allows mobile devices to specify
their spectrum requirements, namely time, bandwidth, location and hierarchy.
This section first introduces the service model and then specifies the spectrum
allocation schemes.

2.1 Service Model

The service model describes the type and level of QoE that can be supported in
the current cell where the mobile unit resides in, and in a cluster of future cells
that the mobile may visit. Resource, spectrum, will be allocated predictively
to mobile users according to their hierarchy, demand, and spectrum utilization
situations. Noted here, the term cell does not only means the coverage by one
cellular tower. Rather, it means the effective area covered by any type of wireless
transmitter.

The service model is characterized by three factors:

– Time guarantee period, TG, describes the time duration for which the required
resources predictively guaranteed. The time duration is primarily impacted
by mobile unit’s priority and moving speed. The challenge is to determine TG

that balances both spectrum utilization efficiency and QoE.
– Cluster reservation threshold τ , specifies the minimum percentage of cluster

reservation. For example, the most likely cells are ranked according to their
probability of being visited by the mobile unit, and then spectrum in the top
τ percent will be allocated to the mobile unit. The value of τ depends on
users’ mobility characters and priority.

– Bandwidth reservation threshold, γ, defines the minimum percentage of the
required bandwidth that must be reserved in each future region. Given
that the required bandwidth is bmax, the network must support at least
bmin = bmax ∗γ. Without loss generality, this paper assumes that each mobile
unit requires one channel at a time and it will get the entire bandwidth for
one channel or nothing. In the future, more adaptive model will be applied
considering both bandwidth and power metrics.

The adaptive spectrum allocation strongly depends on an accurate prediction
of the mobile’s path and the time of arrival to and departure from all cells
along the predicted path. The cell residence time within cell j for a mobile
unit currently in cell i is characterized by three parameters, namely, expected
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earliest arrival time, EAT(i, j), expected latest arrival time, LAT(i, j), and latest
departure time, LDT(i, j). Consequently, [EAT(i, j),LDT(i, j)] is the expected
residence time of the mobile unit within cell j. [12] proposed a framework to
predict EAT, LAT, and LDT for users with different mobility categories. It is
assumed that these three parameters are available at the spectrum allocation
server.

2.2 Adaptive Spectrum Allocation Strategies

The objective for this adaptive spectrum allocation is to maximize spectrum
utilization efficiency. Therefore, as expressed in Eq. 1, the objective function
is the spectrum utilization (U) which is defined as total number of utilized
resource block (URB) over total number of resource block (TRB). In constraints,
the total number of frequency assigned to PALs i ∈ [1, n] plus the total number
of frequency assigned to GAAs j ∈ [1,m] is less than or equal the total number
of available bandwidth B.

max U =
URB

TRB

s.t.
n∑

i=1

bi +
∑

j = 1mbj ≤ B
(1)

It is assumed that spectrum is allocated to mobile units as resource blocks
defined by time and frequency. In future research, we will further include power
level as an additional dimension for spectrum allocation. Queueing network with
priority resume can be used to formulate this problem as a utility maximization
problem. However it cannot capture the inefficiency brought by resource reser-
vation for mobile unit, which does not arrive due to inaccurate prediction of
service demand and mobility.

Therefore, we developed an algorithm to allocate resource blocks to mobile
units adaptively considering mobile units’ mobility, priority, and spectrum uti-
lization. In this paper, we only focus on secondary mobile networks that consist
of PALs and GAAs. It is assumed that a total number of bandwidth B can be
assigned to PALs and GAAs.

PALs always have the higher priority in access the spectrum. They revoke
GAAs transmission whenever spectrum is not available. In other words, the only
cases that PALs need to be delayed is all frequency bands are occupied by other
PALs. GAAs are assigned only to available spectrum, since they have the lower
priority and are served as FCFS within the same priority. Algorithm 1 determines
the spectrum allocation matrix, S. S[c][t] is defined by two dimensions: channel
c (frequency) and time slots t.

We focus on the analysis of one cell. The mobility prediction model provides
mobility parameters: EAT, LAT, and LDT. When PALs (P == 2) is expected
arrive between [EAT,LAT], S find the next available spectrum (S[c][EAT ] == 0)
and assign it to S[c][EAT ] == 2. If there is no available spectrum, SAS finds
S[c][EAT ] == 3 or S[c][EAT + Dt] == 3) and assign it to PALs. Dt is the
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delay for PALs. Then, if PALs arrived during [EAT,LAT], spectrum is further
allocated to them for [LAT,LDT].

Algorithm 1. Adaptive Spectrum Allocation
initialization: EAT (Poisson), duration between EAT and LAT (Uniform), service
time (Exponential), priority (P), arrival (A);
loop: i=1:T
if P==2 then

find (S[c][t]==0 ‖ S[c][t]==3), t=EAT:T, c∈[0,B];
S[c,t:t+(LAT-EAT)]=2;
if A==1 then

S[c,t:t+(LDT-LAT)]=2;

else
find (S[c][t]==0), t=EAT:T, c∈[0,B];
S[c,t:t+(LDT-EAT)]=3;

We compare this adaptive spectrum allocation algorithm with two other algo-
rithm. The first one is static allocation that is currently utilized by the Federal
Communications Commission (FCC), where 50 % of the spectrum is allocated
to PALs and the other half is allocated to GAAs [11]. Within each static allo-
cated spectrum bands, PALs and GAAs are served as First Come First Service
(FCFS). In other words, each type of user has exclusive usage right on their
own bands, and they cannot use their counterparts’ bands even if it is idle. In
order to achieve mobile communication, we apply the same adaptive spectrum
allocation scheme. Algorithm 2 illustrates this process.

Algorithm 2. Static Spectrum Allocation
initialization: EAT (Poisson), duration between EAT and LAT (Uniform), service
time (Exponential), priority (P), arrival (A);
loop: i=1:T
if P==2 then

find (S[c][t]==0), t=EAT:T, c∈[0,BP ];
S[c,t:t+(LAT-EAT)]=2;
if A==1 then

S[c,t:t+(LDT-LAT)]=2;

else
find (S[c][t]==0), t=EAT:T, c∈[0,BG];
S[c,t:t+(LDT-EAT)]=3;

The second one is a blend of adaptive approach and static allocation. It adap-
tively allocate spectrum to PALs and GAAs while the entire residence duration
[EAT,LDT] are reserved for potential PALs. Therefore, PALs have lower uncer-
tainties in spectrum access while the spectrum utility efficiency may decrease due
to the inaccurate prediction of mobile units’ mobility. Algorithm 3 illustrates this
process.
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Algorithm 3. Spectrum Allocation with Reservation
initialization: EAT (Poisson), duration between EAT and LAT (Uniform), service
time (Exponential), priority (P), arrival (A);
loop: i=1:T
if P==2 then

find (S[c][t]==0 ‖ S[c][t]==3), t=EAT:T, c∈[0,B];
S[c,t:t+(LDT-EAT)]=2;

else
find (S[c][t]==0), t=EAT:T, c∈[0,B];
S[c,t:t+(LDT-EAT)]=3;

3 Determining System Performance

This section provides the matrix that evaluate the efficiency of the adaptive
spectrum allocation strategy, assuming there are m PALs and n GAAs during
time period T . The evaluation metrix includes (1) spectrum utilization efficiency,
(2) probability of call dropping, and (3) average waiting time. In Sect. 4, the
adaptive spectrum allocation framework is compared with other schemes: (1)
static allocation for PALs and GAAs; and (2) adaptive spectrum allocation with
reservation.

The main goal of adaptive framework for spectrum allocation is to increase
spectrum utilization efficiency by allowing more spectrum access for mobile users.
Therefore, two criteria is applied: spectrum occupancy rate and spectrum uti-
lization efficiency. The former one measure the rate that spectrum is reserved
for both arrived and unarrived mobile units, and the later one is defined as total
utilized resource block over total available resource block.

The second evaluation matrix is total number of call dropping (Nd), also
called call dropping rate, is one important criteria to measure QoE for inelastic
services. In inelastic services, service demand cannot tolerate delay. Therefore, if
the spectrum is not available when the mobile unit arrives at the cell, the service
demand is dropped.

Last but not least, average waiting time (delay) is one important criteria
to measure QoE for elastic services. Delay occurs whenever spectrum is not
available, or cannot be revoked from other users. Average waiting time for PAL
(WP ) and average waiting time for GAAs (WG) will be compared to show the
importance of spectrum access hierarchy.

4 Numerical Results

Simulation is performed in Matlab to obtain numerical results. The simulation
is initialized by service demand SD, each service demand is defined by five ran-
domly generated parameters: (1) EAT follows Poisson process, duration between
EAT and LAT follows uniform distribution with range [0,6], service time follows
exponential distribution, priority (P = 2) indicates PALs and priority (P = 3)
indicates GAAs, and arrival (A = 0, 1) describes whether mobile unit arrives
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between [EAT,LAT] or not. In the bench mark analysis, the arrival rate is 50 %.
In this simulation, we focus on one cell and analyzes the system performance for
all mobile devices come in and leave from this cell. Number of mobile devices
vary with service arrival rate that ranges from [0,10].

The system performance of adaptive spectrum allocation algorithm will be
compared with (1) static allocation spectrum allocation for PALs and GAAs
and (2) adaptive spectrum allocation with full reservation for PALs based on
the evaluation matrix illustrated in Sect. 3.

Figure 1 depicts the percentage of resource blocks that have been occupied.
It includes both resource blocks that utilized by GAAs and PALs and spectrum
reservation for PALs that do not arrived due to inaccurate mobility prediction.
When the arrival rate is relatively low, adaptive spectrum allocation frame-
work occupies less number of resources blocks than two other approaches. The
high occupancy rate for reservation strategy is because it reserves the entire
[EAT,LDT] for PALs with any probability of arrival. The high occupancy rate
for static allocation is because the limited number of frequency bands for each
type of user may lead to uneven utilization.
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Fig. 1. Spectrum occupancy rate
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Fig. 2. Spectrum utilization efficiency

Figure 2 depicts the utilization of resource block, since it only measure
resource blocks that are utilized by PALs and GAAs over total available resource
blocks. While the occupancy rate for adaptive is the lowest one among the three,
it provides the highest utility rate. When we use occupancy rate divided by util-
ity rate, it gives the effectiveness of spectrum reservation (probability of reserved
resource blocks are used by PALs and GAAs). For example, when the arrival
rate is 10, the occupancy rate for all three methods are above 95 %. However,
84 % of the reservation in “Adaptive” method is used by mobiles units, 66 % of
the reservation in “Reservation” method are used by mobile units, and only 60 %
of reservation in “static allocation” is used by mobile units. In other words, the
resource is more effectively utilized under adaptive spectrum allocation frame-
work.



146 L. Cui and T. Znati

Figure 3 provides total number of call dropping. Call dropping happens when
PALs mobile unit comes and all spectrum are allocated to other PALs, and when
GAAs mobile unit comes and all spectrum are occupies by other spectrum users
(PALs and GAAs). Adaptive spectrum allocation algorithm provides the lowest
call dropping and adaptvie allocation with reservation leads to the highest call
dropping due to the wasted allocation for those PALs who have not arrived.
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Fig. 3. Number of call dropping
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Fig. 4. Average waiting time for PALs

Figures 4 and 5 show the average waiting time for PALs and GAAs, respec-
tively. In both cases, static allocation leads to the highest waiting time, adaptive
allocation with reservation leads to the second highest waiting time, and adaptive
algorithm leads to the lowest waiting time. Moreover, PALs have lower waiting
time than GAAs, since they have higher priority in spectrum access.

Contrast to total number of call dropping, average waiting time measure
how long mobile units have to wait until they can be allocated with adequate
spectrum. Mobile users with inelastic services should use number of call dropping
to choose the appropraite spectrum allocation strategy, while elastic services
should use total number of call dropping as criteria.

Figure 6 are sensitivity analysis for spectrum utilization efficiency when all
potential mobile units arrives. It is clear that when all mobile units arrive, adap-
tive allocation and adaptive allocation with reservation lead to the same results,
since there is no waste for assign the entire duration [EAT,LDT] to potential
PALs. Due to the increase number of arrived mobile units, the spectrum utiliza-
tion efficiency is higher than Fig. 2 where only 50 % of PALs arrives.
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Fig. 5. Average waiting time for GAAs
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Fig. 6. Spectrum utilization efficiency
with 100 % Arrival

5 Conclusion and Future Directions

Mobile network with dynamic spectrum access is the trend for UDHH has not
received enough attention as it is entitled to. In order to provide seamless commu-
nication along the entire path, resources such as spectrum needs to be reserved
ahead of time. This reservation requires an accurate prediction on users’ mobility
matrix which includes EAT, LAT, and LDT. This paper proposed an adaptive
spectrum allocation algorithm which allocate spectrum to mobile units based on
their priority and mobility matrix. The simulation compares the adaptive spec-
trum allocation algorithm with two other approaches: static allocation where
PALs and GAAs have their own frequency bands, and adaptive allocation with
reservation for all potential PALs on the entire residence duration [EAT,LDT].
It is clear that the adaptive spectrum allocation algorithm has the best perfor-
mance in terms of both spectrum utilization efficiency and QoE criteria such as
average waiting time and number of call dropping.

Future research includes two thrusts. The first one is to increase the accuracy
of mobility prediction. In this paper, we provided two scenarios: 50 % of arrival
and 100 % of arrival. Based on the simulation results, it is clear that mobility
prediction severely impact spectrum utilization efficiency and QoE. In the future
research, we will include social data into the mobility prediction to increase the
accuracy and provide different spectrum reservation strategies based on mobile
units’ probability of arrival.

The second thrust is on spectrum allocation algorithm. This paper assumes
that all cells have the same. This may not be true when we consider mobile
devices that can operate on multiple frequency bands. If that is the case, we
also need to optimize spectrum allocation according to mobile units’ moving
speed. Furthermore, spectrum utilization efficiency can be further improved by
allocate mobile users’ considering both power level and required bandwidth.
More sophisticated algorithm that adaptively increase bandwidth for mobile
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users when demand is lower than supply and decrease bandwidth when demand
is higher than supply can be applied to further improve spectrum utilization
efficiency and fairness.
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Abstract. We study the problem of broadcasting scalable video coded
(SVC) streams in cellular networks, where all user equipments (UEs)
require the same video content and cooperate with each other. To take
the advantage of channel diversity gains, the base station (BS) uses net-
work coding to generate linear combinations of the video packets for
broadcasting in the downlink. Once receiving sufficient number of the
combinations, a UE can relay packets to others via device-to-device
(D2D) connections. To optimize the downlink and D2D transmission
arrangement, we first formulate a mixed integer non-linear programming
(MINLP) problem, which becomes difficult to solve when the number of
UEs increases. Then we convert the MINLP problem to a quasi-convex
optimization problem using a continuous step function, and a primal-dual
decomposition approach is used to solve it in a distributed way. Simu-
lation results show that the proposed approach achieves a near-optimal
solution.

Keywords: Cellular networks · D2D · Scalable video coding · Broadcast

1 Introduction

According to Cisco forecast, mobile video traffic accounts for more than half of all
mobile data traffic since 2015. Supporting video streaming in wireless cellular net-
works is a challenging issue given the large bandwidth consumption, time-varying
wireless channels, and heterogeneity of video quality requirements from heteroge-
neous wireless terminals [1–3]. Recently, the scalable video coding (SVC) technol-
ogy has been proposed [4,5]. It is quite attractive since one user equipment (UE)
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 149–161, 2016.
DOI: 10.1007/978-3-319-42836-9 14
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can select an appropriate video quality level based on its individual decoding capa-
bilities, screen size, and channel conditions [6]. However, video streaming is one
of the most bandwidth-hungry applications, especially when popular events occur
and in a dense location where many people want to access the same video content
simultaneously.As a result, a heavyburdenwill be exerted on thebase station (BS),
and it is also costly to users.

To address this issue, cooperative transmission of video content has been
proposed, where a group of nearby terminals can help each other to achieve
a higher transmission efficiency and alleviate the burden of the BS [7,8]. User
cooperation implemented via low-cost device-to-device (D2D) connections is a
promising technology in cellular networks. To reduce the feedback overhead,
network coding is often used in the broadcast/multicast scenarios [9–13]. In our
work, we also adopt random linear coding (RLC) for encoding each GoP by
the BS or server. Different from the existing work where the BS unicasts videos
to users and D2D connections are single-hop only [14–17], we consider a more
general case that both BS and UEs take a broadcast strategy.

We will use the terms “node”, “UE” and “terminal” interactively in the fol-
lowing. Although we enable all UEs to broadcast, only the UEs received sufficient
coded chunks from the BS and their neighbors in advance are allowed to broad-
cast. The received coded chunks are sufficient to reconstruct an entire layer in
one GoP, and we call such UEs are “matured” nodes. After reconstructing a layer
successfully, the matured UE can re-encode it for broadcasting to its neighbours.

Although the required amount of SVC traffic is easy known for UEs, the
problem of how many video chunks broadcasted by the BS and UEs respectively
as well as the total broadcast cost are hardly known without the global infor-
mation of the whole network. This is the main difficulty that we concern in this
work. Since the downlink and D2D traffic have different monetary or energy cost,
our objective is to optimize the data traffic allocation between the downlink and
D2D in terms of cost. Our main contributions are summarized as follows:

• We formulate the problem of joint downlink and D2D transmissions for SVC
streaming in cellular networks as a MINLP problem. By introducing a con-
tinuous step function, we convert this problem to a quasi-convex problem.

• A near-optimal solution can be obtained by employing the dual-
decomposition approach, and we also propose a distributed algorithm such
that each UE can calculate its own broadcast traffic independently.

• We conduct extensive experiments to verify our solution and evaluate the
performance of our distributed approach.

The rest of this paper is organized as follows. Section 2 presents the system
model and formulates the optimization problem w.r.t. the total cost includ-
ing both the downlink and D2D costs, and then solve it in a centralized way.
Section 3 decouples the proposed optimization problem into subproblems and
presents a distributed algorithm for each node to calculate its own broadcast
traffic independently, such that all the nodes can adjust their broadcast traffic
independently. Section 4 evaluates the proposed approach with extensive simu-
lations, followed by the concluding remarks in Sect. 5.
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2 Network Model and Problem Statement

2.1 Network Model

Considering a cellular network scenario, one BS and N UEs are in a cell, where
all UEs are equipped with cellular and D2D interfaces, such that they can trans-
mit and receive video streams via the downlink and D2D transmissions. Let
N = {1, 2, · · · , N} denote the set of UEs requesting the same video content
simultaneously, which consists of several layer-based GoPs. In this system, the
RLC is adopted to encode each layer in one GoP. The BS can broadcast RLC
encoded chunks to all the UEs, and each UE can reconstruct and re-encode the
matured layer and then broadcast the chunks to its neighbors. Thus, for each
layer of a GoP, each UE can receive RLC encoded chunks not only from the
BS, but also from other matured UEs by D2D transmission. Due to the different
video quality requirements of UEs, different UEs may require different layers,
and they only receive and broadcast the layers they request. The data trans-
mission will be stopped when all the required layers for all UEs are received.
Considering the different costs of downlink and D2D transmissions, how to meet
each UE’s video quality requirement with the minimum cost is our main concern.

Generally, the video content consists of a sequence of GoPs, and each GoP
includes one base layer and several enhancement layers, denoted by L = {1, 2,
· · · , L}. Each layer l ∈ L is divided into C(l) original chunks for RLC encod-
ing, and each coded chunk is a linear combination of the C(l) original chunks.
According to the RLC scheme, C(l) is also the decoding threshold for layer l. To
avoid duplicated RLC-encoded chunks, each node including the BS and UEs will
be pre-allocated with an exclusive linear coefficient field, such that each RLC-
encoded chunk is unique. Thus, once the number of received encoded chunks
for one layer reaches the decoding threshold, i.e., C(l), the corresponding layer
can be decoded and reconstructed with these received chunks, no matter which
nodes they are generated from. Therefore, there is no packet loss feedback for
both the downlink and D2D transmissions, and the BS or UEs simply generate
new RLC-encoded chunks for broadcast. To be a D2D broadcast candidate of
layer l, there are two necessary conditions for one UE, which are given by

• The UE has been matured with layer l, i.e., it has received enough quantity
of coded chunks of layer l, such that this layer can be decoded successfully.

• There exists at least one unmatured neighbor requesting layer l.

Additionally, it is reasonable to assume that each UE only knows its children
and parent sets without the knowledge of the whole network topology. Let Ñi ⊂
N and Ni ⊂ N denote the parent set and children set of UE i, respectively1. The
intersection of Ñi and Ni is empty, i.e., one UE cannot belong to another UE’s
children set and parent set simultaneously. Besides, to avoid serious interference
between the downlink and D2D transmissions as well as that among different
D2D transmissions, several technologies that can be employed, such as the loosely

1 The set Ñi only contains UEs, and the BS is not included into it.
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controlled D2D mode or fully controlled D2D mode by the BS [18]. In this paper,
we adopt the latter one.

2.2 Block Error Rate

Generally, since both of the video server and the BS are connected to the back-
bone of the Internet, the packet loss rate between them is neglected. In a lossy
cellular network, the block error rate (BLER), defined as the ratio between the
number of chunks in a given message received in error and the total number
of chunks transmitted in that message, has a significant influence on the video
quality experienced by the UEs and the communication performance of down-
link and D2D. In our system, each chunk will be packetized into two M packets
for transmission. Only when all the M packets are received, the chunk can be
recovered properly.

The Gilbert channel model is used to model the packet loss characteristics
in the downlink and D2D transmissions without involving into the details of the
underlying link and physical layers [19]. It can be represented by a two-state
stationary continuous time Markov chain, and each link state can have one of
two values: Good or Bad. If the link state is Good, one packet can be transmitted
successfully. Otherwise, it will be lost. Let πΔ

ij denote the stationary probability
that the state of link (i, j) is Δ, where Δ ∈ {Good,Bad}. According to [20,21],
the expected value of πΔ

ij can be given by πΔ
ij = ρΔ

ij/(ρBad
ij + ρGood

ij ), where ρΔ
ij is

the transition probability from Bad to Good if Δ = Good. Otherwise, it is the
transition probability from Good to Bad. Thus, the BLER from UE i to UE j is

pij = 1 − (1 − πBad
ij )M , (1)

where UE j is one child of node i. Note that node i may be a UE or the BS,
and thus i ∈ {B} ∪ N , where, “B” means BS. For simplicity, we assume that
the BLER will not be changed within one GoP’s transmission.

Remark 1. The BLER reflects the average link conditions, by which we only
calculate the expected numbers of received and broadcasted chunks by UEs.

2.3 Decoding Requirement

Let D
(l)
i (l ∈ L, i ∈ N ) denote whether layer l is required by UE i, given by

D
(l)
i =

{
1, if node i requires layer l,

0, otherwise.
(2)

Note that all the D
(�)
i , � = 1, 2, · · · , l, are equal to 1 if D

(l)
i = 1, as the

higher layer can be decoded only if all lower layer are received. Considering the
necessary condition for decoding layer l as discussed in Sect. 2.1, the required
quantity of the l-th layer chunks by UE i is calculated by Z

(l)
i = D

(l)
i × C(l),

where Z
(l)
i is equal to C(l) if D

(l)
i = 1, and to zero otherwise.
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The total chunks received by one UE can be come from two parts: from
the BS or from its parent UEs. The expected number of the l-th layer chunks
received by UE i, denoted by R

(l)
i , can be calculated by

R
(l)
i = (1 − pBi)f

(l)
B +

∑

j:i∈Nj

(1 − pji)f
(l)
j , (3)

where f
(l)
B and f

(l)
j are the numbers of chunks broadcasted by BS and UE j,

respectively and f
(l)
B > 0 and f

(l)
j ≥ 0 always hold. f

(l)
j can be positive only

when UE j is matured with layer l chunks. There is a decoding constraint for
UE i, which is given by

R
(l)
i ≥ Z

(l)
i , ∀i ∈ N , ∀l ∈ L. (4)

It means that quantity of the layer l chunks received by UE i should not
be less than its required quantity. UE i will be matured on layer l when the
decoding constraint is satisfied.

2.4 Bound for Broadcast Traffic

One of the prerequisites for UE i to be a broadcast candidate is

B
(l)
i =

{
1, if R

(l)
i ≥ C(l) and D

(l)
i = 1,

0, otherwise,
(5)

where B
(l)
i = 1 means that UE i has received enough layer l chunks to decode and

reconstruct this layer, thus it can re-encode this layer with RLC for broadcast.
The traffic volume broadcasted by UE i is possibly positive only when B

(l)
i = 1.

Due to limited resource and link capacity, there is an upper bound on the
broadcast traffic, denoted by η

(max)
i , such that f

(l)
i ≤ η

(max)
i . Since UE i can

broadcast the re-encoded chunks only when it is matured, the upper bound on
the broadcast traffic of UE i can be given by

f
(l)
i ≤ η

(max)
i B

(l)
i , ∀i ∈ N , ∀l ∈ L. (6)

Note that the upper bound will be changed as UE i’s status varies from
unmatured to matured. Constraints (4) and (6) guarantee each matured UE can
only broadcast its required chunks. Besides, the amount of each UE’s broadcast
traffic should be no less than zero, and thus the lower bound on f

(l)
i is given by

f
(l)
i ≥ 0, ∀i ∈ N , ∀l ∈ L. (7)

2.5 Objective Function

Our objective is to minimize the total traffic cost including the downlink and
D2D transmissions. The primal optimization problem can be formulated as:

P0 : min
f
(l)
B

,f
(l)
i

L∑

l=1

(

ωBUB(f
(l)
B ) + ωD

N∑

i=1

Ui(f
(l)
i )

)

,

s.t., (4), (6) and (7),

(8)
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where UB(f (l)
B ) and Ui(f

(l)
i ) are the cost functions of downlink and D2D trans-

missions, and ωB and ωD are their weights respectively, which can be used
to adjust the traffic ratio between downlink and D2D. Similar to the existing
work [7], the cost functions are convex and twice differentiable.

In the primal optimization problem, the decoding requirement, traffic upper
and lower bound are given by constraints (4), (6) and (7), respectively. Con-
straint (4) guarantees that the quantity of each layer chunks received by each
UE should not be less than its required quantity. Constraint (6) guarantees
that only matured UEs can broadcast. Constraint (7) guarantees the quantity
of chunks broadcasted by each UE is non-negative. It can be found that the
constraints (4) and (7) are linear, and the constraint (6) is discontinues due to
the binary function of B

(l)
i . Thus, the primal problem is a MINLP problem and

becomes too difficult to solve when the number of UEs increases.

2.6 Approximation of Primal Optimization Problem

The objective function and all constraints to be differentiable is the neces-
sary condition as gradient based solution techniques for convex programming.
Because the constraint (6) is discontinuous, Problem P0 cannot be solved by
the gradient based method directly. Inspired by the work [22], we introduce a
continuous step function to approximate the binary function in (5), which is a
multiplication factor in (6). The continuous step function is given by (as shown
in Fig. 1) g(x(l)

i ) = 1/(1 + e−kx
(l)
i ) with x

(l)
i = R

(l)
i −Z

(l)
i . Obviously, x

(l)
i depends

on R
(l)
i including the chunks broadcasted by BS and its parents.

Fig. 1. Step function g(x
(l)
i ), which is sensitive to k. When k → +∞, g(x

(l)
i ) has a

dramatic augmentation from 0.5 to 1 if x
(l)
i ≥ 0, or reduction from 0.5 to 0 if x

(l)
i ≤ 0.

Provided x
(l)
i ≥ 0 denotes one UE from the unmatured state to matured one, thus it

can immediately become a broadcast candidate once x
(l)
i ≥ 0. (Color figure online)

Correspondingly, constraints (4) and (6) can be rewritten as

x
(l)
i ≥ 0, ∀i ∈ N , ∀l ∈ L, (9)

f
(l)
i − η

(max)
i

1 + e−kx
(l)
i

≤ 0, ∀i ∈ N , ∀l ∈ L. (10)

Therefore, inequality (6) can be approximated by (10). However, it can incur
an unexpected result for two paradox cases when x

(l)
i = 0. The fist one is Z

(l)
i > 0,
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meaning that UE i needs layer l and also receives enough LRC-encoded chunks
to reconstruct this layer. In this case, UE i is allowed to broadcast properly. The
other case is Z

(l)
i = 0, meaning that UE i does not needs layer l, and thus the

constraint (9) for UE i can always hold. Since the step function g(x) in this case
is equal to 1/2, it results in a positive upper bound of ηmax

i /2 on f
(l)
i . However,

this bound is unreasonable because the UE i is not allowed to broadcast under
this case. To resolve this paradox, we replace (10) with the following inequality:

f
(l)
i − η

(max)
i D

(l)
i

1 + e−kx
(l)
i

≤ 0, ∀i ∈ N , ∀l ∈ L. (11)

Since both D
(l)
i and ηmax

i are constants, x
(l)
i ≥ 0, and f

(l)
i is convex, constraint

(11) is convex. Therefore, Problem P0 can be converted to the following one:

P1 : min
f
(l)
B

,f
(l)
i

L∑

l=1

(

ωBUB(f
(l)
B ) + ωD

N∑

i=1

Ui(f
(l)
i )

)

,

s.t., (7), (9) and (11).

(12)

Since the step function is concave and all the variables are continuous, the
above formulation is a convex optimization problem, which can be solved by the
gradient based method [23,24]. In the following section, we develop a distributed
traffic allocation algorithm for downlink and D2D transmissions.

3 Distributed Algorithm Design

To simplify our algorithm design, Problem P1 can be rewritten as

P2 : min
f
(l)
i

N∑

i=0

L∑

l=1

ωiUi(f
(l)
i ),

s.t., (7), (9) and (11).

(13)

Note that the BS is assigned a subscript of 0, and thus ωB = ω0 and
UB(f (l)

B ) = U0(f
(l)
0 ). Correspondingly, ωi = ωD, pBi = p0i and piB = pi0 = 0. Let

λ and β be the Lagrange multipliers w.r.t. constraint (7) and (9), respectively,
and then the Lagrangian function of (13) is given by

L(λ, β) = min
f
(l)
i

N∑

i=0

L∑

l=1

⎧
⎨

⎩
Ui(f

(l)
i ) + λ

(l)
i

⎡

⎣Z
(l)
i −

∑

j:i∈Nj

f
(l)
j (1 − pji)

⎤

⎦− β
(l)
i f

(l)
i

⎫
⎬

⎭
,

s.t., f
(l)
i − η

(max)
i D

(l)
i

1 + e−kx
(l)
i

≤ 0, ∀i ∈ N̂ , ∀l ∈ L,

(14)
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where N̂ = {0, 1, 2, · · · , N}. Correspondingly, the dual of problem of (14) is

max
λ
(l)
i ,β

(l)
i

L(λ, β),

s.t., λ
(l)
i ≥ 0, β

(l)
i ≥ 0, ∀i ∈ N̂ , ∀l ∈ L.

(15)

To attain a distributed algorithm, we can decompose Problem P2 such that
each node, including the BS and UEs, can figure out its own downlink and D2D
traffic. Since the pji is equal to 1 if there is no link from node j to i, the term
of

∑
j:i∈Nj

f
(l)
j (1 − pji) in (14) could be rewritten as

∑
j f

(l)
j (1 − pji). Then,

the Lagrangian function (14) can be decomposed into each layer for each node,
which is given by

L(λ
(l)
i , β

(l)
i ) = min

f
(l)
i

Ui(f
(l)
i ) + λ

(l)
i Z

(l)
i −

N∑

j=0

λ
(l)
j f

(l)
i (1 − pij) − β

(l)
i f

(l)
i ,

s.t., f
(l)
i − η

(max)
i D

(l)
i

1 + e−kx
(l)
i

≤ 0, ∀i ∈ N̂ , l ∈ L.

(16)

According to the KKT conditions and e−kx
(l)
i ≈ 0, the near-optimal f

(l)
i is

given by

opt(f
(l)
i )

= min

{

min
f
(l)
i

{

Ui(f
(l)
i ) + λ

(l)
i Z

(l)
i −

N∑

j=0

λ
(l)
j f

(l)
i (1 − pij) + β

(l)
i f

(l)
i

}

, η
(max)
i D

(l)
i

}

≈ min

{⌈

U ′−1(
N∑

j=0

λ
(l)
j (1 − pij) − β

(l)
i )

⌉

, η
(max)
i D

(l)
i

}

,

(17)
where 	·
 means that ‘·’ is rounded up to the nearest integer since the quantity
of chunks broadcasted by UE i is integral. The sub-gradient method is employed
to update the Lagrangian multipliers λ and β iteratively:

λ
(l)
i (m + 1) =

⎡

⎣λ
(l)
i (m) + α(Z

(l)
i −

∑

j:i∈Nj

f
(l)
j (1 − pji))

⎤

⎦

+

, (18)

β
(l)
i (m + 1) =

[
β
(l)
i (m) − αf

(l)
i

]+
, (19)

where m is the iteration number, α, α > 0, is a small enough constant step size
and [·]+ = max(0, ·). The pseudo-code for calculating the near-optimal traffic
allocation is described in Algorithm1, in which each node updates its own λ, β
and calculate the quantity of chunks to be broadcasted locally. With a small
enough step size α, Algorithm 1 can converge after a limited iterations.
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Input: Z
(l)
i , pij , ωB and ωD, ∀i, j ∈ N̂ , ∀l ∈ L

Output: f∗ = {opt(f
(l)
i ), ∀i ∈ N̂ , ∀l ∈ L}

1 Initialize α, λ and β ;
2 Flag=true;
3 while Flag do
4 for i = 0; i ≤ N do
5 for l = 1; l ≤ L do

6 Node i calculates its traffic opt(f
(l)
i ) for each layer using (17)

7 end

8 Place opt(f
(l)
i ) into set F (last);

9 Node i updates the Lagrange Multipliers λ
(l)
i , β

(l)
i using (18) and (19);

10 Node i broadcasts its λ
(l)
i to its parent nodes j, j ∈ Ñi, and collects

other λ
(l)
j from its children j, j ∈ Ni;

11 end

12 if (F (last) == F ∗) & (F (last) 	= ∅) then
13 Flag=false;
14 Break;

15 end

16 F ∗ = F (last);

17 end
18 return F ∗;

Algorithm 1. Distributed Traffic Allocation (DTA) for downlink and D2D

4 Performance Evaluation

In our simulations, there are nine UEs and one BS in one cell. Considering load
balance of the network, we use U(f) = f2 as the objective function, which is
convex and twice differentiable. It means that, for each UE, the traffic cost per
chunk will be increased much faster with the number of broadcasted chunks
increasing. Therefore, each UE will not increase its broadcast traffic even with
a lower D2D BLER link. The weights for downlink and D2D transmissions are
equally set to 1 except for the simulation in Sect. 4.2. Additionally, each GoP
has 6 layers and each layer identically needs 50 coded chunks for reconstruction.

4.1 Influence of Different Link Conditions

Firstly, we conduct two sets of simulations under three cases, and each simulation
is repeated 200 times. In each set of simulations, we configure different downlink
or D2D BLERs, as Fig. 2 shown, where the x-axis denotes the ranges of “1−pij”
and “1−pBj” w.r.t. D2D and downlink BLER, respectively. For example, x = 0.7
means the “1 − pij” or “1 − pBj” are uniformly distributed in [0.3, 1.0].

Figure 2(a) shows the minimum traffic cost versus varying pij , where the
downlink BLERs in three cases are uniformly distributed in [0.05, 0.15], [0.15,
0.25] and [0.35, 0.45], respectively. The total traffic cost will be decreased when
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pij is randomly chosen from a lower value x (in x-axis) to 1. In Fig. 2(b), the
pij of D2D are uniformly distributed in [0.05, 0.35], [0.35, 0.70] and [0.55, 0.90],
respectively. In all three cases, the traffic costs is decreased when pBj is randomly
chosen from a lower value x (in x-axis) to 1, while the three cases achieve an
almost similar traffic cost at different 1−pBj no matter what the pij is. Therefore,
the downlink conditions have more influence on the traffic cost than D2D.

(a) Varying D2D link conditions (b) Varying downlink link conditions

Fig. 2. The cost of traffic with different BLERs (Color figure online)

Then, to further test the influence of downlink BLER on broadcast traffic,
we manually configure two UEs, namely, UE1 and UE2, with lower downlink
BLERs in the following simulations, and they can also cover all other UEs within
one hop jointly. This simulation is performed under three cases: pB1 and pB2

are uniformly distributed in [0.05, 0.15], [0.15, 0.25] and [0.35, 0.45], respectively,
while other downlink BLERs are uniformly distributed in [0.6, 0.9], [0.7, 0.9] and
[0.8, 0.9], respectively. The D2D BLERs are uniformly distributed from 0 to 1.
Figure 3 shows the quantity of broadcast chunks versus D2D BLERs. It can be
found that UE1 and UE2 broadcast more chunks than other UEs due to their
full coverage and lower downlink BLERs. UE1 and UE2 broadcast the least
chunks in the first case (Fig. 3(a)) than that in other two cases (Fig. 3(b) and
(c)). In contrast, other 7 UEs broadcast more chunks in the first case than that
in others. The reason is that, when UE1 and UE1 are matured from BS, the
number of chunks received from BS by other 7 UEs is the most on average
in first case, and the least in third case due to their different distributions of
downlink BLERs. Therefore, UE1 and UE2 will broadcast more chunks to make
its neighbors matured in third case than the first two cases.

4.2 Influence of Weight on Traffic Allocation

To test the influence of weight on traffic allocation, we conduct this simula-
tion under different ratio of weights between downlink and D2D. This sim-
ulation is performed with one layer, as shown in Fig. 4, where ωB = 1 and
ωD = (value of x) × 20. It can be found that the D2D traffic will be decreased
with its weight increasing, while the downlink traffic is increased. Therefore, we
can give a rationale weight according to their different costs in practice.
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(a) pB1, pB2 ∈ [0.05, 0.15] (b) pB1, pB2 ∈ [0.15, 0.25] (c) pB1, pB2 ∈ [0.35, 0.45]

Fig. 3. Traffic allocation under different downlink conditions (Color figure online)

Fig. 4. The influence of weight on traffic allocation (Color figure online)

5 Conclusion

In this paper, we have studied the problem of broadcasting layered video steams
in the cellular network. Our objective is to minimize the total traffic cost with
consideration of cooperation among UEs. We first construct a MINLP model, in
which only the matured UEs can serve as the broadcast candidate. Then, we con-
vert it to a convex model by introducing a step function. Thereafter, we develop
a distributed algorithm to obtain its near-optimal value as well as downlink and
D2D traffic allocation by employing the theory of convex optimization. Exten-
sive simulations are performed to demonstrate the efficiency of our approach.
For the future work, we will focus on investigating the downlink and D2D traffic
allocation in consideration of the mobile UEs as well as varying UEs’ number.
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Abstract. Radio Frequency Identification (RFID) technology is becom-
ing a revolutionary element in supply chain management by provid-
ing real-time visibility of goods flows. Across supply chains, one-for-one
checking is required at each handover point to discover discrepancies
between the physical shipped inventory and receiver’s order. This opera-
tion is so ubiquitous throughout the product life cycle that its efficiency
improvement can prominently optimize the whole supply chain. There
are several main challenges, however, in designing efficient solutions for
it: inconsistent tag information, high-volume and high-speed RFID data,
and high latency in EPCglobal Network. Based on the characteristic
polynomial, we propose a tag identification protocol that achieves better
almost minimal latency. The most salient feature of our protocol is that
its communication complexities scales well with the size of discrepant
tags, instead of the size of overall number of tags in traditional methods.
Through experimental comparisons, we show that our protocol signifi-
cantly outperforms previous methods in terms of communication latency.

1 Introduction

Radio Frequency Identification (RFID) that uses radio wave to identify the
object, is becoming a revolutionary element in supply chain management around
the world [1]. The supply chain usually includes all possible processes involved
in the flow of goods: from the supplier to manufacturer to distributor to retailer,
and to end-customers. Previously considered as a labor and knowledge intensive
process, supply chain management significantly benefits from the adoption of
RFID technology in many industries. For example, Wal-Mart gained $287 mil-
lion benefit from RFID by fixing just a small portion of its inventory problems
[2]. There are several compelling reasons of RFID usage for all involved partners
in supply chain. First, it improves the efficiency of product pipeline during man-
ufacturing. Since multiple RFID tags can be read simultaneously and automati-
cally without being in the line-of-sight of an RFID reader, many labor intensive
tasks can be done in just a few seconds, such as counting. Second, it offers valu-
able visibility of real-time goods movement and secured transportation during
shipping. As active tags are often installed on shipping containers, companies
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 162–173, 2016.
DOI: 10.1007/978-3-319-42836-9 15
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Fig. 1. An example of retail supply chain.

are able to real-time track and manage containers and goods in each handover
of supply chain. Third, it increases delivery speed and dispatch accuracy during
distributing. As the products reach destination, they are automatically scanned
and registered at the entrance, efficiently sorted and put in proper places with
the help of RFID.

As shown in Fig. 1, a typical supply chain includes end-customers who buy
goods from a retailer. The retailer might have stocked many kinds of goods from
distributor, who usually imports goods in large quantities from manufacturer.
The supplier provides raw materials to manufacturer. Across the supply chain,
all streamline handover points are required for one-for-one checking that is to
detailedly compare individual items from two sources to determine if they agree.
For example, when products arrive from a distributor, the retailer should perform
a physical scan using RFID to collect goods information on pallets and cases.
Then these gathered information are used to check against the ship list sent by
the distributor. If there are any discrepancies found, the retailer should immedi-
ately identify and fixed them. Therefore, one-for-one checking is such a common
and frequent operation in streamline handover that its efficiency improvement
should prominently optimize whole supply chain.

Despite the importance of one-for-one checking, there are several key chal-
lenges in designing efficient solutions for it.

Inconsistent Information: The mismatches between physical shipped
inventory and receiver’s orders often occur due to many factors, such as theft
and inventory errors. According to national retail security survey [3], in 2010
US retailers lost more than $19.3 billion caused by vendor fraud, administrative
errors, shoplifting and employee theft. Therefore resolving these discrepancies is
not easy in the presence of possible missing, counterfeit, unread, misplaced tags,
or all of them.

Big Data: Since RFID-enabled supply chain is streamlined by automati-
cally monitoring the flow of goods, pervasive RFID readers deployed across sup-
ply chain continuously generate real-time data in high-volume and high-speed.
For instance, Walmart creates about 7 terabyte RFID data everyday [4]. Thus,
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getting fast and accurate analytic results from those big RFID data poses a big
challenge in time-critical supply chain.

High-latency Network: Except for Electronic Product Code (EPC) that
is the unique identification of tag, many other RFID data, e.g., arrival time and
location, need to be retrieved through centralized EPCglobal Network infrastruc-
tures, leading to considerable network delay. Moreover, performance of online
operations suffers from notable network latency due to long distance commu-
nication in EPCglobal Network. According to measurements in [5], 65 % of the
queries take more than 0.5 s to respond even under nearly ideal network condi-
tions. The response time might be even longer in complex test case.

To address the above issues, we propose an efficient scheme for discrepant tag
identification in large RFID-enabled supply chains. First, we abstract discrepant
tag identification problem and introduce a deterministic identification protocol
based on characteristic polynomial. Then to remove the constraint of a priori
known parameter, we propose a randomized protocol that can estimate the size
of discrepant tag size. Through experimental comparisons, we show that our
protocol significantly outperforms previous schemes.

2 Problem Formulation

We abstract one-for-one checking in supply chain as two sides communication:
the sender and receiver. We focus on an important network metrics: communi-
cation complexity that is the total bits transferred in network. We assume each
item is associated with TagData (t) which is a bitstring of size bt. It consists
EPC and TagInfo which are data need to be retrieved through EPCglobal Net-
work, e.g., keys associated with the product. We do not discuss the situations
that TagData can be totally obtained by offline means, since it does not follow
the EPCglobal standards which are widely adopted in current industries.

As measurements done in [5], EPCglobal Network does not perform well in
real-time tracking and tracing application due to undesirable network latency.
As a product moves through the supply chain, it may pass through the fields of
view of many different trading partners, each of which may record some observ-
able information about that product. These EPC Information Services (EPC-
IS) instances then register their knowledge with the EPC Discovery Service.
Notable network delay, thus, is inevitably introduced in information retrieval
since each of EPC-IS instances who have information about this product needs
to be visited. Therefore, in EPCglobal Network application, we seek to make min-
imal communication complexity while keeping round complexity as minimum as
possible.

Thus, we formalize the problem of discrepant tags identification as follows:
given a physical scanned list with size n, P = {tp1, t

p
1, ..., t

p
n} on receiver and the

ship list with size m, S = {ts1, t
s
2, ..., t

s
m} on sender, how can receiver identify all

disagreed tags using minimal communication complexity and round complexity.
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3 Deterministic Identification Protocol

The key of Deterministic Identification Protocol (DIP) is to employ character-
istic polynomial, which is proposed in [6,7]. It is used to encode both physical
list and ship list. Simply put, first, both receiver and sender evaluate their own
characteristic polynomials at sample points. Then sender transfers its character-
istic polynomial value to receiver, instead of raw RFID data. Finally, receiver
discovers all discrepant tags by interpolating corresponding rational function.
Here we assume the upper bound of discrepant tag size, d, is known as a priori
for both sides. Next, we will describe encoding and decoding processes of DIP
using characteristic polynomial.

Encode. By characteristic polynomial definition, a set of tagData, T =
{t1, t2, ..., tn}, can be represented as:

PT (t) = (t − t1)(t − t2) · · · (t − tn). (1)

We use ΔP to denote the tags that are only on physical list but not on ship
list. Similarly, ΔS stands for the tags which are only on ship list but not on
physical list. Q denotes the tags that are both on physical list and ship list.
Therefore, consider the ratio between characteristic polynomials of P and S:

PP (t)
PS(t)

=
PQ(t) · PΔP (t)
PQ(t) · PΔS(t)

=
PΔP (t)
PΔS(t)

. (2)

From above we know that efficient computations of the ratio of these two
characteristic polynomials is important for recovering ΔP and ΔS. Thus, sender
needs to evaluate characteristic polynomial over a collection of d sample points
and transmits those polynomial values as codewords.

Note that if a sample point happens to be an element of P or S, then com-
putation of their polynomial ratio becomes hard due to vanishment of corre-
sponding characteristic polynomial. Therefore, we require that all arithmetic
operations are taken within finite field Fq to ensure that d sample points should
not coincide with tagData in list, where q is at least 2bt + d.

Decode. Although the degrees of PP (t) and PS(t) are always very high due to
large list size, the degrees of numerator and denominator of PΔP (t)

PΔS(t) may be rather
small as all common factors cancel out in Eq. 2. Meanwhile, according to standard
theorem about rational function interpolation in [8], we know that a support set
of size d is adequate to guarantee the uniqueness of rational function. Therefore,
we can use Gaussian elimination [9] to completely derive desired rational function
with d sample points. The time complexity of Gaussian elimination is O(d3).

Analysis. Since the size of finite field q is at least 2bt + d, DIP requires one
more bit for each evaluation value than TagData size, i.e., bt +1. In total, DIP is
required to transfer d evaluation values and ship list size that is used in decoding.
Thus, communication complexity of DIP is (bt + 1)d + bt bits.

From above, the advantage of DIP is clearly shown that its communication
complexity is linear with the size of discrepant tag size. In other words, the
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DIP is highly scalable and thus suitable for large-scale supply chain even with
millions of tags.

4 Probabilistic Identification Protocol with Estimation

In order to remove the constraint that assumes the size of discrepant tags is known,
we propose Probabilistic Identification Protocol with Estimation (PIP-E). The
core of PIP-E is to construct a hierarchical estimator to approximate the number
of discrepancies size.

Here we borrow the idea of FM-Sketch [10] to organize the tags in both ship
list and physical list. In FM-Sketch, each bit j in data structure is set to 0 or 1.
If it is 1, it means that at least one element is sampled with probability 2−j .
Intuitively thinking, if there are 8 distinct elements in list, the third bit is set to
1 under sampled probability with 1

8 . Thus, FM-Sketch estimates 23 = 8 as the
list size. While FM-Sketch is effective in estimating the set size, it cannot give
results of discrepancies size since there is no information about which element
is common in this original FM-Sketch. But that is exactly what our hierarchical
estimator does.

The hierarchical estimator works as follows. First, we geometrically divide
tags in the list into bt layers. The j-th layer should contain roughly 2−(j+1)

elements of original list. This partition can be achieved by putting each element
to the layer according to the number of leading zeros of its binary form. Then we
encode each layer into its corresponding characteristic polynomial (CPi) under θ
sample points. An illustration is shown Fig. 2. For example, given bt = 4, element
5 = (00101)2 should be assigned to level CP2 and element 8 = (01000)2 should
be in level CP1.

As shown in Fig. 3, the key of decoding procedure for hierarchical estimator
is to run DIP in each level. Therefore, combining discrepancies information in
each level would give accurate estimate.

With the help of this hierarchical estimator, it is easy to realize discrepancies
identification in one round trip. First receiver sends its hierarchical estimator to
sender. Sender then approximates the number of discrepancies (d) from decoding
receiver’s and its own estimator, and transmits its characteristic polynomials on
d points. Finally, receiver interpolates rational function to exactly identify all
discrepancies.

Note that geometric partitions discussed before rely on uniformly distributed
elements. So some proper hash functions should be properly employed to achieve
this, such as t-wise independent hash functions.

Analysis. The bits transferred in each level of hierarchical estimator is θ eval-
uation points plus one check point:

θ(bt + 1) + bt + 1.

So the total communication complexity of PIP-E is:

(bt + 1)(θbt + bt + d + 1) − 1. (3)
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Fig. 3. Hierarchical estimator decoding.

The theoretical results concerning the efficiency of our hierarchical estimator
are included in the appendices. According to our experiments, using 96 levels (as
typical EPC is 96-bit) of 40 sample points, this hierarchical estimator is accurate
to handle discrepancies size up to 296 with high probability. Thus, PIP-E might
be able to achieve constant overhead in discrepancies identification.

5 Evaluation

In this section, extensive experiments are conducted to demonstrate efficiencies
of our schemes in terms of both communication data and time. We also include
the bloom filter based approach as a baseline.

Bloom Filter Based Approach. Another alternative solution for discrepant
tag identification may use bloom filter, which is a famous data structure for
compressing data set. The bloom filter based solution (BFS) can be executed as
follows:
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1. Receiver sends its bloom filter BF1 to sender.
2. Sender discovers ship list’s elements not in BF1 as ΔS, and transfers ΔS and

its own bloom filter BF2 to receiver.
3. Receiver discovers physical list’s elements not in BF2 as ΔP .
4. Elements in ΔP and ΔS are discrepant tags.

5.1 Experimental Comparison

To demonstrate the practicality and effectiveness of our proposed protocols, we
develop a simulator using CSIM [11] to emulate an RFID-enabled supply chain.
In this section, we will describe our implementation and provide experimental
results under different settings.

Table 1. Main parameters in experiments

Parameter Value

Number of warehouses 5

Pallet injection frequency 10 per second

Cases per pallet 100

Items per case 100

Discrepancies ratio (η) [0.01, 0.99], default 0.01

Ship list size (N) [107, 108], default 5 × 107

Round trip time (RTT) [1, 1000] ms, default 10ms

Bandwidth (B) default 20Mbits/s

p in bloom filter default 0.01 %

Experimental Setup. The main parameters are shown in Table 1. The supply
chain arranges 5 warehouses in a single-source directed acyclic graph as in Fig. 1.
At the source warehouse, pallets of cases are injected and move through ware-
houses in sequence. At each handover point, we suppose an adversary randomly
removes, injects, or replaces tags in original ship list at ratio η. After scanning
products, receiver then starts discrepant tag identification process through EPC-
global Network. All experiments are done on a Server with Intel Xeon E5-2620,
32 G memory, and SAMSUNG 1 TB SSD. Since there is no well-known or stan-
dard RFID data set, we randomly generate 109 96-bit EPCs and store them
in MySQL Community Server 5.6.19. We use Victor Shoups Number Theory
Library to perform finite field arithmetic [12]. For each result, we take 100 runs
and report the average.
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Fig. 4. Communication overhead with RTT=1ms: (a) Communication data VS varying
size of ship list; (b) Communication time VS varying size of ship list.

Varying Size of Ship List. We varies the ship data size from 107 to 108

with RTT=1 ms and other parameters are default. In this extremely low latency
network setting, we make several important observations from Fig. 4. First, DIP
and PIP-E achieve much lower cost than BFS in terms of both communication
data and time. The main reason for this is that communication complexity of
BFS is linear with the size of overall tags, while our probabilistic protocol scales
with the size of discrepancy tags. Second, as shown in Fig. 4a, PIP-E is close
to lower bound (DIP) for data size. And in the low latency network condition,
the advantage of lesser rounds is suppressed, as shown in Fig. 4b. Third, the
communication cost of PIP-E is unsensitive to the size of discrepant. The major
reason for this is that PIP-E uses fixed-size hierarchical estimator.

Varying Network Latency. Next, we investigate performance of protocols
under different latencies: from RTT=100 ms to RTT=1000 ms. The results are
shown in Fig. 5. As expected, BFS does not perform well in intermediate latency
network as illustrated in Fig. 5a. In high latency network, PIP-E wins over all
other protocols. In particular, the communication time of PIP-E is only 25.9 %
of BFS, when RTT = 1000 ms and N = 108.

Estimator of PIP-E. Finally, we examine the accuracy of estimator of PIP-E.
Here, we use a standard metric relative error (ε),

ε =
n̂ − n

n
,

where n̂ is the estimated value and n is the actual value. Our estimator is eval-
uated using size of ship list from 107 to 108 in Fig. 6a and discrepancies ratio
from 5 % to 95 % in Fig. 6b. We observe that relative error of our estimator
maintains around 0.01 in most of cases. This is another supporting evidence that
why PIP-E protocol is so efficient in our previous experiments.



170 C. Gu et al.

2 4 6 8 10

x 107

0

2

4

6

Size of ship list

C
om

m
un

ic
at

io
n 

tim
e 

(lo
g 

se
co

nd
s)

BFS
DIP
PIP−E

(a)

2 4 6 8 10

x 107

0

2

4

6

8

Size of ship list

C
om

m
un

ic
at

io
n 

tim
e 

(lo
g 

se
co

nd
s)

BFS
DIP
PIP−E

(b)

Fig. 5. Communication time under different latencies: (a) intermediate latency net-
work, RTT = 100 ms; (b) high latency network, RTT=1000ms.
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Fig. 6. Relative standard error under different ship size and discrepancies ratio: (a)
Relative standard error VS different ship size; (b) Relative standard error VS discrep-
ancies ratio.

6 Related Work

Cardinality estimation, missing-tag identification, and authentication in large-
scale RFID systems are closely related to our discrepant tag identification
problem.

Recently a number of probabilistic RFID counting schemes are proposed to
fast and reliably approximate the count of tags. The first estimation solution,
Unified Probabilistic Estimator (UPE), is proposed by Kodialam et al. [13].
Zheng et al. introduce a novel tree structure to encode tag set and improve the
estimation efficiency to O(log log n) [14]. Shahzad et al. propose Average Run
based Tag Estimation (ART) method based on a new statistical entity, average
run length, achieving 7x faster than UPE [15]. While all above schemes work well
in estimating the count of tags, it cannot be used in discrepancies identification
as it does not discern the tag’s genuineness.
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Missing-tag is another related problem [16]. Li et al. propose a series of well-
designed protocols to efficiently identify all missing-tags in [17]. Trusted Reader
Protocol (TRP) and UnTrusted Reader Protocol (UTRP) are introduced to mon-
itor missing tag in both trust and untrust scenarios [18]. While all missing-tag
solutions are effective if some tags are indeed absent, they are unable to identify
unauthorized tags that are adulterated into original tags without replacement.

To efficiently verify the genuineness of a single tag, many approaches are
designed according to various purposes, such as Physically Unclonable Function
(PUF) [19], hash based authentication [20], novel tree structure in key manage-
ment [21]. By distinguishing the difference in single echo observation, the first
probabilistic batch authentication scheme is proposed in [22]. Besides heavy
computation overhead incurred by those authentication schemes, they cannot
discover anything wrong if adversary only takes some tags/products away from
ship list without replacement.

In RFID-enable supply chain management, a novel storage model based on
bloom filter is proposed for efficient distributed storage and query processing
[4]. Lee et al. propose an effective path encoding scheme to encode the flow
information for products in supply chain [23]. Cao et al. introduce a scalable
and distributed stream processing system for tracking and monitoring products’
location and containment [24]. These work, however, do not consider discrepant
tag identification problem.

7 Concluding Remarks

In this paper, we propose a protocol that aims to efficiently identify discrepant
tags in RFID-enable supply chain. The most prominent feature of our protocol
is they scale well to the size of discrepant tags, not the size of overall tags as
traditional methods do. Through analysis and experiments, we show that our
protocol significantly outperform previous schemes.

Acknowledgments. This work is supported in part by NSFC under Grant No.
61472268 and Natural Sciences and Engineering Research Council (NSERC) of Canada
grant no. CRDPJ-476659.

Appendix:

Lemma 1. Given a level i and a constant c > 1, the relative error of estimated

cardinality of the union of level j or greater is at most O(
√

c2i

M ) with probability
(1 − 2−c), where j < i and M is the size of all tags.

Proof. In hierarchical estimator, we use Zj to denote the size of union of level j
or greater, and μj be its expectation. Thus, we know that

μj = E(Zj) =
M

2j
.
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Also by chernoff bound, we can get

Pr(Zj > (1 + ε)) < e
−μjε2

4 ,Pr(Zj < (1 − ε)) < e
−μjε2

4 .

Therefore, if we let ε =
√

4(c + 2) 2i

M ln 2 ∼ O(
√

c2i

M ), we can know that the

probability that relative error of Zj is at most ε is at most 2e
−μjε2

4 . Then by a
union bound, the probability that the relative error of any Zj is out of ε is at
most

i∑

j=0

2e
−μjε2

4 ≤
i∑

j=0

2−(c+1)2i−j ≤ 2−c

Theorem 1. Given 0 < ε, δ < 1, the hierarchical estimator is able to estimate
the discrepant tag size with relative error ε and failure probability δ.

Proof. Let α be the constant in the big-O notation in Lemma 1.
If d2 ≤ α2ε−2 log δ−1, then the level-0 of hierarchical estimator will decode

all discrepant tags with probability at least 1 − δ
2 .

Otherwise, we use i to be d
2i ≈ α2ε−2 log δ−1. Thus, by Lemma 1, the rela-

tive error of the number of tags in the i-th and higher level is at most ε with
probability 1 − δ

2 , if we let c = �log δ−1� + 1.
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Abstract. Nowadays, the human detection and response system brings
convenience to people’s daily life, and it also makes many applications
of cyber-physical systems (CPS) to be possible. The traditional human
detection and response systems always depend on some special devices,
so that the prices of such systems are quite expensive. Considering that
the widely-used smart phones are embedded many sensors, they provide
a new way to construct a low-cost motion detection and response system.
In this paper, a new architecture of the motion detection and response
system is proposed based on smart phones, and the methods for detecting
the human motion and responding accordingly are also given. Comparing
with the traditional systems, the newly-proposed motion detection sys-
tem is server-free and does not require any special devices. Moreover, the
location-aware problem is also considered while designing the response
module in the system.

Keywords: Human motion detection · Smart phone · Cyber-physical
system

1 Introduction

As an important application of cyber-physical systems, the health monitoring
and smart home are eagerly required nowadays. For example, many elders are
living alone, so that it is very important to obtain their real time health data
and detect whether they are falling down immediately for emergency. Thus,
efficient and effective systems to detect human motions and respond accordingly
are urgently demanded.

Traditional human motion detecting systems are based on body sensor net-
works (BSNs) [1–3]. The system binds some sensors on the monitoring human,
judges the motion of the human based on the collected sensory data, and makes
actions according to the judgement. The appearance of BSNs brings much con-
venience for health monitoring and smart home, however, they also have the
following drawbacks, which cannot be ignored. First, the special sensors are
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 174–185, 2016.
DOI: 10.1007/978-3-319-42836-9 16
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required for a BSN, so that the deployment of such BSN is very expensive. Sec-
ond, since the sensors always bind to the monitored human’s body, it makes the
human feel uncomfortable in regular life. Third, since the motions of a human
are unpredictable and some motions may break the sensors, the BSNs are also
fragile for many cases.

In order to recover the above problems and make motion detecting to be more
comfortable for humans, the Kinect [4–6] is developed recently. It has a camera
to take the photos or videos of human motions, and the captured motions are
classified by comparing the photos (or videos) with the training set. According
to the classification results, the responses are made accordingly. It does not
require to bind the sensors to human’s body, so that the comfortableness and
robustness of the systems are largely improved. However, such systems also have
their problems. First, the monitoring region of a camera is very limited, so that if
a human is moving out of the monitoring region of the camera, then his motions
cannot be captured by the system. Second, the multimedia data, such as image
or video, are required to be processed in real time, so that the computation
complexity is very high in practice. Third, a special server is needed to process
the multimedia data, which also increases the costs of the whole system.

Due to the above reasons, designing a low-cost and convenient motion mon-
itoring system is still an open problem for researchers. Considering that the
smart phones embedded many sensors, such as accelerometer, digital compass,
gyroscope, GPS, microphone and camera [7–10], are widely used currently, the
human motion detection and response system can be constructed based on them
since many types of sensory data can be acquired and processing ability of the
smart phones becomes more and more powerful. Comparing with the Kinect
and similar systems, the smart phone based systems are server-free and the data
involved in the system are vector data instead of multimedia ones, so that the
cost and computational complexity can be largely reduced. Furthermore, the
smart phone based system does not require to bind special devices on monitor-
ing human, so that it will be more comfortable if such system is adopted rather
than the BSNs. In this paper, we will study such smart phone based system, and
the main contributions of the paper are listed as follows:

1. A novel and server-free framework of motion detection and response system
is proposed based on widely-used smart phones.

2. Two new modules for motion detecting and responding accordingly are
designed based on HTML5 and CSS3. The lightweight detecting and respond-
ing algorithms are designed so that they can be applied on the server-free
systems.

3. The location-aware algorithm and module are also designed for further
improving the performance of the systems.

4. The extensive experimental results are carried out to verify the efficiency and
effectiveness of the proposed system.

The organization of the paper is as follows. Section 2 shows the overview
of the whole system. Section 3 provides the motion detection algorithm and
module. Section 4 gives the response algorithm and module. Section 5 proposes
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the location-aware algorithm and module. Section 6 presents the experimental
results. Section 7 discusses the related works. Finally, Sect. 8 concludes the whole
paper.

2 Overview of the System

The overall architecture of the system is shown in Fig. 1, which includes the
human motion detecting module, the response module and the location retrieving
module.

Data 
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Graphical User Interface

Training Set
Processing

Module

Location
Retrieving 

Module

Effect
Logic

Transmission
Interface

MCU

Transmission
Interface

Transmission
Module

Location-related
Sensors

Motion Classification Result

User's Location Information

Fig. 1. Overall architecture

The human motion detection module is deployed in a smart phone as an
APP software. The aim of this module is to recognize the gestures or motions of
the user. In order to achieve such aim, the sensory data acquisition and process-
ing components, transmission interface, and graphical user interface should be
involved. Besides, the techniques for compressing the training set also should be
considered in order to preserve the training set only in the given smart phone
and save its storage resource. The details of the human motion detection module
is presented in Sect. 3.

The response module is to drive the corresponding reactors according to the
motions detected by the first module. We use several micro controlling unit chips
to achieve the above aim, and it supports to turn on or off the lights, the doors,
the curtains, etc. The detailed introduction of such module is given in Sect. 4.

Finally, the location retrieving module is to provide the users’ location infor-
mation to help the reactors to be more accurate. In the human motion detection
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and response systems, the users always want different reactors to take action
even they are doing the same motion. For example, when the user in the lobby,
he wants to turn on the light of the lobby by raising his hand. However, the light
of bedroom should be turned on when the user in the bedroom by doing the
same motion. Therefore, the location-aware motion detection is very important,
and user’s location information should be carefully considered. In our system,
we use several sensors, such as infrared sensors, to collect location information.
The detailed information of such module is shown in Sect. 5.

Among all the above modules, no server is involved, so that our system is a
server-free system.

3 The Human Motion Detection Module

3.1 Software Architecture

The software module on the smart phone is implemented by HTML5 [11] and
CSS3 instead of native programming language for the smart phone platforms
(e.g. Java for Android and Objective-C for iOS). That means the detecting
system runs on a browser. When the user login to our system for the first time,
the local cache will automatically cache the whole system into the smart phone
and the server is no longer required. We call it Pseudo-B/S Architecture, which
means the software system runs on the browser but it doesn’t require a server
while using. Choosing such an architecture is based on the following reasons:

1. HTML5 and CSS3 are cross-platform. This allows the system to be
deployed on different platforms without recompiling because HTML5 with
its JavaScript can be executed on almost all browsers with JavaScript engine
(e.g. Safari, Chrome, Firefox for mobile phones).

2. The HTML5 sensor API [12] for ARM platforms is satisfactory for our task.
The early applications on mobile phones that collect sensory data are based
on native sensor API. This limits the cross-platform scheme. Thanks to the
HTML5 sensor API, the sampling rate and data accuracy by browser appli-
cations are highly promoted and fine enough for our system.

3. The HTML5 provides application-styled user interface. When an HTML5
page is defined application-styled and fully cached, it can be used without
installing and the users never feel they are faced with a web page but a
native App.

The graphical user interface is built based on HTML5 with application style
and the Bootstrap [13]. The latter is famous as a mobile-device-first frontend
framework developed by Twitter. Figure 2 shows the screenshots of GUI, which
are so similar to the appearance of native Apps but not web pages.

3.2 Data Acquisition and Collection

The sensory data is collected by the HTML5 sensors API. The 5th genera-
tion HTML standard integrates sensors API for mobile phones that runs on
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(a) Main Menu (b) Data Acquisition (c) Response System Menu

Fig. 2. Examples for App-styled GUI

the browsers instead of on middlewares such as PhoneGap. In our design, each
motion sample is described by 20 points, where each point includes a time
stamp and 3-axis acceleration data. Each point is sent to the processing module
instantly it’s collected instead of waiting for the whole sample. The processing
module will convert data points into three time series for future uses.

3.3 Data Processing and Machine Learning

The action recognition module is implemented by the machine learning method
K-Nearest Neighbours [14,15]. The training set is collected the same way as
using the system, and we manually mark those data with the motion type.
When the user’s new sensory data of motion is collected, the system runs kNN
to find the most similar samples in the training set to give the classification of the
motion. In order to measure the distance of two samples accurately, the Dynamic
Time Warping algorithm (DTW) [16,17], which was firstly used for voice signal
recognition is implemented in the module. Algorithm 1 shows its framework.
It’s a lightweight algorithm calculates the distance (or rather similarity) of two
time series [18] considering their warping. Our system firstly calculates the DTW
distance of the two samples in x, y and z-axis acceleration, and then the distance
of two samples is described by the following equation:

d(si, sj) =

√
dtw(xi, xj)2 + dtw(yi, yj)2 + dtw(zi, zj)2

3
(1)

where d(si, sj) is the distance of the two samples si and sj that will be used in
kNN, dtw(a, b) is the DTW distance between two single-axis time series.
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Algorithm 1. Dynamic Time Warping Algorithm (DTW)

Input: Time series x, y with length n
Output: The DTW distance d between x and y

1 Allocate a 2-dimension array named DTW
2 Initialize each DTWi,0 with ∞
3 Initialize each DTW0,i with ∞
4 DTW0,0 ← 0
5 for i in range (1 to n) do
6 for j in range (1 to n) do

7 d ←√(xi − yj)2

8 DTWi,j ← d + min(DTWi−1,j , DTWi,j−1, DTWi−1,j−1)

9 Return DTWn,n

3.4 Light-Kernel and Server-Free Design

As Fig. 3(a) shows, when our system was first designed, it was with a processing
server (a laptop personal computer), and the function of the mobile phone end
was only to collect data and send formalized data to the server, and then the
latter dealt with the processing task. Sometimes the user want to try the motion
recognition demo when there isn’t a computer. We find that running with a
server brings so much inconvenience. Besides, The processing ability of a smart
phone is high enough to handle the data processing, and the bottleneck of the
efficiency is the often the server-client communication complexity. As a result,
we improved the motion recognition module to a server-free edition. Figure 3(b)
shows the server-free edition of detection system. We reconstructed the recogni-
tion module with JavaScript and compressed the training set to save them in the
mobile phone. Then we added cache to the system. Those improvements allow
the recognition system to run on the smart phone without a server.
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Fig. 3. Architecture of motion detection system
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4 The Response and Controller Module

The response module is deployed on micro controlling unit chips. When the
motion detection module finishes the classification, it sends a 8-bit controlling
signal with the recognition result to the MCU via the transmission module. The
MCU works according to the following steps:

Step 1. Wait for interrupts. When the MCU don’t receive a interrupt request,
it remains idle.

Step 2. Receive the interrupt vector. When the MCU receives the inter-
rupt request from the transmission module, it analyzes the interrupt vector and
acquires the classification result from it, and then check whether it’s a location-
aware command or not. If it’s unrelated to location information, jump to step 5.

Step 3. Fetch the user’s location. The MCU gets the user’s location that
is saved in the MCU memory. How the user’s location is ascertained will be
discussed in Sect. 5.

Step 4. Form the command. The MCU forms the controlling signal based
on the interrupt vector and the user’s location (if necessary).

Step 5. Send command to the proper reactor. Finally, the MCU sends the
controlling signal to the reactors that take effects as the response.

Idle The interrupt 
vector obtained

Location 
information

obtained

Controlling signal 
ready for sending

Start Receive an interrput request 

Send 
controlling signal

to the reactor

Fetch the 
location infromation, 

if the controlling target is 
a location-aware reactor

Form
controlling signal, 

if the controlling target is 
a location-unrelated reactor

Form the 
controlling signal

Fig. 4. The state transition diagram of response module

That process can be described by the Fig. 4. The hardware system for
response module is deployed on a demoboard and the real household appliances
are simulated by LED sets, electric relays, and step motors. Those electric com-
ponents are connected to the GPIO (General Purpose Input/Output) interfaces
of the MCU. For practical uses, the electric relays can be connected to the home
appliances, and the step motors can be bound to doors and curtains to control
them.
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5 The Location Retrieving Module

When the system was firstly implemented, we had to allocate a gesture command
for each reactor. We found a problem that if the number of reactors became
large, the users would have to remember a long gesture command list, which is
no better than a long menu of buttons.

With the progress of our research, we find that some of the reactors have
very high similarity. Such as lights and windows in different rooms. If we take
locations into consideration, we can control similar reactors in different rooms by
the same gesture, which successfully reduces the quantity of gesture commands.
For a same gesture the user do, it refers to different reactors when the user is in
different places. Such as which light to turn on when the user raises his hands
is decided by which room he is in. Thus, we add location retrieving module to
the system.

In order to obtain the user’s location, we try infrared sensors and pyroelectric
sensors to detect the user and the result is desirable. The infrared sensors or laser
sensors can be deployed at the doors and send location-changing information
when they are sheltered. While the pyroelectric sensors, which can detect infrared
rays radiated by the users, can be deployed in certain positions in the room to
detect the user’s existence.

With the help of those sensors, we can obtain room-level location information
of the user. When the user is detected by sensors, the sensors will send an
external interrupt signal to the MCU and then save the location information in
the memory. When the user do a gesture to control a device, the MCU will take
the user’s location into consideration to decide which response to take effect.

Considering that not all the reactors need the location information, the reac-
tors in the system can be distinguished into three kinds, which are location-
free reactors, location-locked reactors and location-aware reactors. The response
module does the following different operations according to the kind it belongs
to when receiving interrupt request:

For the location-free reactors, the response is only decided by the motion or
gesture the user do. The MCU skips fetching the user’s location and sends the
controlling signal instantly they receive the classification result. For instance,
there is only one air conditioner in your apartment, no matter where you are,
your gesture commands related to the air conditioner is surely referring to that
one. The system don’t have to consider where the user is.

For the location-locked reactors, the controlling command only works when
you are at the correct place. The MCU judges the legality of controlling signal
by the location information before it takes effect. For example, the system will
do nothing if you do the window-controlling gestures at a room without any
window, instead of opening the window in other rooms.

For the location-aware reactors, the response is both decided by gesture com-
mands and user’s location. The MCU fetches the user’s location obtained before
and form the controlling signal with a fusion of classification result and location
information, and then send to the related reactors.
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6 Experimental Results

The first group of experiments is on the human motion data collecting and
drawing graphs for several human motions. The data is collected at the sampling
rate of 20 Hz with an Android smart phone. The reason for choosing such low
sampling rate is considering the sampling ability for HTML5 sensor API and
various smart phones. Figure 5 shows some of the sensory data. For each figure,
the x-axis is the sampling points # where the interval is 50 ms, while the y-axis
is the acceleration data (m · s−2), the blue, pink and green lines represent the x,
y and z axis for the mobile phone.

(a) Raising Hands (b) Boxing (c) Spreading Arms

(d) Knocking (e) Shaking the Phone (f) Drawing a Circle

Fig. 5. Samples of motion sensory data (Color figure online)

We set experiments to test the human motion detection module. For hard-
ware, the tests are done by an Android smart phone (Snapdragon 801, 2 GB
RAM, 3-axis accelerometer). For software, Google Chrome is installed and the
operating system is Android 4.4. We choose 8 actions to identify, including raising
hands, boxing, drawing a circle, shaking the phone, spreading arms, knocking,
stretching, lifting dumbbells and the no-treatment control group, doing nothing.
When the user do motions, the classification results will be shown by a dialog
on the screen. Figure 6 shows part of the experiments and screenshots. As Fig. 7
shows, we get an average accuracy rate of 95 % and the response time (from fin-
ishing collecting data to showing the dialog for classification result) is 12.68 ms
on average.

The experiments on response and location retrieving module are done on the
demoboard. In addition to the two modules, we attach some nixie tubes to the
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(a) Raising Hands (b) Boxing (c) Spreading Arms

(d) Raising Hands (e) Boxing (f) Spreading Arms

Fig. 6. Examples of motion detection experiments
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Fig. 7. Experimental results
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MCU in order to monitor its status. Our experiments show that the controlling
signals can be correctly sent to the reactors as long as the classification result is
right.

7 Related Works

Up till now, human sensory data collecting and application are widely researched
and focused on. Some of the researches use expensive and complex devices for
high-quality uses such as medical services. In the paper [1], Darwish et al. imple-
ment a smart T-shirt to collect human sensory data based on wireless sensor
networks. [2] discusses about making use of RSSI to monitor the movements of
patients in order to assist the health care based on WSNs.

Meanwhile, some equipments and devices are designed to collect human sen-
sory data for home users. The most famous devices for motion sensing are
Microsoft Kinect and Nintendo Wii. The Kinect is known as a human motion
detecting system based on graphical and multimedia data. In the paper [5], the
researchers implement a gesture classification system by Kinect image sensors.
[6] takes advantage of Max-Entropy Markov Model in motion identification by
Kinect image sensors. While the Wii collects human motion data by a hand-
held controller. The paper [19] discussed about gesture recognition by the Wii
in user’s hand based on Hidden Markov Model(HMM). [20] designs a balance
bar to monitor the elders’ movements to prevent them from falling down.

In conclusion, the above researches are based on special-purpose devices that
need purchasing separately. Besides, most of such systems are with a server,
which causes high communication complexity. Furthermore, none of them is
designed for a home-use cyber-physical controller, and those researches don’t
consider the user’s indoors location, either.

8 Conclusion

This paper studies the smart phone based human motion detection and its appli-
cation. Firstly, we implement an HTML5-based human motion detection system,
giving common users an opportunity to identify their motions by their mobile
phones. And then we attach CPS response module to it, which makes it possible
to control household appliances via gestures and motions. Then, we improve the
architecture of the system to a server-free edition. Eventually, we add the loca-
tion retrieving module to it. It allows the both the user’s location and motion
to affect the controlling signals to reactors.
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Abstract. Running is a good way to keep healthy and relax, while many
runners suffer from injuries because of a lack of running knowledge and
ignoring the importance of warm-up. Inspired by the fact that more and
more people run with smartphones tied up to their arms, we propose a
novel system named iRun to alert people to warm up before running.
iRun is based on the sensors built in most off-the-shelf smartphones like
accelerometers, and it uses human activity recognition (HAR) methods
to detect whether the runners warm up or not. The most challenging
work is to choose the features that can represent the characteristic of
various warm-up actions because different people have different exercise
habits. By carefully designing the feature vector which contains features
from multi-domains and doing a series of experiments to decide the slide
window size and classifier, iRun can achieve 91.4 % true positive (TP)
rate in average to distinguish every warm-up action from other move-
ments like running, walk, going upstairs, etc.

Keywords: Human activity recognition · Health · Machine learning ·
Smartphone sensing

1 Introduction

Running is one of the most popular exercise in daily life, an evidence for this is
that China’s marathon race has shown a grown spurt. According to statistics in
2014, there are about 75 thousands people who have finished the full marathon,
and the number of those who have finished the half marathon or short marathon
is 110 thousands and over 600 thousands, respectively. On the other hand, a
lot of runners suffer from injuries like joint ligament sprain and muscle sprain
because of a lack of running knowledge. A simple but efficient way to avoid
the injuries is to warm up before running, because warm-up rises the core and
peripheral temperature to get the body ready to roll into the actual pace and
effort demand of the given work and get the central nervous system revving, so
that the body can contract and relax more efficiently. Hence, alerting runners to
warm up before running is a big issues. Since more and more people run with
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smartphones tied up to their arms, we can implement this automatic warm-up
reminding via smartphones.

Fortunately, as abundant sensors are equipped in most of the off-the-shelf
smartphones, the collection of interact measurement data such as accelerome-
ters is convenient, which makes human activity recognition (HAR) one of the
core concerns of ubiquitous [11] and wearable computing. Focusing on the auto-
matic detection of specific activities, many works have been done, such as [15]
in the medical and health field, [10] about sports. Inspired by all those excellent
achievements and the fact that many runners ignore the importance of warm
up before running, we propose a novel system named iRun to alert people to do
necessary warm-up so that they can really benefit from running without causing
injury.

iRun uses the sensors built in the smartphones to detect the runner’s actions.
The main action recognition chain is shown in Fig. 1. The most challenging work
is to choose the features that can represent the characteristic of various warm-
up actions because different people have different exercise habits. By carefully
designing the feature vector which contains features from multi-domains and
doing a series of experiments to decide the slide window size and classifier, the
true positive (TP) rate of iRun is 91.4 % in average to distinguish every warm-
up action from other movements like running, walk, going upstairs, etc. If the
actions in the pre-determined warm-up-action set are not detected in a given
time, iRun will try to alert the user to warm up. The main contributions of this
work are as follows:

(1) We collect and determine a set of warm-up-action that are common and
effective in daily exercise, and those actions are familiar to runners, especially
the amateurs.

(2) To distinguish the warm-up actions, we extract a set of discriminative fea-
tures in different domains, most of which require relatively few computing
resource. This ensures that we can get accurate, real-time results.

(3) Unlike other systems that use special wearables, which are difficult to be
widely equipped by all runners in short time, iRun is based on the built-in
sensors of most off-the-shelf smartphones, making it possible to be immedi-
ately put into commission.

2 Background

The first step of our work is to determine the set of warm-up-action. There are
various warm-up suggestions. Taking versatility and effectiveness into account,
we finally choose nine actions (as is illustrated in Fig. 2). Here are the brief
descriptions:

(a) Chest-expanding: arms bend naturally in front of the chest, and then try to
pull your elbows backward to expand the chest repetitively.

(b) Shoulder-exercise: put fingertips on the arm, then move the elbows in a
circular trajectory clockwise (or anticlockwise).
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Fig. 1. The action recognition chain of iRun: raw signals(D) are first processed(D′)
and split into m segments(Wi) from which feature vectors(Xi) are extracted. Given
features(Xi), a model with parameters θ scores c activity classes Yi = {y1,· · · ,yc} with
a confidence vector pi.

(c) Waist-abdomen-movement: keep your legs tight, then take turns to try to
touch your tiptoes as possible as you can.

(d) Lunge-leg: take turns to lunges one leg forward and keep the other tight,
then place your hands on the knee and repetitively lean forward.

(e) Shoulder-extension: cross your arms just like the illustration and then try to
turn left (or right) with your feet standing still repetitively.

(f) Turning: similar to the shoulder-extension but put your hands up on the
head.

(g) Crotch-clap: take turns to skip with one leg then clap below it.
(h) High-knees: maintain a fast cadence as you alternate between bringing your

knees up towards your chest.
(i) Knee-joint-movement: place your hands on the knees, then move the knees

in a circular trajectory clockwise (or anticlockwise) or just alternate between
squat and stand.

After choosing the action set, we concentrate on selecting discriminative
features. We first collect some raw data about the warm-up actions, and
then observe the data distribution. Combining with the studies in [5,7,12], we
finally choose the three-dimensional accelerometer data as our research subjects.
According to our survey, the features that can represent the characteristic of var-
ious warm-up actions are mainly in time domain and frequency domain. Actu-
ally, we extract most of our features from the two domains, but our experimental
results show that statistics features like kurtosis also help to improve precision.
Statistics features can be detected from either time or frequency domain or both.

The last but not least is to decide the proper classification algorithm to detect
warm-up actions from other movements like running, walk, going upstair, etc.
Taking into consideration the activity recognition and the raw data structure,
we choose DTNB (class for building and using a decision table\navie bayes
hybrid classifier), AdaBoost, Logistic, SMO, NavieBayes and RandForest as
alternatives. After conducting a series of experiments and taking accuracy, time
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Fig. 2. The warm-up-action set: the ten waveforms are traces of three-dimensional
accelerometers data section, which belong to the warm-up-action set we determined
and a other record. The pictures are a sketch map of the warm-up-action set and the
lowercase letters are corresponding to the descriptions in Sect. 2 (Background).

efficiency and computational complexity into consideration, we finally designed
a classifier based on Random Forest.

3 Data Collection

Raw data holds an important position in iRun. In order to get pure original
accelerometer data of the action set, we designed an application on Android
platform. This application produces fifty records of accelerometer data with time
stamp per second, and it can also keep running in the background to make sure
data collection will not be interrupted by misoperation. Then we recruit fifteen
volunteers with different height, weight and, most importantly, different sports
habits to carry out the actions in our warm-up-action set. We even do not ask the
volunteers to do especial training, which guarantees that the sample raw data
is representative. Then, with smartphone tied up to their arms, the volunteers
are asked to do warm-up actions one by one, and each action contains at least
4× 8 beats (i.e. 32 movements), which ensures that there is enough time to
make the actions stable so that we can we can get quality assured features. We
also collected some actions data which is out of the warm-up-action set, such as
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walk, running, going upstairs and so on. Those data are labeled as [others] in
our training phase, which is used to indicate that we can distinguish warm-up
actions from common running action.

4 System Design

In this section, we detail the workflow of the iRun system, which is also illustrated
in Fig. 1. We first introduce how to preprocess the raw data to remove the outliers
and DC part. Then, we present the segmentation method and the detailed feature
extraction. Finally, we give the algorithm to detect the warm-up phase.

4.1 Preprocess

In this phase, we mainly concentrate on two issues: remove the outliers and direct
component (DC) part. We choose Chauvenet-criterion to remove the outliers.
We discard the DC part because that it can not carry information. Note that,
although normalization is a usual step in preprocess, iRun does not have one,
because the original features like peak and amplitude are useful in the feature
extraction stage.

4.2 Segmentation

After preprocessing the raw accelerometer data, we use interval-based sliding
window [6,16] which overlap 80 % between neighbored windows to produce seg-
ments, which is the unit of features detection. Here, the window size is an note-
worthy parameter, since an appropriate window size can significantly improve
the TP rate. Besides, as shown in Fig. 2, there is a section in the beginning (the
part in the end is similar but not shown) that does not belong to the expected
actions, we therefore remove the segments generated by those sections. Here, we
adopted a end-points detection [3,4] based on the short-time-average-energy to
get rid of the useless segments (Algorithm 1). In Algorithm 1, S is the segments
set and Si is the ith segment in S, |Si| is the sample number contained in Si,
γ is a percentage threshold which means we will drop γ% segments from the
segment set.

4.3 Feature Extraction

In iRun, features are used to represent the characteristics of raw accelerometer
data. A right features set is the most critical factor for a ideal classification result.
Referring to [5,13] and taking computation complexity into consideration, we
first focus on time-domain features, then add a few frequency domain features,
as well as the statistics features, to improve the TP rate. Actually the time token
to calculate features for segments is 0.0252 s in average when the slide window
size is 5 s in our experiment. The main features in are presented as follows:
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Algorithm 1. The End-points Detection
Input: S = {S1, S2, · · · , Sn}, γ.
Output: S′ = {S1, S2, · · · , Sm}.
1: for all Si ∈ S do

2: ki =

∑

j
a2

ij

|Si| , where aij is the sample point in Si

3: end for
4: sort {k1, k2, ..., kn} as {kl1 , kl2 , ...., kln} in ascending
5: θ = round(n*γ)
6: S′ = S
7: for all klj ∈ {kl1 , kl2 , ...., kln} do
8: if klj ≤ klθ then
9: remove Slj from S

10: end if
11: end for
12: return S′

Time Domain Features. Although time domain features are not sufficient to
identify each kind of warm-up action, they can present some intuitive charac-
teristic of the wave form. In iRun, we adopt the Min & Max & Avg Amplitude,
ZCR (zero crossing rate), RMS (root mean square), etc. RMS is computed as
Eq. 1, where ak is the k -th sample point in segment Si and N is the total sample
points number in Si.

RMSi =

√√
√
√

∑

k

a2
k

N
(1)

Frequency Domain Features. When detecting frequency domain features, we
firstly transform the time series accelerometer data into spectrum by FFT (Fast
Fourier Transform), then we calculate Spectral Slope (Eq. 2) and Peak Frequency
(Eq. 3).

The spectral slope represents the amount of decreasing of the spectral ampli-
tude and is computed by linear regression of the spectral amplitude. The i -th
segment Si’s spectral slope is calculated by Eq. 2, where ai(k) is the correspond-
ing amplitude of frequency fi(k) which is the k -th frequency component of Si.
N is the total number of frequency components of Si.

SpectralSlopei =
1

∑

k

ai(k)

N
∑

k

ai(k) ∗ fi(k) − ∑

k

ai(k)
∑

k

fi(k)

N
∑

k

f2
i (k) − (

∑

k

fi(k))2
(2)

The Peak Frequency holds the maximum spectral amplitude in segment Si.
It is calculated by Eq. 3 where |Fj(ai)| is the amplitude of the j -th frequency
component of Si.

⎧
⎨

⎩

PeakFrequencyi = fij′

j′ = argmax
j∈[0,N ]

|Fj(ai)| (3)
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Algorithm 2. Detect Warm-up Phase
Input: A = {a,b,· · · ,i,g}, S = {S1, · · · , Sn}, τ , μ.
Output: True or False.
1: for all Si ∈ S do
2: the classifier mark Si as si, si ∈ A
3: end for
4: B = φ
5: for all ai ∈ A do
6: if exist j: sj = sj+1 = sj+2 = · · · = sτ−1 = ai then
7: put ai in B
8: end if
9: end for

10: return |B| ≥ μ.

Statistics Domain Features. The kurtosis gives a measure of flatness of a
distribution around the mean value. It is computed from a 4th order moment
whose deformation is Eq. 4. Here, aij is the j -th sample point in segment Si, and
ai is the mean, N is the total sample points number in Si.

Kurtosisi =
N

N∑

j=1

(aij − ai)4

(
N∑

j−1

(aij − ai)2)2
(4)

4.4 Detect Warm-Up Phase

After obtaining a classification model, we use the model to mark the segments
{S1, · · · , Sn} that are sorted by time as action series {s1, · · · , sn}. Then, we
deem that action a is done if there exists a continuous sequence sj = sj+1 =
· · · = sτ−1 = a. If at least μ actions are done, we deem that there is a warm-up
phase (Algorithm 2), and return True, otherwise False. In Algorithm 2, A is the
warm-up-action set, S is the segments set, |S| is the size of S, τ is the lower
limit length of a action sequence. Another way to detect the warm-up phase is
to check the total warm-up action time (similar to Algorithm 2), while τ means
the action’s duration time.

5 Evaluation

In this section, we present the experiment results of the evaluation of iRun. We
first study the impact of the slide window size, and then we decide the proper
multi-class classifier. The main evaluation metrics are TP (true positive) rate
(Eq. 5) and FP (false positive) rate (Eq. 6). The time token to calculate features
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for segments is 0.0252 s in average when the slide window size is 5 s. The final
confusion matrix is shown in Fig. 4.

TP rate =
true positives

true positives + false negatives
(5)

FP rate =
false positives

true negatives + false positives
(6)

Fig. 3. The results: a and b present TP and FP rate for different slide window sizes
and c and d for different classifiers. The unit of the slide window size is Second. (Color
figure online)

5.1 Slide Window Size

The slide window size, which means the duration time of the segment, is a key
parameter in iRun. It should be big enough to hold the properties of the raw
data, which makes the segment a good representative. At the same time, obvi-
ously, the bigger the slide window size is, the fewer the total number of segments
is, and we should ensure the quantity of segments to get a nice classification
model. In our experiment, taking the frequency of people’s movement into con-
sideration, we choose the slide window size from {0.5 s, 1 s, 3 s, 5 s, 7 s, 9 s}, and
the total corresponding instances are {21588, 16172, 5163, 2949, 2007, 1474}.
The results are shown in Fig. 3(a and b). The TP rate is under-performing when
the slid window size is small, but when it grows up to 5s, the minimal, the max-
imal and the average of TP rate achieve 85.3 %, 95.5 % and 91.4 %, respectively.
Meanwhile, the FP rate is 1.0 % in average, and the maximal is only 1.9 %.
When we continue to increase the window size, the TP rate changes little and
the FP rate remains still. The time to build model is 2.84 s when slide windows
size is 5s. Hence, we set the slide window size 5 s as a good compromise. Here,
we emphasize that the classifier used in the experiment is RandForest, and the
overlap between segments neighbours is 80 %.
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Fig. 4. The Confusion Matrix with slide window size 5 s and RandForest.

5.2 Proper Multi-class Classifier

We select six classifiers as alternatives, they are DTNB (class for building and
using a decision table\navie bayes hybrid classifier), AdaBoost, Logistic, SMO,
NavieBayes (NB) and RandForest (RF). With each classifier, we conduct a series
of 10-fold cross-validation experiments, which means that we randomly part our
data set into ten portions with approximately equal size. Then, we select the
k -th portion as the test set and the rest nine as the training set in the k -th fold.
After carrying out all of the 10-fold, we obtain a model with the given classifier.
The total instances is 2949. As shown in Fig. 3(c and d), the maximum TP rate is
at least 92.6 %, while the minimum TP rates are relatively disappointing such as
AdoBoost 55.0 %, SMO 54.8 % and NaiveBayes 41.2 %. These results show that
not all of the classifier work well on distinguishing the warm-up actions. We
choose RandForest, whose TP rate and FP rate is 91.4 % and 1.0 % in average
respectively, as the final classifier of iRun and the time it token to build model
is 2.84 s. Note that the slide window size in this group of experiments is 5 s and
the overlap between segments neighbours is 80 %.

6 Related Work

HAR is one of the core concerns of ubiquitous and wearable computing. A multi-
tude of technical approaches has been proposed to enable applications in diverse
domains, for example, [12] recognize smoking gestures by a wristband, [2] cap-
ture and reflect on sleep behaviors through Android’s widgets, [15] detect sound-
related respiratory symptoms using smartphone, [9] come up with novel interac-
tion techniques, [14] concern about automated health assessments and [1] care
about healthcare.

With the developing of technical approaches, some researchers are not satis-
fied with just recognizing the interested activities, they try to assess the quantity
of activities. Things become even harder in this field. This is because that qual-
ity assessment requires professional knowledge in the specific domain which is
usually not the reacher’s major, and evaluation metrics are also hard to deter-
mine. Despite of these difficulties, there are still some achievements about quality
assessments, such as [10] about sports skill assessment. In [8], the author even
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propose a framework that enables automatic quality analysis, which is based on a
hierarchical rule induction technique that effectively abstracts from noise-prone
activity data and assesses activity data at different temporal contexts. That work
aims to find a general method for quality assessments, which prompts us to add
some functions like evaluating running or other actions quality to iRun.

7 Conclusion

In this paper, we propose a novel system, named iRun, which adopts built-in
sensors in most off-the-shelf smartphones to detect the warm-up phase before the
user do running exercise. If the warm-up phase is not detected, iRun will alert the
user to warm up to avoid potential joint injuries. We first choose accelerometer
data as the raw materials and determine the warm-up action set, then select
appropriate features that can present the characteristics of raw data, after that,
we do experiments to decide the right slide window size and classifier. The results
indicate that iRun can achieve 91.4 % TP rate in average to detect every warm-
up action from other movements like running, walk, going upstairs, etc., which
is sufficient for the warm-up detection.

Acknowledgements. This paper is supported by the National Science Foundation of
China under No. U1301256.

References

1. Avci, A., Bosch, S., Marin-Perianu, M., Marin-Perianu, R., Havinga, P.: Activity
recognition using inertial sensing for healthcare, wellbeing and sports applications:
a survey. In: Architecture of computing systems (ARCS). VDE (2010)

2. Choe, E.K., Lee, B., Kay, M., Pratt, W., Kientz, J.A.: Sleeptight: low-burden, self-
monitoring technology for capturing and reflecting on sleep behaviors. In: Ubicomp.
ACM (2015)

3. Eren, H., Makinist, S., Akin, E., Yilmaz, A.: Estimating driving behavior by a
smartphone. In: Intelligent Vehicles Symposium (IV). IEEE (2012)

4. Gu, T., Chen, S., Tao, X., Lu, J.: An unsupervised approach to activity recognition
and segmentation based on object-use fingerprints. Data Knowl. Eng. 69(6), 533–
544 (2010)

5. Guo, H., Huang, L., Huang, H., Sun, Z., Peng, J., Yu, Z., Zhu, Z., Xu, H., Liu,
H.: Guardian angel: a smartphone based personal security system for emergency
alerting. In: UIC-ATC-ScalCom-CBDCom-IoP. IEEE (2015)
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T.: Beyond activity recognition: skill assessment from accelerometer data. In: Ubi-
comp. ACM (2015)



196 Z. Zhao et al.

9. Kim, D., Hilliges, O., Izadi, S., Butler, A.D., Chen, J., Oikonomidis, I., Olivier, P.:
Digits: freehand 3d interactions anywhere using a wrist-worn gloveless sensor. In:
Proceedings of UIST. ACM (2012)

10. Ladha, C., Hammerla, N.Y., Olivier, P., Plötz, T.: Climbax: skill assessment for
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Abstract. For children with autism, normal social stimuli can provoke
unpredictable reactions that could place those children in dangerous situ-
ations. In most schools, teachers have the two-pronged task of instructing
and monitoring these children. In order to simplify this task, we propose
integrating new iBeacon technology with the capability of Raspberry
Pi computers to construct an entry/exit scanning system. The students
will be wearing iBeacon equipped, irremovable bracelets (transmitting
on a low power setting), which will be donned when attendance is taken.
The Raspberry Pi computers placed above each door will scan for iBea-
cons continually. Since the iBeacons will be transmitting on a range of
−30 to −20 dBmW of power, they have a maximum horizontal range of
2 m. If the iBeacon is within range of the door for more than two sec-
onds, the Raspberry Pi will send a “distress signal” to a server, which is
retrieved by the smartphone application, prompting a system-wide alert
to be triggered. The benefits of implementing such a system include cost-
effectiveness and a decrease in the latent period between alert detection
and action.

1 Introduction

For schools with a large population of autistic students, providing individual
caretakers for each one is nearly financially impossible. Thus, teachers and a few
caretakers have to both instruct the students—an already formidable task, given
the different neurological construction of the autistic brain—as well as keep the
students safe. If the students become insecure or unhappy, they attempt to leave
the building. Unless a teacher or caretaker notices them and takes appropriate
action in a timely manner, the student may not be discovered missing for minutes
or hours.

Most schools implement a basic “eyes on” policy, empowering faculty to
watch for unattended students, but most schools have yet to implement actual
monitoring systems, due in part to parental objection and cost. However, Disney
Cruise Lines has implemented RFID “checkpointing” for children on its cruise
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ships, and parents are very supportive of the new system. The “Oceaneer Bands”
have RFID capability and allow children access to the youth areas of the cruise
ships. The most important feature of these bands is that they allow the staff
to keep an accurate count of the number of children in each area [1]. There are
currently no solutions of this nature found in schools. Granted there are some
inherent flaws if the system were to be used to monitor children while at school:
the RFID tags have to be scanned deliberately, and medium to long range RFID
Scanners and transmitters are not inexpensive nor portable. However, with small
changes to Disney’s checkpoint system—primarily the use of Bluetooth Low
Energy, or iBeacon, technology—we can prevent students from wandering away
unaccompanied, and thus prevent students from potentially placing themselves
in harm’s way.

We propose implementing an electronic student protection system similar to
the anti-shoplifting systems in stores across the country. The premise is simple:
if a student attempts to leave the building without being checked out by a parent
or guardian, an alarm is triggered on the smartphone application each teacher
installs on their phone.

Mini computer systems called “Raspberry Pi’s” [2] will be placed at each
entry/exit door in the school. The students, when they are dropped off by their
parents, will be marked in attendance and will don an iBeacon-equipped bracelet.
When the Raspberry Pi at the door detects an iBeacon for longer than X seconds,
it notifies every teacher or administrator via the smartphone application.

Through this project, we wish to establish the prevalence of iBeacon tech-
nology over that of its similar RFID counterpart. iBeacon technology is less
expensive, more portable, and more customizable than RFID technology, yet it
lacks technical support or implementation that comparable RFID solutions have
garnered over the years.

The remainder of this paper is organized as follows: Sect. 2 elaborates on
the related work in the usage of Bluetooth beacon technology; Sect. 3 discusses
the holistic system; Sect. 4 addresses the individual system components; Sect. 5
analyzes implementation and evaluation; and in conclusion, Sect. 6 summarizes
the project’s progress and potential.

2 Related Work

The idea of a server-controlled entry/exit monitoring system is not a novelty.
RFID and server based student monitoring has been discussed and analyzed by
Sengar and Sunhare in [3]. This system in [3] does not have an alert component,
as it is geared for higher education. Additionally, in a similar fashion to the
Disney system [1], the students intentionally scan in and out of classrooms or
the library. While this increases accuracy, is does little in the area of safety for
our purposes.

RFID systems have been used predominantly in animal tracking and ship-
ping, as explicated by Balch et al. in [4]. The largest issue with this particular
type of system is price, and the second is integration. RFID scanners that can
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reach ranges of 3 meters along with their compatible RFID tags are much more
expensive.

The Bluetooth Low Energy solution is structurally similar to the RFID
structure. Scanners and tags (in our case, iBeacons) are present. The BLE bea-
cons, however have an advantage in tracking and monitoring. As explained by
Papamanthou et al. in [5], iBeacons can be ranged based on the reported signal
strength, which RFID systems cannot do; RFID scanners only report detection.
This ability to approximate distance yields triangulation capability to Bluetooth
scanning systems. This allows approximation of physical location instead of just
“checkpointing,” or monitoring what items or people pass through a certain
scanning location.

The largest obstacle to Bluetooth Low Energy implementation is the require-
ment of an active power source, or battery. Kindt explains a potential power
model in [6]. iBeacons and other Bluetooth Low Energy technology transmit
a simplified Bluetooth signal, meaning the battery life can last 12–48 months
depending on the Transmission Power setting [7].

This project deviates from the typical functionality of iBeacons or Bluetooth
through its statically located scanners and dynamic beacons. In typical appli-
cations, the beacons represent specific geo-locations and the phone (or scanner)
typically uses a special application that queries a server based on the beacon clos-
est to it. Airports are currently using this technology to relay flight information
or navigate a patron to their specific gate [8].

3 Overall System Design

The student protection system as a whole is a fairly straightforward network
of scanners connected to the central database, which stores student information
such as name, grade, a picture, legal guardian contact information, and emer-
gency contact information. This network is connected to the school’s “WiFi” net-
work to which each teacher will connect their phones, as illustrated in Fig. 1. This
allows direct intranet communication between the Bluetooth scanners (Rasp-
berry Pi’s) and the smartphone application. The Central Webserver, which
will be hosted on the same computer as the database of student information,
processes the data returned to it by the Raspberry Pi scanners and transmits
that data to the smartphone application. The smartphone application analyzes
the data and, if it determines there is an alert, it activates the alerts protocol.
Since every smartphone application does this individually, there is no possibility
of a blanket outage, as there would be if the alert detection was handled by the
Central Webserver alone. After the application pings the server, it collects all
of the necessary information—which sensor triggered the alert, which student is
involved, and anything else that needs to be reported—and sends that directly
to the teachers and administrators.
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Fig. 1. The overall system in a simplified diagram

3.1 Beacon Scanning

The Raspberry Pi’s (Sect. 4.1) continually scan for beacons. The retrieved scan
data is taken approximately every 2 s. If a Bluetooth device’s UUID does not
match the pre-configured UUID, the device will be disregarded. The new scan
data is compared to the previous scan data. If there is any overlap, the respective
beacon data is uploading to the Raspberry Pi’s corresponding data table on the
central webserver.

3.2 Alert Data Transmission

The smartphone application (Sect. 4.3) pulls all of the detected beacon data
from the corresponding tables of each Raspberry Pi (Table 1, Column 2). The
application then performs a binary search through the student information table
(Table 1, Column 1). Once it finds the appropriate column, it takes the remainder
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of the column information (the actual student information), and populates an
array of the class Student and populates a TableView with all the students
that triggered an alert. Separate threads in the application insert information
and monitor the array. If the cardinality of the array is every not zero, the
alert protocol—lengthy vibrations, buzzer tones, and flashing camera flash—is
triggered on the specific personnel responsible for monitoring student safety.
These alerts can be put on “Do Not Disturb” mode; however, this mode can
only be active for an hour, and if more than 3 alerts are detected in one hour,
the “Do Not Disturb” is overridden.

4 System Components

The system can be divided in to three discrete sections: (i) The Bluetooth
scanner-equipped Raspberry Pi’s, (ii) the central webserver that facilitates com-
munication between the scanners and smartphone application, and (iii) the
smartphone application that presents the data in human-readable form to the
teachers and administrators.

4.1 The Bluetooth Scanners

The scanners are constructed from a Raspberry Pi running a specialized version
of the Raspbian operating system called PiBeacon [9]. A Bluetooth dongle capa-
ble of scanning for Bluetooth Low Energy beacons (iBeacons) is plugged in to the
USB port of the Raspberry Pi. The Pi can either be hardwired to the network
via Ethernet or connected wirelessly via a WiFi adapter. They are configured to
start scanning immediately upon restart, so unless a piece of hardware breaks
or corrupts, the only maintenance necessary is a reboot of the Pi, performed by
unplugging the power cable and plugging it back in to the micro-USB slot.

Figure 2 details the exact methodology of the software. The software pro-
gram running on the Pi is written entirely in Java [10]. It reads the command
line input from the scan command built in to the PiBeacon operating system.
This JavaScript Object Notation (JSON) data is parsed by the program and
compiled in to an ArrayList of custom class Beacon. After each scan finishes
every X seconds, the ArrayList with the new scan data is compared to the old
one. If a beacon is present in both, the program sends the alert trigger to the
central webserver, along with the identification numbers of the beacon present.
The server finds the student information that corresponds with the identifica-
tion number of the beacon and forwards that information to the smartphone
application to present the alert.

A Note on iBeacons. An iBeacon is a small Bluetooth dongle that transmits
five numbers to a Bluetooth scanner: (i) UUID (Universally Unique Identifier),
(ii) Major ID, (iii) Minor ID, (iv) RSSI (Received Signal Strength Indicator), and
(v) TxPower (Transmission Power) [11]. A critical portion of the project rests
on the implementation of iBeacons. The beacons used in the development of this
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Fig. 2. The flow diagram of the bluetooth scan software

system are Gimbal Series 10 Proximity Beacons. They are broadcasting with a
transmission power (TxPower) level of −23 dBmW, giving them an approximate
horizontal detection range of 2–2.5 m. If the power is increased, the range will
increase as well, but this could lead to more false positives reported by the
system.

All of the iBeacons used will have the same UUID, making it easy for the
software to filter out irrelevant Bluetooth traffic. The more important informa-
tion on the iBeacons is the Major ID. This will be the student’s ID number, and
will vary for each iBeacon. The number will be affixed to the beacon, and the
student will always receive the same beacon when they arrive at school.

The only foreseeable difficulty regarding iBeacon usage is the ability to make
the iBeacons irremovable by the students but removable by the staff. In order
to make this possible, locking mechanisms would need to be in place on each
iBeacon bracelet, and the material used must be strong enough to withstand
repeated strain, both unintentional and inflicted by the student in a possible
attempt to remove the bracelet.

4.2 The Central Webserver and Database

The central server will consist of a Raspberry Pi hosting an SQL Database and
an Apache webserver [12]. The SQL Database will contain multiple tables:
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1. A table with all relevant student information
2. A table of the beacons detected by each individual Raspberry Pi Scanner
3. A table updated at regular intervals with the status of each Raspberry Pi

Scanner

Table 1. SQL table data models

Student information (1) Detected beacons (2) Pi statuses (3)

Major ID UUID WIFI status

Full name Major ID Program status code

Age/Grade Minor ID Error messages

Picture RSSI

Emergency contact TxPower

Medical anomalies

Legal guardian info

The central webserver acts as a conduit, facilitating intranet communication
between the Raspberry Pi Scanners and the smartphone application, as shown
in Fig. 1. Ideally, the central webserver will also host a Java applet that allows an
administrator or other IT personnel to view the status of each component and,
if needed, use SSH [13] commands to make software changes, reboot scanners,
or perform other necessary tasks to ensure the system remains functional.

4.3 The Smartphone Application

The smartphone application, in its rawest form, simply presents a list of students
in the “Main Screen” and allows teachers to access particular student information
by tapping on a student’s name in the TableView. In Fig. 3, the didSelectRow()
method tells the application which entry to display in the “Individual Student
View” page. This method actually displays the alert information for previous
alerts when selected in the “Alert Screen”.

The only other function present in the basic version is the alert handling
technology. When the application detects that an SQL Table is not null, it
requests the information about the SQL entries in the table. As referenced in
Sect. 4.2, each Raspberry Pi Scanner has its own discrete SQL Table. The smart-
phone application has a sectioned TableView—one section for each Raspberry Pi
Scanner—and when beacon information is sent to the SQL Table, the application
includes a “Background SQL Table Monitoring Table Thread” component, as
demonstrate in Fig. 3. Every X/2 seconds, or twice as often as the Raspberry Pi
Scanners scan, it tells the application to ping the SQL Server and, take the infor-
mation there and trigger an alert, if necessary. The “Individual Alert Screen”
is displayed and the alerts are logged in the “Alert Screen” TableView for the
remainder of the school day.
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Fig. 3. Illustration of basic application functionality.

5 Implementation

In order for this system to function as intended, it must be installed in a proper
fashion, otherwise it will lose accuracy. However, if implemented correctly, this
software can perform beyond the rather limited scope of this project.

5.1 Installation

Raspberry Pi’s must be connected to the school’s local area network. This allows
them to inherit the security of the firewall applied by the school, and it also
activates intranet access to the scan data. This implies that regardless of active
internet connection, the protection system will still be operational.

Additionally, the Pi’s need to be tamper-proof, mounted in a similar fashion
to thermostats that are not supposed to be adjusted by unauthorized person-
nel. While this arrangement prevents tampering, it also restricts maintenance.
That problem will be corrected when SSH support is added to the webserver, as
discussed in Sect. 4.2.

The ideal height the Raspberry Pi Scanners should be mounted is 10 feet,
or approximately 3.3 m. By the Pythagorean Theorem, the higher a Raspberry
Pi Scanner is mounted, the lower the horizontal detection range becomes, as the
maximum total scanning distance, the hypotenuse, does not change.

5.2 Cost

One of the great advantages of Bluetooth Low Energy beacons is the price. The
Gimbal Series 10 Proximity Beacons we used in the development of this system
cost $5.00 each. Note that every Unit Price figure in Table 2 is an estimate,
along with the quantity figure. Each school or place of implementation would
need to determine an appropriate number of each component to purchase. This
is a generalized estimate for a small-medium sized center with a large number
of students that needed monitoring.
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Table 2. The cost model of implementation in a small-medium sized school.

Component Unit price Quantity Total cost

Raspberry Pi $50.00 5 $250.00

Gimbal beacons $5.00 40 $200.00

Wristbands $15.00 40 $600.00

Miscellaneous – – $100.00

Total $1150.00

It is worth noting that, while the $1150.00 figure from Table 2 seems high,
basic RFID scanners sell for over 50 % of the total cost to 150 % of the total cost
without eliminating the largest cost to the project: the irremovable wristbands,
referenced in Sect. 4.1, that must endure day to day wear without being broken
or removed by students.

5.3 Evaluation

Preliminary implementation testing has been underway for approximately a
month. The alert system acts in the following manner:

1. The Raspberry Pi Scanners can detect iBeacons from a range of 2–2.5 m after
a 2 s scan.

2. The Scanners can clean, analyze, and upload all data found (see Fig. 2) with
a proportional efficiency of O(nlog(n)).

3. Upon manual SQL table manipulation, the smartphone application (currently
developed for iOS) can detect when an alert needs to be triggered.
3.1 A basic alert can be triggered, but the alert protocol needs to be advanced.

4. The smartphone application can pull student information from the SQL data-
base.

5. The smartphone application can update and retrieve alert information locally,
but cannot yet do so in conjunction with the SQL server.

With development progressing at the current rate, we expect to have a fully-
operational prototype system active by the end of August, 2016. Implementation
of said prototype system should occur in a school specializing in children with
autism by the end of the Fall semester, 2016.

6 Conclusion

In this paper, we examined the possibility of introducing Bluetooth Low Energy
iBeacons as a plausible low-cost alternative to RFID solutions involving tracking
and monitoring. We analyzed the flaws in the implementation of RFID systems
as well as the lack of technology utilizing the iBeacon technology in a dynami-
cally located sense. The possibility of using iBeacons to replace RFID solutions
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and the feasibility of doing so in a more accurate and more cost-effective man-
ner were exhibited in the advancement of this project beyond a theoretical stage
and into a developmental reality. The advent of iBeacon technology and the con-
tinued prominence of Bluetooth in the mobile device market allows widespread
capability for portable, wireless region monitoring systems to flourish.

Through continued research and advancement, we seek to reverse the uni-
lateral nature of iBeacon implementation by demonstrating the versatility of
iBeacons compared to their RFID counterparts. We will implement a prototyp-
ical system and continue to refine the process of Bluetooth region monitoring.
Eventually, we will expand the system’s capabilities so that it can be applied
across a wider variety of technological landscapes.
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Abstract. In a mine locomotive wireless network, multiple locomotives
move along a tunnel and communicate with access points (APs) on the
side of this tunnel. The underground working environment is not safe
and thus it is important to maintain high quality communication links.
We consider throughput maximization for a mine locomotive wireless
network with successive interference cancellation (SIC) and power con-
trol. We define time segments such that within each segment, the set of
locomotives that can communicate with an AP is fixed and the distance
from each locomotive to this AP can be approximated as a constant. To
maximize throughput for each segment, we first prove the existence of
optimal solutions that satisfy certain features on SIC decoding order and
SINR under SIC. Then we can formulate a linear programming problem
to obtain optimal solutions. We further propose a concept of the maxi-
mum SIC set to reduce problem size and obtain a polynomial complex-
ity algorithm. Simulation results show that our algorithm can increase
throughput significantly by comparing with the algorithm using SIC only
(no power control) and comparing with the algorithm without using SIC
and power control.

Keywords: Mine locomotive · Interference Management · Successive
interference cancellation · Power control

1 Introduction

Mine locomotives have been widely used in mining industry for transporting. A
typical structure of mine locomotive system is consisted with underground loco-
motives, access points (APs), and the ground control center, where underground
locomotives will transmit their data to APs via wireless communications, and
then APs will forward data to the ground control center via a backbone network.
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A mine locomotive is usually driven by a person to travel along the underground
tunnels. However, the underground working environment is not a safe environ-
ment and accidents are happened frequently. For example, in China at least
50,000 miners lost their lives from the year 2001 to 2013 [1]. Among all kinds of
these incidents, at least 30% are caused by transporting systems. To build a safe
working environment, we should design a robust transporting system. There are
two approaches to improve transporting systems: (i) build monitoring systems
for mine locomotives [2] and (ii) build unmanned locomotive systems [3]. Under
both approaches, the ground control center needs realtime status of locomotives
to provide timely response to any incident. Obviously the data collection, trans-
mission and procession in a robust transporting system are largely based on
the quality of communications. A robust transporting system can be built only
if each locomotive data can be transmitted to APs efficiently and correctly by
wireless communications. In this paper, we focus on building a wireless network
for underground locomotives.

Though lots of work have been done on unmanned vehicles, such as the
Google car [4], there are unique challenges for the underground locomotives.
Most of existing work are based on Vehicular Ad-hoc Network (VANET) [5,6]
with lots of vehicles, and the IEEE 802.11 is the most common used protocol in
VANET [7], which is based on collision avoidance (CA). The CA based protocol
may not be the best choice because in the underground tunnel environment,
there are limited number of locomotives driving along the railway only with a
predetermined schedule.

Recently, many researchers have worked on the Interference Management
(IM) based protocols [8]. When several transmitters transmitting simultaneously,
the IM based protocols will try to decode and receive all their data while the
CA based protocols will not decode any. Among several different IM techniques
[9,10], the Successive Interference Cancellation (SIC) technique [11,12] is widely
used because of easy implementation and good performance. SIC changes the
physical layer behaviors, so new schemes on the upper layer should be designed
to fully exploit its capability [13]. For the link layer scheduling, Lv et al. [14]
designed a greedy scheduling algorithm for multi-hop ad hoc networks with SIC
and showed throughput gain from 30% to 60% in simulation. Jiang et al. [16]
designed an optimal algorithm for multi-hop ad hoc networks with SIC. Shi
et al. [17] proposed a greedy cross-layer algorithm with polynomial complexity
for SIC in a multi-hop network. Shi et al. [18] also proposed an optimal base
station placement algorithm for single-hop wireless sensors networks based on
SIC technique. These work all assume fixed transmission power. There is only
a few work on applying the SIC technique into the underground environment.
In our previous work, we aimed to maximize throughput for the underground
locomotives via SIC with power control and designed an optimal locomotive
moving schedule [19].

In this paper, we maximize throughput for a mine locomotive network with
SIC and power control via optimal scheduling on concurrent transmissions. We
make the following contributions. First, we propose a time slot based approach
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and prove the existence of optimal solution satisfying a particular SIC decoding
order. Then we formulate a non-linear programming (NLP) problem to obtain
such optimal solutions. Second, we prove the existence of optimal solution sat-
isfying a particular SINR under SIC. Then we formulate a linear programming
(LP) problem to obtain such optimal solutions in polynomial time. Third, we
propose the concepts of maximum SIC set to further reduce complexity. Finally,
we use simulation results to show that our optimal algorithm can achieve much
better performance than other two schemes.

The rest of the paper is organized as follows. Section 2 describes the problem
and its non-linear programming formulation. We further show how to reformulate
it as a linear programming problem. In Sect. 3, we design a polynomial-time
algorithm based on the concept of maximum SIC set. In Sect. 4, simulation
results show that our algorithm can achieve large throughput improvement than
schemes without power control and SIC.

2 Mine Locomotive Wireless Networks

A mine locomotive wireless network provides communication support for loco-
motives by APs on the side of a straight tunnel (see Fig. 1). These APs are
deployed such that there is no overlap of APs’ coverage and these APs cover
the entire tunnel. Locomotives move along the tunnel and there may be mul-
tiple locomotives in an AP’s coverage at the same time. APs apply successive
interference cancellation (SIC) [12] to receive data from multiple locomotives.
We want to maximize throughput for locomotives.

APLocomotive

Coverage range for one AP

Fig. 1. The straight underground tunnel model.

2.1 Network Model

We focus on the problem for one AP and locomotives within its coverage. The
same approach can be applied to other APs. Suppose that each locomotive li is
in AP’s coverage for certain period of time [tsi , t

e
i ] and all these time periods are

within [0, T ]. Each li can apply power control and use power pi(t) ∈ [0, P ] to
transmit its data at time t ∈ [tsi , t

e
i ].

To simplify discussion, denote the coordinate of considered AP as zero.
Denote xi(t) as the coordinate of li at time t. Then the distance between
li and AP at time t is di(t) = |xi(t)| and propagation gain gi(t) is gi(t) =
min{(di(t))−λ, 1}, where λ is the path loss index.
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Now we determine the communication range. Denote N0 as noise and β as the
SINR threshold for a successful transmission. The maximum transmission range
Rmax is achieved when the transmission power is P and there is no interference.
Then we have (Rmax)

−λP
N0

= β, i.e.,

Rmax =
(

P

N0β

) 1
λ

. (1)

We define Rmax as a locomotive’s communication range, since the transmission
from li may be successful only if di(t) ≤ Rmax. Then the coordinate of li is
xi(t) = −Rmax + v(t − tsi ), where v is locomotive speed.

A locomotive li may not always transmit during [tsi , t
e
i ]. We denote binary

variable θi(t) = 1 if li transmits at time t and θi(t) = 0 otherwise. Apparently if
θi(t) = 0, we have pi(t) = 0, i.e.,

θi(t) · P ≥ pi(t) (li ∈ N, t ∈ [0, T ]),

where N is the set of all locomotives
Under SIC, AP can receive multiple locomotives’ data simultaneously and

decode them from the strongest signal to the weakest signal [12]. Once a signal
is decoded, it will be cancelled from the combined data and thus SINR for the
remaining signals are increased. The SINR of li at time t under SIC can be
written as

γi(t) =
gi(t)pi(t)

N0 +
∑gj(t)pj(t)<gi(t)pi(t)

lj∈N gj(t)pj(t)
(li ∈ N, t ∈ [0, T ]).

The SINR requirement under SIC is if θi(t) = 1, then γi(t) ≥ β, i.e.,

γi(t) ≥ β · θi(t) (li ∈ N, t ∈ [0, T ]).

2.2 Problem Formulation

In Sect. 2.1, we described constraints for a locomotive network with SIC. How-
ever, there are infinite number of variables, e.g., θi(t) for t ∈ [0, T ]. In this section,
we consider a problem based on SIC sets, where SIC set is a set of locomotives
that can transmit at the same time under SIC, and prove the existence of optimal
solutions that satisfy a particular SIC decoding order. Then we can formulate a
non-linear programming (NLP) problem with finite number of variables.

To reduce the number of variables, we divide time [0, T ] into m small time
segments such that in each time segment, (i) the set of locomotives within AP’s
coverage does not change, and (ii) the distance between a locomotive in this set
and the AP does not change much. Denote the set of time segments as M . By
(ii), we can approximate channel gain for a locomotive li in time segment k as a
constant gik. Our objective is to maximize throughput in each time segment.

We now formulate an optimization problem for time segment k. Given the
set of locomotives within AP’s coverage, we can determine all SIC sets (by the
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approach in the next section). Denote Γk as the set of SIC sets in time segment k
and Skj as the j-th SIC set in Γk. We divide time segment k into |Γk| time slots
and assign one time slot for each SIC set. Denote τkj as the time slot assigned
to Skj and ωkj as the normalized length of time slot τkj . We have

∑

j∈Γk

ωkj = 1. (2)

Since both the set of active locomotives and their channel gains do not change
within a time slot, these locomotives do not need to change their transmission
powers in a time slot. Denote pi(τkj) as the power of li in time slot τkj . The
SINR for a locomotive li in time slot τkj is

γi(τkj) =
gikpi(τkj)

N0 +
∑ghkph(τkj)<gikpi(τkj)

lh∈Skj
ghkph(τkj)

(li ∈ Skj , Skj ∈ Γk). (3)

The SINR requirement under SIC is

γi(τkj) ≥ β (li ∈ Skj , Skj ∈ Γk). (4)

Note that in Eq. (3), the set of terms in
∑ghkph(τkj)<gikpi(τkj)

lh∈Skj
ghkph(τkj) depends

on ph(τkj) and pi(τkj) values. But in a math programming formulation, the set of
terms should be fixed. To resolve this issue, it is important to note that optimal
solutions are not unique. Instead of considered all optimal solutions, we focus on
optimal solutions with a particular SIC decoding order described in the following
theorem.

Theorem 1. There is an optimal solution ϕ satisfying the following require-
ment: In each time slot, locomotives are decoded by the decreasing order of their
channel gains to AP.

To prove Theorem 1, we first need the following corollary.

Corollary 1. Suppose that in an optimal solution ϕ̂ and a time slot τkj, loco-
motive lh is decoded right after li and lh’s channel gain to AP is larger than li’s
channel gain, where lh, li ∈ Skj. Then there is another optimal solution ϕ with
locomotive li is decoded right after lh in time slot τkj.

Corollary 1 can be proved by constructing such a solution ϕ. The proof is
omitted here to save space. Then Theorem 1 can be proved by using Corollary 1
repeatedly to remove any violation on decoding order. By Theorem 1, (3) can
be rewritten as

γi(τkj) =
gikpi(τkj)

N0 +
∑ghk<gik

lh∈Skj
ghkph(τkj)

(li ∈ Skj , Skj ∈ Γk). (5)

Now there are fixed number of terms in
∑ghk<gik

lh∈Skj
ghkph(τkj).
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Suppose that the minimum data rate requirement for li is ri. For time seg-
ment k, we want to maximize a common scaling factor Kk such that

Kkri ≤
li∈Skj∑

Skj∈Γk

W log2(1 + β)ωkj (li ∈ Skj). (6)

Then the optimization problem for time segment k is

max Kk

s.t. (2), (4), (5), (6)
pi(τkj) ≤ P (li ∈ Skj , Skj ∈ Γk),

(7)

where pi(τkj), γi(τkj), Kk, and ωkj are variables. This formulation is a NLP
problem and is very challenging to solve.

2.3 Reformulation

Problem (7) is non-linear due to p variables in Eq. (5). Thus, we aim to remove
these p variables. In this section, we focus on certain optimal solutions that
enable us to determine pi(τkj) values for a SIC set Skj in each time slot τkj .
Then we formulate a linear programming (LP) problem to obtain such optimal
solutions.

As a starting point, we have the following corollary.

Corollary 2. Suppose that in an optimal solution ϕ̂, a locomotive li’s SINR
under SIC is larger than β in time slot τkj. Then there is an optimal solution ϕ
with li’s SINR under SIC equal to β in time slot τkj.

Corollary 2 can also be proved by construction. Based on Corollary 2, we can
further get the following theorem.

Theorem 2. There is an optimal solution ϕ satisfying the following require-
ment: In each time slot τkj, each locomotive li ∈ Skj has its SINR value under
SIC equal to β.

Theorem 2 can be proved by using Corollary 1 repeatedly, where within
each time slot τkj , locomotives in Skj are checked (and transmission powers are
updated if needed) by following the increasing order of their channel gains.

Now we focus on optimal solution described in Theorem 2. For a set Skj , we
can determine transmission powers pi(τkj) in time slot τkj as follows.

– From the farthest locomotive to the nearest locomotive in Skj , calculate
pi(τkj) to make γi(τkj) = gikpi(τkj)

N0+
∑ghk<gik

lh∈Skj
ghkph(τkj)

= β.

Note that (i) ph(τkj) values for lh ∈ Skj and ghk < gik are already determined
when we calculate pi(τkj) and (ii) for a SIC set, the calculated all pi(τkj) ≤ P ,
i.e., if any p value is larger than P , the corresponding set is not a SIC set. The
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complexity to calculate for transmission powers for a SIC set Skj is O(|Skj |) =
O(nk), where nk is the number of locomotives in time segment k. Once p variables
are all determined, problem (7) becomes the following LP.

max Kk

s.t. (2), (6), (8)

where Kk and ωkj are variables. Note that if we check all non-empty subsets
(2nk − 1 subsets) to obtain all SIC sets, the complexity to obtain all SIC sets
and transmission powers is O(2nk) · O(nk) = O(nk2nk) and thus the overall
complexity is non-polynomial.

3 Polynomial-Time Algorithm

As we discussed in the last section, a simple algorithm by checking O(2nk) sets
to find all SIC sets has an exponential complexity. To reduce complexity, we
need to reduce the number of potential SIC sets.

We prove the maximum number of locomotives in a SIC set.

Theorem 3. The maximum number of locomotives in a SIC set is no more than
a small constant αmax = min{1 + �log(1+β)

P
βN0

�, nk}.

Theorem 3 can be proved by following the idea of Theorem 1 in [19], and
thus we omit the proof. By Theorem 3, we only need to check subsets with at
most αmax locomotives to obtain all SIC sets. The number of these subsets is∑αmax

i=1 C(nk, i) = O((nk)αmax). Then we have the following SIC-set algorithm.

– Check all subsets with no more than αmax locomotives to find all SIC sets
and transmission powers.

– Solve (8) based on identified SIC sets.

The complexity to find all SIC sets and transmission powers is O((nk)αmax)·
O(nk) = O((nk)αmax+1). For the second step, since the formulated LP has
O((nk)αmax) variables, the complexity to solve this LP is O(((nk)αmax)3) =
O((nk)3αmax) [21]. So the complexity of the SIC-set algorithm is O((nk)αmax+1)+
O((nk)3αmax) = O((nk)3αmax), which is polynomial.

Note that (nk)3αmax may still be a large number. To further decrease the
complexity, we define a concept of maximum SIC set (see Definition 1) and
show that we only need to consider solutions with maximum SIC sets.

Definition 1. A SIC set S is a maximum SIC set if for any locomotive li which
is closer to the AP than all locomotives in S, S ∪ {li} is not a SIC set.

Theorem 4. For a maximum SIC set Ski and a SIC set Skj ⊂ Ski, we have
(i) the data rate from each locomotives in Ski − Skj is positive in Ski’s time slot
and is zero in Skj’s time slot; (ii) the data rate from each locomotives in Skj is
the same in both Ski’s and Skj’s time slots.
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Fig. 2. Pseudocode for getting all maximum SIC sets.

Theorem 4 can be proved by following the idea of Lemma 2 in [20], thus we
omit the proof. Based on Theorem 4, it is easy to see that if we replace Skj by
Ski in a solution, the new solution will have a better objective value. Thus, we
only need to consider maximum SIC sets in (8) to obtain an optimal solution.
We called this approach as the max-SIC-set algorithm.

We now show how to find all maximum SIC sets (see pseudocode in Fig. 2).
Initially, we have an empty set and then add locomotives to this set while keeping
it as a SIC set. We sort the locomotives by their distances to AP, then try to
add locomotives from the farthest one to the closest one. During this process, if
we cannot find a locomotive lj that is closer to AP than any locomotive in a SIC
set S such that S

⋃{lj} is a SIC set, then S is a maximum SIC set. Otherwise,
S is not a maximum SIC set and we need to further check whether S

⋃{lj} is
a maximum SIC set. The complexity of the algorithm in Fig. 2 is not easy to
analyze. Instead, we can compare it with the approach of checking all subsets
with no more than αmax locomotives to find all SIC sets. This algorithm has
much less complexity due to the following two reasons. (i) We do not check all
subsets with no more than αmax locomotives, i.e., once a set is identified as not
a SIC set, we will not add more locomotives to this set and check whether the
new set is a SIC set or not (since the new set will not be a SIC set). (ii) When
we check a new set, we only need to determine the transmission power for the
newly added locomotives (other locomotives’ powers are already determined)
and compare it with P .

4 Simulation Results

In this section we give simulation results to show the performance of the max-
SIC-set algorithm. We compare our results with the other two schemes: SIC
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Table 1. Start times and minimum rate requirements of the 20 locomotives.

i tsi (s) ri(Kbps) i tsi (s) ri(Kbps) i tsi (s) ri(Kbps) i tsi (s) ri(Kbps)

1 0 480.9 6 57 652.3 11 105 188.4 16 156 237.5

2 12 521.8 7 64 489.2 12 116 713.4 17 165 207.8

3 20 466.2 8 73 197.8 13 126 152.6 18 173 436.3

4 31 469.4 9 79 178.4 14 140 492.4 19 188 396.8

5 44 884.3 10 92 465.4 15 150 641.6 20 195 785.5

only (no power control) and non-SIC (traditional approach). Under these two
schemes, each locomotive uses the maximum power to transmit data. Similar
algorithms can be designed to obtain optimal solutions under these two schemes.

Table 2. Kk values under different schemes from k = 21 to 30

k time Kk (SIC with Kk Kk k time Kk (SIC with Kk Kk

length power control) (SIC only) (non-SIC) length power control) (SIC only) (non-SIC)

21 5 1.94 1.14 1.01 26 4 1.73 1.14 1.02

22 5 1.94 1.14 1.01 27 3 1.81 1.09 0.97

23 3 2.10 1.14 1.01 28 5 2.46 1.25 1.10

24 4 1.60 1.02 0.92 29 3 2.46 1.25 1.10

25 5 2.39 1.14 1.02 30 5 1.52 1.17 1.04

Consider wireless networks with 20 to 50 mine locomotives and one AP in a
straight tunnel. A locomotive’s maximum transmission power is P = 1W and the
noise power is N0 = 10−10W. The SINR threshold is β = 3. The path lost index
is λ = 4. Then by (1), a locomotive’s communication range is Rmax = 240 m.
The channel bandwidth is W = 22 MHz. The minimum data transmission rate
requirement ri is between 100 Kbps and 1 Mbps. The traveling speed is v =
5 m/s. The maximum length of a time segment is 5 s. The distance between two
successive locomotives should be kept at least 30 m for safety reasons. Suppose
we have known all start times tsi , which are created randomly in our simulations
and satisfy the minimum security distance.

We first present detailed results of a wireless network with 20 locomotives
in Sect. 4.1. Then we provide complete results for all network instances with
different number of locomotives.

4.1 Results for a Wireless Network with 20 Locomotives

Consider a wireless network with 20 locomotives. The start times and the mini-
mum data transmission rate requirement of each locomotive are given in Table 1.
The whole schedule time T = 291 s, and will be divided into 72 time segments.
To show the efficiency of our algorithm, we list the values of Kk from the 21st
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Fig. 3. Results for all network instances.

time segment to the 30th time segment1 in Table 2 while comparing the values of
Kk under the other two schemes. We also list the length of some time segments
in Table 2. We can see that SIC with power control can always achieve the best
performance while the non-SIC scheme always has the worst performance. To
show the overall performance over all segments, we calculate the average Kk val-
ues for all segments, which are K = 3.23 for the SIC with power control scheme,
K = 2.57 for the SIC only scheme, and K = 2.07 for the non-SIC scheme. That
is, the improvement on throughput by the SIC with power control scheme is
125.7% comparing with the SIC only scheme and is 156.0% comparing with the
non-SIC scheme.

1 We do not show result in the first 10 time slot, since there are only a few locomotives
within AP’s coverage.
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Table 3. K value and improvements for the four group instances.

Number of K (SIC with K K Improvement Improvement

locomotives power control) (SIC only) (non-SIC) over SIC only over non-SIC

20 3.25 2.62 2.18 123.9 % 148.9 %

30 3.47 2.81 2.38 123.8 % 145.5 %

40 2.68 2.05 1.74 130.4 % 153.7 %

50 2.59 1.98 1.74 131.0 % 148.6 %

4.2 Results for All Network Instances

We consider networks with 20, 30, 40, or 50 locomotives, and generate 20 different
network instances randomly for each network size. Then we calculate the K value
for each instance under three schemes, and show the results in Fig. 3. We can see
the K value for each instance by the SIC with power control scheme is improved
significantly compared with the other two schemes (see Table 3).

5 Conclusions

In this paper, we designed an optimal communication algorithm for underground
mine locomotive networks, where an AP receive multiple locomotives’ data by
using SIC and each locomotive can tune its transmission power to maximize
throughput. We proved the existence of optimal solutions that satisfy certain fea-
tures on SIC decoding order and SINR under SIC, which enable us to have a LP
formulation for our problem. We also proposed the concept of the maximum SIC
set and used this concept to further reduce problem complexity. The designed
max-SIC-set algorithm can obtain optimal solution with polynomial complex-
ity. Simulation results showed that our algorithm can improve the throughput
significantly than the other two schemes: SIC only (without power control) and
non-SIC (traditional approach). In our future work, we will further design mine
locomotive wireless network strategies with complicated underground tunnels.
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Abstract. Despite the extensive study on relay selection in mobile social
networks (MSNs), few work has considered the fundamental problem of
preventing information leakage to non-destination users. To the best of
our knowledge, no existing work has taken both transmission latency (i.e.
efficiency) and information leakage probability (i.e. security) into consid-
eration for relay selection in MSNs. Therefore we target on designing an
efficient and secure relay selection algorithm to enable communication
among legitimate users while reducing the information leakage probabil-
ity to other users. In this paper, a network formation game based relay
selection algorithm named ESRS is proposed. We define the payoff func-
tions of the users, design the game evolving rules, and prove the stability
of the formed network structure. Extensive simulation is conducted to
validate the performance of the ESRS algorithm by using both synthetic
trace and real-world trace. The results show that our algorithm out-
performs other algorithms by trading a balance between efficiency and
security.

1 Introduction

Nowadays, people carry various mobile devices such as smartphones, PADs, and
laptops to leverage WiFi, Internet, and 3G/4G cellular networks for pervasive
commmunication services [1]. When such infrastructures are unavailable, these
devices can form a self-organizing network and enable communication among
users by using the opportunistic encounters between them. Such a network is
termed as a mobile social network (MSN). Finding appropriate relays and form-
ing suitable routing paths play critical roles for information dissemination in
MSNs.

Extensive effort has been taken to design efficient relay selection algorithms
and routing protocols for MSNs. Moreover, taking into account the fact that
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 219–230, 2016.
DOI: 10.1007/978-3-319-42836-9 20
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human social behavior heavily impacts the operation of MSNs, researchers have
designed a number of relay selection algorithms by considering human social
features such as the visiting frequencies of human beings to certain locations
and the encounter frequencies among human beings. However, few literature has
considered the fundamental problem of preventing information leakage to non-
destination users. Despite the employment of encryption mechanism, reducing
the information leakage probability is still critical as encryption mechanism is
not “perfectly secure”. Therefore, we target on designing an efficient and secure
relay selection algorithm to enable communication among legitimate users while
reducing the information leakage probability to other users in MSNs.

The main contributions of this paper are as follows: First, both the social
relationship among the users and the overhearing probabilities of the users are
considered in our design, through which the efficiency and the security of the
relay selection algorithm can be ensured. Second, we propose a network forma-
tion game based relay selection algorithm. The payoff functions of the informa-
tion source, the candidate relays, and the information destination are defined,
the game evolving rules are designed, and the stability of the formed network
structure is proved. Third, extensive simulation is conducted to validate the
performance of the proposed relay selection algorithm by using both synthetic
trace and real-world trace. The results show that our algorithm outperforms
other algorithms by trading a balance between the transmission latency (i.e.
efficiency) and the information leakage probability (i.e. security).

In the rest of the paper, we briefly summarize the related work on relay
selection in MSNs in Sect. 2. We describe the problem to be solved in Sect. 3.
An efficient and secure relay selection algorithm (ESRS) is proposed based on
the network formation game in Sect. 4, where we define the payoff functions in
Sect. 4.1, design the game evolving rules in Sect. 4.2, and prove the stability of
the formed network structure in Sect. 4.3. A simulation study to validate the
performance of the ESRS algorithm is reported in Sect. 5. Finally, we conclude
the paper in Sect. 6.

2 Related Work

The MSN routing schemes can be classified into four main categories: flood-
ing based schemes, single-copy based schemes, utility based schemes, and quota
based schemes. Flooding based schemes maintain low transmission latency at
the expense of high storage cost and communication overhead [2,3]. On the con-
trary, single-copy based schemes reduce the storage cost and the communication
overhead by allowing only one copy of an information packet to be transmitted in
the network [4]. But they provide no performance guarantee on the transmission
latency. To tradeoff between transmission latency and storage/communication
cost, utility based schemes and quota based schemes are proposed. In utility
based schemes, a user forwards the information only if it encounters another
user with higher utility [5]. While in quota based schemes, the number of copies
for each information packet is upper bounded by a fixed number [6].
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Considering the fact that network operations are heavily impacted by human
social behaviors, variants of the aforementioned routing schemes are proposed
by exploiting different human social characteristics. [7] takes the rate of encoun-
tering other users, or simply the encounter rate, as the main metric for relay
selection. A user will forward the information to an encountered user with higher
encounter rate with the destination. [8] shares a similar idea with [7] while the
encountering duration is taken as the relay selection metric. [9,10], and [11]
exploit the mobility properties of the users for relay selection. They intend to
predict/assess the encounters among the users through mobility analysis, thus
they can be considered as a variant of [7,8].

Despite these efforts to solve the relay selection problem in MSNs, none
of them considers the fundamental problem of preventing information leakage
to non-destination users [12,13]. Although the encryption mechanism can be
employed to protect the information transmission, reducing the information leak-
age probability is still critical as encryption mechanism is not “perfectly secure”.
To tackle this challenge, a routing scheme is designed in [14] to reduce informa-
tion leakage in social networks. However, the social relationship among users is
not considered thus the transmission latency (i.e. routing efficiency) can not be
guaranteed. To the best of our knowledge, we are the first to take both efficiency
and security into consideration for relay selection in MSNs.

3 Problem Description

Consider a mobile social network consisting of a set of users, denoted by
N = {1, 2, · · · , n}. For each user i ∈ N , a social relationship vector Ωi =
{ωi1, ωi2, · · · , ωin} is defined to describe its social relationship with others. A
higher social relationship 0 ≤ ωij ≤ 1 indicates a higher frequency that user i
meets user j. Moreover, an overhearing probability pi is defined for each user i
to indicate the probability that i intercepts the information not for it. A higher
0 ≤ pi ≤ 1 indicates a higher probability that i overhears others’ information.

We study the relay selection problem in the considered mobile social net-
work. We assume that there is an information source Is ∈ N trying to share
its information with a set of destinations VD ⊆ N \ Is. For each destination
i ∈ VD, we try to find a relay path Li for it. The relay path can be denoted by
Li = {(il, il+1)|l ∈ {1, 2, · · · , lin −1}, i1 = Is, ilin = i}, with (il, il+1) being a relay
link from user il to user il+1 and lin being the number of users on path Li. Our
objective is to find the relay path Li with small information leakage probability
and transmission latency. To model and solve this problem, we will design an
Efficient and Secure Relay Selection algorithm (ESRS) in next section.

4 An Efficient and Secure Relay Selection Algorithm

In this section, we model the relay selection problem as a network formation
game, where the users, also referred to as the players in the game, have the
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discretion in forming the relay paths. Each user calculates its payoff as the
difference between the benefit and the cost for jointing a specific relay path and
decides its strategy that could maximize its own payoff. More specifically, we
will define the payoff functions for the information source, the relays, and the
destinations in Sect. 4.1, design the game evolving rules (that is the procedure of
the ESRS algorithm) in Sect. 4.2, and prove the stability of the network structure
formed by the proposed algorithm in Sect. 4.3.

4.1 Payoff Functions

For any game, one basic problem is to inspire the users to participate. In this
subsection, we design the payoff functions to capture the incentives for the infor-
mation source, the relays, and the destinations.

First, we design the payoff function for the information source Is. Let N(Is)
denote the set of users that are within the transmission range of Is. Then the
destination set VD could be partitioned into two subsets: V in

D ⊆ N(Is) and
V out

D = VD \ V in
D . For any destination i ∈ V in

D , Is could build a direct transmis-
sion link (Is, i) and gain a unit of payoff through finishing the transmission to
destination i. If Is selects a relay j �= i for destination i instead of performing
the direct transmission, i will not be reached at this time. Thus, we assume that
Is will gain a payoff of −∞ if Is selects a relay j �= i for any i ∈ V in

D . For any
destination i ∈ V out

D , Is can either hold the transmission until the destinations
move into its transmission range or employ some other users, which are within
its transmission range, as relays. For any destination i ∈ V out

D , the probability
that Is will meet i can be denoted by ωIsi. The probability that destination i will
be reached if user j ∈ N(Is) is selected as the relay can be denoted by ωji. Thus,
when ωji > ωIsi, the benefit of employing user j as the relay to destination i
can be defined as:

Bs
i (j) = ωji − ωIsi (1)

However, everything has two sides. Compared with direct transmission, relay
transmission may cause a certain probability of information leakage on the relay
paths. For a certain relay, the information may be intercepted by itself or be
overheard by the users within its transmission range. Therefore, the probability
that the information for destination i is leaked at relay j ∈ Li can be defined as:

Cs
i (j) =

{
1 − (1 − pj)

∏
k/∈VD

(1 − ωjkpk), if j /∈ VD;
1 − ∏

k/∈VD
(1 − ωjkpk), if j ∈ VD.

(2)

where pj is the overhearing probability of user j.
Calculating the difference between Bs

i (j) and Cs
i (j), we get the payoff earned

by Is for employing user j as a relay to destination i. Taking into account all
the discussed cases, we define the payoff function of the information source as
follows:

Us
i (j) =

⎧
⎨

⎩

1 if i ∈ N(Is), j = i;
−∞ if i ∈ N(Is), j �= i;
Bs

i (j) − Cs
i (j) if i /∈ N(Is), j ∈ N(Is).

(3)
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Here, the first row indicates the case where destination i ∈ V in
D and Is performs

the direct transmission; the second row indicates the case where destination
i ∈ V in

D and Is selects a relay j �= i for i; and the third row indicates the case
where i ∈ V out

D and Is selects a relay j ∈ N(Is) for i.
When considering the network formation from the view point of the relays,

the wages for acting as a relay and the cost for maintianing the relay links are
two major concerns. In this work, we assume that each source destination pair
(Is, i), i ∈ VD, provides a wage budget of α. Each relay j on path Li earns a
wage Br

i (j) through sharing the total budget according to a predefined rule,
which will be detailed in next subsection. As to the cost, we assume that a cost
β is needed for user j to maintain each link. Then, the cost of user j for acting
as a relay to destination i can be denoted by

Cr
i (j) = kij · β (4)

where kij is the number of links that should be added by j to perform the relay
function for i.

Therefore, the payoff function of user j for acting as a relay to destination i
can be defined as:

Ur
i (j) = Br

i (j) − Cr
i (j) (5)

Finally, we define the payoff function for the destinations. For any destination
i ∈ VD, the payoff function Ud

i is defined as:

Ud
i =

{
1 if destination i is reached;
0 otherwise. (6)

That is, destination i ∈ VD earns a unit of payoff if i is reached and earns nothing
otherwise.

4.2 Relay Selection Based on the Network Formation Game

In the network formation game, the objective of each player (user) is to maximize
its payoff [15]. In this subsection, we propose the ESRS algorithm based on the
network formation game described above. ESRS consists of M rounds, with M
being the maximum number of hops on the relay paths. In the m-th round,
m ∈ {1, 2, · · · ,M}, the m-th hop relay links for those destinations, which have
not been reached, are formed.

For the first round, i.e., m = 1, the information source searches within its
transmission range for the destinations. For each i ∈ V in

D , Is forms the relay path
Li = {(Is, i)} and transmits the information to i directly. Then, the following
steps are performed to form the first-hop relay paths for those destinations in
V out

D :

Step 1. Is broadcasts an employment information, including the set V out
D and

the value of α, to those users belong to N(Is).
Step 2. Each user j ∈ N(Is) feedbacks a relationship list Ωj = {ωji|i ∈ V } to Is.
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Step 3. After receiving the replies, Is selects a relay j∗
i ∈ N(Is) for each desti-

nation i ∈ V out
D according to the following rule:

j∗
i = arg max

j∈N(Is)
Us

i (j) (7)

where Us
i (j) = Bs

i (j)−Cs
i (j) can be calculated according to (1), (2), and (3).

Then, Is constructs an employment list Ej for each j ∈ N(Is).

Ej = {i|j∗
i = j} (8)

We should notice that Ej = ∅, if user j ∈ N(Is) is not selected as a relay
for any i ∈ V out

D . For any user j ∈ N(Is) with nonempty Ej , Is sends the
employment list to it.

Step 4. If user j receives a nonempty employment list Ej from Is, it accepts to
act as relays for a subset of destinations V ∗

j ⊆ Ej , and feedbacks V ∗
j to Is.

V ∗
j is determined according to the following rule:

V ∗
j = {∀i ∈ V ∗

j |Ur
i (j) > 0} (9)

Where Ur
i (j) = Br

i (j) − Cr
i (j) is the payoff of user j for acting as a relay to

destination i. Cr
i (j) can be calculated according to equation (4) and Br

i (j) =
α in the first round since j is the only relay for destination pair (Is, i) now.

Step 5. After receiving the feedbacks, Is constructs the relay links for any i ∈ V ∗
j

as Li = {(Is, j), (j, i)}, and modifies the set of destinations need to be relayed
as V out

D = V out
D \ ⋃

V ∗
j . Then, it performs Step 1 to Step 5, until V out

D = ∅. It
should be noticed that the relays which have rejected the employment of Is

will not be considered again.

After the first round is finished, the first hop relays of all the destinations
have been employed (if necessary). Denote the set of all the first hop relays by
R1. The information source Is sends the information to the relays in R1. Once
the relays in R1 have accepted the employment, they have the responsibilities to
transmit the information to the destinations. Otherwise, they will be punished
by a tough punishment mechanism.

Then, our ESRS algorithm selects the second-hop relays in the second round.
In this round, each first hop relay j ∈ R1, which has the responsibility to trans-
mit the information to the destinations in V ∗

j , can be considered as a virtual
information source Isj

= j with a set of destinations V ∗
j . Each virtual infor-

mation source Isj
just needs to perform Step 1-Step 5 as in the first round.

The only difference we should notice is that the declared value of α in Step 1 is
changed in the second round. Since relay Isj

has accepted the employment of Is,
it has the responsibility to relay the information to destination i ∈ V ∗

j . When
i is out of the transmission range of j, j is motivated to employ a second hop
relay for help. However, j is a selfish user who has to consider its own benefits.
Therefore, j would not give all the wages it earns from Is to the second hop
relay. In our work, we assume that j declares a wage budget α2 = α

2 in Step 1.
Therefore, the benefit earned by a second hop relay j2 will be Br

i (j2) = α2 = α
2

in Step 4.
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Similarly, the m-th hop relays could be selected independently with the selec-
tion of the (m−1)-th hop relays. Here, the (m−1)-th relays are considered as the
virtual information sources, the wage budget αm is declared to be αm = α

2(m−1)

in Step 1, and the benefit earned by a m-th hop relay jm is Br
i (jm) = α

2(m−1)

in Step 4. Finally, the ESRS algorithm ends when all the destinations of the
information source Is are reached.

4.3 Stability Analysis

Performing our ESRS algorithm, a relay path is formed for each destination.
The totally |VD| relay paths construct a network structure, denoted by g. In this
subsection, we prove the stability of the formed network structure.

According to [16], there are two kinds of stability, that is, pairwise stability
and strong stability, in the network formation game. The definitions of these two
kinds of stability are given as follows:

Definition 1. A network structure g is pairwise stable with respective to the
payoff function U if

1. for any edge (i, j) ∈ g, Ui(g) ≥ Ui(g − (i, j)) and Uj(g) ≥ Uj(g − (i, j)), and
2. for any edge (i, j) /∈ g, if Ui(g + (i, j)) > Ui(g) then Uj(g + (i, j)) < Uj(g)

Here, Ui(g) denotes the payoff earned by user i in network structure g.

Definition 2. A network structure g is strong stable with respective to the
payoff function U if for any other network structure g′, which is obtained via
deviation from g, there exists at least one player (user) i such that Ui(g′) < Ui(g).

It could be found from the definitions that pairwise stability only considers
deviations on a single link at a time, while strong stability allows for more
complicated deviations on groups of links. In this paper, we ignore the collusion
among users and only consider the deviations on a single link at a time. Based on
this assumption, we prove that the proposed ESRS algorithm is pairwise stable
as follows.

Theorem 1. The network structure g formed by the ESRS algorithm is pairwise
stable.

Proof. First, we prove the first condition of pairwise stability. According to the
description in Sect. 3, we use edge (im−1, im) ∈ g to denote the relay link between
the (m − 1)-th hop relay and the m-th hop relay on relay path Li. Then, we
consider four cases.

(1) Case 1: im−1 = Is, im = i. Edge (im−1, im) indicates that destination
im = i is within the transmission range of the information source im−1 = Is.
Obviously, it is against common sense to break the direct transmission link
when im is reachable by im−1. Theoretically, user im−1 earns a payoff of 1
when edge (im−1, im) exists (refer to the first row of equation (3)). If edge
(im−1, im) is removed, im−1 should find another user j �= im to relay the message.
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According to the second row of (3), im−1 will earns a payoff of −∞ in such a case.
Therefore, Uim−1(g) > Uim−1(g − (im−1, im)). As for the destination im, it earns
the payoff of 1, i.e., getting information from im−1, if edge (im−1, im) exists, and
earns nothing if edge (im−1, im) is removed. Thus, Uim(g) > Uim(g−(im−1, im)).

(2) Case 2: im−1 = Is, im �= i. Edge (im−1, im) = (Is, im) indicates that user
im is a relay selected by the information source. According to (3) and (5), im−1

and im earn a payoff of Uim−1(g) = Us
i (im) = Bs

i (im) − Cs
i (im) and Uim(g) =

Ur
i (im) = Br

i (im) − Cr
i (im), respectively. It can be seen from (9) that Uim(g) =

Ur
i (im) > 0. If edge (im−1, im) is removed, user im can not earn the payoff

Ur
i (im) anymore. In other words, we can say that user im earns a zero payoff

now. Therefore, Uim(g) > Uim(g − (im−1, im)). As for the information source
im−1 = Is, a new relay i′m should be selected to replace im if edge (im−1, im) is
deleted. According to (7), Us

i (im) > Us
i (i′m). Therefore, Uim−1(g) > Uim−1(g −

(im−1, im)).
(3) Case 3: im−1 �= Is, im �= i. As described in Sect. 4.2, im−1 can be consid-

ered as a virtual information source in this case. Similar to the analysis in Case
2, we find that Uim−1(g) > Uim−1(g − (im−1, im)), Uim(g) > Uim(g − (im−1, im)).

(4) Case 4: im−1 �= Is, im = i. In this case, im−1 can also be considered as a
virtual information source. Similar to the analysis in Case 1, we have Uim−1(g) >
Uim−1(g − (im−1, im)), Uim(g) > Uim(g − (im−1, im)).

Summarizing these four cases, we conclude that g satisfies the first condition
of pairwise stability.

Then, we prove the second condition of pairwise stability. For any edge
(p, q) /∈ g, there are two cases.

(1) Case 1: ∀i ∈ VD, p /∈ Li, q /∈ Li. This case indicates the situation where
neither p or q belongs to any relay path. Forming such an edge is meaningless
in the relay selection process. Thus, we do not consider this case in our work.

(2) Case 2: There is a pair of i and m ∈ {1, 2, · · · ,M} such that p = im−1.
If q = im, edge (im−1, im) already exists in the network structure g. Otherwise,
adding edge (p, q) means replace relay im with another user q. In other words,
edge (im−1, im) should be deleted before adding edge (p, q). According to the
proof of the first condition, deleting edge (im−1, im) will lead to a decreased
payoff for user im−1. Similarly, the payoff of user im will be decreased when
there is a pair of i and m ∈ {1, 2, · · · ,M} such that q = im and p �= im−1.
Therefore, the network structure g formed by our ESRS algorithm also satisfies
the second condition of pairwise stability.

Based on all the above analysis, we draw the conclusion that the network
structure g formed by our ESRS algorithm is pairwise stable.

5 Simulation

In this section, we compare the performance of the proposed ESRS algorithm
with the random relay selection algorithm (Rand), the relationship based relay
selection algorithm (Relation), and the leakage probability based relay selection
algorithm (Leakage), in MATLAB, using both synthetic trace and real-world
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trace. In our simulation, we consider a time-slotted system with a set of users,
denoted by N = {1, 2, · · · , n}. For each formed relay path, we define the trans-
mission latency as the number of slots cost for reaching the destination, and
define the maximum leakage probability as the maximum leakage probability of
the users on the relay path. The relay selection algorithms are conducted for
3000 times, the average latency (A-Latency) and the average maximum leakage
probability (A-MLP) are used to evaluate the performance of the relay selection
algorithms.

The three schemes for comparison are briefly introduced as follows,

– Rand: the next hop relay is randomly selected.
– Relation: the next hop relay is selected as the user having the maximum

social relationship with the destination.
– Leakage: the next hop relay is selected as the user with the minimum leakage

probability.

5.1 Simulation Study Using the Synthetic Trace

As we know, many human activities in social networks can be modeled by the
power law distribution [17]. Therefore, we model the social relationship between
users and the probability that a user launches a malicious attack by the power
law distribution. For each user i, the social relationship with others is modeled as
a power law distribution: p(x) = Crx

−kr , with x ∈ N being the index of a user,
N being the set of users, Cr being a constant indicating the maximum value
of p(x), and kr being the exponent of the distribution. The social relationship
vector of user i is generated as Ωi = Randperm{p(x), x ∈ N}. Similarly, the
probability that a user launches a malicious attack, is defined as pi = Cli

−kl ,
with i ∈ N being the user index, Cl being the constant, kl being the exponent,
respectively. The effects of the constant C and the exponent k on the the power
law distribution can be shown by Fig. 1. In our simulation, we generate the
synthetic trace in a specific case when N = {1, 2, · · · , 50}, Cr = Cl = 0.9, and
kr = kl = 1.1.
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Fig. 1. The power law distribution under different C and k
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Fig. 2. Performance comparison in the synthetic trace.

The simulation results using the synthetic trace are shown in Fig. 2. As
shown in Fig. 2(a), our ESRS algorithm trades a balance between the efficiency
(reflected by A-Latency) and the security (reflected by A-MLP). Furthermore,
we normalize A-Latency and A-MLP of the four algorithms with the results of
the Rand algorithm and we draw the ROC curves in In Fig. 2(b). Obviously, our
ESRS algorithm outperforms Rand, Relation, and Leakage since our algorithm
gains a lower transmission latency with a lower leakage probability.

5.2 Simulation Study Using the Real-World Trace

We take the encounter rate obtained from real trace [18], which is conducted at
University of St Andrews, as the social relationship between users. To the best of
our knowledge, there is no available trace indicating the probability that a user
launches a malicious attack. In the real trace simulation, we fix Cl to be 0.9 and
change the exponent kl of the power law distribution pi = Cli

−kl from 1 to 3 to
investigate the performance of the schemes under different attack probabilities.

The simulation results using the real-world trace are given in Fig. 3. As shwon
in Fig. 3(a), Relation always gets the best A-Latency performance as it selects
the relays based solely on the relationship (i.e. the encounter rate) among the
users. The A-Latency performance of Rand and Leakage are random since the
encounter rate is not considered for relay selection. As for the ESRS algorithm,
its A-Latency performance approaches that of Relation with the increase of kl.
The reason is explained as follows. According to Fig. 1, the probabilities of users
launching malicious attacks decrease with the increasing of kl. In this case, the
relationship among the users play a vital role for relay selection. Therefore,
our ESRS algorithm will find the relays with higher encounter rates with the
destination and the A-Latency performance will approach that of Relation. The
comparison of the A-MLP performance is given in Fig. 3(b). It can be seen
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Fig. 3. Performance comparison in the real trace.

that the ESRS algorithm maintains a similar A-LMP performance with that of
Leakage which selects the relays based solely on the leakage probabilities of the
users.

6 Conclusion

This paper tackle the challenge of designing an efficient and secure relay selection
algorithm for MSNs. We propose a network formation game based relay selection
algorithm named ESRS by defining the payoff functions of the users and design-
ing the game evolving rules. The stability of the network structure formed by our
ESRS algorithm is proved and the performance of the ESRS algorithm is com-
pared with other algorithms through extensive simulation study. The simulation
results using both synthetic trace and real-world trace show that our algorithm
outperforms other algorithms by enabling lower latency and lower information
leakage probability communication in MSNs.
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José Vińıcius de Miranda Cardoso1,2(B), Wamberto José Lira Queiroz1,2,
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Abstract. Novel, simple, and accurately approximated expressions for
the probability of detection of Gaussian signals in η−μ, κ−μ, and α−μ
fading channels at the output of an energy detector subject to impulsive
noise (Bernoulli-Gaussian model) are presented. The generalized Gauss-
Laguerre quadrature is used to approximate the probability of detection
as a finite sum. Monte Carlo simulations corroborate the accuracy of the
approximations. The results are further extended to cooperative detec-
tion with hard decision combining information.

Keywords: Spectrum sensing · Energy detector · Fading · Impulsive
noise

1 Introduction

Spectrum sensing is the primary technique to enable dynamic spectrum sharing
among primary users (PUs) and secondary users (SUs), such that SUs might
access the spectrum opportunistically, without causing interference on PUs’
transmissions. To do so, SUs must be able to distinguish (decide) whether or
not the spectrum is occupied. Among several techniques for spectrum sensing,
the energy detector has attracted widely interests, primarily because of its low-
complexity and reasonable performance even in severe fading channels [1].

Hence, this paper presents novel approximated expressions for the probability
of detection of Gaussian signals in generalized fading channels, namely, κ−μ [2],
η−μ [2], and α−μ [3], at the output of the energy detector subject to impulsive
noise. The assumption for Gaussianity of the transmitted signal occurs in several
practical scenarios, such as when the receiver has no prior information about
the transmitted signal and in OFDM in which the envelope of the signal weakly
converges to a Gaussian process when the number of subcarriers is sufficiently
large [4].
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The impulsive noise is modeled as a Bernoulli-Gaussian (BG) channel. This
channel has been investigated due to its practical importance especially in multi-
carrier transmission systems based on orthogonal frequency division multiplex-
ing (OFDM) [5]. Furthermore, Vu et al. [6] presented estimators for the ergodic
Shannon and constrained capacities of the BG impulsive noise channel in Rayleigh
fading.

The probability of detection is approximated by using the generalized Gauss-
Laguerre quadrature, which approximates a class of integrals to a finite sum [7].
Additionally, the approximation error quickly goes to zero even for a small
number of terms in the sum. In fact, this approximation presents an attrac-
tive alternative due to its low computational cost and high accuracy. Moreover,
in contrast to the assumption of the Central Limit Theorem, which has been
commonly used to approximate the expressions for the probabilities of detection
and false alarm [8], the proposed approximation does not require a large number
of samples in order to become accurate, and therefore it does not compromise
the sensing time. In fact, it works even for a small number of samples and for a
wide range of the parameters involved.

The remainder of the paper is organized as follows. Section 2 states the phys-
ical assumptions of the spectrum sensing system and describes its underlying
mathematical setting. Section 3 presents the generalized fading distributions con-
sidered in the proposed analysis. Numerical and analytical results are presented
and discussed in Sect. 4. Section 5 presents the conclusions.

2 The Energy Detector

Consider the following hypotheses

H0 : Xn = Wn + C · Un, n = 1, 2, ..., N (1)
H1 : Xn = H · Sn + Wn + C · Un, n = 1, 2, ..., N (2)

in which H0 and H1 stand for the hypotheses that the PU’s signal is absent
and present, respectively. It is assumed that the channel gain H has probability
density function (pdf) fH , the transmitted signal is Gaussian distributed, i.e.
Sn ∼ N (0, σ2

s) i.i.d., and so is the noise process Wn ∼ N (
0, σ2

w

)
i.i.d..

The impulsive noise component is modeled according the BG model, i.e.
P[C = 1] = 1−P[C = 0] = p, p ∈ [0, 1] and Un ∼ N (

0, σ2
i

)
i.i.d.. Furthermore,

it is assumed that C and H are constant during the sensing time, i.e. the time
for collecting a set of N samples. It is also assumed that H, Sn, Wn, C, and Un

are independent.
Finally, define ρw � σ2

s

σ2
w

and ρu � σ2
s

σ2
u

as the signal-to-noise ratio (SNR)
and the signal-to-impulsive-noise ratio (SIR), respectively, and, without loss of
generality, assume that σ2

s = 1 throughout.
The well-known energy detection rule, used to decide between the two afore-

mentioned hypotheses, is defined as follows

dλ(YN ) =
{

1, YN ≥ λ,
0, YN < λ,

(3)
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in which YN �
∑N

n=1 X2
n, the threshold λ is a strictly positive real number,

and dλ(YN ) = j, j ∈ {0, 1} means that the detector has decided in favor of the
hypothesis Hj .

2.1 Hypothesis H0

Under H0, the distribution function of YN may be written as

FYN
(y) = (1 − p)γ

(
N

2
,
yρw

2

)
+ pγ

(
N

2
,

yρwρu

2 (ρw + ρu)

)
, (4)

for y ≥ 0, in which γ(·, ·) is the lower incomplete gamma function defined

as γ (a, z) � 1
Γ (a)

z∫

0

ta−1e−t dt.

2.2 Hypothesis H1

Given H = h, h > 0, the distribution function of YN conditioned on H may be
written as

FYN |H(y|h) =(1 − p)γ
(

N

2
,

yρw

2 (h2ρw + 1)

)

+ pγ

(
N

2
,

yρwρu

2 (h2ρwρu + ρw + ρu)

)
, y > 0, h > 0. (5)

Given an arbitrarily chosen threshold λ > 0, the probability of false alarm
PF and the probability of detection PD may be written as

PF � P (dλ(YN ) = 1|H0 is true) = 1 − FYN
(λ), (6)

PD � P (dλ(YN ) = 1|H1 is true) = 1 −
∞∫

0

FYN |H(λ|h)fH(h) dh. (7)

The threshold λ is selected based on the Neyman-Pearson criterion, i.e., λ is
the solution of (6) for a given probability of false alarm. Unfortunately, it can
not be solved analytically, however, since (6) is a strictly decreasing function in
λ, it may be easily inverted numerically.

3 Generalized Fading Channels

3.1 The η − μ Distribution

The η − μ distribution is suitable to model small-scale fading variations in non-
line-of-sight conditions. The η−μ distribution includes the following ones as spe-
cial cases: Hoyt (Nakagami-q), Nakagami-m, Rayleigh, and one-sided Gaussian.
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Let H be η −μ distributed. Therefore, its pdf, in its normalized version, may be
written as

fH(h) =
4
√

πμμ+1/2h2μ

ημ−1/2
√

1 − η2Γ (μ)
exp

(
− 2μh2

1 − η2

)

× Iμ−1/2

(
2ημh2

1 − η2

)
, h > 0, μ > 0,−1 < η < 1, (8)

in which Ia(z) is the modified Bessel function of first kind and order a.

3.2 The κ − μ Distribution

The κ − μ distribution is a general fading distribution appropriate to model the
small-scale fading variations in line-of-sight applications. The κ − μ distribution
includes Rice (Nakagami-n), Nakagami-m, Rayleigh, and one-sided Gaussian as
special cases. Assuming that H is κ − μ distributed, its density, given in its
normalized form, is

fH(h) =
2μ(1 + κ)

µ+1
2

κ
µ−1
2 exp(κμ)

hμ exp
(−μ(1 + κ)h2

)

× Iμ−1

(
2μ

√
κ(1 + κ)h

)
, h > 0, μ > 0, κ > 0. (9)

3.3 The α − μ Distribution

The α−μ fading arises from nonlineraties caused by the propagation medium to
the transmitted signal, due to multipath propagation in a non-homogeneous envi-
ronment. The α−μ distribution includes several others, namely, Gamma, Erlang,
Nakagami-m, Chi, exponential, Weibull, one-sided Gaussian, and Rayleigh as
special cases. Let H be α − μ distributed, then its density, in its normalized
version, may be written as

fH(h) =
αμμhαμ−1

Γ (μ)
exp (−μhα) , h > 0, α > 0, μ > 0. (10)

4 Numerical Analysis

In order to evaluate the performance of the energy detector, it is necessary to
solve the integral in (7). As far as the authors are concerned, in case fH is any of
the pdfs considered in this paper (even in simple special cases e.g. Nakagami-m),
an analytic solution for the probability of detection (7) does not exist. Therefore,
the generalized Gauss-Laguerre quadrature (Appendix) is utilized to approxi-
mate the probability of detection (7). By doing so, (7) may be approximated
as (11), (12), and (13), i.e.
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P η,μ
D (λ) ≈ 1 −

√
π
(
1 − η2

)μ
Γ (M + μ + 1

2 )

(2η)μ− 1
2 Γ (μ)M !(M + 1)2

×
M∑

n=1

⎧
⎪⎨

⎪⎩

rnIμ− 1
2
(ηrn)

[
L

μ−1/2
M+1 (rn)

]2 FYN |H

⎛

⎝λ

∣
∣
∣
∣
∣

√
(1 − η2)rn

2μ

⎞

⎠

⎫
⎪⎬

⎪⎭
(11)

Pκ,μ
D (λ) ≈ 1 − (κμ)

1−µ
2 Γ

(
M + μ+1

2

)

M !(M + 1)2 exp (κμ)

×
M∑

n=1

⎧
⎪⎨

⎪⎩

rnIμ−1

(
2
√

κμrn

)

[
L

µ−1
2

M+1(rn)
]2 FYN |H

(

λ

∣
∣
∣
∣
∣

√
rn

μ(1 + κ)
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⎫
⎪⎬

⎪⎭
(12)

Pα,μ
D (λ) ≈ 1 − μM

M !(M + 1)2

M∑

n=1

⎧
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rnFYN |H

(

λ

∣
∣
∣
∣
∣

(
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μ

)1/α
)

[
Lμ−1

M+1(rn)
]2

⎫
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⎪⎪⎪⎪⎭

(13)

for η − μ, κ − μ, and α − μ fading channels, respectively. The parameter M
represents both the order of the Laguerre polynomial and the number of terms
in the sum.

In the following figures, lines designate theoretical results (approximated
using M = 30), while markers denote Monte Carlo simulation results with 106

realizations. For all figures, it is noted a substantially agreement between the
Monte Carlo simulation results and the proposed approximations. Additionally,
the number of terms in the sum, which was selected to keep the approximation
error below 10−4, is reasonably small.

Figures 1, 2, and 3 show the performance of the energy detector for κ − μ,
η − μ, and α − μ fading channels, respectively. More precisely, Fig. 1 shows the
effect of increasing the signal power (thereafter increasing the SIR) on the proba-
bility of detection. Figure 2 illustrates the effectiveness of increasing the number
of samples N in overcoming fading, low SIR, and moderate p. Figure 3 compares
the performance of the energy detector by either increasing the number of sam-
ples or the SIR. Figure 4 depicts the influence of p on the probability of detection
for Nakagami-m and Hoyt fading channels for several values of SNR and SIR.
Figure 5 presents the complementary receiver operating characteristic (ROC) for
the discussed generalized fading scenarios. It may be noted that the performance
of the energy detector may be significantly increased if the probability of false
alarm is greater than the probability of occurrence of impulsive noise.

4.1 Cooperative Sensing

The performance of the energy detector may be undoubtedly improved when
there exist L secondary users that share their local (individual) decisions, and
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Fig. 1. Probability of detection versus SNR in η − μ fading. Markers represent Monte
Carlo simulations with 106 realizations, while lines represent (11) for M = 30.

Fig. 2. Probability of detection versus SNR in α− μ fading. Markers represent Monte
Carlo simulations with 106 realizations, while lines represent (13) for M = 30.
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Fig. 3. Probability of detection versus SNR in κ − μ fading. Markers represent Monte
Carlo simulations with 106 realizations, while lines represent (12) for M = 30.

Fig. 4. Probability of detection versus p in Nakagami-m and Hoyt fading. Markers
represent Monte Carlo simulations with 106 realizations, while lines represent (13) and
(11) for M = 30.
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Fig. 5. Probability of miss (1−PD) versus PFA in generalized fading for different values
of the probability of occurrence of impulsive noise (p). Markers represent Monte Carlo
simulations with 106 realizations, while lines represent (11), (12), (13) for M = 30.

thereby jointly decide about the occupation of the channel. In a hard decision
cooperative scheme, in which the global decisions are based on a K-out-of-L
rule, the detector decides for H1 if and only if at least K secondary users have
decided so.

Therefore, the probabilities of detection and false alarm may be computed
as, respectively,

QD =
L∑

l=K

(
L

l

)
P l

D (1 − PD)L−l
, (14)

QF =
L∑

l=K

(
L

l

)
P l

F (1 − PF )L−l
. (15)

When K = 1, K = L, or K =
⌈

L
2

⌉
, the rules are called OR, AND, and

Majority, respectively. It has been shown that the OR rule usually outperforms
and Majority rules in many scenarios of practical interest [9]. Therefore, only the
OR rule shall be consider henceforth. In particular, when K = 1, the probabilities
of false alarm and detection may be simplified as

QD = 1 − (1 − PD)L, (16)

QF = 1 − (1 − PF )L. (17)

Figure 6 depicts the performance of the cooperative energy detector for sev-
eral values of L under Weibull (μ = 1) and κ − μ fading channels. The per-
formance of the detector improves significantly as the number of cooperative
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Fig. 6. Performance of the OR-rule in Weibull (μ = 1) and κ − μ fading channels.

users increases. Hence, the cooperative detection may effectively overcome the
impairments caused by both low SIR and SNR, and severe fading. In fact, for
SNR = 10 dB, the probability of detection increases from 0.2 to roughly 0.9, for
the case of no cooperation (L = 1) and for a cooperative sensing with ten users
(L = 10), respectively.

5 Conclusion

This paper has proposed novel, simple, and accurate approximations for the per-
formance evaluation of the energy detector employed to detect Gaussian signals,
subject to impulsive noise, in generalized fading channels, namely, κ − μ, η − μ,
and α − μ. The approximations are based on the generalized Gauss-Laguerre
quadrature, which approximates the integrals that are required to compute the
probability of detection to finite sums, reducing the complexity and ensuring
accuracy.

The effects of the probability of occurrence of impulsive noise and the signal-
to-impulsive-noise ratio on the performance of the energy detector were described
as well. Furthermore, as has been shown, hard decision combining cooperative
schemes based on the OR rule effectively overcome the effects of low SIR and
severe fading.

The simple form of the proposed expressions provide a tool for design engi-
neers to determine parameters such as the minimum number of samples and the
minimum number of cooperating users to achieve a given performance under a
variety of fading and impulsive noise scenarios.
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Appendix A

The generalized Gauss-Laguerre quadrature [7] states that, for any real number
β > −1,

∞∫

0

tβe−tf(t) dt ≈
M∑

n=1

vnf(rn), (18)

in which rn is the n-th root of the generalized Laguerre polynomial of order M ,
i.e. Lβ

M , and the weight vn is given as

vn =
rnΓ (M + β + 1)

M !(M + 1)2
[
Lβ

M+1(rn)
]2 . (19)
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Abstract. A secure mutual distance bounding (SMDB) protocol has
been proposed, which employs a combination of slow exchange, bit com-
plement rapid exchange rule and final signature verification mechanisms
to guarantee the secure authentication while dramatically reduce success
probability of mafia fraud and impersonation attacks. Meanwhile, a par-
ticular identifier updating method is introduced to keep the consistency
of identifiers between the reader and the database. A comprehensive
probabilistic analysis on security properties proves that the proposed
SMDB protocol provides ideal resistance against mafia fraud, terrorist
fraud and distance fraud attacks.

Keywords: RFID · Distance bounding protocol · Relay attack ·
Terrorist fraud attack

1 Introduction

The deployment of radio frequency identification (RFID) technologies is becom-
ing widespread in almost all kinds of wireless network-based applications, which
can highly benefit from the adoption of RFID solutions. RFID tags store sensi-
tive information and are liable to suffer unauthorized reading, which may lead
to some unpredictable activities [1]. RFID tags are also vulnerable to different
types of relay attacks, such as distance fraud, mafia fraud, and terrorist fraud
attacks, whose object is to suggest a wrong assumption of the distance between
a tag and the corresponding reader [2].

During the past decade, a number of distance bounding protocols have been
proposed, which are usually classified into two categories, depending on whether
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a final signature is involved. Such protocols differ in terms of the security guar-
antee capabilities, which can be evaluated by analyzing their resilience to three
types of attacks: distance fraud, mafia fraud and terrorist fraud.

In 1994, Brands and Chaum put forward the first distance bounding protocol
[3], which features a success probability of distance fraud attacks as low as (3/4)n.
Whereas it is not immune to mafia and terrorist fraud attacks. In 2011, Cremers
et al. [4] showed that Brands and Chaum’s protocol and even all its derivatives
following the similar structure were vulnerable to distance hijacking attacks.

As for mafia fraud attacks, the prover is honest, but attackers try to falsify
the distance that the verifier establishes by interfering with their communication.
For some existing protocols, the probability with which a mafia fraud attack can
succeed is bounded by (3/4)n [5], which is inferior to the optimal value (1/2)n.

Terrorist fraud attacks are similar to those of mafia fraud. The legitimate
prover P is dishonest and helps an illegal prover P̃ to cheat the verifier V by
a wrong distance without sharing its private key. These attacks can even be
fulfilled with probability equals one for some protocols [6], while have not been
discussed concerning others [7,8].

Our Contributions. In this paper, we propose a novel secure RFID distance
bounding protocol, the SMDB protocol, which provides better security features
compared with the existing protocols. The SMDB protocol achieves an ideal
security level of (1/2)n against mafia fraud as well as distance fraud attacks,
where n denotes the number challenge/reponse bits during the rapid bit exchange
phase.

Outline of the Paper. The organization of the paper is as follows. In Sect. 2,
the SMDB protocol is described in detail. In Sect. 3 and 4, we analyze its security
and discuss the noise environment, respectively. The conclusion remarking is
drawn in Sect. 5.

2 The SMDB Protocol

In order to implement the verification process, the reader has to identify the
corresponding tag to access its key information. Unfortunately, this issue is
neglected by almost all distance bounding protocols reported in literatures, which
merely reveal the fact that the reader and the tag share a secret, without fur-
ther description on how the reader can locate the secret. In 2007, Reid et al. [9]
proposed a distance bounding protocol capable of resistance to terrorist fraud
attacks. In this protocol, ID’s of both sides are sent in clear form, therefore the
privacy can not be preserved and the protocol is vulnerable to tracking attacks.
In the protocol from [10], the reader (verifier) has to perform an exhaustive com-
putation and search in its database until a matched secret is found. As a result,
it is impractical to deploy the protocol in large-scale RFID systems.

With respect to the aforementioned problems, we propose a secure mutual
distance bounding (SMDB) protocol, which works in a uniquely mutual way.
The tag responds to the RFID reader’s request by transmitting its unique ID,
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which is then used by the reader to lookup the database for information relevant
to the tag. The tag’s ID is updated within the database, and the reader keeps
both the updated as well as the outdated ID within the database to count for
the possible scenario that the tag has not updated its identifier. Meanwhile, for
the purpose of providing resistance to attacks in case a tag is impersonated or
traced, a distance verification method between the reader and the tag is designed.

The proposed SMDB protocol consists of a slow nonce-exchange, a rapid bit
exchange phase, a verification phase and identifier update phase. As shown in
Fig. 1, the reader and the tag share an secret x. x and the tag’s ID are assumed
not to be revealed by neither side. The length of both x and ID is n bits.

2.1 Slow Exchange Phase

Step 1. The reader generates a random n-bit nonce NR and broadcasts it as a
request message.

Step 2. The tag generates a random n-bit nonce NT , then sends NT as well
as its current identifier ID to the reader.

Step 3. The reader looks up the database for the key x corresponding to the
tags’s current identifier, ID. If ID is not recognized as a valid identifier, the tag
is rejected.

Step 4. Both the reader and the tag compute 2n-bit sequences H =
fx(ID,NR, NT ), followed by splitting the value of H into two n-bit sequences
d, v.

Where f : {0, 1}∗ → {0, 1}2n is a one-way and collusion resistant pseudo-
random function, d = d1d2...dn, v = v1v2...vn.

2.2 Rapid Bit Exchange Phase

This phase will iterate for n rounds. At the i-th round, the challenge-response
delay time will be measured.

Step 5. The reader generates a random bit ci, initializes the clock to zero and
sends ci to the tag. We denote by c′

i the value received by the tag, which may
be unequal to ci due to errors or fading along the channel.

Step 6. The tag sends a response bit r′
i as follows.

If di = 0(i = 1, 2, ..., n), the tag sends vi when c′
i = 0; when c′

i = 1, the tag
sends vi, where vi denotes the bit complement of vi.

If di = 1, the tag sends 0 when c′
i = vi; when c′

i �= vi, the tag sends 1 as the
response bit r′

i.
Similarly, we denote by ri the value received by the reader.
Step 7. On receiving ri, the reader stops the clock and stores the delay time

�ti.

2.3 Verification Phase

Step 8. The tag concatenates the challenge and response bits to obtain m =
{c′

1 ‖ c′
2 ‖ · · · ‖ c′

n ‖ r′
1 ‖ r′

2 ‖ · · · ‖ r′
n}, where m has the length equal to 2n bits.
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Fig. 1. The Schematic of the SMDB protocol

Then, it computes T by ciphering the concatenation of m, current identifier of
the tag and the random numbers involved in the slow exchange phase.

T = fx(m, ID,NR, NT ) (1)

Finally, the tag sends the pair {m,T} to the reader.
Step 9. Once received the pair {m,T}, the reader computes:

T ′ = fx(m, ID,NR, NT ) (2)
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If the equality T ′ = T holds, the reader goes to the next step; otherwise,
it aborts. In the following steps, the reader checks the validity of the responses
received during the rapid bit exchange phase.

Step 10. The reader counts the number of rounds immediately when �ti
exceeds �tmax and goes to the next step if this number is smaller than or equals
to the value Tt; otherwise, it aborts.

Where �tmax is a timing bounding; Tt is the number of tolerance that �ti
exceeds �tmax.

Step 11. The reader computes:
errc: the number of times that ci �= c′

i; errr: the number of times that ci = c′
i

but ri is wrong according to step 6.
Finally, the reader checks if errc+errr is below a fault tolerance threshold τ .

If not, the protocol is aborted.

2.4 Identifier Update Phase

In this phase, the reader and the tag update the tag’s identifier ID as follows.
Step 12. The reader computes:

TR = fx(ID,NT ) (3)

ID′ = ID ⊕ fx(NR, NT ) (4)

Subsequently, the reader sends TR to the tag in order to replace ID with ID′

in its database.
Step 13. Upon receiving TR, the tag checks its correctness as follows:

TR
?= fx(ID,NT ) (5)

If the equality holds, the tag replaces ID with ID′(= ID ⊕ fx(NR, NT ));
otherwise, it discards TR.

Within an environment where it might be possible that the tag does not
receive the TR (because of noise or blocking of the signal by attackers), the
reader tends to verdict that the tag has updated its parameter while it actually
has not. As a result, the ID value on the tag’s side will be different from that
stored in the database. A solution to this problem is that the reader should store
both the updated as well as outdated ID values in the database to count for the
possible scenario that the tag has not updated its identifier.

3 Security Analysis of the SMDB Protocol

Impersonation attacks, mafia, terrorist, and distance fraud attacks are four main
security concerns when assessing distance bounding protocols in RFID systems.
In this section, security analysis will be delivered to prove that SMDB protocol
is capable of keeping RFID tags tamper-proof against any malicious adversaries.



246 Y. Zhou and J. Zhou

3.1 Analysis on Impersonation Attacks

In impersonation attacks, an attacker has to learn the current identifier ID′ or
the outdated one of the tag, successfully answer the challenges during the rapid
bit exchange phase and guess the final signature T . Let Psign be the probability
that the adversary successfully forges the signature T .

In SMDB protocol, a passive attacker can derive the past identifier ID of the
tag by eavesdropping the channel over multiple executions of the authentication
protocol. In the rapid bit exchange phase, when a challenge is intercepted, the
adversary replies with an arbitrary answer. The probability that the adversary
offers the correct answer to the reader is 1

2 . The success probability of imper-
sonation attacks is given by:

Pimp = (
1
2
)n.Psign (6)

Note that depending on the function f , an optimal Psign can be reached by
randomly guessing the signature T or by randomly picking x and computing the
right T . However, Psign can be neglected if n is large enough.

3.2 Analysis on Mafia Fraud Attacks

For a distance bounding protocol, an attacker is able to exploit three different
strategies to conduct her attack, i.e., early-reply, pre-ask and post-ask [11]. The
adversary uses either pre-ask or post-ask strategy to implement mafia fraud
attacks.

As for the post-ask strategy, the attacker first relays the slow phase reader,
trying to guess the right answers. The probability of sending a correct response
for a challenge is 1

2 . Then, the attacker queries the legitimate tag with the correct
challenges received during the verification phase to obtain the acknowledgment
signature T . The success probability of mafia fraud attacks by this strategy is:

Ppost−ask = (
1
2
)n (7)

As concerns the pre-ask strategy, the attacker first relays the slow phase
between the reader and the tag, followed by an execution of the rapid bit
exchange phase with the tag. The attacker sends predicted challenges c′′

i to
the tag and gets the response r′′

i corresponding to her challenges. By this way,
the attacker obtains a sequence {r′′

1 , r′′
2 , · · · , r′′

n}. Afterwards, the attacker exe-
cutes the rapid bit exchange phase with the reader and receives the challenges
ci. There are two equally likely cases, (i) if ci = c′′

i , the adversary sends r′′
i ; oth-

erwise, (ii) she sends r′′
i . Hence, the attacker sends the correct response with the

probability equals 1, in the rapid bit exchange phase. In the verification phase,
although the attacker receives a signature T from the tag, it can not be used to
authenticate herself to the reader, because the sequence m’s in two sessions are
different.
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The attacker can only guess the value of the signature T with the success
probability equals (14 )n, or guess the tag’s secret x (the success probability is
( 12 )n) to compute the correct signature T . The success probability of mafia fraud
attacks by pre-ask strategy is:

Pper−ask = 1.max{(
1
2
)n, (

1
4
)n} = (

1
2
)n (8)

Hence, the success probability of mafia fraud attacks is (12 )n.

3.3 Analysis on Terrorist Fraud Attacks

Suppose the attacker knows n − v bits of the secret key, together with the
white-box model [11], it is appropriate to assume the worst scenario in which
the dishonest tag transmits the entire n bits of d and v to the attacker with-
out any leakage of its secret x. Under this situation and during the rapid bit
exchange phase, the attacker can send the correct response with the probability
of 1. Hence, whether the SMDB protocol can provide protection against terrorist
fraud attacks depends on the security of the signature T . We assume the dishon-
est tag does not provide any information about the signature T , which means
the attacker must compute the valid signature T required by herself in order to
be accepted by the reader.

The attacker can only guess the value of the signature T (the success prob-
ability is (14 )n), or guess the tag’s secret x (the success probability is (12 )v) to
compute the correct signature T . Hence, the success probability of terrorist fraud
attacks is :

Pterrorist−fraud = 1.max{(
1
2
)v, (

1
4
)n} = (

1
2
)v (9)

3.4 Analysis on Distance Fraud Attacks

In distance fraud attacks, the tag owner herself is fraudulent who attempts to
cheat the readers in her proximity. Since the dishonest tag is outside the legal
authentication region, she would send the responses earlier in order to pass the
proximity check in terms of round trip time measurement. This is called early-
reply strategy.

It can be estimated that the success probability of distance fraud attacks
towards the SMDB protocol is (12 )n. Let ξi be the event that a dishonest tag
succeeds in the i-th round. Let Ξi be the event defined by Ξi = ξi and Ξi =
ξi | ξ1 ∧ · · · ∧i−1 for i > 1. When di = 0, the tag should send the response ri
before receiving the challenge c′

i from the reader in order to cheat the distance.
Because vi �= vi, the tag succeeds with probability 1

2

P [Ξi | di = 0]P [di = 0] =
1
2

× 1
2

=
1
4

(10)

When di = 1, the tag can cheat the distance by sending the response r′
i

earlier. Similarly, due to 0 �= 1, the tag succeeds with probability 1
2
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P [Ξi | di = 1]P [di = 1] =
1
2

× 1
2

=
1
4

(11)

From the law of total probability, P [Ξi |] can be obtained by

P [Ξi |] = P [Ξi | di = 0]P [di = 0] + P [Ξi | di = 1]P [di = 1]

=
1
4

+
1
4

=
1
2

(12)

Finally, the success probability of distance fraud attacks is given by

P [ξ1 ∧ ξ2 ∧ · · · ∧ ξn] = P [ξ1]P [ξ2 | ξ1] · · · P [ξn | ∧n−1
i=1 ξi]

= P [Ξ1]P [Ξ2] · · · P [Ξn]

= (
1
2
)n

(13)

4 Noise Resilience

Our scheme is inspired by the Swiss-Knife RFID distance bounding protocol
[5]. At the end of the rapid bit exchange phase, we count the number of misses
(errors) ε between the transmitted and received challenges and responses. More
precisely, we realize that a transmitted challenge ci might be different from the
received one c′

i and similarly a transmitted response r′
i might be different from a

received one ri. These mismatches between ci, c
′
i or ri, r

′
i might be aroused either

due to noise in the communicating channel or to the fact that the tag tries to
be authenticated is not legitimate (an attacker).

Kim et al. [5] introduces a threshold τ in a distance bounding protocol that
can be utilized to avoid the failure of authenticating legitimate tags in consid-
eration that some legitimate errors might be caused due to noise in the com-
munication channel. A detailed analysis of the threshold τ was first provided
by Pedro et al. [10], taking into account the probability of having errors due to
noise in the communication channel. Their methods are also valid for the SMDB
protocol and can be used to select an appropriate value for the threshold τ for
a given number (n) of rapid bit exchange challenge-response rounds. For more
detailed analysis, we refer readers to [10].

5 Conclusion

In this paper, we proposed a novel and efficient distance bounding protocol,
the SMDB protocol, which characterizes in its uniquely mutual authentication
procedure, reliable ID consistency mechanism as well as an effective verification
method. The protocol has been proved to be capable of providing an ideal resis-
tance against mafia fraud, terrorist fraud, and distance fraud attacks in terms of
success probability by means of probabilistic analysis. Furthermore, the SMDB
protocol has noise resilience property as well, which is beneficial to alleviate the
influence of noise in the channel on the authentication process.
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Abstract. Histogram is one of the fundamental aggregates in crowd-
sourcing data aggregation. In a crowdsourcing aggregation task, the
potential value or importance of each bucket in the histogram may dif-
fers, especially when the number of buckets is relatively large but only
a few of buckets are of great interests. This is the case weighted his-
togram aggregation is needed. On the other hand, privacy is a critical
issue in crowdsourcing, as data contributed by participants may reveal
sensitive information about individuals. In this paper, we study the prob-
lem of privacy-preserving weighted histogram aggregation, and propose
a new local differential-private mechanism, the bi-parties mechanism,
which exploits the weight imbalances among buckets in histogram to
minimize weighted error. We provide both theoretical and experimental
analyses of the mechanism, specifically, the experimental results demon-
strate that our mechanism can averagely reduce 20% of weighted square
error of estimated histograms compared to existing approaches (e.g. ran-
domized response mechanism, exponential mechanism).

Keywords: Differential privacy · Weighted histogram · Local privacy ·
Crowdsourcing · Randomized response

1 Introduction

For many crowdsourcing tasks (e.g. crowdsourcing voting [17]), histogram is
a fundamental intermediate result that summaries statistical information over
large number of participants, and can then be postprocessed specifically for
crowdsourcing objectives, such as for voting, ranking or averaging. In these cases
(e.g. weighted average), each bucket in the histogram maybe assigned with dif-
ferent weights [9], to consensus with the intrinsic importance of each bucket in
the task. Hence, as a generalization of the naive histogram, weighted histogram
aggregation is an important component in crowdsourcing.

On the other hand, privacy is a crucial issue in crowdsourcing, since the
data contributed by participants may reveal identities or activities of individu-
als [4], especially when crowdsourcing aggregation tasks query about sensitive
information, such as genders, ages or locations.
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 250–261, 2016.
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Many efforts have been putted in the area of privacy preserving data aggre-
gation. Specifically, for the task of privacy preserving histogram aggregation,
some approaches resort to cryptographic techniques to ensure data computa-
tional privacy [13] (e.g. in [3,16]) but usually suffer from high computation costs
and are volatile to collusion between the aggregator and other participants, thus
may not be suitable for crowdsourcing data aggregation scenarios. In another
main branch, by adopting the state-of-art privacy definition of ε-differential pri-
vacy [6] into the local setting with information-theoretical privacy guarantee,
Erlingsson et al. [8] and Duchi et al. [5] propose randomized response [15] tech-
nique on bit map for efficient differential private histogram aggregation, and
prove its optimality in the low region of the privacy budget (e.g. ε = O(1)). In
the high region of the privacy budget, multivariate randomized response tech-
nique or exponential mechanism [12] dominates.

Though differential private histogram aggregation has been extensively stud-
ied, existing approaches for differential-private histogram aggregation neglected
the weighted histogram scenarios, where relatively small noises for heavyweight
buckets is preferred from data utility perspective, and may degrades aggregation
performance under the metric of weighted histogram error.

In this paper, we propose the bi-parties mechanism for local differential pri-
vacy weighted histogram aggregation, it exploits the weight differences of items in
the data domain. Basically, our mechanism tries to find the optimal bi-partite cut
of buckets in histogram, such that one party of buckets has much higher average
weights that the other, and then assign delicate privacy budgets to both parties
in a unified way, without waste of privacy budget. The mechanism utilizes both
binary randomized response and multivariate randomized response techniques
on bit map for achieving local differential privacy. As a result, the weighted his-
togram error in our mechanism could be significantly reduced. Specifically, this
paper makes following contributes:

– We propose a new differential private mechanism, the bi-parties mechanism,
for weighted histogram aggregation in crowdsourcing.

– We provide theoretical error bounds of the mechanism under weighted square
histogram error, and analyse its advantages over existing approaches.

– We conduct extensive experiments to validate the efficiency and effectiveness
of our mechanism, with comparison to existing approaches that are for naive
histogram aggregation. The experimental results show that our mechanism
averagely reduced 20% error for weighted histogram estimation.

The remainder of this paper is organized as follows. Section 2 provides prelim-
inary knowledge about local differential privacy definition and the aggregation
model. Section 3 describes bi-parties mechanism and the optimal parameters
selection. Section 4 analyse computational complexity and error bounds of our
mechanism. Section 5 presents experimental results of our mechanism with com-
parison to existing approaches. Section 6 reviews related work. Lastly Sect. 7
concludes the whole paper.
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2 Preliminaries

In this section, we briefly introduce the definition of data privacy: local
ε-differential privacy, and the privacy preserving weighted histogram aggrega-
tion model in crowdsourcing.

2.1 Local Differential Privacy

Local differential privacy [11] is a rigorous data privacy definition in local set-
ting, unlike the original differential privacy definition [6] in centralized setting,
it guarantees data privacy relying on no other parties (e.g. database curator, the
aggregator, other participants) but the data owner (e.g. a crowdsourcing partic-
ipant), and hence is quite suitable for preserving participants’ data privacy in
crowdsourcing scenarios.

Local differential privacy limits the differences in probabilities of sanitized
data regardless of the truly data value is. To be precise, let D denote the domain
of data (e.g. all possible ages), d ∈ D be the data value a participant holds and
d′ ∈ Range(K̃) be the sanitized data by a privacy preserving mechanism K̃, here
the sanitized data d′ and the secret data d may not be in the same data domain.
The formal definition of local differential privacy is described in Definition 1.

Definition 1 (Local ε-differential privacy [11]). A randomized mechanism
K̃ gives local ε-differential privacy iff for all possible pairings da, db ∈ D, and all
possible subset T ⊆ Range(K̃),

Pr[K̃(da) ∈ T ] ≤ exp(ε) · Pr[K̃(db) ∈ T ].

The ε is known as privacy level or privacy budget, and usually be a rela-
tively small value (e.g. ε = O(1)) for reasonable protection level of data privacy
meanwhile remaining acceptable data utility.

The randomized response [15] technique is the most commonly used technique
for preserving local differential privacy, it tells truth with a limited probability,
otherwise responses with randomly chosen value from data domain. In this paper,
we will present a new mechanism: bi-parities mechanism, that is based on binary
and multivariate randomized response technique, and is specially designed for
weighted histogram aggregation.

Recall that local ε-differential privacy preserving a participant’s data privacy
locally without trust on any other participants or the aggregator.

2.2 Weighted Histogram Aggregation Model

In a crowdsourcing histogram aggregation task, the aggregator queries partic-
ipants about the data domain D, in which each participant ui holds a secret
value di ∈ D.

To preserve data privacy, each participant randomizes their data di indepen-
dently using privacy preserving randomizer K̃ to obtain a sanitized version data
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Fig. 1. Aggregation model for differential private weighted histogram estimation in
crowdsourcing.

d′
i ∈ Range(K̃), and publishes d′

i to the aggregator. The aggregator then tries
to decode a estimation H ′′ of histogram over domain D from observed sanitized
data list {d′

1, d
′
2, ..., d

′
n}, which are received as query results from n participants.

For weighted histogram aggregation, the demonstrative aggregation model is
showed in Fig. 1. At first, the aggregator releases or publishes aggregation query
to each participant, along with global parameters, including privacy budget ε and
other mechanism specific parameters, such as the partition bound k and assigned
budgets εh, εl for two parties in our bi-parties mechanism. In our mechanism,
both secrete data d and sanitized data d′ are expressed as bit maps, specifically,
if a participant’s secrete value equals the j-th element Dj in data domain D,
then the secrete data di ∈ {0, 1}|D| is a bit map of length |D| with the j-th bit
be set to 1 and other bits be set to 0.

After receiving sanitized data {d′
1, d

′
2, ..., d

′
n} from participants, the aggrega-

tor estimate the truly histogram H of {d1, d2, ..., dn} as H ′′, and then assign
weights wj to each bucket in H ′′ to compose the estimated weighted histogram
W ′′, this is W ′′

j = wj · H ′′
j , for j ∈ [1, |D|]. To minimize the error of estimated

weighted histogram W ′′ of the truly weighted histogram W , the mechanism para-
meters k and εh, εl are related to the bucket weights vector {w1, w2, ..., w|d|}, here
the truly weighted histogram is W = {wj · Hj | j ∈ [1, |D|]}.

3 Mechanism

In this section, we present the bi-parties mechanism and its local ε-differential
privacy guarantee, then show how to compute optimal choices of the partition
bound k and assigned budgets εh, εl for two parties in the mechanism.

3.1 Bi-parties Mechanism

The basic idea of optimizing weighted histogram aggregation error is explicit:
more privacy budget should be used for heavyweight items than lightweight items
in data domain D, but assigning some privacy budget for the data aggregation



254 S. Wang et al.

of participants with heavyweight items and other privacy budget for aggrega-
tion of participants with lightweight items violates the privacy constraints in
Definition 1, since in such separated way, the privacy adversary would know a
participant’s secret value is in heavyweight items or lightweight items.

Fig. 2. Example of randomization domain in bi-parties mechanism based on binary
and multivariate randomized response technique, the parameter k = 3, |D| = 10.

Algorithm 1. Data randomizer for each participant
Input: a secret value d ∈ D that is represented as a bit map, d = Dj ∈ {0, 1}|D|, j ∈

[1, |D|], partition bound k ∈ [1, |D| − 1], privacy budgets εh, εl that εh + εl = ε.
Output: a sanitized bit map d′ ∈ {0, 1}|D| that satisfies local ε-differential privacy.
1: initialize d′ = 0 ∈ {0}|D|

2: if j ≤ k then

3: j′ =

⎧
⎪⎨

⎪⎩

j, with probability exp(εh)
exp(εh)+k

UniformRandom([1, k]\{j}), with probability k−1
exp(εh)+k

null, with probability 1
exp(εh)+k

4: set d′
j′ = 1 if j′ �= null

5: for r = k + 1 to |D| do
6: d′

r =

{
0, with probability exp(εl)

exp(εl)+1

1, with probability 1
exp(εl)+1

7: end for
8: else if j > k then

9: j′ =

{
UniformRandom([1, k]), with probability k

exp(εh)+k

null, with probability exp(εh)
exp(εh)+k

10: set d′
j′ = 1 if j′ �= null

11: for r = k + 1 to |D| do
12: d′

r =

{
dr, with probability exp(εl)

exp(εl)+1

1 − dr, with probability 1
exp(εl)+1

13: end for
14: end if
15: return d′



Private Weighted Histogram Aggregation in Crowdsourcing 255

In bi-parties mechanism, the items and privacy budget are partitioned into
two parties in a unified way, to take full advantage of the overall privacy budget.
The mechanism could be seem as the combination of binary randomized response
technique and multivariate randomized response technique.

To separate items into two parties, we firstly sort items of domain D in
descent order, which means wj ≥ wj+1 for j ∈ [1, |D|−1]. We then take the first
k items as heavyweight item set Sh ⊆ D, and the rest as lightweight item set
Sl ⊆ D. Then we split the overall privacy budget ε into two parts: εh, εl, where
εh ≥ 0.5ε, εl ≥ 0.0 and εh + εl = ε. The εh will be consumed by Sh and εl will be
consumed by Sl. The concrete choices of k and εh, εl according to weight vector
w will be presented in the next subsection.

After partitioning domain D and privacy budget, we now present the basic
data randomizer with local ε-differential privacy. As demonstrated by bit-map
form in Fig. 2, if a participant’s secret value d = Dj is in Sh, then selects one
element from {D1,D2, ...,Dk,0} with proper assigned probabilities according
to εh and then independently chooses to select each value in Sl with proper
probability according to εh; if a participant’s secret value d = Dj is in Sl, then
selects Dj itself with one probability, selects each value in Sl − {Dj} indepen-
dently with another probability, and select one value from {D1,D2, ...,Dk,0}
with proper assigned probabilities. Formally, the randomizer of bi-parties mech-
anism is detailed in Algorithm 1.

In concise, the randomizer naturally embeds multivariate randomized
response into binary randomized response on bit map, and assigns customized
privacy budgets for heavyweight items and lightweight items. This randomizer
is evaluated by each participant, its privacy guarantee of the is declared in
Theorem 1, proof of which is kind of explicit and will be presented in detail
in the longer version of this paper due to limited space here.

Theorem 1. The randomizer in Algorithm 1 satisfies local ε-differential privacy
constraints in Definition 1 for domain D.

Algorithm 2. Histogram decoder for the aggregator
Input: sanitized bit maps {d′

1, d
′
2, ..., d

′
n} from n participants with secret bit maps

{d1, d2, ..., dn}, partition bound k ∈ [1, |D|], privacy budgets εh, εl.
Output: an unbiased weighted estimation H ′′ of truly histogram H =

sum({d1, d2, ..., dn}).
1: H ′ = sum({d′

1, d
′
2, ..., d

′
n})

2: for j = 1 to k do

3: H ′′
j =

H′
j ·(exp(εh)+k)−n

exp(εh)−1

4: end for
5: for j = k + 1 to |D| do
6: H ′′

j =
H′

j ·(exp(εl)+1)−n

exp(εl)−1

7: end for
8: return H ′′
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We now proceed to decoding histogram from the sanitized bit map that
is generated by the randomizer in Algorithm 2, it’s an unbiased estimator for
estimating the truly histogram H = sum(d1, d2, ..., dn). Applying the weight
vector w = w1, w2, ..., w|D| to unbias estimated histogram H ′′ finally results in
the unbias estimated weighted histogram W ′′ of truly weighted histogram W .

3.2 Optimal Parameters Selection

In this subsection, we consider the optimal choice of partition bound k and pri-
vacy budgets εh, εl with the knowledge of weight vector w = w1, w2, ..., w|D|. The
weighted square error WSE of H ′′ is used as optimization objective here. Formally,
the expected weighted square error of H ′′ given in Algorithm 2 is as follows:

WSE(k, εh, εl)

= E[‖W ′′ − W‖22] = E[
∑

j=1..|D|
(wj · H ′′

j − wj · Hj)
2]

=
∑

j=1..|D|
w2

j · E[(H ′′
j − Hj)2] =

∑

j=1..|D|
w2

j · V ar[H ′′
j ]

=
∑

j=1..k

w2
j · Hj · exp(εh) · k + (n − Hj) · (exp(εh) + k − 1)

(exp(εh) − 1)2

+
∑

j=(k+1)..|D|
w2

j · n · exp(εl)
(exp(εl) − 1)2

.

(1)

The weighted square error depends on the truly histogram H, one can use
prior knowledge about H as substitution, here we just assume that it’s a uniform
histogram that Hj = n

|D| . As a result, the objective formula in (1) is reduced to:

WSE(k, εh, εl)

=
n · |D| · k · exp(εh) + n · (|D| − 1)(k − 1)

|D| · (exp(εh) − 1)2
·

∑

j=1..k

w2
j

+
n · exp(εl)

(exp(εl) − 1)2
·

∑

j=(k+1)..|D|
w2

j .

(2)

For a given privacy budget ε, when k is fixed, the objective WSE(εh) is
strongly convex for
the variate exp(εh) ∈ (exp(0.5ε), exp(ε)) or variate εh ∈ (0.5ε, ε) when exp(εl) is
replaced by exp(ε − εh).

Specifically, the derivative of the objective WSE(exp(εh)) in (2) is a quartic-
like function and its roots could be expressed in closed-form, though one may also
use Newton’s method to approximate these roots, so that finding the optimal
solution of εh, εl for fixed k costs only O(1) time. By iterating over all possi-
ble k ∈ {1, 2, ..., |D|}, we can get the optimal choice of k as well. In concise,
finding the optimal parameters in bi-parties mechanism can be done in O(|D|)
computational time.
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4 Theoretical Analyses

4.1 Error Bounds

Under the metric of weighted square error WSE as defined in Eq. 1, the
estimated weighted histogram in bi-parties mechanism is no less favorable
than estimated weighted histogram by state-of-art binary randomized response
approaches in [5,8] or multivariate randomized response approaches [12,15],
as in bi-parties mechanism, using parameter (k = 1, εh = 0.5ε, εl = 0.5ε)
is equivalent to binary randomized response approaches, and using parameter
(k = |D|, εh = ε, εl = 0.0) is equivalent to multivariate randomized response
approaches. Thus, we have:

WSE ≤ n · min{ exp(0.5 · ε)
(exp(0.5 · ε) − 1)2

,
|D|2 · exp(ε) + (|D| − 1)2

|D| · (exp(ε) − 1)2
} ·

∑

j=1..|D|
w2

j

Further more, as detailed in Subsect. 3.2, WSE(εh) is strongly convex, thus bi-
parties mechanism could do better than binary and multivariate randomized
response approaches.

4.2 Computational Complexities

For each participant, the data randomizer of bi-parties mechanism in Algorithm 1
has computational complexity of O(|D|), where D is the domain of participants’
secret values and the domain of histogram buckets.

For the aggregator, finding the optimal mechanism parameters k and εh, εl
as in Subsect. 3.2 costs O(|D|) time, and estimating weighted histogram from
observed sanitized data as in Algorithm 2 costs O(n · |D| + |D|) time, where n is
the number of participants.

In concise, bi-parties mechanism has only linear complexities with respect to
the domain size |D| or number of participants n, for both participants and the
aggregator. Hence, bi-parties mechanism is highly efficient for private weighted
histogram aggregation in crowdsourcing.

5 Experiments

We evaluate the effectiveness of bi-parties mechanism on extensive weighted his-
togram aggregation simulations. Each participant’s secrete data value is drawn
from histogram H that is uniform randomly generated during each aggregation
simulation, with privacy budget ε ranges from 1.0 to 3.0.

In these simulations, the size of data domain |D| is a moderate number 40,
the number of participants is 1000. The weight vector w = {w1, w2, ..., w|D|}
for histograms includes heavy-core-set families and exponential decay families.
In heavy-core-set families, a small subset of the data domain is assigned with
heavy weights and the rest of the domain is assigned with one unit weights.
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In exponential decay families, the weight vector is a exponential decay sequence
{exp(−αj) | j = [1..|D|]} with decay rate α ranges from 0.25 to 1.5.

We compare our bi-parties mechanism (BPM) with state-of-art approaches
for raw histogram aggregation, including binary randomized response (BRR)
approaches in [5,8], which beats the classical Laplace mechanism [7] with con-
stant factor improvement, and multivariate randomized response or exponential
mechanism (EM) in [12]. The metric we use here is natural logarithm of normal-
ized weighted square error NWSE = WSE

n , where WSE is defined in Eq. 1.

Fig. 3. The simulation results of weighted histogram aggregation with heavy-core-set
weight vectors. (Color figure online)

The simulation results with heavy-core-set weight vectors are showed on
Fig. 3, the weights for buckets in core set is |D| = 40 and the size of core set
is in {1, 2, 4, 8}, each showed in one of the 4 panels in the figure. Compared to
the BRR and EM approaches, our BPM approach averagely reduced weighted
square error by 20%.

The simulation results with exponential decay weight vectors are showed on
Fig. 4, the decay rate is in {0.5, 1.0, 1.5, 2.0}, each showed in one of the 4 panels
in the figure. Compared to the BRR and EM approaches, our BPM approach
averagely reduced weighted square error by 40%.

In conclusion, our bi-parities mechanism (BPM) outperforms existing
approaches for weighted histogram aggregation.

6 Related Work

The work on privacy preserving data aggregation can mainly be categorized into
two streams: encryption-based approaches and perturbation-based approaches.
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Fig. 4. The simulation results of weighted histogram aggregation with exponential
decay weight vectors. (Color figure online)

Encryption-based approaches (e.g. in [1,14,16]) utilize cryptographic tools
along with distributed noise generation to ensure computational differential pri-
vacy [13]. These approaches may suffer from high computational costs in prac-
tice especially when used for histogram aggregation with relatively large data
domain. A participant’s data privacy in computational differential privacy is also
volatile to collusion between the aggregator and other participants.

Perturbation-based approaches perturb truly data locally for privacy pre-
serving. Specifically for local ε-differential private raw histogram aggregation,
Erlingsson et al. [8] and Duchi et al. [5] proposed applying binary randomized
response technique to bit map, and proves its optimality in the low region of the
privacy budget (e.g. ε = O(1)). In the high region of the privacy budget, mul-
tivariate randomized response technique or exponential mechanism [12] domi-
nates. There are also some work (e.g. [2,10]) focus on private succinct histogram
or heavy hitter aggregation.

This paper considers privacy preserving weighted histogram aggregation
instead, our bi-parties mechanism is a combination of binary and multivariate
randomized response techniques, the multivariate randomized response tech-
nique is naturally used for heavyweight buckets with relatively large privacy
budget, and the binary randomized response technique is used for lightweight
buckets with relatively small privacy budget, hence exploits the complementary
advantages of binary and multivariate randomized response techniques.

7 Conclusion

This paper studies privacy preserving data aggregation in crowdsourcing,
and propose the bi-parties mechanism for local ε-differential private weighted
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histogram aggregation. The mechanism combines binary and multivariate ran-
domized response techniques for randomizing heavyweight buckets and light-
weight buckets in a unified way, hence naturally exploits the imbalances of
weights and the complementary advantages of binary and multivariate random-
ized response techniques. This mechanism is highly efficient as its computational
complexity is linear to the data domain or the number of participants, thus is
suitable for practical use even in large scale crowdsourcing aggregation. We also
provide theoretical and experimental error analyses of bi-parties mechanism,
the experimental results shows the mechanism outperforms existing approaches
averagely by 20% for weighted histogram estimation.
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Abstract. With the advances of sensors in smart devices, Mobile
Crowdsensing (MCS) is flourishing. In this paper, we focus on Cost-
minimizing Task Allocation (CTA) problem with spatial-temporal con-
straints in MCS. The MCS platform gives a set of tasks with different
locations and sensing durations. Meanwhile, the platform hopes to allo-
cate the spatial-temporal tasks to a part of participants with the mini-
mum cost. We prove the NP-hardness of this problem and solve it based
on the classical primal-dual algorithm. Moreover, we demonstrate that
the approximation ratio is a variable about the scale of the problem.
Then, we design a heuristic algorithm based on the Tabu search to solve
the CTA problem and point out that the lower bound is guaranteed by
the initialization progress. Finally, we conduct extensive simulations to
show the significant performance of our algorithm.

Keywords: Mobile Crowdsensing · Task allocation · Heuristic
algorithm · Minimum cost

1 Introduction

With the rapid development of smart devices, lots of data can be collected from
accelerator, GPS, camera, and other embedded sensors in smart devices [5,15].
Thanks to this, Mobile Crowdsensing (MCS) becomes a new paradigm in which
mobile users can utilize their smart devices to perform sensing tasks allocated
by an MCS platform [13]. As a necessary component of MCS, task allocation
has become one of the most important topics in recent years. In this paper,
we mainly focus on the Cost-minimizing Task Allocation (CTA) problem with
spatial-temporal constraints. For example, an MCS platform publishes sensing
tasks, such as noise pollution mapping, traffic information mapping, temperature
measurement [9,12,17]. Each task is related to a location and a sensing duration.
On the other hand, a group of users want to participate in the crowdsensing.
First, each user tells the MCS platform which tasks it can be performed by itself,
the corresponding sensing duration, and the cost that it will charge from the
platform. Then, the MCS platform will allocate the tasks with the minimum cost
while letting the spacial-temporal constraints be satisfied. Different from existing
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 262–271, 2016.
DOI: 10.1007/978-3-319-42836-9 24
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works [7,8], we consider that each user will make a deterministic announcement
about where it can go and how long it can collect data, especially when the MCS
platform introduces some incentive and penalty mechanism. In other words, if a
user announces that it can collect sensing data in a place with 5 min length, we
assume that this announce is truthful. Besides, each task should be performed
by at least one user to satisfy the sensing duration, and each user can perform
at least one task, which makes our paper different from the classical set cover
problem [4].

We highlight our main contributions as follows:

1. We introduce the Cost-minimizing Task Allocation (CTA) problem with the
spacial and temporal constraints.

2. We prove that the CTA problem is NP-hard. A approximation algorithm is
given by using the classical duality theory. Then, we demonstrate that the
approximation ratio is a variable about the scale of the problem.

3. We design a heuristic algorithm based on the Tabu search, called tCTA,
including an initial progress, a weighting scheme, and a tabu rule. Moreover,
we show that a lower bound can be guaranteed by the initialization progress.

4. Finally, we conduct extensive simulations to prove that our algorithm has
better performances than the compared algorithms.

The remainder of this paper is organized as follows. In Sect. 2, we introduce
the model and formulate the problem. In Sect. 3, we prove that this CTA problem
is NP-hard. Then, we solve the problem with liner programming and duality
theory to show the approximation ratio varying with scale of the problem. In
Sect. 4, we design a heuristic algorithm based on Tabu search and we point out
that lower bound can be guaranteed by the initialization progress. In Sect. 5, we
evaluate the performance of our algorithm through extensive simulations. The
related works are mentioned in Sect. 6. Finally, we conclude this paper in Sect. 7.

2 Model and Problem Formulation

2.1 Model

In the CTA problem, we assume that an MCS platform has n tasks, that is, V =
{ν1, ν2, . . . , νn}. For each task, the requirement of locations and sensing durations
need to be met. We use T = {τ1, τ2, . . . , τn} to denote the corresponding sensing
duration where τi ≥ 0. In this case, we can put locations and sensing durations
together. That is, if τi equals 0, user will not pass the location of task i and will
not get any useful sensing data about task i.

In MCS, there are m users who wants to perform sensing tasks in V , and we
use U = {u1, u2, . . . , um} to denote these users. We use R = {rij}i∈[1,n],j∈[1,m]

to denote the available sensing duration of each user in each task. If rij = 0, it
means user j can not perform task i. Additionally, we use C = {c1, c2, . . . , cm}
to denote the cost of users. In our model, each user can perform more than one
task, and each task should be performed by more than one user if necessary,
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which makes our problem different from classical set cover problem [4]. In this
case, the MCS platform will allocate tasks to some users in U with minimum
cost while spacial-temporal constraints are satisfied.

2.2 Problem Formulation

In the CTA problem, we need to select a subset of users in U to minimize the
allocation cost while ensuring that the sensing time of each task is sufficient. For
simplicity, we use a set Φ ⊆ U to denote a user recruitment strategy and map
rij into ri(uj), which means the available sensing duration of user j for task i.
Then, the CTA problem can be formulated as follows:

Minimize :
∑

ui∈Φ

c(ui) (1)

Subject to : Φ ⊆ U (2)
∑

uj∈Φ

ri(uj) ≥ τi ∀i ∈ [1, n] (3)

ri(uj) ≥ 0, ∀i ∈ [1, n], ui ∈ Φ, ri(uj) ∈ R (4)
τi > 0, ∀i ∈ [1, n], τi ∈ T (5)

Here, Eq. 3 indicates that the spatial-temporal constraint of each task should
be satisfied, that is, allocation strategy must guarantee that the sensing duration
of each task should be totally covered by users in Φ. Every task has sensing time
length requirement and the available sensing duration of every task differs from
users. In this case, the CTA problem is an extension of set cover problem.

3 Algorithm Based on Duality Theory

In this section, we prove that the CTA problem is NP-hard. Then, we adopt a
classical algorithm, called dCTA, based on liner programming and duality theory
to solve this problem. In the end of this section, we analyze the approximation
ratio of dCTA in short.

3.1 NP-hardness of CTA

First, we prove that our CTA problem is NP-hard, as shown in the following
theorem:

Theorem 1. The CTA problem is NP-hard.

Proof. To prove the NP-hardness of CTA problem, we consider the classical set
cover problem.
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Minimize : |Φs| (6)
Subject to : Φs ⊆ U s (7)

⋃

S∈Φs

Rs(S) = T s (8)

where T s is the universe set with all elements, U s is a family of whole subsets
of T s, Φs is a family of partial subsets of T s. S is a subset of T s, Rs(S) is a
set which contains all elements covered by S. The goal of set cover problem is to
select the minimum count of subset, that is |Φs|, while each element is covered
by at least one subset in Φs.

Then, we consider a special case of CTA. We set every ci in C and τi in T
to be 1. Then, we let ri(uj) be a binary variable, that is, each ri(uj) will be
either 1 or 0. The CTA problem becomes that how to minimize

∑
ui∈Φ |1| = |Φ|

while every task is performed by at least one user. In this special case, the CTA
problem can be converted into classical set cover problem, which is NP-hard.
Thus, our CTA problem is at least NP-hard. The theorem holds. �

3.2 Design and Performance Analysis of Algorithm

We first give an algorithm using classical duality theory [3,10], called cCTA,
as shown in Algorithm 1. In this algorithm, X is a m − D vector which reflects
the allocation strategy, where 1 denotes recruitment and 0 otherwise. That is,
Φ can map into X. Then, X is relaxed to real field. Y is also a vector similar to
X in the dual problem after transformation. More specially, we use Y = {y(ui)}
and X = {x(ui)} to denote the variable in dual problem and original problem,
respectively. For the simplicity of analysis, we map c(uj) into c(j). Then, we
analyze this algorithm and prove it |U |-approximation algorithm.

Algorithm 1. The cCTA Algorithm
Require: C ,R,T ,U
Ensure: Φ
1: Turn the original problem into a liner programming and find its dual
2: X=0,Y=0,Φ = ∅
3: repeat

4: increase dual values in Y until
∑

ui∈Φ

rj(ui)

τi
y(ui) = c(j)

5: select some subset of the tight dual constants c(j), and increase the primal vari-
able X corresponding to them by an integral amount.

6: until the primal is feasible
7: map X into Φ

Theorem 2. The cCTA algorithm is a |U |-approximation algorithm.



266 J. Yu et al.

Proof. The goal of the dual problem is to maximize
∑

ui∈Φ y(ui) while the con-

straints are satisfied, that is,
∑

ui∈Φ
rj(ui)

τi
y(ui) should be no more than c(j) for

each j. According to the cCTA algorithm, ui will be selected when the dual prob-
lem hits the bound, that is,

∑
ui∈Φ

rj(ui)
τi

y(ui) = c(j). Since the sensing duration

is constrained by the task requirement, rj(ui)
τi

will not be more than 1 for each
i and j. We use OPT(IP) and OPT(LP) to denote the optimal solution of the
original problem and its relaxed formation [10]. Then, we will have

∑

uj∈Φ

c(uj) =
∑

uj∈U

c(uj)xj =
∑

uj∈U

∑

ui∈Φ

rj(ui)
τi

y(ui)xj (9)

≤
∑

uj∈U

∑

ui∈Φ

y(ui)xj (10)

≤ |U |
∑

ui∈Φ

y(ui) (11)

≤ |U |OPT (LP ) ≤ |U |OPT (IP ) (12)

Thus, Theorem 2 holds. �

Based on this theorem, we can get the approximation ratio using duality
theory and the approximation ratio is a variable related to the scale of users.
The cCTA algorithm spends too much time on solving the LP problem. In fact,
duality and other method will get similar approximation ratio. In reality, fast and
accurate algorithm is necessary. Therefore, in next section we design a heuristic
algorithm based on tabu search. We design a greedy algorithm to complete the
initial progress with a theoretical approximation ratio.

4 Design Algorithm Based on Tabu Search

In this section, we first design an algorithm based on tabu search including
an initial progress, a wighting scheme and a tabu rule. Then, we analyze the
performance of tCTA algorithm.

4.1 Design of Algorithm

Tabu search is an extension of local search. The main idea of Tabu search is to
avoid past local solutions at each iteration. Tabu search always show its good
performance to solve NP-hard problem [1]. In this case, we design Algorithm 2
based on Tabu search. Algorithm2 mainly consists of three parts: an initial
progress, a wighting scheme and a tabu rule. As shown in Algorithm2, initial
progress is from step 2 to step 5. Wighting scheme consists of the scheme of
adding elements to strategy set and removing elements from strategy set. The
scheme of addition is from step 10 to step 11 and the scheme of removing is from
step 12 to step 19. The tabu rule is a set of rules which prohibit some elements
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adding into strategy set for certain iteration and is also attached with the rule
which enables element to be added into strategy set.

We utilize a greedy algorithm to get an initial solution. Ω is denote the tem-
porary optimal solution. We use Δi to denote the remain sensing duration that
each task requires.

∑n
i=1 min{Δi, rij} means the contribution of approaching

the boundary of constraints from uj , that is, the sum of all sensing durations
required will reduce by

∑n
i=1 min{Δi, rij} after uj is recruited. If Δi = 0, that

is, taski has been totally covered by users in Ω at current iteration and uj will
contribute nothing to taski. The criterion of greedy algorithm is to select a user
to maximize the reduce of all sensing durations in unit cost. Step 6 delete some
of uj ∈ Ω which is redundant. Then, Φ memorizes the optimal strategy.

Algorithm 2. The tCTA Algorithm
Require: C ,R,T ,U
Ensure: Φ
1: Ω = ∅ , initial k and η
2: repeat

3: Select a user uj ∈ U \Ω to maximize the
∑n

i=1 min{Δi,rij}
cj

4: Ω = Ω
⋃{uj}

5: until Each constraint is satisfied or |U \Ω| < 1
6: Delete uj from Ω if it can be deleted and all constraints will also be satisfied.
7: Let Φ = Ω
8: repeat
9: Update tabu length of each element in X and tabu table X

10: Select a user uk ∈ Ω to maximize the
∑

ti∈T min{∑uj∈Ω rij − rik, 0}
11: Ω = Ω\{uk},X = X

⋃{uk}, k = k -1, initial η
12: while Ω does not satisfy all constraints and |U \Ω| ≥ 1 and η < θ do
13: Select a user uk ∈ U \(Ω

⋃
X ) who announce the minimum cost c(uk)

14: if |U \(Ω
⋃

X )| < ε and flag ==true then
15: Select a user ul ∈ X who announce the minimum cost
16: let uk = min{uk, ul} , remove uk from X when uk = ul

17: end if
18: Ω = Ω

⋃{uk}
19: end while
20: if

∑
ui∈Ω c(ui) <

∑
ui∈Φ c(ui) then

21: Φ = Ω
22: end if
23: until k < 1

After initialization, a further tabu search will be conducted based on the
initial solution. We use k to denote steps of iteration from Step 8 to Step 23.
We first update tabu table X and reduce each tabu length by 1 and remove the
element from X when the corresponding table length is less than 1. Then, the
user in Ω, who will incur minimum lack of the sum of sensing durations required
by each task after removing, will be delete, that is, we can remove a safer user
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from Ω by Step 10. Next, we select users from U \(Ω
⋃
X ) to satisfy constraints

again. To avoid the circle of selecting identical element removed from Ω, we
select uk in U \(Ω

⋃
X ) who announces the minimum cost. Additionally, we set

a variable, called flag, true with the probability of 0.8 and false with probability
of 0.2. We use η as a timer to prevent wasting much time, which should be less
than a threshold θ. When |U \(Ω

⋃
X )| is less than a threshold ε and flag is

true, we will select ul in X who announces the minimum cost and set uk as the
user who announces less cost between uk and ul. One thing should be mentioned,
Step 16 promises that uk will be selected from X if U \(Ω

⋃
X ) is an empty set

and some constraints are not satisfied. The addition progress will continue until
Ω is a feasible solution after addition progress, we will compare the sum of cost
from Ω and Φ to get a better solution. Thus, the progress will get an optimal
solution from the tCTA.

4.2 Performance Analysis of Algorithm

As shown in Algorithm 2, the computation overhead is dominated by the process
from Step 13 to Step 18. Step 12 will be executed no more than |U | = n times
at each iteration. Thus, the computation is O(kn2). Based on the well known
analysis in [14], we can obtain the approximation-ratio of initial process. We
will select the better solution as optimal solution among the initial solution and
other solution. In this case, the lower bound of this algorithm can be promised
by initial progress based on greedy algorithm.

5 Evaluation

In this section, we conduct extensive simulations to evaluate the performances
of our algorithm. The compared algorithms, the simulation settings, the metrics,
and the results are shown as follows.

5.1 Compared Algorithms

We implement two other corresponding algorithms to exactly evaluate the per-
formance of algorithm: MSSC (Minimize Single Step Cost) and MUC (Minimize
Unit Cost). Since our problem is different from existing problems. Thus, two
algorithms are both based on the greedy algorithm, and MUC is based on the
corresponding algorithm in [8]. Specifically, MSSC selects a user with minimum
cost when it covers some sensing slots which is not covered by the other recruited
users. MUC picks the user uj who maximizes

∑n
i=1 min{Δi,rij}

cj
. That is, the user

who will be selected covers the maximum remain sensing duration which is not
covered by the other recruited users in unit cost.
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5.2 Simulation Settings and Metrics

We conduct simulation to evaluate the performance of algorithm with various
number of tasks, number of users, the most number of task which users can cover
and cost range of each user. We fix three variable while changing another one.
In this paper, the cost of each user announced is generated from [γ, 10γ], where
γ is selected from {1, 2, 3, 4, 5} and number of users is selected from {100, 150,
200, 250, 300}. Next, the number of task is selected from {20, 30, 40, 50, 60}.
At last, the largest number of task which users can cover is selected from {10,
15, 20, 25, 30}. In the simulation, we mainly analyze the influence on cost from
other variables.

5.3 Evaluation Results

We evaluate our algorithm and two compared algorithm with four variables:
number of tasks (n), number of users (m), the most number of task which users
can cover (β) and cost range of each (γ). To reduce the influence from random
progress, we make three algorithms run together with same parameters ten times
and finally analyze the average cost. The result shows that tCTA algorithm has
the best performance.

(a) Total Cost vs. Number of Users (b) Total Cost vs. Number of Tasks

Fig. 1. Performance comparisons: Total cost vs. Number of users m (where n = 40,
β = 10, γ = 2) and number of tasks n (where m = 200, β = 10, γ = 2)

More specially, in Fig. 1(a), the total costs decrease along with the increment
of m. It is feasible because increment of number of users will give more better
choice to recruit. In Fig. 1(b), the total costs increase with the increments of
number of tasks. This is because that tasks usually need more users than before
with the increment of number of tasks. In Fig. 2(a), it shows that the most
number of tasks which users can perform has little influence on total cost. Finally,
along with the increment of cost range of each user, total cost will be more. This
is due to the increment of average cost. These results validate our theoretical
analysis.
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(a) Total Cost vs. Coverage Restriction
Upper Bound

(b) Total Cost vs. Cost Range

Fig. 2. Performance comparisons: Total cost vs. Coverage Restriction Upper Bound β
(where n = 40, m = 200,γ = 2) and Cost Range γ (where m = 200, β = 10, n = 40)

6 Related Work

In this paper, we study the Cost-minimizing Task Allocation (CTA) problem.
There has been much research, focusing on the user recruitment or task alloca-
tion in MCS [16]. Some of them focusing on uncertain trajectory such as [8]. But
most of researcher study the deterministic trajectory. He et al. in [6] consider
allocation with the cost of time budgets. He et al. in [7] design a greedy algo-
rithm and an heuristic algorithm based on GA to separately solve the spatial or
temporal coverage by considering both current and future locations of candidate
vehicles. Chu et al. in [2] design a data collection system which using integer lin-
ear programming to recruit participants to maximize the total explored regions
under budget get constrained. Reddy et al. [11] proposed a participants recruit-
ment framework and formulate the location problem as a constrained coverage
problem.

Different from others, deterministic performance in our paper does not rely on
prediction. Our main goal is to minimize cost while spacial-temporal constraints
are satisfied. In our problem, one user can execute more than one task and one
task should be executed by more than one user if necessary, which make our
problem different from classical set cover problem.

7 Conclusion

In this paper, we introduce the Cost-minimizing Task Allocation problem with
spacial and temporal constraints. Then, we merge spatial-temporal constraints
to one variable and model this problem. Moreover, we formulate this problem as
an extension of set cover problem. Next, we prove that this problem is NP-hard
and using classical duality theory to give an approximation ratio. Additionally,
we design a heuristic algorithm based on tabu search to solve it. Finally, we give
extensive simulations to evaluate the performances of our algorithm.
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Abstract. With the raising popularity of online/mobile social applica-
tions, many individuals are increasingly attracted to their relative posi-
tions when compared to others in terms of emotional mood, travelling
location, walking distance, fitness status, etc. These interest can be sum-
marized as one question “where am I in my community?”. However, it
often forms a deadlock that people are interested in the others’ data but
are unwilling to disclose their own information (mood, health, etc.).

In order to break the deadlock, we propose a privacy preserving
participatory sensing scheme that will not disclose individual’s privacy.
Specifically, we present a privacy preservation data gathering approach
and adopt an improved data mining algorithm to acquire a polynomial
approximation function model on distributed user data to provide a pri-
vacy preservation method in participatory sensing. Experiments demon-
strate that our approach can achieve a valid result comparing with the
result without privacy preservation.

Keywords: Privacy · Security · Crowd computing

1 Introduction

Online/mobile social applications and various sensors (mobile phone, tablet PC,
ParkNet, pedometer, etc.) have become deeply involved in our daily lives, which
consequently triggers a large variety of social participatory sensing applications
(Bikenet, DietSense, Ubigreen, etc.). Thus, it’s attractive for people to com-
pare with those in the same community in the terms of some private data. For
example, one question that can be frequently raised is how well we perform com-
paring with our friends concerning emotional mood, travelling location, walking
distance, fitness status, etc. This can be roughly classified as one question: Where
am I in my community? Though adequate evident and underlying data about
other participants may immensely help us answer such a question, these data
may cause serious leakage of individual privacy (user identity, location, health,
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etc.). Consequently there is a surging alert on the conflict between data privacy
and participatory social sensing applications.

For the social participatory sensing applications, it is imperative to motivate
participations, while at the same time the participatory social sensing process
should not violate the privacy of any participating parties (private data). For this
purpose, it is essential to develop privacy preserving mining techniques between
the users. Specifically, the data analyst (usually the social application server)
should be able to extract information about the community (patterns, distribu-
tions, etc.), while having no access to any users private data. For the participa-
tory parties, no one can obtain any information about other participants.

In this paper, we propose a privacy preserving computing scheme based on
an improved polynomial approximation function model. Each user in the com-
munity produces a partial of the overall model’s parameters, which can be help
to construct the community model. Finally, each user can utilize the community
model to compute the probability density function result and find his relative
position in the community. In this process, no users’ privacy data are disclosed
to others, that is, we call the privacy preserving.

Our main contributions can be summarized as follows:

– We propose a privacy preserving design based on an improved data mining
algorithm to answer the question “Where am I in my community?” which can
help people find their relative statuses in their community.

– We present a privacy preserving method which can get a almost exactly the
same data model result without leakage of privacy data as if the original
private data were without privacy preserving.

– To the best of our knowledge, there are few methods about privacy preserving
participatory crowd sensing and computing the relative position. It is the first
work that not only estimating relative position in the community but also
ensuring privacy preserving.

– We analyze our approach is robust against collusion attack in theory, which
will reveal no privacy information in the existence of a maximum number of
collusion parties. The evaluation results corroborate that our approach can
help users obtain their corresponding locations as well as break the aforemen-
tioned deadlock.

The rest of the paper is organized as follows: Sect. 2 introduces some existing
works on privacy preserving methods. Section 3 presents the models and defin-
itions. Details about our privacy-preserving algorithm are presented in Sect. 4.
Section 5 is devoted to the method of finding the relative position in my com-
munity. Security analyses about our privacy preserving algorithm are reported
in Sect. 6. Section 7 reports our experiment results, followed by the conclusion
in Sect. 8.

2 Related Work

The first privacy-preserving data mining algorithm was introduced by Agrawal
and Srikant [1], which allows parties to cooperate without revealing personal data
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of any party. He et al. [2] first introduce privacy-preserving data aggregation in
WSNs, and present two aggregation methods (CPDA, SMART) for additive
aggregation functions. Rahman et al. [3] propose a cluster based additive data
aggregation method (REBIVE) using the (k,n) threshold scheme. Feng et al. [4]
propose a family of secret perturbation-based schemes that can protect sensor
data confidentiality without disrupting additive data aggregation. [5,6] propose
privacy preserving data additive data aggregation schemes (AHE, CDA) based
on the addition homomorphic encryption. [7,8] use non-encryption technology
for data aggregation (GP 2S , KIPDA), but they can get an accurate result since
the disturbance factor in the real data. Chan et al. [9] present the design and
evaluation of PriSense, a new solution to privacy preserving data aggregation in
people centric urban sensing systems based on the concept of data slicing and
mixing.

Among all the existent privacy preserving solutions, many of them cannot
resist against collusion attacks and may leak some intermediate results to poten-
tial privacy attacks. In this paper, we propose a robust privacy preserving algo-
rithm which can preserve the privacy of the participating parties in the existence
of collusion attacks. Our algorithm can offer savings in processing time through
use of inherent parallelism in a distributed system, and would not leak any
intermediate computing results that may reveal privacy data to other sensors.

3 Preliminaries, Assumptions and Definitions

3.1 Models and Definitions

We consider a community model consisting of n users 1, 2, . . . , n and a data
analyst. Each user i holds his own private information Xj , where Xj has pi
observed data {x

(j)
1 , x

(j)
2 , . . . , x

(j)
pi }. The data analyst is responsible to analyze

the data and construct the data model for all the participant users. However, due
to the privacy concerns the data analyst cannot access the private information
of any participant users.

Our goal is to establish a privacy protection model toward each user. Every
user can only know his own privacy data. Our privacy preservation of the pro-
posed protocols is based on semi-honest security model. In this model, each user
participating in these protocols has to follow the rules using correct input, and
he can collect what he sees during the construction of the model, which is no
use to endanger the security. This model is reasonable in many situations since
any user who wants to mine others’ data will follow these protocols to get the
final correct result. Even one user colludes with some other users, which called
the collusion attack, he can’t obtain anything about others’ privacy data.

We assume that:

– All users contribute their own data to participate in the community model
construction process, but their data can not be disclosed to others.

– The data analyst in our model is responsible for analyzing the data of all users
and constructing a data model for all users.
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– The data analyst and all participatory users follow a semi-honest model.
Briefly, they are semi-honest and follow the base protocol. Nevertheless, they
are interest in others’ privacy data, so they may record intermediate informa-
tion.

– The attacker can be any user. Even there maybe exist some evil users which
share their results they have collected and try to deduce private information
of other users, the number of these users in collusion is limited.

4 Privacy Preserved Community Modeling

In this section, we present our model in the community for privacy preserving.
Basically, there are three steps to construct the community model. Initially, each
user uses the polynomial approximation function to build his own data model
and generates the parameters of his data model. Thereafter, the data analyst
issues a probability coefficient to each user according to the amount of each user’s
data. Then all users multiply the probability coefficient by their data models,
slice them in a certain way and send all the sliced model to other user randomly.
Eventually, all the users send the sum of all the received data to the data analyst.
As a result, the data analyst can construct the final community model for all
users at the community.

4.1 Step 1: Function Modeling and Function Slicing at Each User

Every user in the whole community model should keep his own data Xj secretly
and cannot deduce other users’ privacy data.

Each user transforms his data into the following form (xj
i , y

j
i ), i = 1, 2, . . . , pi,

where yj
i is the probability of xj

i in the user’s data set. With the constructed data
set, all users can build their own data models with the polynomial approximation
function algorithm in a distributed system, which turns user’s data model into
a polynomial form.

f j(x) =
m∑

i=0

Aj
ix

i (1)

where f j(x) = yj = AjX,Aj = (Aj
0, A

j
1, . . . , A

j
m),X = (1, x, . . . , xm)T .

From Fig. 1(a), we can see the Probability Distribution Model of a user’s
privacy data, which describes the distribution features of the private data. Then
we generate the polynomial approximation function model depending on the
constructed data set in Fig. 1(b). We can see that the polynomial approxima-
tion function can represent the user’s data distribution features in the following
process, because the approximation function has almost the same features as the
private data and will not leak out the real accurate data, which is useful for our
proposition to protect the private data.

In addition, the data analyst issues a probability coefficient πj to each user
according to the amount of each user’s data, which is the ratio between the
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Fig. 1. Data probability distribution and Polynomial approximation function

number of user’s data and the number of the whole community’s data. Each
user multiplies the probability coefficient by every item of his model.

πjf j(x) = [πjAj
0 πjAj

1 πjAj
2 · · · πjAj

m]

⎡

⎢
⎢
⎢
⎢
⎢
⎣

1
x
x2

...
xm

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(2)

“Slicing”: Each user j(j = 1, 2, . . . , n) slices his every coefficient πjAj
i of

his function model into c parts:Aj
1i, A

j
2i, . . . , A

j
ci, for which we should make sure

that
c∑

k=1

Aj
ki = πjAj

i , where c is a constant and n/2 ≤ c ≤ n, i = 0, 1, . . . ,m and

Aj
1i, A

j
2i, . . . , A

j
ci can be negative or positive.

Therefore j’s model function πjf j(x) can be written as a new functional
form:

πjf j(x) = Ic

⎡
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⎢
⎢
⎢
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⎢
⎢
⎣
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1m
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c2 · · · Aj
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⎤

⎥
⎥
⎥
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⎦

⎤

⎥
⎥
⎥
⎥
⎥
⎦

= IcB
jX (3)

where Ic =
[
1 1 1 · · · 1

]
c

is a c-dimensional unit vector. Take the ith row of the
matrix Bj as Bj

i .
Bj

i =
[
Aj

i0 Aj
i1 Aj

i2 · · · Aj
im

]
(4)

“Mixing”: For each user, one of the coefficient matrix row is kept by himself
and the remaining row pieces are sent to other users randomly. We denote Bjk

i

as a piece of matrix row form user j to user k. If user k does not receive any
matrix row from user j, we denote Bjk = 0.

Since a user j receives the first piece of coefficient matrix row, until to all
pieces sent to him are received. Then he aggregates all the received information,
mixes them as U j = B1j + B2j + B3j + · · · + Bnj and sends the result U j to the
data analyst.
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4.2 Step 2: Remodeling at Data Analyst

“Collecting and remodeling the final model”: All users collect coefficient
matrix row and send the result to the data analyst. Upon receiving the first
result, data analyst waits for a certain time and ensures all the results are
received.

Then the data analyst can obtain the coefficient of the model in the commu-
nity, thus the final model F (x) can be reconstructed.

F (x) = I1×n

⎡

⎢
⎢
⎢
⎢
⎣

⎡

⎢
⎢
⎢
⎣

U1

U2

...
Un

⎤

⎥
⎥
⎥
⎦

n×(m+1)

⎡

⎢
⎢
⎢
⎢
⎣

1
x
x2

· · ·
xm

⎤

⎥
⎥
⎥
⎥
⎦

(m+1)×1

⎤

⎥
⎥
⎥
⎥
⎦

=
m∑

i=0

bix
i (5)

Figure 2 illustrates the process with n = 4 users and slicing size c = 4.

5 Mining Myself in My Community

After the previous sections, the data analyst has got the community data distri-
bution model as follow.

F (x) = b0 + b1x + b2x
2 + · · · + bmxm =

m∑

i=0

bix
i (6)

As the model can be built according to some aspect of data in the community,
so it can describe the features in this community. Without the need to deliver
private data everyone can find his relative position by computing the quantile.

Algorithm 1. Privacy Preserved community modeling

Input: A user’s data set with pj observational data {x(j)
1 , x

(j)
2 , · · · , x

(j)
pj }, user’s data

number probability coefficient πj .
Onput: The user’s polynomial approximation function model πjf j(x), and the coeffi-
cient matrix Bj

1: Each user transforms his data into the form (xj
i , y

j
i ), where yj

i is the probability of
xj
i in the user’s data set.

2: All users build their own data models with the polynomial approximation function
algorithm in a distributed system,

3: Each user slices his data distribution model by Eq. 3 to obtain the coefficient matrix
Bj .

4: For each user, one of the coefficient matrix rows is kept by himself and the remaining
row pieces are sent to other users randomly.

5: Each user collects all the received matrix rows, mixes them and send the mixed
result to the data analyst, in the same way, the data analyst can reconstruct
the final model in the community by Eq. 5
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6 Security Analysis

Before expounding our security analysis for each stage stated in Sect. 4, we first
declare our goals for privacy preserving as follow.

– The private data of each user can only known by the user himself and can’t
be divulged to any one else.

– Local model f i(x) can only known to the user i and each user can’t deduce
other user’s model, even some of other participatory users share all what they
have collected.

– Though the data analyst is on the basis of sensors’ private data to establish
the community model, he know nothing about the privacy data of those who
deliver data to him at all, neither the user’s local function model.

– Do not disclose any midterm calculating outcomes which may reveal private
data of users during the process of the community model remodeling.

6.1 Security Analysis for the Stage of Function Modeling at Each
User

For the function modeling part displayed in Sect. 4, each user build his own local
model over his private data and slices his function model with the polynomial
approximation function, which is accomplished by each user. Consequently, no
one else, even the data analyst, can obtain the user’s private data or function
model, unless the user issues the data or function model to others, which is called

Fig. 2. The process of privacy preserved community modeling
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collusion attack. Furthermore, we can make these two steps completed by each
user in parallel to provide a high efficient procedure for our approach.

6.2 Security Analysis for Stage of Function Slicing at Each User

In slicing and mixing parts mentioned in Sect. 4, firstly, all that are transmitted
among users is a kind of particular variant of the coefficient of the users, which
means that our approach preserves the model of users, as well as users’ private
data. After building his local function model, each user slices his function coeffi-
cients into a coefficient matrix whose row number is decided by the user himself,
that is, others are absolutely ignorant of the row number. Secondly, for purpose
of receiving every coefficient matrix row from others each user will schedule a
certain time for waiting. Since collecting all the received data, each user mingles
and transmits them to the data analyst. Finally, the data analyst rebuilds the
community model with the received coefficient matrix rows.

The private data and local model of each user and the global community
model of the analyst is protected by the following aspects:

– Since the row number of the coefficient matrix of each user’s function model is
private, it’s impossible for anyone other who collects all data pieces and tries
to rebuild the user’s function model to deduce the private data. Others have
no idea about how many pieces a user have sent out, therefore they couldn’t
decide how many data pieces should be intercepted.

– No one could collect all the data pieces since there is always one row in the
original user. To find out the remain users who had received coefficient matrix
information must be impossible in a huge community model.

– Supposed that a user i has received one coefficient matrix piece of user j, he
could not rebuild the user j’s model with one coefficient piece. Furthermore,
even collecting all the data pieces from all the remaining users, user i still can’t
reestablish the model of user j, because it’s impossible for him to distinguish
all the pieces of user j from so many different user’s pieces.

– The data analyst rebuilds the global model with the received coefficient matrix
rows which are intermingled with each other. Hence, the data analyst has no
capability to make any user’s model distinct from all, not to mention a user’s
private data.

– When encountering collusion attack, even n − 1 users vs 1, our method is
robust. There is no way for anyone to infer the private data of someone else,
because always one coefficient matrix piece is preserved by the original user.

6.3 Security Analysis for Mining Myself in My Community

In the process of mining myself in my community mentioned in Sect. 5, the data
analyst has got the community data distribution model and each user can find
his relative position by compute the quantile, which is an easy way and doesn’t
leak out the user’s private information. User can get the answer by himself and
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do not need to provide any data to anyone else, unless it wants. Therefore there
is no risk of data privacy and the privacy results leaked out.

In summary, using above scheme, every user can get an answer to find the
relative position in the community without divulging his privacy, which can reach
our goal of privacy preservation.

7 Experiment Study

In this section we evaluate the privacy-preserving schemes presented in this
paper. Our experiment study is based on three different data sets. The first one
is a natural number data set which is generated randomly, The second data set is
the Individual household electric power consumption Data Set [10], from which
we use the data of household global minute-averaged active power to construct

Fig. 3. The results of each experiment.
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the whole community model. In the third experiment, we consider Concrete
Compressive Strength [11] as the experiment data set, which contains roughly
1030 instances. The last two data sets can be found in UCI Machine Learning
Repository.

Figure 3 exemplifies our results of experiment about the first data set.
Figure 3(a) and (b) illuminate the PDFs and the CDFs of the real model which is
constructed by all privacy data and the constructed model with privacy preser-
vation. The features of the real model and the constructed model is almost the
same, which means that our method can achieve a high accuracy.

To prove our method can be used in real life, we carried out the following
experiments. In the second experiment, we use the Individual household elec-
tric power consumption Data Set. We divide the whole data set into several
parts, each of which represents every user’s privacy data. We depict the PDF
and CDF of household global minute-averaged active power in Fig. 3(c) and (d)
respectively. Each user can get his relative position with the constructed model.
In addition, the experiment result substantiates that our scheme can acquire a
high accuracy in the real life, which can achieve the goal of mining myself with
privacy preserving. Furthermore, Fig. 3(e) and (f) indicate the PDF and CDF of
Concrete Compressive Strength Data Set also have a terrific performance.

Eventually, we compare the real model of real private data with the con-
structed model under privacy preserving. They seem nearly the same as each
other, hence we can conclude that our solution performs well from not only in
the experiment data set but also in the real life data set, which can be used in
the real life to help people mining themselves with privacy preserving.

8 Conclusion

In this paper we propose a privacy preservation data gathering approach and
adopt an improved data mining algorithm to acquire a data distribution model
on distributed user data to provide a privacy preservation method in participa-
tory sensing. Our algorithm can securely compute the global community model
for each participant user without disclosing any privacy information to other
participants, which can help users to find the relative position and answer the
question “Where am I in my community?” under a privacy preserving scheme.
Through the security analysis, we also prove that even in the case of collusion
attack, no private information of the participation users will be released.
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Abstract. Cognitive radio networks (CRNs) are considered as a promis-
ing solution to the problem of spectrum under utilization and artifi-
cial radio spectrum scarcity. The paradigm of dynamic spectrum access
allows secondary users (SUs) to utilize wireless spectrum resources which
belong to primary users (PUs) with minimal interference to PUs. Due to
the dynamic spectrum availability and quality, routing for SUs in multi-
hop CRNs is a challenge. In this paper, we introduce novel routing met-
rics that estimate both the future spectrum availability and the average
transmission time. Then, we propose two routing algorithms for multi-
hop CRNs that attempt to reduce the probability of spectrum handoff
and rerouting upon PU’s arrival. Finally, we conduct simulations, whose
results show that our proposed algorithms lead to a significant perfor-
mance improvement over the reference algorithm.

Keywords: Multi-hop cognitive radio networks · Routing · Dynamic
spectrum availability · Spectrum-handoff · Average transmission delay

1 Introduction

Recently, the unlicensed portions of wireless spectrums have become increasingly
crowded with the rapid growth of wireless communication devices and mobile
applications. Meanwhile, a study indicated that the available licensed portion of
the spectrums is heavily allocated, but vastly under-utilized [16]. To efficiently
utilize the available spectrum resources, cognitive radio has been proposed [8].
Accordingly, cognitive radio networks (CRNs) emerged as a promising solution to
the problem of spectrum under utilization and artificial radio spectrum scarcity
[18]. In a CRN, there exist two categories of users: secondary users (SUs) and
primary users (PUs). By using dynamic spectrum access technology, SUs carry-
ing with cognitive radio devices can sense the surrounding spectrum utilization
c© Springer International Publishing Switzerland 2016
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and then access spectral holes opportunistically without harmful interference to
PUs. During data transmission in a licensed spectrum, an SU has to vacate the
spectrum band and conducts spectrum handoff to another spectral hole at once
a PU reclaims the spectrum.

Although plenty of routing schemes [13,19,21–23] for traditional wireless net-
works have been proposed, they can not be applied in multi-hop CRNs. In multi-
hop CRNs, routing is a challenging problem due to the high dynamic spectrum
availability and channel quality [5,6,17,20]. First, there usually does not exist
a common available channel in any path between a source and a destination
in a multi-hop CRN. Traditional routing approaches in ad-hoc networks which
try to find a path with one common channel would fail. In fact, a path may
exist in which each segment may share a common channel. Second, the available
spectrums change dynamically and frequently, which requires the consideration
of both the current available spectrums and the future spectrum dynamics in
routing. Since the availability of each channel may change dynamically, in a
multi-hop CRN, frequent spectrum handoffs and rerouting may occur. On the
other hand, spectrum handoff and rerouting can cause a significant degradation
of CRN performance when a data transmission is interrupted by the arrival of
PUs. Thus, it is necessary to find a path with less number of spectrum handoffs
and rerouting. Third, the different parameters of spectrums such as bandwidths
and average idle/busy time influence the quality of the path greatly. Thus, how
to utilize these characteristics in routing is important yet difficult.

Recently, a variety of routing approaches have been proposed for CRNs
[1,3,4,6,7,9,10,12], among which there exist two categories of routing schemes in
multi-hop CRNs: on-demand routing and opportunistic routing. An on-demand
routing scheme (e.g., AODV [14]) involves on-demand route discovery to find
spectrum-aware end-to-end routes as well as route maintenance in case of route
breaks due to node mobility or dynamic spectrum availability. Chowdhury
et al. [6] proposed a geographic forwarding based spectrum aware routing proto-
col (SEARCH). In SEARCH, route requests are broadcast on every channel using
greedy geographic routing, based on which the destination can determine a path
with minimal hop count and interference with PUs. However, SEARCH’s path
optimization is very sensitive to spectrum dynamics due to the lack of considera-
tion of future PUs’ arrivals and channel qualities. Badarneh et al. [1] proposed a
maximum probability of success (MaxPoS) routing scheme for multi-hop CRNs.
In MaxPoS, instant available spectrums and the required transmission time are
considered. The transmission probability of success between two nodes by using
a common spectrum is defined as the probability that the current available spec-
trum will remains available for the required minimal transmission time; for two
neighboring nodes with a number of common spectrums, the transmission proba-
bility of success is defined as the maximal one for all the available spectrums; for
a path with several segments, the transmission probability of success is defined as
the minimal one for all the segments of the path. In MaxPoS, the path with the
maximal transmission probability of success is chosen. However, only one spec-
trum between two neighboring nodes is considered and chosen, and the other
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available and currently unavailable spectrums are not taken into consideration.
Since the availability of each channel may change dynamically, rerouting has
to be conducted on PU’s arrival, thus leading to long delivery delay and also
decreasing the delivery ratio of packets. Jin et al. [10] proposed a geographic
routing protocol (TIGHT) for multi-hop CRNs. In TIGHT, the source node
tries to select the shortest path along the perimeters of some specific PU regions
to avoid the interference with PUs. TIGHT works well in sparse environments
especially when there exists a path without PU’s activities, and has a poor per-
formance in those scenarios with high dynamic spectrum availability and channel
quality.

For the opportunistic routing schemes, a node tries to select a number of
candidates from its neighbors based on locally identified spectrum access oppor-
tunities, and then broadcasts packets while at the MAC layer only one node
is chosen as the actual relay node based on the reception results in a posteriori
manner. Liu et al. [12] proposed an opportunistic cognitive routing (OCR) proto-
col for multi-hop CRNs, in which a relay candidate is assigned a higher priority
if it has a larger link throughput, a greater relay distance advancement, or a
higher link reliability. Although broadcast mechanism decreases the probability
of retransmission, opportunistic routing schemes usually fall in local optimiza-
tion due to the absence of global information such as current or future spectrum
availability in other regions.

To fully utilize the instant spectrum availability and future spectrum dynam-
ics, in this paper, we introduce novel routing metrics for multi-hop CRNs. Our
goal is to provide a routing approach to increase the delivery ratio of packets and
decrease the delivery delay by optimally selecting paths and channel assignments
with the above considerations.

The rest of the paper is organized as follows. Section 2 describes the sys-
tem model and routing metrics. Section 3 presents our routing algorithms, and
followed by the simulations in Sect. 4. Finally, Sect. 5 concludes the paper.

2 System Model and Problem Definition

2.1 System Model and Assumptions

We consider a multi-hop CRN consisting of static PUs and SUs. We assume each
PU has a licensed channel from a set of orthogonal channels C = {c1, c2, . . . , cm},
and each SU can access an unused licensed channel (also called spectrum hole).
Furthermore, an SU must vacate the channel and conducts spectrum handoff to
another spectral hole at once a PU reclaims the channel.

In a CRN, we assume that a common control channel (CCC) is used by SUs
over which the controlling messages are exchanged. Besides the CCC, we assume
that each SU is also equipped with a half-duplex cognitive radio, which enables
it to switch to any of the available channels [15]. We also assume that each SU
has the same fixed maximum transmit power over a given channel.

Furthermore, we model PUs’ activities as independent and identically dis-
tributed across the available channels. The ON-OFF transitions of PU activity
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for PU i using channel ck ∈ C follows a Poisson model in which ON and OFF
periods, namely T k

on,i and T k
off,i, are exponentially distributed with rates λk

i and
μk

i , respectively [2]. We assume that all PUs’ activities in a channel k are rep-
resented by T k

on and T k
off , and each PU uses a single channel k only. SUs track

the channel usage pattern, i.e., ON or OFF, and obtain the channel usage sta-
tistics through periodic sensing operations. Generally, the statistics of channel
usage time change slowly. We assume that each SU has the knowledge about
the spectrum usage statistics of PUs by performing spectrum sensing with the
operation of neighboring SUs. The parameter estimation is beyond the scope of
this paper, and the details can be found in [11].

2.2 Routing Metrics

As described in the system model, the PUs’ activities (i.e., active/inactive) can
be modeled as an alternating renewal process (ON-OFF model). According to
the theory of alternating renewal process, from the point of long-run, the limiting
probability that a given channel k possessed by PU i is inactive (i.e., OFF) at
any time (denoted by Pk

off,i) is equal to

Pk
off,i =

μi,k

μi,k + λi,k
,

where μi,k and λi,k are the rates of Poisson distributions of PU i over channel k
in inactive and active states respectively.

We use Shannon capacity to compute the achievable data transmission rate
between two neighboring SUs (denoted by i, j) over a given channel k as follows

νk = B + log2

(

1 +
P k

i,j

B × N0

)

,

where νk, P k
i,j , B, and N0, respectively, denote the data transmission rate, the

received power for SU j, the channel bandwidth, and the thermal noise power
density. We should note that, the received power P k

i,j is directly proportional
to the transmitted power of node i, and inversely proportional to the square
of distance between two SUs. Thus, under the assumption that each SU uses
the same fixed maximum transmit power over a given channel, we find that
the achievable data transmission rate is only related with the distance of two
neighboring SUs. Given the size of a packet, the required transmission time over
channel k can be computed by s/νk, where s is the size of packet, and νk is the
achievable data transmission rate over channel k.

As we know that the PU’s arrival on a channel will interrupt the transmission
of SUs and then increases the overall transmission time, the transmission suc-
cess probability between two neighboring SUs is related with both the required
transmission time for a packet and the spectrum availability time on the chan-
nel. Thus, like [1], we define the transmission success probability between two
neighboring SUs, i and j, over channel k as follows
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P k
suc(i, j) = P

(
Tk ≥ s

νk

)
= e−s/(νk·μk) (1)

where s is the packet size, μk is the rate of Poisson distribution of channel k in
inactive state, and νk is the achievable data transmission rate over channel k.

Since both the required transmission time and the spectrum available time
are considered in the transmission success probability, it is adopted in various
works (e.g., [1]) to improve routing performance. However, from the observation,
we know that the above metric does not consider the number and quality of
all the available and temporarily unavailable spectrums. Supposing an SU is
transmitting data over a channel which is currently the only available channel,
rerouting occurs if a PU returns and accesses the only available channel, and
thus increasing end-to-end delay and degrading routing performance. Thus, it
would be better to consider the number and the quality of all the available and
temporarily unavailable spectrums in routing in multi-hop CRNs. In this paper,
we introduce novel routing metrics in which the above factors are considered.

Suppose there exist a number of available channels between two neighbor-
ing SUs. If we do not limit the end-to-end transmission delay, we could con-
duct retransmission over other channels when the transmission over one channel
failed. In this case, with the number of retransmission increasing, the limiting
transmission success probability is 1. Even there is only one channel, the above
statement also holds because an SU could wait for the next available time period
of channel. However, it is not the case in real scenarios due to the fact that a
packet has a limited TTL (time-to-live) and has to be dropped if its TTL expires.

If we restrict the number of transmission over one channel to 1, the trans-
mission success probability over all the available channels is 1 − (1 − p1)(1 −
p2) · · · (1 − pm), where pk = P k

suc(i, j) is the transmission success probability
over channel k, and m is the number of available channels. Evidently, the more
the number of available channels is, the larger the transmission success proba-
bility will be. However, the above computation is under the assumption that all
the states do not change, thus not accurate because the states of some channels
(available or unavailable) may change during the transmission over a channel.

In order to compute the transmission success probability between two neigh-
boring SUs more accurately, we allow one retransmission between two neigh-
boring SUs if the first transmission fails. The more retransmissions are allowed,
the larger the transmission success probability will be, and the much more diffi-
cult the above metric is computed, which makes it less feasible in applications.
Thus, in this paper, we assume only one retransmission is allowed. Under this
assumption, we introduce a novel definition of transmission success probability
between two neighboring SUs in which the states and qualities of all channels
are considered.

Definition 1. The transmission success probability between two neighboring
SUs, i and j, over all channels under the assumption of one retransmission
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allowed, denoted by Psuc(i, j), is defined as follows,

Psuc(i, j) = p0 + (1 − p0)
n−1∑

k=1

(

vk

k−1∏

m=1

(1 − vm)pk

)

(2)

where p0 = P k′
suc(i, j) is the largest transmission success probability over all the

available channels between SUs i and j, vk is the probability that channel k is
available when the first transmission fails, pk = P k

suc(i, j) is the transmission
success probability between SUs i and j over channel k, and n is the number of
all the available and unavailable channels between SUs i and j.

From the observation, under the assumption that only one retransmission
is allowed, we find that when there exist multiple available channels a higher
transmission success probability between two neighboring SUs could be achieved
if the channel with the largest transmission success probability is first tried.
Thus, in order to increase the transmission probability, when an SU wants to
transmit packets to its neighbor, it first attempts to apply the available channel
over which the largest transmission success probability is achieved.

In Definition 1, we have to compute vk, the probability that channel k is
available when the first transmission fails. There exist two cases for the state
of channel k when the first transmission fails: one is available, and the other is
unavailable. Thus, conditioning the state of channel k when the first transmission
fails, the probability vk can be computed as follows,

vk = max
(

e−s/(2νkμk),
μk

μk + λk

)
(3)

where s is the size of packet, νk is the achievable data transmission rate over
channel k, μk is the rate of Poisson distribution of channel k in available state,
and λk is the rate of Poisson distribution of channel k in unavailable state.

In Eq. 3, e−s/(2νkμk) is the probability that channel k remains available when
the packet transmission fails with the condition that channel k was available
when the first transmission started, and μk/(μk +λk) is the limiting probability
that channel k is available.

Therefore, we define our first routing metric, the transmission success prob-
ability over a path under the assumption of one retransmission allowed.

Definition 2. The transmission success probability over a path p, denoted by
TSPp, is defined as follows,

TSPp = min
(i,j)∈p

Psuc(i, j) (4)

where (i, j) is a pair of neighboring SUs in path p, and Psuc(i, j) is the transmis-
sion success probability between two neighboring SUs, i and j.

In order to decrease the end-to-end transmission delay, we consider the
average transmission time from source to destination in our routing. With the
condition of successful transmission from SU i to its neighboring SU j, the trans-
mission time can be computed.
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Definition 3. The transmission delay between two neighboring SUs, i and j,
over all channels under the assumption that the packet transmission succeeds
within at most two attempts, denoted by Ti,j, is defined as follows,

Ti,j =
s

ν0
· p0 + (1 − p0) ·

n−1∑

k=1

((
s

2νo
+

s

νk

)
· vk ·

k−1∏

m=1

(1 − vm)pk

)

(5)

where s is the size of the packet, p0 = P k′
suc(i, j) is the largest transmission

success probability over all the available channels between SUs i and j, νk is
the achievable data transmission rate over channel k, vk is the probability that
channel k is available when the first transmission fails, pk = P k

suc(i, j) is the
transmission success probability between SUs i and j over channel k, and n is
the number of all the available and unavailable channels between SUs i and j.

Based on the definition of transmission delay between two neighboring SUs,
we can define a metric over a path as the total transmission delay from a source
to a destination.

Definition 4. The transmission delay over a path p, denoted by TTDp, is
defined as follows,

TTDp =
∑

(i,j)∈p

Ti,j (6)

where (i, j) is a pair of neighboring SUs in path p, and Ti,j is the transmission
delay between two neighboring SUs, i and j.

3 The Proposed Routing Algorithms

In this section, based on the above routing metrics, we propose two routing
algorithms, namely, Maximum Success Probability (MaxSP), and Minimum
Expected Transmission Delay (MinETD), respectively.

3.1 Maximum Success Probability (MaxSP) Algorithm

Algorithm 1 describes how the MaxSP algorithm constructs its desired path from
a source SU S to a destination SU D. First, S initiates a connection to D by
broadcasting an AODV-style Route Request (RREQ) messages over CCC to its
neighboring SUs, who forward them on. The RREQ message also accumulates
information about the transmission success probabilities using (4) along the
path to D. Second, the destination D performs Route Selection and Scheduling
by collecting a number of routes and choosing the optimal route based on the
transmission success probabilities along the path. After that, D constructs a
route reply message, and sends back to S.
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Algorithm 1. Maximum Success Probability (MaxSP) Algorithm
Input: source S, destination D, multi-hop CRN
Output: the path with MaxSP

1 S broadcasts RREQ messages to its neighboring SUs over CCC;
2 for each node x receiving RREQ message of S do
3 if x = D then
4 D computes TSPp using (4);

5 else
6 x computes Psuc(i, j) using (1);
7 x broadcasts RREQ messages to its neighboring SUs over CCC;

8 After a fixed time units on the reception of the first copy of RREQ, node D
chooses the best path with maximum TSPp, and sends back to S.

Algorithm 2. Minimum Expected Transmission Delay (MinETD) Algo-
rithm
Input: source S, destination D, multi-hop CRN
Output: the path with MinETD

1 S broadcasts RREQ messages to its neighboring SUs over CCC;
2 for each node x receiving RREQ message of S do
3 if x = D then
4 D computes TTDp using (6);

5 else
6 x computes Ti,j using (5);
7 x broadcasts RREQ messages to its neighboring SUs over CCC;

8 After a fixed time units on the reception of the first copy of RREQ, node D
chooses the best path with minimum TTDp, and sends back to S.

3.2 Minimum Expected Transmission Delay (MinETD) Algorithm

Compared with MaxSP, the main difference in the MinETD algorithm is that the
routing metric used in the latter is the minimum expected transmission delay.
Algorithm 2 describes how the MinETD algorithm constructs its desired path
from a source SU S to a destination SU D.

4 Simulations

4.1 Simulation Settings

In this section, we conduct simulations to evaluate the performance of our pro-
posed routing algorithms by using the NS-2 simulator. In order to compare our
proposed algorithms with others, we set the same simulation scenarios as in [1].
In the simulation scenario, the simulation area is 1000 × 1000m2, in which the
numbers of SUs and PUs are assumed to be 50 and 10, respectively. The radio
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range and the interference range are set to 250 m and 550 m, respectively. The
average spectrum busy time of the various PU channels are ranged in [ 0.5, 25 ]ms.
The bandwidth B, and thermal noise power density N0 are set to 0.5 MHz, and
0.5 × 1012W/Hz for all channels. We deploy the locations of SUs and PUs ran-
domly in the simulation area. And then, we run the simulations 100 times, each
of which lasts for 300 seconds.

4.2 Simulation Results

Throughput Vs. PUs Availability We first evaluate the throughput of our
algorithms with different values of the PUs’s availability probability (the limiting
probability of the channels in available state, Poff). The values of the channels
of PUs in available state varies from Poff = 0.1 to Poff = 0.9. A larger value
of channel availability indicates that a higher usability of channels by SUs. The
data transmission power (Ptr) is set to 0.1 W and 0.5 W, and the size of packet
is 2 KB. In Fig. 1, we can see that, the throughput of all the algorithms increases
with the increase of PUs availability, and both our algorithms outperform Max-
Pos [1]. The reason is that, the states of all the available and unavailable channels
are considered in our algorithms, while in MaxPos, only one available channel
is evaluated between two neighboring SUs in a path, and the state of other
channels are not considered. Thus, if there exists only one available channel in
some segments of a path, rerouting has to be conducted, leading to a decrease
of throughput and delivery ratio. In our algorithms, however, both the num-
ber and quality of all available and unavailable channels are evaluated in our
routing metrics. Thus, in a routing process, the path with a higher transmission
success probability will be chosen. Furthermore, as the transmission power Ptr
increases from 0.1 W (Fig. 1(a)) to 0.5 W (Fig. 1(b)), the transmission rate over
each channel increases, leading to the increase of the throughput.

 0

 100

 200

 300

 400

 500

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

T
hr

ou
gh

pu
t (

K
bp

s)

Channel availability probability (Poff)

MaxPos
MaxSP

MinETD

(a) Ptr = 0.1W

 0

 100

 200

 300

 400

 500

 600

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

T
hr

ou
gh

pu
t (

K
bp

s)

Channel availability probability (Poff)

MaxPos
MaxSP

MinETD

(b) Ptr = 0.5W

Fig. 1. Throughput vs. PUs availability.



292 L. Zhang et al.

 60

 80

 100

 120

 140

 160

 180

 200

 0.2  0.4  0.6  0.8  1  1.2  1.4

T
hr

ou
gh

pu
t (

K
bp

s)

Transmission power (W)

MaxPos
MaxSP

MinETD

(a) Poff = 0.4

 350

 400

 450

 500

 550

 600

 650

 0.2  0.4  0.6  0.8  1  1.2  1.4

T
hr

ou
gh

pu
t (

K
bp

s)

Transmission power (W)

MaxPos
MaxSP

MinETD

(b) Poff = 0.8

Fig. 2. Throughput vs. transmission power.

Throughput Vs. Transmission Power In this simulation, we compare our
algorithms under different transmission power of SUs. The data-packet size is set
to 2 KB, and the transmission power varies from 0.1 to 1.5 W. Figure 2 depicts
that, the throughput increases with the increase of the transmission power Ptr,
and our algorithms perform better. This is because if the transmission power
is larger, the transmission range of the signal will be farther, and the received
power will be larger, which leads to a higher data transmission rate between
two neighboring SUs. Furthermore, from Fig. 2, we can see that in a low channel
availability (Fig. 2(a)), MaxSP outperforms MinETD, and in a high channel
availability (Fig. 2(b)), MinETD performs best. In a multi-hop CRN with a
high channel availability, there exist a number of available channels between
two neighboring SUs, thus the probability that all the available channels turn
to be unavailable is small during data transmission, which then leads to no
or less chances of rerouting. In this case, an SU could choose a channel with
a larger transmission success probability and a higher data transmission rate
to improve throughput. Thus, in this case, MaxSP outperforms MinETD. On
the other hand, in a CRN with a low channel availability, there exist a small
number of available channels between two neighboring SUs, which leads to a
large probability that all the available channels turn to be unavailable during
data transmission. In this case, the transmission success probability dominates
the probability of rerouting, which makes MinETD perform better.

5 Conclusions

In this paper, we introduce CRN routing metrics with consideration of both cur-
rent spectrum availability and future spectrum dynamics. Based on the routing
metrics, we proposed routing algorithms, in which an optimal path is chosen by
optimally selecting nodes and channel assignments. The simulation results show
that our routing schemes have better performance than other CRN routing pro-
tocol in terms of throughput. To enhance the usability of the proposed scheme,
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more works need to be done in the future. Such works include how to determine
the best power control to save energy in routing for multi-hop CRNs.
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Abstract. In this paper, we propose an extended recursive Cramér-Rao
lower bound (ER-CRLB) method as a fundamental tool to analyze the
performance of wireless indoor localization systems. According to the
non-parametric estimation method, the Fisher information matrix of the
ER-CRLB is divided into two parts: the state matrix and the auxiliary
matrix, which builds a general framework to consider all the possible
factors that may influence the estimation performance. Based on this
idea, ER-CRLB can fully model the estimation process in the compli-
cated indoor environment, e.g., the sequential position state propagation,
target-anchor geometry effect, the NLOS identification, and the related
prior information, which are demonstrated in the comprehensive simula-
tions.

Keywords: Indoor localization · Cramér-Rao lower bound · Bayesian
estimation · Non-line-of-sight

1 Introduction

The main purpose of the indoor localization system is the position estimation accu-
racy for a better location based service [2,5]. Cramér-Rao lower bound (CRLB)
as the optimal performance indicator for unbiased estimator is widely applied in
the localization and positioning systems. Zuo et al. proposed a conditional CRLB
which considered the posterior probability is conditioned on the prior probability
[12]. For range-based wireless localization system, many researches have provided
CRLB results for different scenarios. Qi et al. proposed a generalized CRLB (G-
CRLB) of the wireless system for NLOS environment [6]. The hybrid LOS/NLOS
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environment is analyzed and Qi indicated that with a prior knowledge of wireless
transmission channel, the estimation performance can be improved [6]. Shen et al.
defined an equivalent CRLB (E-CRLB) to a general framework of the wideband
wireless network [7]. The multi-path and NLOS effect are both considered and the
CRLB with or without prior information are compared in the E-CRLB [7]. A linear
CRLB (L-CRLB) is proposed which consider the linearized effect and provided the
lower bound for such estimator [9].

Although the above mentioned CRLBs try to provide the general funda-
mental limits of the localization systems, these CRLBs still cannot analyze the
indoor environment precisely since the indoor environment is complicated and
influenced by many unknown factors. In this paper, we propose a general analy-
sis method for the complicated indoor localization systems, which is named
extended recursive CRLB (ER-CRLB). Instead of other works which employ a
specific wireless model, the derivation of the ER-CRLB is based on the proposed
abstract function of all the wireless localization system models. The first con-
tribution is that we construct a recursive form of the Fisher information matrix
(FIM) according to θ, and we illustrate the calculation rule for the ER-CRLB.
The major advantage using the analysis of ER-CRLB is that it is suitable for the
complicated and dynamic environment and fully considers the prior information,
hybrid unknown factors and the recursive feature of the tracking algorithms.

The second contribution is that we employ the ER-CRLB to analyze the
robotic indoor localization system as a case study. The trace-driven simulation is
constructed with gathered wireless measurement data from a robotic range-based
test-bed. We consider all the possible factors, e.g., the target-anchor geometry
effect, the building layout, the relative height differences between the target and
anchors, the NLOS transmission channel, the related prior information and the
recursive feature of the tracking algorithm. In general, the results demonstrate
that ER-CRLB is suitable to exploit all the available information to analyze
the performance of the indoor localization systems, and it is not restrict to any
specific techniques.

2 Fisher Information Matrix Formulation

The mobile device with unknown position is called target, such as mobile sensor
node, smartphone and robot. The position state of the target is denoted as
xt = [pX

t pY
t ]T , where pX

t and pY
t are the coordinates in the two-dimensional

positioning system, and T is the transpose operator. The wireless devices with
known positions, which measure the ranges (or distances) to the target are called
anchors. For each anchor, the position is denoted as aj = [aX

j aY
j ]T , where aX

j

and aY
j are the coordinates. According to the Bayesian estimation framework,

the relationship between the estimated state xt and the measurement zt follows:

xt = ft(xt−1) + qt (1)

zt = ht(d(xt,k), l) + vt (2)
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where (1) is the prediction function and (2) is the abstract measurement func-
tion. In (1), the target’s movement is based on the transition function ft(),
and qt is the prediction noise, which follows normal distribution N (0,Qt).
In (2), zt = [z1t . . . zj

t . . . zN
t ]T is the measurement vector, and N denotes the

number of anchors; ht() = [h1
t () . . . hj

t () . . . hN
t ()]T is the nonlinear observation

function, which relates to the received waveforms at the target from anchors;
vt = [v1

t . . . vj
t . . . vN

t ]T is the ranging noise, which is assume as independent
noise; d() = [d1() . . . dj() . . . dN ()]T represents the distance vector between the
target and anchors. According to the Bayesian theorem, the posterior probability
of xt is expressed as p(xt|zt,xt−1) = p(xt|xt−1)p(zt|xt), where t − 1 indicates
the previous, p(xt|xt−1) is the prior probability [1].

Our analysis fully considers all the possible unknown random factors that may
influence the position estimation, hence the parameter vector includes: the current
state xt, the previous state xt−1, and auxiliary parameter vectors k and l. Thus, θ
is expressed as:

θ �
[
xT

t xT
t−1 kT lT

]T
(3)

If p(θ, zt) denotes the joint probability density function (PDF) of observa-
tions zt and the state θ, then the FIM, J(θ), is defined as:

J(θ) � E

{
∇θ ln p(θ, zt) [∇θ ln p(θ, zt)]

T
}

, (4)

where E {·} indicates the expectation operator, ∇θ =
[

∂
∂θ1

, . . . , ∂
∂θN

]T

is the
operator of first order partial derivatives. And CRLB is just the inverse of FIM,
and the estimation covariance can not be lower than it:

Covθ(θ̃) � {J(θ)}−1 (5)

where “A � B” should be interpreted as matrix A − B is non-negative define.
Since p(θ, zt) = p(zt|θ)p(θ) based on Bayesian theorem, it is easily seen that

J(θ) can be decomposed into two parts:

J(θ) = JD(θ) + JP(θ) (6)

where JD(θ) represents the information obtained from measurement data, and
JP(θ) represents the prior information.

Firstly, we use the notations h = ht(d(xt,k), l), hj = hj
t (d(xt,k), l), and

decompose JD using the chain rule as:

JD(θ) = H · Jh · HT (7)

where H = [∇θh] and Jh is the FIM conditioned on h:

Jh = E

{
∇h ln p(zt|θ) [∇h ln p(zt|θ)]T

}
(8)

The matrix H is further decomposed into four components:

H = [Ht Ht−1 K L]T (9)
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where Ht = [∇xt
h]2×N , Ht−1 = [∇xt−1h]2×N , K = [∇kh]Nk×N and L =

[∇lh]Nl×N . Since d is independent to the previous state xt−1, Ht−1 = 0.
For Jh, we can use diagonal matrices of order N to represent it: Jh = Λ =
diag(λ1, . . . , λj , . . . , λN ), where the diagonal term λj depends on hj

t (). Then,
JD is written as:

JD =

⎡

⎢
⎢
⎣

D11 0 D13 D14

0 0 0 0
DT

13 0 D33 D34

DT
14 0 DT

34 D44

⎤

⎥
⎥
⎦ (10)

where
D11 = HtΛHT

t ; D33 = KΛKT ;
D13 = HtΛKT ; D34 = KΛLT ;
D14 = HtΛLT ; D44 = LΛLT .

(11)

The prior probability for θ is extended as p(θ) = p(xt|xt−1)p(k)p(l), then
the prior information is written as:

ln p(θ) = [ln p(xt|xt−1)] + ln p(k) + ln p(l) (12)

where p(k) and p(l) are independent prior information to xt and xt−1. If we
decompose θ into two sub-vectors: the state vector [xt xt−1]T and the auxiliary
vector [k l]T . Then, JP can be formulated as:

JP = E

{
∇θ ln p(θ) [∇θ ln p(θ)]T

}

=
[
JP11 JP12

JT
P12

JP22

] (13)

where JP11 is the recursive form of xt and xt−1, which is formulated by
Tichavsky et al. [8]:

JP11 =
[
M11 M12

MT
12 M22 + J(xt−1)

]
(14)

where
M11 = Q−1

t

M12 = ∇xt−1ft(xt−1)Q−1
t

M22 = ∇xt−1ft(xt−1)Q−1
t

[∇xt−1ft(xt−1)
]T

(15)

where J(xt−1) is the previous FIM of xt−1. And JP12 are 0 matrixes since p(k)
and p(l) are independent to xt and xt−1. The prior distribution p(xt|xt−1) is
also independent to l and k, thus JP21 = JT

P12
= 0. Finally, the last element

JP22 is expressed as:

JP22 =
[
JK 0
0 JL

]
(16)

where JK and JL are the FIMs conditioned on k and l respectively:

JK = E

{
∇k ln p(k) [∇k ln p(k)]T

}

JL = E

{
∇l ln p(l) [∇l ln p(l)]T

} (17)
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Then, substitute (10) and (13) into (6) and use the form of the Schur complement
of the sub-matrix [4], the ER-FIM is attained:

J(xt) = JS − JA (18)

where:
JS = M11 + D11 − M12 (M22 + J(xt−1))

−1 MT
12

JA = [D13 D14]
[
D33 + JK D34

DT
34 D44 + JL

]−1

[D13 D14]
T (19)

And the formulation of each element can be found in (11), (15) and (17).
Equation (18) only holds when all the elements in θ are to be estimated and

the prior information for the whole θ is available. In the real analysis, not all
the elements are necessary for θ, and some vectors are absent sometimes. For
instance, for the non-recursive scenario, the system does not consider xt−1. In
addition, when the system has deterministic value of the assisted vectors, k and l
are not estimated and useless for J(xt). Thus, the calculation principle for ER-
CRLB is that: when any vector in θ is absent, the related matrix in (18) turns
to 0 and we will treat the such 0 matrix as the empty matrix, then we mitigate
the empty matrix for calculation.

3 Time-of-Arrival Localization System

Let τ j
t be the time delay of the received signal from anchor j at time t:

τ j
t =

1
c

[
||xt − aj || + ljt

]
(20)

where c = 3 × 108m/s is the propagation speed of the signal, and || · || denotes
the distance between two positions, ljt ≥ 0 is the range drift. The range drift
ljt = 0 for LOS propagation, whereas ljt > 0 for NLOS propagation. For many
indoor systems, the TOA ranging measurement is obtained through the packet
transmission time based on the network protocol:

zj
t = cτ j

t + vj
t (21)

where the measurement function hj
t ((d(xt,k) + ljt )) = cτ j

t , and vj
t is the mea-

surement noise for anchor j.

3.1 Relative Height

It is assumed that the anchors and targets are on the same plane in many real
indoor applications. The goal is to calculate 2D positions, X − Y coordinates
of the target. In this case, the height difference between anchor and target is
ignored. However, actually, the height difference is involved in the position esti-
mation and has impact on the accuracy. Here, we define the height difference
between anchor and target as relative height kt. If the relative height is 0 or
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assumed to be 0 in the simulation, we define the range measurement as 2D-
ranging. If the relative height between anchor and target is not 0, which is
always applicable in the real case, the measurement depends on 3D coordinates,
we define the range measurement as 3D-ranging. The 3D-ranging for each
anchor is formulated as:

dj(xt, kt) =
√

(pXt − aX
j )2 + (pYt − aY

j )2 + k2
t (22)

The problems of 3D-ranging can be referred in [11]. Then, K = [∇kd(xt, k)]1×N

is expressed as [11]:

K =
[

∂d1
t (xt,kt)

kt
. . .

∂dj
t(xt,kt)

k . . .
∂dN

t (xt,kt)
kt

]
(23)

where
∂dj

t (xt, kt)
kt

=
k

√
(pX

t − aX
j )2 + (pY

t − aY
j )2 + k2

t

(24)

For the prior information of kt, the relative height is always nonnegative
no matter of the places of the anchors. Thus, we apply the Gamma distribu-
tion to indicate the potential distribution of kt, where kt ∼ G(αk, βk)(kt) =
(βk)

αk

Γ (αk)
kαk−1

t exp(−βkkt), and αk is the shape parameter and βk is the rate
parameter. For Gamma distribution, Jk is complicated. To obtain an analyt-
ical expression, we assume αk > 2 for simplicity. Then, the Gamma function is

Γ (αk) =
∫ +∞
0

exp(−x)xαk−1dx. Thus, Jk = E

(
∂

∂kt
G(αk, βk)(kt)

)2

is derived as:

Jk =β2
k − 2(αk − 1)βk

Γ (αk)

∫ +∞

0

βαk

k kαk−2
t exp(−βkkt)dkt

+
(αk − 1)2

Γ (αk)

∫ +∞

0

βαk

k kαk−3
t exp(−βkkt)dkt

(25)

Use the property Γ (αk) = αkΓ (αk − 1) and substitute it into (25), we obtain:

Jk =
β2

k

αk − 2
(26)

3.2 NLOS

The vector l can be used as NLOS indicator for TOA ranging. We assume
there are Nl ≤ N NLOS measurements and the drift for each measurement
is independent to others, then L = [∇lh]Nl×N is formulated as:

L =
(
INl

0
)

(27)

where INl
is the identity matrix of order Nl, and the rest part is a Nl × (N −Nl)

zero matrix due to the independent condition to the LOS measurement. Since the
range drift for the NLOS is also nonnegative, we still use Gamma distribution as
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the prior information lm ∼ G(am, bm)(lm) = (bm)am

Γ (am) lam−1
m exp(−bmlm), where

am ≥ 2 is the shape parameter, bm is the rate parameter, and m is the mth
NLOS measurement. Similar to (26), we obtain JL:

JL = diag(
b21

a1 − 2
, . . . ,

b2m
am − 2

, . . . ,
b2Nl

aNl
− 2

) (28)

4 Simulation

We set up several trace-driven TOA-based indoor localization simulations to
evaluate the analytical performance using the ER-CRLB. The simulation envi-
ronment is constructed according to the data gathered from a robotic test-bed
[10]. The parameters in the simulations are obtained from the statistical distri-
bution results of these data. In each simulation, the ER-CRLB considers several
different factors, e.g., the recursive process during the target tracking, estima-
tions with and without considering l and kt. To make the results clear, we mark
the CRLBs for different situations by adding superscripts and subscripts, which
can be depicted as CRLB...

.... The subscripts indicate the considered vectors,
including the state vector and the auxiliary vector. The superscripts indicate the
available prior information of the considered vectors. For instance, if we want
to simulate the estimation with NLOS range drift, the results of the ER-CRLB
is marked by CRLBxt,l. And if the prior information of xt is attained in the
simulation, the results are marked by CRLBxt

xt,l. For the recursive estimation,

we use the notation CRLBxt−1,xt,l
xt−1,xt,l

.

4.1 Spatial Position Error Distribution

In the first simulation, a 100 × 100m2 playing field. There are four big rooms
located at four corners of the playing field. The area for each room is 40×40m2.
The rest parts of the playing field are the hallways. The anchors are the access
points of the WiFi network. We set the relative height as the constant value
1.5m. The range error for each anchor follows zero-mean Gaussian distribution
vj

t ∼ N (0, Rj
t ), where Rj

t is 52. The range drift for the NLOS measurements is
set 2m. For the prior information, the relative height kt ∼ G(2.5, 2)(kt). The
prior information of the NLOS range drift lm is lm ∼ G(3.5, 1.8)(lm). For the
position state prior information, we assume the prediction function is linear static
identity matrix with the zero-mean Gaussian prediction noise qt ∼ N (0,Qt),
where Qt = diag(σ2

x, σ2
y) is the covariance of qt and σx = σy = 2m. The LOS

measurements can only be obtained in one room with four associate anchors,
and others measurements are NLOS. For the positions in the hallways, all the
measurements are NLOS ranging.

We apply the ER-CRLB to indicate the optimal squared error, which is√
tr(J−1(xt)). To illustrate the geometrical performance for the 2D localiza-

tion system in the playing field, we employ
√

tr(J−1(xt)) to depict the spatial
position error distribution (SPED) which is defined as the distribution of the
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position error for every target position [3]. It illustrates how the performance
changes from position to position in the playing field. The SPED results are
depicted in Fig. 1:

Fig. 1. The simulation of a building layout (Color figure online)

For numerical comparison, the RMSE in Fig. 1(b) is higher than Fig. 1(c) and
(d), which is more than 3.39 m in the central area. And the error become higher
and higher when the position is approaching to the corner, which is more than
8m. Due to the lack of prior information, the geometric shape does not have spe-
cial characters which are related to rooms or corridors. The contours are almost
like rectangles located in the center of the playing field. When the prior infor-
mation of kt and l is introduced, the accuracy is significantly improved, which is
reduced to 2.55m in average. The geometric shapes of the contours are different
in the rooms and hallways. It indicates that the localization algorithms using the
prior knowledge of NLOS conditions based on the building layout information
and the NLOS identification and mitigation methods can reasonably improve
the estimation performance. Thus, the layout information in the building map is
an important information source for localizations. When the prior information of
xt is introduced in the estimation as indicated in Fig. 1(d), the RMSE is further
reduced, which is 1.235 m in almost all the playing field where the target-anchor
geometry effect is reduced effectively.
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4.2 Bayesian-Based Target Tracking Estimation

In this simulation, we evaluate the performance of the recursive Bayesian estima-
tion for target tracking. We run 1000 Monte-Carlo simulations, and the target
moves a separate random path in each simulation. In addition, the target can also
be static. Since xt−1 can also be estimated in the static scenario and be used for
recursive estimation, the analysis results are the same to the dynamic target track-
ing scenarios. The estimation results are averaged and represented by the RMSE in
Fig. 2. There are three solid parallel straight lines which indicate the estimations
without prior information: CRLBxt,kt,l, CRLBxt,kt

and CRLBxt,l. The three
otherdash curves illustrate the recursive estimations according to time steps,which
are CRLBxt−1,kt,l

xt,kt,l
, CRLBxt−1,kt

xt,kt
and CRLBxt−1,l

xt,l
.

Fig. 2. Sequential estimation lower bound

The Bayesian recursive estimation manner with related prior information
effectively reduced the estimation as indicated in Fig. 2. The RMSEs of the three
curves gradually converge to low values according to time steps. The impacts
of the relative heights and the NLOS drifts still degrade the estimation per-
formance. Even with the recursive estimation, the estimation error can not be
further reduced, where the CRLBxt−1,kt,l

xt,kt,l
is 0.5 m larger than CRLBxt−1,kt

xt,kt

when t = 20.

5 Conclusion

In this paper, we propose a new fundamental analyzing method for the indoor
localization system, named ER-CRLB. We draw several conclusions according to
the analytical results: (1) the SPED shape of the optimal estimation depends not
only on the target-anchors relative positions, but also depends on the building
layout and the prior information of the NLOS measurements and the state. (2)
Comparing with kt, l decreases the estimation accuracy more significantly. The
prior information of l improves the estimation more effectively than the prior
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information of kt. (3) The prior distribution of xt plays the most important
role for the estimation. Such distribution can be attained through the recur-
sive estimation. In general, ER-CRLB is a suitable tool to indicate the optimal
estimation bound of the indoor localization systems.
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Abstract. Data aggregation is one of the challenging issues in Wire-
less Sensor Networks (WSNs). Traditionally, sensor nodes are assumed
to be in the active state all the time, which leads to undesirable energy
consumption. Moreover, most of the duty-cycle protocols are proposed
to reduce energy consumption. However, the aggregation delay has
been ignored during saving energy. This paper focuses on the prob-
lem of minimum-delay aggregation schedule in duty-cycled WSNs under
the protocol interference model. To solve the problem, we propose an
algorithm by firstly construct an aggregation tree based on the connected
dominating set (CDS). Then we propose an aggregation schedule algo-
rithm to avoid the interference, which is Leaves Schedule (LS). Different
from existing works, we believe that nodes in different layers can transmit
concurrently, thus it will greatly increase the number of nodes transmit
concurrently and minimize the total transmission times in order to min-
imize the aggregation delay. Through extensive simulations, we found
that the proposed scheduling method outperforms the state-of-the-art
schemes.

Keywords: Data aggregation schedule · Minimum delay · Duty-cycled ·
Wireless Sensor Networks

1 Introduction

With the emergency of better equipped sensor nodes, WSNs have been widely
applied in many applications, such as environment monitoring, and data collec-
tion [1]. In these applications, battery-powered sensor nodes would be deployed
in the target area for a long period of time to sense data, and transmit the sensed
data to the base station. According to the fact that neighbor nodes tend to have
highly relevant information, data aggregation [2] is usually used during transmis-
sion to reduce the total transmission times. In this way, the energy consumption
of each node is reduced and the whole network lifetime is prolonged.
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 305–317, 2016.
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To further reduce energy consumption, duty cycle protocols are widely
applicable in long-term applications to reduce energy consumption. In duty-
cycled networks, nodes switch between active state and dormant state period-
ically. This kind of mode, undoubtedly, reduce energy consumption to a large
extent.

Data aggregation in duty cycled WSNs can greatly reduce energy consump-
tion. However, a node has to wait some certain time for the parent’s active
state, thus the aggregation delay is largely increased. In some real-time appli-
cations, e.g. fire monitoring, people are eager to obtain the aggregated data
from WSNs within a short time. Hence the research on how to decrease the
aggregation delay in duty-cycled WSNs is of great important. In this paper, we
focus on the problem of Minimum-Delay Aggregation Schedule in Duty-Cycled
WSNs(MDAS-DC). Our contributions are concluded as follows:

1. We propose an algorithm by firstly construct an aggregation tree based on
CDS [3–6]. In duty-cycled WSNs, once the receiver’s active time is less than
the sender’s, the earliest finish time of this transmission is the next duty-cycle
period. Thus different from previous construction method, we construct the
tree on duty-cycled scenario to minimize the aggregation delay.

2. Based on the aggregation tree, we propose a novel schedule method, which is
LS. Different from traditional layer schedule, LS tries to schedule all leaves
in each duty-cycled period conflict-free. Thus it minimizes the aggregation
delay.

3. Through theoretical analysis, the results show that the proposed algorithm
LS is upper bounded by 4R + 11/2 ∗ h + Δ − 4 duty cycle periods, where R
and Δ are the radius and maximum degree of the network graph G, and h is
the height of one node, whose childrens heights are all the same.

4. Through extensive simulations, we found that the proposed scheduling
method outperforms the existing schemes for data aggregation in terms of
aggregation delay.

The rest of the paper is organized as follows. Section 2 presents the related
work. In Sect. 3, we introduce the network model. The minimum-delay scheduling
problem is formulated in Sect. 4. The proposed scheduling method is presented in
Sect. 5 and the theoretical analysis is included in Sect. 6. The simulation analysis
is summarized in Sect. 7. Finally, Sect. 8 concludes this paper.

2 Related Work

Minimizing data aggregation delay in WSNs has been studied over the past
decades [7–12]. Under the protocol interference model, it was first introduced
by Chen and Xu in [7]. The problem introduced by Chen et al. is proved to
be NP-hard and an approximation algorithm was proposed with a delay bound
of (Δ − 1) × R. As the delay bound in [7] would be very high when Δ and
R increased, Huang et al. [8] present an approximation algorithm with a delay
bound of 23R + Δ − 18. Their algorithm is based on CDS and has a significant
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improvement compared with Chen and Xu [7], especially when Δ is large. After
that, CDS has been popularly used in data aggregation. Wan et al. [9] design
three aggregation algorithms with latency 15R + Δ − 4, 2R + O(log R) + Δ and
1+O(log R/ 3

√
R)R+Δ respectively. It works better when the R is large. Nguyen

et al. [10] proposed a new scheduling algorithm based on neighboring dominators
and upper bounded by 12R + Δ − 11.

However, only a few previous works focus on the duty-cycled WSNs [13–15],
and [13,14] study the problem of data aggregation. In [13], Yu and Li work on
the collision-free data aggregation scheduling in duty-cycled WSNs. It has two
phases as in [8]: data aggregation tree construction and aggregation schedule
considering duty-cycle model. In [14], Xiao et al. propose a centralized algorithm
for minimizing data aggregation time in duty-cycled WSNs. The construction of
the aggregation tree is also based on CDS. However, in the phase of scheduling,
both of them schedule nodes layer by layer. It is obviously that so much collision
occurred at the parent who has more than one child and that many nodes in
different layers can transmit simultaneously. Thus we propose a novel method
which schedule all leaves in one iteration to achieve better concurrency and avoid
collision at the same time.

To summarize, this paper is the first work to schedule nodes in different layers
to transmit simultaneously, to the best of our knowledge.

3 Network Model

Consider a network G consisting of a collection of sensor nodes V along with
one sink node Vs. The network topology is represented as a graph G(V, E). V
is the set of sensor nodes and E is the set of wireless communication links in
the network. If both nodes u and v are within the transmission range of the
other, there will be an edge (u, v) between them. Here, we assume that all nodes
have the same transmission range r and interference range ρ � r. Under the
protocol interference model, two communication links (u1, v1), (u2, v2) in G are
collision-free if both segments u1v2 and u2v1 are longer than ρ. For simplicity,
we further assume ρ = r, which is scaled to 1 [9]. Collision occurs differently in
duty-cycled WSNs from the traditional WSNs. We generalize the collisions in
duty-cycled WSNs into the following cases:

– A sensor node is scheduled to send and receive in the same time slot.
– Different sensor nodes are scheduled to send data packet to the same parent

simultaneously.
– Both u and v are scheduled to transmit data packet to different parents in

the same period and at the same time slot, and one of the parents is their
common neighbor.

In duty-cycle WSNs, the time line of each sensor node is divided into duty-
cycle periods P with the same length [16]. The duty-cycle period P is further
divided into T time slots with equal length from 0 to T−1. Here we assume
that the time slot is long enough only for transmitting or receiving one data
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packet. All nodes work under the duty cycle model, switch between active state
and dormant state, and the active state of node u is denoted by a(u). The duty
cycle is defined as the ratio between the active time and the whole duty-cycle
periods. In this paper, we assume that every node only wakes up once in one
period, namely duty cycle is 1/T. In duty-cycled WSNs, the sender has to wait
some time for the receiver’s active time slot. Once a(sender) > a(receiver), the
earliest finish time of this transmission is the next duty-cycle period. Thus we
get the following Eq. 1.

DT a(v)
u,v =

{
0, a(v) > a(u)
1, else

(1)

4 Problem Formulation

Given a sensor network graph G(V, E), the data aggregation schedule S can be
represented as a sequence of senders {S1, S2, ...Sl}. Nodes in S1 transmit data
collision-free to V \S1 in their active time slot in the first period. Then nodes in
S2 transmit data to V \(S1∪S2) in the second period and so on so forth. Finally,
nodes in Sl transmit data to Vs. The number l is the data aggregation delay.
Thus, data aggregation schedule in duty-cycled WSNs is a sequence of senders
{s1, s2, ...sl}, satisfying that:

1. S1 ∪ S2 ∪ ... ∪ Sl = V \Vs

2. Si ∩ Sj = φ, i �= j
3. All nodes transmit in Si in their corresponding active time slot are conflict-

free.

Thus our objective is to assign a transmission time (duty-cycle period) T
a(v)
u,v

to each node and get each element in Si (i ≤ l,Si ∈ S) such that the aggregation
delay l is minimized.

In Fig. 1, one duty-cycle period P is divided into 5 time slots. Three sub-
graphs in Fig. 1 show the process of data aggregation. At first, both D and E
are scheduled to transmit to their parents B and C in the forth time slot of the

Fig. 1. An example of the data aggregation
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first period. In Fig. 1, the dashed line denote that the corresponding nodes are
connected in the wireless network graph, while the solid line denote transmis-
sion path. Thus, D and C are neighbors, and the segment CD is less than the
interference range ρ. There would be a collision between the transmission from
D to B and E to C in the first period. Thus in (a), node D transmits in the
fourth time slot of the first period, while in (b), node E is put off to transmit
in the fourth time slot of the second period. Node B transmits in the fifth time
slot of the second period. In (c), node C transmits in the fifth time slot of the
third period. Finally, we get S = {S1, S2, S3}, S1 = {D}, S2 = {B, E}, S3 =
{C}, and the total aggregation delay in this example is 3 duty-cycle periods.

5 Data Aggregation Schedule Algorithm

Our proposed solution for minimizing data aggregation delay is composed of
two phases: First, Aggregation Tree Construction; Second, Data Aggregation
Scheduling. The details will be presented in next two subsections.

Algorithm 1. Aggregation Tree Construction (ATC)
Input: G(V, E);
Output: TAT (VT , ET );
1: Transform network graph G(V, E) to a breadth first tree TBFS rooted at the sink

node Vs;
2: Divide all nodes into layers: L0, L1, L2, ...Lj . L0: sink node layer;
3: IS ← Vs, CN ←φ, ET←φ;
4: for i ← 1 to j do
5: For nodes in Elei, remove the nodes that are neighbored with any node in IS;
6: for each u ∈ Elei do
7: compute the minimum delay from u to v (node in IS and 2-hop distance from

u), denoted as DT
a(v)
u,v ;

8: end for
9: while Elei �= φ do

10: find u in Elei with minimum DT
a(v)
u,v ;

11: IS ← u, CN ← p(u), ET ← ((u, p(u)), (p(u), v));
12: Elei=Elei/(u

⋂
N(u));

13: end while
14: end for
15: for each u ∈ V /(IS ∪ CN) do
16: compute the minimum delay from u to v (node in IS and 1-hop distance from

u), denoted as DT
a(v)
u,v ;

17: Dominatees ← u, ET← (u, v);
18: end for



310 X. Yan et al.

5.1 Aggregation Tree Construction

In this phase, we present the details of ATC algorithm. First ATC transform the
original network graph G(V, E) to a breadth first search Tree (TBFS) rooted
at the sink node Vs, and divide all nodes into layers: L0,L1,· · ·Lj , where L0 is
the sink node and L1 are its neighbors. Then starting from L0, it constructs an
aggregation tree TAT layer by layer (Algorithm 1). The independent set (IS) is
initialize to the sink node at first. Then starting from L2 to pick up a independent
set in each layer. Nodes in Li is denoted by Elei, and remove nodes that are
neighbored with any node in IS. Then compute the delays from u to all its 2-hop
parents v in IS, and DT

a(v)
u,v is the minimum delay. Then compute DT

a(v)
u,v for all

nodes in Elei. and we find u in Elei with minimum DT
a(v)
u,v , and then add u, u’s

parent node p(u) to sets IS, connector set(CN), and add(u, p(u)), (p(u), v) to
ET . Then remove u and its neighbors N(u) in Elei. Then find the next u in Elei
with minimum DT

a(v)
u,v until there is no node in Elei. Till now, the independent

set in Li is obtained. Then we turn to the next layer and repeat this process.
Finally, we get TAT (VT , ET ). Here VT is equaled to V in G, and composed of
IS, CN and dominatees. Nodes in IS and CN constitute dominators.

Algorithm 2. Leaves Schedule (LS).
Input: TAT (VT ,ET );
Output: aggregation schedule S ;
1: transmission period: P=1, scheduling period: sdu;
2: if |VT | �= 1 then
3: for each u∈ leaves do
4: if u has not been scheduled in the previous periods then
5: sdu(u)=P ;
6: end if
7: end for
8: for two nodes u ∈ leaves, v ∈ p(leaves), (u, v)∈ ET && sdu(u)=P do
9: if a(v)>a(u) then

10: T
a(v)
u,v =P ;

11: else
12: T

a(v)
u,v =P+1;

13: end if
14: end for
15: for nodes u ∈ leaves, T

a(v)
u,v = P do

16: find the maximum send set Sp that can transmit collision-free;

17: for node u not in Sp, T
a(v)
u,v =P+1;

18: end for
19: return Sp;
20: remove u(u∈Sp)from VT , (u, p(u))from ET

21: P++;
22: end if
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5.2 Data Aggregation Schedule

After construct the ATC, the aggregation tree TAT is obtained. Every node in
TAT has only one aggregation path to the sink node. Along each path, nodes
transmit layer by layer until all data has been transmitted to the sink node. Thus
the total aggregation delay is closely related to the layer transmission times. The
delay would be considerably reduced, if there are as many as nodes transmit con-
currently in one layer transmission. Considering the tree structure, we find that
nodes in different layers can transmit concurrently. Based on this phenomenon,
we designed LS (Algorithm 2). Every iteration, this algorithm schedules all leaves
in T. Their transmission period T

a(v)
u,v is set to the current period(a(receiver) >

a(sender)), the next period else. Then judge whether these transmissions trans-
mit in the same period conflict with each other and find the largest set that
can transmit concurrently. Transmissions not in the set will be set to the next
period.

Figure 2 gives an example of leaves aggregation schedule. The number on
the link is the transmission period T

a(v)
u,v . In Fig. 2, (a) is the first schedule,

node d, k, m, l, e can transmit in the first period. Then find the maximum
send set S1 = {d, k, m, l} that can transmit conflict-free in the current period.
Because transmissions from k and e to i and b conflict with each other, node e
will transmit in the next period. Then remove d, k, m, l from TAT . (b) is the
second schedule, nodes i, j, e, f are leaves. Node e has been scheduled in the
first schedule, so nodes i, j, f will be set transmission time in this schedule. f
will be scheduled to transmit in the third period for a(c) < a(f ), and nodes i, j
are scheduled to transmitted in the second period. As a result, nodes i, j, e are
scheduled to transmit in the second period, and we get S2 = {i, j, e}. Repeat
this process, until there is only one sink node.

6 Theoretical Analysis

Lemma 1. Given a connected graph G, schedule from dominatees to domina-
tors cost at most Δ − 1 periods.

Proof. Each dominatee, it must be a neighbor of any dominator. For any dom-
inator, it have Δ neighbors at most, one of which is its parent node, so the
dominator has at most Δ − 1 dominatees as its neighbors. All these Δ − 1 dom-
inatees nodes send to the dominator node one after another. Thus the total
period spent is at most Δ − 1.

Lemma 2. In TAT , a connector is adjacent to at most 5 independent elements [9].
Thus, transmitting from one independent layer to connector layer costs at most 4
duty-cycle periods.

Lemma 3. In TAT , a independent element is adjacent to at most 12 connectors
[9]. Thus, transmitting from one connector layer to independent layer costs at most
11 periods, while all neighbors of the sink node transmit to the sink node consume
12 periods at most.
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Fig. 2. An example of layer aggregation schedule. (a) The 1-th schedule. (b) The 2-th
schedule. (c) The 3-th schedule. (d) The 4-th 5-th 6-th schedule.

Theorem 1. The delay of the schedule produced by LS is upper bounded by
(4R + 11/2 ∗ h + Δ − 4)duty-cycle periods, where R and Δ are the radius and
maximum degree of the network graph G, and h is the height of node m, whose
childrens heights are all the same.

Proof. Considering one node u has many children, and each branch structure
rooted at one child constructs a tree with different height, here we first assume
that whenever the child node v with the maximum tree height transmit data
packet to the parent node, all other child node have already sent data packet to
parent node u.

For a dominator u in layer Li, u is not the sink node, and u is exactly 2-hops
distance from its upper level dominator v. u and v are connected by a connector
in the middle level. Thus, the height of TCDS (remove dominatees from TAT )
can be gotten: H ≤ 2(R − 1), where R is the radius of the connected graph.

We compute the total aggregation delay by iteration from the sink node.
First, we find all children of the sink node. Then compute tree height of the
branch structure rooted at each child. Then seek out the node w whose branch
structures tree height is the maximum. So the total aggregation delay can be
calculated by the delay aggregated to w (denoted as DT

a(w)
w ) plus two period

(node w transmit to the sink consumes 2 duty-cycle periods at most). Then the
delay aggregated to w is computed in the same method layer by layer until to
one node m whose sub-structures all have the same height h.
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The delay aggregated to m is at most (4 + 11) ∗ h/2 according to Lemmas 2
and 3, thus the total aggregation delay can be obtained by the following formula.

DT = DT a(w)
w + 2 + Δ

= DT a(w1)
w1

+ 2 + 2 + Δ

= ...

= (11 + 4)/2 ∗ h + 2 ∗ (H − h) + Δ

≤ 15/2 ∗ h + 2 ∗ [2(R − 1) − h] + Δ

≤ 4R + 11/2 ∗ h + Δ − 4

7 Simulation Analysis

In this section, we evaluate the proposed scheme LS with the most latest and
similar scheme GAS [14]. We first introduce the experiment set up. Then in the
next part, we simulate LS in randomly deployed sensor networks with different
network parameters and compare LS with GAS.

7.1 Simulation Setup

Setup. In this part, we introduce the simulation setup as follows. The sensor
nodes are randomly deployed in a 200 m ∗ 200 m area and the sink node is
located at the center of the region. All sensor nodes have the same transmission
range r and interference range ρ, and r = ρ. The active time slot of each node
is determined beforehand. The aggregation delay is measured by the number of
duty-cycle period. We conduct the experiment 50 times for each setting and the
average value is computed as the result.

Showcase. To better analyse the proposed algorithm, we implement the algo-
rithm visualization with a packet of python, called NetworkX. In Figs. 3, 4, 5 and 6,

Fig. 3. Data aggregation in the 1-th
period (Color figure online)

Fig. 4. Data aggregation in the 2-th
period (Color figure online)
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Fig. 5. Data aggregation in the 3-th
period (Color figure online)

Fig. 6. Data aggregation in the 4-th
period (Color figure online)

we give a specific example, which is the process of aggregation in the dominators.
In these figures, nodes in IS are colored red. Nodes in CN are colored yellow and
the rest nodes colored green are the dominatees. Node 0 is the sink node. The black
dashed lines indicate the communication links in the original network graph, and
the black arrowed lines indicate the communications in the corresponding duty-
cycle periods. Figure 3 indicates the first period during the process of aggregation
in the dominators. Nodes 5, 10, 13 and 14 are scheduled in the first period, but only
node 5 and 14 transmit in the first period. For a(10) < a(2) and transmission from
node 13 to 7 is conflict with transmission from node 14 to 7. Thus both node 10 and
13 will be put off to transmit in the next period. In Fig. 4, though node 8, 10 and
13 are in different layers (judge from the hops from these nodes to the sink node),
we schedule them in the same period in LS. Figures 5 and 6 schedule node 2 and 7
respectively.

7.2 Analysis

Influence of the Network Size . In Fig. 7, the transmission range of each sen-
sor node is fixed to 30 m, and duty cycle is 20 %. Here we measure the aggregation
delay with the number of nodes varies from 200 to 800. In Fig. 7, the aggregation
delay increases when the number of nodes increase. It is easy to understand that
the number of sensor nodes affect the network size. With more sensor nodes
sending to the sink node, there will be more time needed. It is obviously that
our proposed algorithm increase slower than GAS, and the bigger the number of
nodes, the better the improvement of our algorithm in comparison with GAS.

Influence of the Values of Duty Cycle. In Fig. 8, the number of sensor nodes
is fixed to 400, and here we measure the aggregation delay when the values of
duty cycle are varies in 50 %, 33.33 %, 25 %, 20 %, 12.5 %, 10 %, 6.67 %, 5 %,
corresponding to T = 2, 3, 4, 5, 8, 10, 15, 20, respectively. From Fig. 8, when the
value of duty cycle increases, correspondingly, the number of time slots in each
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ent number of nodes
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Fig. 8. Aggregation delay with differ-
ent values of duty cycle

duty-cycle period decrease. Less time slots lead to less nodes can be transmitted
in the same period. Thus the aggregation delay increase with the value of duty
cycle increase.

Influence of the Transmission Range. In Fig. 9, the number of sensor nodes
is fixed to 400 and the duty cycle is 20 %. We measure the delay with the trans-
mission range varies from 25 to 55. We can observe that the transmission range
also influence the average delay. When the transmission range increase, the inter-
ference range also increase. Each node will have more neighbors, which will lead
to more collisions. Thus the aggregation delay will increase. When the trans-
mission range is large enough, aggregation delay of LS is close to GAS. This is
because when the transmission range is large enough, every two node scheduled
to transmit in the same period may conflict with each other. Thus all nodes may
transmit one after another, then aggregation schedule algorithms may have little
affect on the aggregation delay.
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Fig. 9. Aggregation delay with different transmission ranges
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8 Conclusion and Future Works

In this paper, we introduce how to minimize data aggregation delay in duty-
cycled WSNs. Our proposed scheme is composed of two phases: First, based
on CDS, we construct an aggregation tree; Second, data aggregation schedul-
ing. Different from existing works, we believe that nodes in different layers can
transmit concurrently, thus greatly minimize aggregation delay. Through exten-
sive simulation, our proposed scheme has a significantly high performance than
existing methods. For the future work, on one hand, the restriction in this paper
is strong, we will design aggregation schedule algorithm under relaxed restric-
tions; on the other hand, we will study distributed algorithm on minimum-delay
aggregation schedule.
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Abstract. Recently, the security issues of Cyber-Physical Systems
(CPS) have gained a growing amount of research attention. As a typical
application of CPS, remote state estimation systems over wireless chan-
nels are vulnerable to various cyber attacks, such as channel jamming
attacks. Standing on the point of the jamming attacker, this paper inves-
tigates the problem of optimal attack schedule under energy constraints
against a wireless state estimation system, where two sensors transmit
data to a remote estimator over two independent wireless channels. Due
to its radio constraint, the attacker is assumed to only launch jamming
attack on one of the two channels at a time. We formulate the problem
of optimal attack schedule as a nonlinear program which aims to maxi-
mize the remote estimation error covariance subjecting to the attacker’s
energy constraint. We then theoretically derive the optimal schedule and
shows that it depends on the attacker’s energy budget, the physical sys-
tem dynamics and the channel properties. Finally, the theoretical results
are validated and evaluated through numerical simulations.

Keywords: Cyber-Physical System · Energy constraint · Jamming
attack · Optimal attack schedule · Remote state estimation

1 Introduction

The emerging Cyber-Physical Systems (CPS) integrate computation, network-
ing, and control technologies to facilitate intimate interactions between the phys-
ical and cyber worlds. CPS have found wide applications in environmental mon-
itoring, building automation, transportation systems, entertainment, consumer
appliances, etc. [1–3].

Recently, an increasing amount of research efforts have been devoted to inves-
tigating security issues of CPS [4,5]. Malicious cyber attacks can be in various
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forms, such as jamming attack [4], replay attack [5] and false data injection
attack [6]. Jamming attack aims at blocking the communication between system
components by jamming the communication channels [7,8]. The work in [7] pro-
poses four different jamming attack models and evaluates their effectiveness in
terms of how each method affects the ability of a wireless node in sending and
receiving packets. From a networking point of view, the work in [8] proposes to
use honeypots to defend jamming attacks in wireless networks.

Conventional attacks such as those stealing user accounts and files in storage
are usually limited to cyber space. However, in the context of CPS, attackers
can further cause severe impact to real-time physical systems by cyber attacks.
Jamming attack in CPS has attracted some attention of researchers also from
the control community [4]. Remote state estimation over wireless channels is a
typical application scenario of CPS whose security issues have attracted some
attention [9–11]. The problem of optimal zero-delay jamming over an additive
noise channel is considered in [9]. The authors in [11] present a methodology
to control ground robots under malicious attack on sensors and use a recursive
filtering technique that estimates the state of the system. The work in [3] dis-
cusses a secure smart grid infrastructure using a Cyber-Physical approach and
proposes several countermeasures against various cyber attacks such as replay
attacks. However, existing works mainly investigate the attack problem, such
as optimal attack schedule, under single sensor and single channel cases [4,12].
In [4], the authors investigate the problem of optimal attack schedule in order
to cause highest estimation performance degradation. However, to the authors
best knowledge, the problem of optimal attack schedule against state estimation
systems with multiple sensors has not been considered in the literature.

In this paper, we consider the problem of optimal jamming attack schedule
against remote state estimation in CPS with multiple sensors. In particular, we
assume that the sensors monitor multiple physical processes and transmit their
sensory data over multiple wireless channels in independent frequency bands.
Each sensor firstly runs a local filter to process its measurements about the
physical systems, and then transmits the filtered results to a remote estimator
through a wireless channel. Due to its radio constraint, the attacker can only
jam one of the channels at a time in order to deteriorate the remote estimation
quality. Moreover, we assume that the attacker’s energy is constrained such
that it cannot persistently jamming the channel over time. In the view of the
attacker, we aim to find the optimal time schedule for the attacker to maximize
the impact of the jamming attack under the attacker’s energy constraint. The
main contributions of the paper are summarized as follows:

1. We start with two sensors and formulate the optimal jamming attack schedule
problem of under the attacker’s energy constraint.

2. The optimal jamming attack schedule is theoretically derived. We show that
the optimal schedule depends on the physical systems’ dynamics, the packet
loss rates over the wireless channels and the energy budgets of the attacker.
The results are then extended to more general cases with multiple sensors.

3. We validate our results through extensive simulations.
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The remainder of this paper is organized as follows. Section 2 formulates the
problem. The main results are presented in Sect. 3. Section 4 presents the simu-
lation results, followed by discussion about extension to scenarios with multiple
sensors in Sect. 5 and the conclusion in Sect. 6.

Notations. Throughout this paper, we adopt the following notations. Z is the
set of all integers. R is the set of real numbers; Rn denotes the n-dimensional
Euclidean space and R

n×m is the set of real matrices of dimension n × m; Sn
+ is

the set of n-by-n positive semi-definite matrices. When X ∈ S
n
+, we simply write

X � 0; when X is positive definite, we write X > 0. For a square matrix X,
denote its trace as Tr(X). The notation X ≥ Y (respectively, X > Y ), where X
and Y are symmetric matrices, means that the matrix X − Y is positive semi-
definite (respectively, positive definite). If Y − X � 0, then Tr(Y − X) � 0. X ′

is the transpose of X. For functions f, f1, f2 : Sn
+ → S

n
+, define f1 ◦ f2(X) �

f1(f2(X)) and f t(X) � f ◦ f ◦ · · · ◦ f
︸ ︷︷ ︸

t times

(X). For a random variable X, Pr[X] and

E[X] denote the probability and expected value of X, respectively. �·� is the
floor function. ρ(X) is the spectral radius of the matrix X.

2 System Model and Problem Formulation

2.1 System Model

Wireless remote estimating the states of dynamic systems is considered in this
paper, the dynamic system here can be smart grid and the states of it can be
power flow, voltage magnitude and phase angle [3,10]. Consider estimating the
states of the following discrete linear dynamic systems [3,10]:

xi(k + 1) = Aixi(k) + ωi(k), i = 1, 2, · · · , (1)

where k ∈ Z is the time indices, xi(k) ∈ R
n is the system state and ωi(k) is a

white Gaussian noise with covariance matrix Qi � 0. The initial state xi(0) is
also a zero-mean Gaussian variable with covariance Pi(0) > 0. ρ(Ai) ≥ 1 and
the pair (Ai,

√
Qi) is stabilizable [13].

We consider remotely estimating the states of two dynamic systems of the
above form, i.e. i = 1, 2. As shown in Fig. 1, two sensors are deployed to take
noisy measurements as follows

yi(k) = Cixi(k) + vi(k), i = 1, 2, (2)

where y1(k) ∈ R
m1 and y2(k) ∈ R

m2 are the measurements collected by the two
sensors at time k, vi(k) ∈ R

mi are the measurement noises which are zero-mean
white Gaussian with covariances Ri > 0, i = 1, 2. In addition, xi(0), ωi(k), v1(k)
and v2(k) are mutually independent. For the problem’s tractability, we assume
that (A1, C1) and (A2, C2) are observable [13].

At each time step, each sensor first runs a Kalman filter, which is known as
the optimal linear filter, to obtain a local estimate of its corresponding monitored
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Fig. 1. Remote state estimation under jamming attack.

physical process. Due to space limit, the standard Kalman filtering process is
omitted. Interest readers are referred to [14]. Denote x̄i(k) and P̄i(k) as the i-th
sensor’s local state estimate and the corresponding estimation error covariance
of i-th system, i.e.,

x̄i(k) = E[xi(k)|yi(1), yi(2), · · · , yi(k)],
P̄i(k) = E[(xi(k) − x̄i(k))(xi(k) − x̄i(k))′|yi(1), yi(2), · · · , yi(k)], i = 1, 2. (3)

As stated in [14], P̄i(k) converges exponentially fast to a steady-state value.
Therefore, we assume that the local estimates have converged and denote P̄i as
the steady value of {P̄i(k)}, i = 1, 2.

2.2 Attack Model

The attacker is assumed capable to conduct jamming attack to jam the com-
munication channel between the sensor and the remote estimator, and hence
causing random data packet drop outs. In a very similar case where only one
sensor is considered, for example in [4], in which the optimal attack schedule
is schedule with a consecutive attack sequence n. In our case, it is practical to
suppose that the two sensors can explore transmission opportunities over two
orthogonal wireless channels corresponding to two interleaving frequency bands
[2,15]. Meanwhile, due to the wireless radio can only operate on one channel
at a time, each time the attacker can choose only one channel to jam. In order
to model the attacker’s decisions at time k, define λ(k) = i, which means the
attacker launches jamming attack on channel i, i = 1, 2; and λ(k) = 0 represents
that the attacker do not launch attack to the two channels. As mentioned above,
1λ(k)=1+1λ(k)=2 ≤ 1,∀k ∈ Z

+, where 1cond is an indicator function which equals
1 if cond is true and equals 0 if otherwise.

If the communication channel is jammed, the transmitted packets will be
randomly lost. We use a binary random process γi(k) to describe the packet loss
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process. That is, γi(k) = 1 indicates that the packet transmitted from sensor i
is successfully delivered to the estimator at time k, and γi(k) = 0 if the packet
is lost. Pr[γi(k) = 1] = γi, i = 1, 2. The remote estimator can know whether
a sensor packet is successfully transmitted or not by checking the time stamp
and sensor ID of the received packet. The implication of packet loss is that the
estimator may fail to generate a stable state estimator. Assume that there will
be no packet loss of channel i when channel i is not under attack.

2.3 Problem Formulation

Denote s = (λ(1), λ(2), · · · , λ(T )) as the attacker’s schedule.

Average Error: For a given attack schedule s with a time horizon T , define
Ji(s) as the average expected estimation error covariance matrix, i.e.,

Ji(s) =
1
T

T∑

k=1

E[Pi(k, λ(k))], i = 1, 2. (4)

The objective of this paper is to solve the following problem with the energy
constraint in the viewpoint of the attacker:

Problem 2.1: Find the optimal attack schedule for maximizing the overall
estimation error, i.e.,

max
s∈S

Tr[J1(s)] + Tr[J2(s)], (5)

s.t.

T∑

k=1

(1λ(k)=1Ψ1 + 1λ(k)=2Ψ2) ≤ Ψ, (6)

1λ(k)=1 + 1λ(k)=2 ≤ 1, (7)

where S = {0, 1}T is the set of all possible attack schedules, Ψi > 0 denotes
the consumed energy of attacker to launch once attack to channel i, i = 1, 2,
Ψ represents maximum total energy of attacker launching T times attack. It is
clear that using as much energy as possible to launch jamming attacks can cause
the highest estimation performance degradation. Therefore, the total energy Ψ
should be utilized as much as possible, i.e.,

Ψ −
T∑

k=1

(1λ(k)=1Ψ1 + 1λ(k)=2Ψ2) < min{Ψ1, Ψ2}. (8)

3 Optimal Jamming Attack Schedules

Denote x̂i(k) and Pi(k) as the remote estimator’s state estimate and the corre-
sponding estimation error covariance, i.e., x̂i(k) = E[xi(k)], Pi(k) = E[(xi(k) −
x̂i(k))(xi(k) − x̂i(k))′], i = 1, 2. Then, we use the local measurements of xi(k)
to compute optimal estimation x̂i(k) and the corresponding estimation error
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covariance matrix Pi(k) of the remote estimator. Therefore, the optimal estima-
tion x̂i(k) and Pi(k) are obtained as follows:

x̂i(k) =

{
x̄i(k), 1λ(k)=i = 0 or 1λ(k)=iγi(k) = 1,
Aix̂i(k − 1), 1λ(k)=i(1 − γi(k)) = 1, i = 1, 2,

(9)

Pi(k) =

{
P̄i, 1λ(k)=i = 0 or 1λ(k)=iγi(k) = 1,
hi(Pi(k − 1)), 1λ(k)=i(1 − γi(k)) = 1, i = 1, 2,

(10)

where hi(X) = AiXA′
i + Qi, i = 1, 2.

Next we analysis the optimal jamming attack schedules for Problem 2.1.

Lemma 1. The function hk
i (P̄i) is monotonically increasing in k, where k ∈

Z
+, i = 1, 2 [16].

For the one-sensor case, it has been proved in [4] that the optimal attack
schedule which can maximize the average expected estimation error covariance is
any one that belongs to consecutive attack sequences and the block of consecutive
attack sequence can be in any position in [0, T ]. In our case, since the two physical
processes are independent, based on [4], it is without loss of generality to assume
that the optimal attack schedule is in the following form:

sτ1,τ2 : 1, 1, · · · , 1
︸ ︷︷ ︸

τ1 times

, 2, 2, · · · , 2
︸ ︷︷ ︸

τ2 times

, 0, 0, · · · , 0
︸ ︷︷ ︸

T−τ1−τ2 times

, (11)

where τ1Ψ1 + τ2Ψ2 ≤ Ψ .
Let E[Pi(k)] = Mi(k), and the initial error covariance E[Pi(0)] = Mi(0) =

P̄i, i = 1, 2. For simplicity, assume that Ψ1
Ψ2

= α
β is a rational number, where α

and β are two co-prime integers. Since βΨ1 = αΨ2, the energy which can launch
β times attack on channel 1 can be used to launch α times attack on channel 2.
Then, based on (10),

{
M1(k) = γ1P̄1 + (1 − γ1)h1(M1(k − 1)),
M2(k) = P̄2,

k = 1, · · · , τ1, (12)

{
M1(k) = P̄1,

M2(k) = γ2P̄2 + (1 − γ2)h2(M2(k − 1)),
k = τ1 + 1, · · · , τ1 + τ2, (13)

Therefore,

TJ(sτ1,τ2) = TJ1(sτ1,τ2) + TJ2(sτ1,τ2)

= (T − τ1)P̄1 + (T − τ2)P̄2 +
τ1∑

k=1

M1(k) +
τ1+τ2∑

j=τ1+1

M2(j). (14)

Then we have the following theorem.
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Theorem 1. Consider system (1)–(2). The optimal jamming attack schedule
that solves Problem 2.1 is sτ∗

1 ,τ∗
2 , where τ∗

1 , τ∗
2 are chosen as follows

1. if f1(Ψ1, Ψ2, P̄1, γ1) ≥ f2(Ψ1, Ψ2, P̄2, γ2), then τ∗
1 = � z1

Ψ1
�, τ∗

2 = � Ψ
Ψ2

�,
2. if f1(Ψ1, Ψ2, P̄1, γ1) < f2(Ψ1, Ψ2, P̄2, γ2), then τ∗

1 = � Ψ
Ψ1

�, τ∗
2 = � z2

Ψ2
�,

where

fi(Ψ1, Ψ2, P̄i, γi) = (� Ψ

Ψi
� − � zi

Ψi
�)P̄i −

� Ψ
Ψi

�
∑

k=� zi
Ψi

�+1

Mi(k), (15)

Mi(k) = γi

k−1∑

q=0

(1 − γi)qhq
i (P̄i) + (1 − γi)khk

i (P̄i), i = 1, 2, (16)

z1 = Ψ − � Ψ
Ψ2

�Ψ2, z2 = Ψ − � Ψ
Ψ1

�Ψ1.

Proof : According to (14), we have

TJ(sτ1+β,τ2−α) − TJ(sτ1,τ2)

= (T − τ1 − β)P̄1 + (T − τ2 + α)P̄2 +
τ1+β∑

k=1

M1(k) +
τ1+β+τ2−α∑

j=τ1+β+1

M2(j)

−(T − τ1)P̄1 − (T − τ2)P̄2 −
τ1∑

k=1

M1(k) −
τ1+τ2∑

j=τ1+1

M2(j)

=
β∑

k=1

M1(τ1 + k) − βP̄1 + αP̄2 −
α∑

k=1

M2(τ2 − α + k), (17)

where τ2 = �Ψ−τ1Ψ1
Ψ2

�. Denotes

G(τ1 + β, τ2 − α) =
β∑

k=1

M1(τ1 + k) −
α∑

k=1

M2(τ2 − α + k). (18)

It follows that

G(τ1 + β) − G(τ1) =
β∑

k=1

M1(τ1 + β + k) −
α∑

k=1

M2(τ2 − 2α + k)

−
β∑

k=1

M1(τ1 + k) +
α∑

k=1

M2(τ2 − α + k). (19)

From (16) and Lemma 1, we know that

M1(k) − M1(k − 1)
= γ1(1 − γ1)k−1hk−1

1 (P̄1) + (1 − γ1)khk
1(P̄1) − (1 − γ1)k−1hk−1

1 (P̄1)
= (1 − γ1)khk

1(P̄1) − (1 − γ1)khk−1
1 (P̄1) ≥ 0. (20)
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Similarly, we can get M2(k)−M2(k−1) ≥ 0. Therefore, G(τ1+β)−G(τ1) ≥ 0 in
(19), which implies that the trajectory of J(sτ1,τ2) is a lower convex curve with
τ1, τ1 ∈ [0, � Ψ

Ψ1
�], τ2 = �Ψ−τ1Ψ1

Ψ2
�. We can conclude that J(sτ1,τ2) can achieve the

maximum on both sides of the endpoint, i.e.,

min{J(s0,� Ψ
Ψ2

�), J(s� Ψ
Ψ1

�,0)} ≥ J(sτ1,τ2), (21)

for all τ1 ∈ [0, � Ψ
Ψ1

�], τ2 = �Ψ−τ1Ψ1
Ψ2

�. Taking (8) into consideration, we denote
z1 = Ψ − � Ψ

Ψ2
�Ψ2, z2 = Ψ − � Ψ

Ψ1
�Ψ1. Again based on (14), we have

TJ(s� z1
Ψ1

�,� Ψ
Ψ2

�) = (T − � z1
Ψ1

�)P̄1 +

� z1
Ψ1

�
∑

k=1

M1(k) + (T − � Ψ

Ψ2
�)P̄2 +

� Ψ
Ψ2

�
∑

j=1

M2(j),

TJ(s� Ψ
Ψ1

�,� z2
Ψ2

�) = (T − � Ψ

Ψ1
�)P̄1 + (T − � z2

Ψ2
�)P̄2 +

� Ψ
Ψ1

�
∑

k=1

M1(k) +

� z2
Ψ2

�
∑

j=1

M2(j).

It follows that

TJ(s� z1
Ψ1

�,� Ψ
Ψ2

�) − TJ(s� Ψ
Ψ1

�,� z2
Ψ2

�)

= (� Ψ

Ψ1
� − � z1

Ψ1
�)P̄1 − (� Ψ

Ψ2
� − � z2

Ψ2
�)P̄2 +

� Ψ
Ψ2

�
∑

j=� z2
Ψ2

�+1

M2(j) −
� Ψ

Ψ1
�

∑

k=� z1
Ψ1

�+1

M1(k),

therefore,

(τ∗
1 , τ∗

2 ) =

⎧
⎪⎪⎨

⎪⎪⎩

(� z1
Ψ1

�, � Ψ

Ψ2
�) if J(s� z1

Ψ1
�,� Ψ

Ψ2
�) ≥ J(s� Ψ

Ψ1
�,� z2

Ψ2
�),

(� Ψ

Ψ1
�, � z2

Ψ2
�) if J(s� z1

Ψ1
�,� Ψ

Ψ2
�) < J(s� Ψ

Ψ1
�,� z2

Ψ2
�).

(22)

The proof is completed. ��
Corollary 1. When A1 = A2, C1 = C2, Q1 = Q2, P̄1 = P̄2, γ1 = γ2, τ∗

1 and
τ∗
2 in Theorem1 are chosen as follows:

1. τ∗
1 = 0, τ∗

2 = � Ψ
Ψ1

�, if

� Ψ

Ψ1
� − � z1

Ψ1
� ≥ � Ψ

Ψ2
� − � z2

Ψ2
� and � Ψ

Ψ2
� ≥ � Ψ

Ψ1
�, (23)

2. τ∗
1 = � Ψ

Ψ1
�, τ∗

2 = 0, if

� Ψ

Ψ1
� − � z1

Ψ1
� < � Ψ

Ψ2
� − � z2

Ψ2
� and � Ψ

Ψ2
� < � Ψ

Ψ1
�. (24)
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4 Illustrative Examples

Consider system (1)–(2) with

A1 =
(

1.2 0.2
1 0.3

)
, A2 =

(
1 0.1

1.5 0.8

)
, C1 =

(
0.1 0.4
0 0.5

)
, C2 =

(
0.2 0.2
0 0.1

)
,

ωk, v1
k and v2

k having zero mean and variance Q1 = I2×2, Q2 = 2I2×2, R1 =
2I2×2, R2 = I2×2. Take Ψ = 10, Ψ1 = 1, Ψ2 = 1, r1 = 0.1, r2 = 0.1, T = 20.
Obviously, (A,C1), (A,C2) are observable.
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Fig. 2. Left figure shows the performance of Tr[J(sτ1,τ2)] with T = 20,Ψ = 10, Ψ1 =
1, Ψ2 = 1, r1 = 0.1, r2 = 0.1. Right figure is the performance of Tr[

∑t
k=1 E[P (k)]] under

different attack schedule with the same parameters.

Thus according to Theorem 1, we can find the optimal values τ∗
1 , τ∗

2 . Left
figure in Fig. 2 shows the trajectory of Tr[J(sτ1,τ2)] with the parameters given
above. Obviously, when τ∗

1 = 0, τ∗
2 = 10, Tr[J(sτ1,τ2)] arrives the maximum.

Then the optimal jamming attack schedule that solves Problem 2.1 is

2, 2, · · · , 2
︸ ︷︷ ︸
10 times

, 0, 0, · · · , 0
︸ ︷︷ ︸
10 times

. (25)

Right one in Fig. 2 represents the trajectories of Tr[
∑t

k=1 E[P (k)]] under different
attack sequences with the parameters given above. The curve with s∗ is the
performance of Tr[

∑t
k=1 E[P (k)]] under following attack sequence

s∗ :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

2, 2, · · · , 2
︸ ︷︷ ︸

t times

, while t ≤ 10,

2, 2, · · · , 2
︸ ︷︷ ︸
10 times

, 0, 0, · · · , 0
︸ ︷︷ ︸
t−10 times

, while t > 10.
(26)
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The case with s1 is the trajectory of Tr[
∑t

k=1 E[P (k)]] under attack sequence as
follows

s1 :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1, 2, 1, 2, · · · , 1, 2
︸ ︷︷ ︸

t times

, while t ≤ 10,

1, 2, 1, 2, · · · , 1, 2
︸ ︷︷ ︸

10 times

, 0, 0, · · · , 0
︸ ︷︷ ︸
t−10 times

, while t > 10.
(27)

The curve with s2 shows the trace of Tr[
∑t

k=1 E[P (k)]] under stochastic attack
sequence with attack probability 0.5 to channel 1 and 2. This figure illustrates
that J(s) can achieve the maximum under consecutive attack schedule.

0 5 10 15 20
0

1

2

3

4

5

6

7
x 10

5

τ
1

O
bj

ec
tiv

e 
fu

nc
tio

n

Ψ
1
=0.5,Ψ

2
=1

Ψ
1
=1,Ψ

2
=0.5

Ψ
1
=1,Ψ

2
=1

0 5 10 15 20
0

500

1000

1500

2000

2500

τ
1

O
bj

ec
tiv

e 
fu

nc
tio

n

γ
1
=0.6,γ

2
=0.1

γ
1
=0.1,γ

2
=0.6

γ
1
=0.1,γ

2
=0.1

Fig. 3. Left figure is performance of Tr[J(sτ1,τ2)] under different energy constraint
Ψ1 = 1, Ψ2 = 1, Ψ1 = 0.5, Ψ2 = 1, and Ψ1 = 1, Ψ2 = 0.5, respectively. Right figure shows
the performance with different rate of packet loss γ1 = 0.1, γ2 = 0.1, γ1 = 0.6, γ2 = 0.1,
and γ1 = 0.1, γ2 = 0.6, respectively, the other parameters are same as in Fig. 2.

Left figure in Fig. 3 is the performance of Tr[J(sτ1,τ2)] with different energy
constraint and the other parameters which are the same as in Fig. 2. The trace
with Ψ1 = 1, Ψ2 = 1 is same as the left one in Fig. 2. In the case with Ψ1 =
0.5, Ψ2 = 1, we have τ∗

1 = 20, τ∗
2 = 0. Moreover, in the case with Ψ1 = 1, Ψ2 =

0.5, the optimal values are τ∗
1 = 0, τ∗

2 = 20. The trajectory of Tr[J(sτ1,τ2)] is
different with different energy constraint revealed by this figure. Right one in
Fig. 3 shows the traces of Tr[J(sτ1,τ2)] with different rate of packet loss and
the other parameters are same as in Fig. 2. From the three different cases with
γ1 = 0.1, γ2 = 0.1, γ1 = 0.6, γ2 = 0.1 and γ1 = 0.1, γ2 = 0.6, we can get that the
trace of Tr[J(sτ1,τ2)] is different with different rate of packet loss.

Figure 4 displays the performance of Tr[J(sτ1,τ2)] with different system para-
meters. Case 4 is the same as the left one in Fig. 2. Case 1 shows the trace

of Tr[J(sτ1,τ2)] with A1 =
(

1.8 0.2
1 0.3

)
, and the other parameters are same as

in Fig. 2. In this case, we can get τ∗
1 = 10, τ∗

2 = 0. Case 2 shows the trace

of Tr[J(sτ1,τ2)] with A1 =
(

1 0.2
1 0.3

)
, A2 =

(
1 0.1
2 0.8

)
, Ψ1 = 0.5, Ψ2 = 0.5.
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Fig. 4. Performance under four cases with different parameters.

In this case, We can know that τ∗
1 = 0, τ∗

2 = 10. Case 3 shows the trace of

Tr[J(sτ1,τ2)] with A1 =
(

2 0.2
1 0.3

)
, A2 =

(
1 0.1
1 0.8

)
, Ψ1 = 0.5, Ψ2 = 0.5. We can

get τ∗
1 = 20, τ∗

2 = 0.

5 Discussion on Scenarios with Multiple Sensors

We consider the wireless sensor network with two sensors in the above. However,
the application of the network with two sensors has some limitations. Consider
the scenarios with multiple sensors, from this paper, we know that the total aver-
age expected estimation error covariance matrix J(s) can achieve the maximum
under consecutive attack schedule, like

1, 1, · · · , 1
︸ ︷︷ ︸

τ1 times

, 2, 2, · · · , 2
︸ ︷︷ ︸

τ2 times

, · · · , i, i, · · · , i
︸ ︷︷ ︸
τi times

, · · · , 0, 0, · · · , 0
︸ ︷︷ ︸

T−τ1−τ2−··· , times

. (28)

Similar to the results above, we can define fi(Ψ , P̄i, γi) which is similar to (15),
where Ψ = (Ψ1, Ψ2, · · · , Ψi, · · · ), Ψi > 0 denotes the consumed energy of attacker
to launch once attack to channel i, i = 1, 2, · · · . Firstly, from pair-wise compari-
son of fi(Ψ , P̄i, γi), we will get the maximum, which is denoted as fj(Ψ , P̄j , γj).
Then we can conclude that τ∗

j = � Ψ
Ψj

�, where Ψ represents maximum total
energy of attacker launching T times attack. Secondly, set zj = Ψ − τ∗

j Ψj , we
also can define f1

i (Ψi, P̄i, γi), where Ψi ≤ zj , i = 1, 2, · · · . Finding the maximum
of f1

i (Ψi, P̄i, γi) by pair-wise comparison, we achieve the second τ∗
k = � zj

Ψk
�. Keep
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going as above, we gain the optimal value τ∗
1 , τ∗

2 , · · · , τ∗
i , · · · . The new results

about this problem will be given out while we work out.

6 Conclusion

In this paper, the problem of optimal jamming attack schedule against wireless
state estimation in Cyber-physical systems has been investigated, where the
attacker has energy constraint. We consider there is only one channel jammed
by the jamming attack at each time. The optimal jamming attack schedule to
maximize the remote state estimation error has been derived. Simulation results
demonstrate the optimality of the proposed schedule.
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Abstract. To protect users’ privacy, online social network data are usu-
ally anonymized before being sold to or shared with third parities. Vari-
ous structure-based approaches have been proposed to de-anonymize the
social network data. In this paper, we study the limitations of the exist-
ing structure-based de-anonymization methods and propose an enhanced
de-anonymization algorithm. The basic idea of our algorithm is to lever-
age the structural transformations of the social graph to de-anonymize
the social network data. We also define a new similarity measure that is
more robust for de-anonymization. We use the arXiv dataset to evaluate
our algorithm, and the experiment results show that our method can
significantly improve the de-anonymization rate.
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1 Introduction

Online social networks such as Facebook, Twitter, and LinkedIn have been gain-
ing tremendous popularity in recent years as they provide convenient platforms
for users to build connections and relationships with each other wherever they are
[1,5]. The vast amount of personal and relationship information among the users
have become a treasure trove sought by marketers and researchers [7,10,13,19].
A typical approach to protect users’ privacy is to anonymize the social network
data by removing personally identifiable information before they are made public
to academic researchers or third-party companies [4,8,12,14,16,18,20].

Various structure-based approaches have been proposed to de-anonymize
social network data [3,6,9–11,17]. Given an anonymized social network structure
and an external social network structure with real identities, structure-based de-
anonymization algorithms map an anonymous node to its real identity by check-
ing the similarity between its social structures in these two social networks. In
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[3], Backstrom et al. proposed the first structure-based de-anonymization algo-
rithm that tackles both active attacks and passive attacks. In [10], Narayanan
et al. extended the de-anonymization attack to large scale directed social net-
works. In [11], Nilizadeh et al. presented an enhanced de-anonymization algo-
rithm by integrating the community structure and the social structure. These
existing structure-based methods can de-anonymize the social network data effi-
ciently, but they have the following limitations. First, they cannot differentiate
two users that have similar friends in the anonymized social network. Second,
the probability of a correct de-anonymization for a user largely depends on the
number of common friends the user has in the two social networks. When the
user only has a few common friends in two social networks, the success rate of
de-anonymization could be very low.

To address the above limitations, we propose an enhanced structure-based de-
anonymization algorithm in this paper to de-anonymize the social network data
by leveraging the structural transformation of a social network, which is a more
fine-grained feature of the social network than the network structure. The key
insight behind our algorithm lies in that when a user joins a new community, she
is likely to build connections with the members of this community in both social
networks, which makes her social network graph in one social network evolves in
a similar way as that in another social network. If the structural transformation
of a user’s social network is similar to that of another user’s social network, with
a high probability they could be the same user. Compared with the existing
structure-based schemes, our algorithm can differentiate two users with similar
friends by observing the differences in structural transformations. To alleviate
the second limitation, we define a new and more generalized similarity measure
that takes into consideration all the social neighbors of two unmapped users,
instead of only the number of common neighbors as the traditional similarity
measure does. The main contributions of this paper are summarized as follows:

– In this paper, we study and identify two major limitations of the existing
structure-based de-anonymization algorithms.

– We propose an enhanced structure-based de-anonymization algorithm that
employs the structural transformation of the social networks and a new simi-
larity measure to de-anonymize the social network data.

– We use the arXiv dataset that contains co-author relationships to evaluate the
performance of our algorithm. The experiment results show that our algorithm
can significantly improve the de-anonymization ratio.

The remainder of the paper is structured as follows. In Sect. 2, we introduce
the model and definition used in this paper. In Sect. 3, we study the limitations
of the existing structure-based de-anonymization algorithms. The basic idea and
detailed design of our algorithm are respectively presented in Sects. 4 and 5,
followed by an experimental study for the performance validation in Sect. 6. The
paper is concluded in Sect. 7.
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2 Model and Definition

In this paper, we model two social networks known by an adversary as undirected
graphs G = (V,E) and G′ = (V ′, E′), where G is an anonymized social graph
and G′ is a reference social graph with real identities. The vertices V and V ′

represent the users in G and G′, respectively. The edges E = {(ui, uj , ti,j)|ui ∈
V and uj ∈ V } and E′ = {(u′

i, u
′
j , t

′
i,j)|u′

i ∈ V ′andu′
j ∈ V ′} represent the social

relationships between users, where ti,j is the time when ui and uj become friends
in G, and t′i,j is the time when u′

i and u′
j build connections in G′. We will discuss

how to get this information in Sect. 4. Given these two social graphs, the objective
of the adversary is to de-anonymize the social graph G by mapping the users
in G to those in G′. Note that in this paper, we interchangeably use the terms
“network”, “node”, and “link” with “graph”, “user”, and “edge”, respectively.

3 Background and Motivation

3.1 Structure-Based De-anonymization of Social Networks

In general, structure-based de-anonymization attacks consist of two phases: seed
selection and mapping propagation [9–11,15]. In the seed selection phase, a small
number of seeds (i.e. mapped users) are first identified between the anonymized
graph and the reference graph. In the mapping propagation phase, the algo-
rithm expands the set of mapped users by iteratively comparing and mapping
the neighbors of the previously mapped users. At each iteration, the algorithm
randomly picks an arbitrary unmapped node v in V , and then compute a sim-
ilarity score for each unmapped node v′ in V ′. The similarity score between v
and v′ is defined as the number of neighbors of v that have been mapped to the
neighbors of v′, divided by the square root of their degrees:

S(v, v′) =
|{(w,w′) : w ∈ N (v);w′ ∈ N (v′); (w,w′) ∈ M}|√

kvkv′
(1)

In (1), M is the set of mapped nodes, N (v) is the set of neighbors of v, and
kv is the degree of v. Then the node with the highest score is mapped to node
v if the eccentricity of the list of similarity scores exceeds a threshold τ , and
the mapping is rejected if the eccentricity is blow the threshold. Eccentricity
measures how much a candidate node “stands out” from the rest, and is defined
as

ecc(L) =
max1(L) − max2(L)

σ(L)
, (2)

where L is the list of similarity scores between v and the unmapped nodes in V ′,
max1(L) and max2(L) are respectively the highest score and the second highest
score in L, and σ(L) is the standard deviation of the scores in L.
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(a) Social graph at t1 (b) Social graph at t2 (c) Social graph at t3
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Fig. 1. Structural transformations of a social graph.

3.2 Limitations of Existing Structure-Based Approaches

It has been experimentally demonstrated that structure-based de-anonymization
attacks can easily break the privacy of the social networks based on only the
structures of the corresponding social graphs. However, all the existing structure-
based approaches suffer from two major limitations and their de-anonymization
rate could be very low in the following situations.

Sharing Similar Friends in One Social Network: As illustrated in Fig. 1(a),
v1 and v2 are two different users in social network G. They both have connections
with all the members in community A and community B; thus the social graph
of v1 is much similar to that of v2. Therefore v1 and v2 could get equal similarity
scores if we use the existing structure-based approaches to de-anonymize this
social network. However, if we take a closer look at the structural transforma-
tions of the social graphs of v1 and v2 and take snapshots at different moments,
as illustrated in Fig. 1(a)–(c), one can see the differences. Node v1 first joins com-
munity A and builds connections with the members in this community, while
node v2 first builds connections with the members in community B instead. The
above observation motivates us to investigate the structural transformations of
the social graphs of different users when we de-anonymize a social network. Com-
pared with the structure of a social graph, structural transformation is a more
fine-grained feature of the social graph.

Having a Few Common Friends in Two Social Networks: In existing
schemes, the similarity score between two users is computed based on the num-
ber of common neighbors of the two users in two social networks. Typically,
a larger number of common friends yields a higher probability of a successful
mapping [11]. However, a user may have different social neighbors in different
social networks, which leads to an inadequate number of common friends in two
different social networks. To alleviate this limitation, we define a new similarity
measure that takes into account all the social neighbors of the two unmapped
users, instead of considering only the number of common neighbors. The new
similarity measure is a more generalized form of the one defined in (1), which
will be discussed in the next section.
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4 Basic Idea of Our Algorithm

We propose an enhanced de-anonymization algorithm to address the limitations
discussed above. To overcome the first limitation, we leverage the structural
transformation of a social graph for more robust and accurate de-anonymization.
The key insight behind this consideration is that when a user joins a new commu-
nity, she is likely to build new connections with the members in this community
at different social networks, which makes the social graphs of different social net-
works evolve in a similar way. Thus, we can de-anonymize a node by checking
the similarity between the structural transformations of different social graphs.
If the social graph of one node in the social network G is found to evolve in
a similar way as that of another node in the social network G′, they can be
mapped to each other with a high probability. As illustrated in Fig. 2(a), a, b
and c are the common friends of v and v′. User v makes friends with a, b, and c
at time tv,a, tv,b, and tv,c, respectively, and user v′ makes friends with a, b, and
c at time tv′,a, tv′,b, and tv′,c, respectively. The similarity between the structural
transformations of their social graphs can be defined as follows:

c

V

(a) Structural transformation

c

V'

c'

(b) Similarity measurement

a

b

tv, a

V'

tv', a

tv, b

tv, c

tv', b
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V

a

b

tv, a tv', a'

tv, c tv', c'

b'

a'

tv, b tv', b'

Fig. 2. The basic idea of our algorithm.

S (v, v′) =
1√

kvkv′
(

1

e|tv,a−tv′,a| +
1

e|tv,b−tv′,b| +
1

e|tv,c−tv′,c| ) (3)

where kv and k′
v are the degrees of v and v′, respectively. Note that this

similarity definition emphasizes that if v and v′ make friends with the same
node at roughly the same time, with a high probability they are the same user.
The time when two users become friends can be obtained via the following
approaches:

– In some social networks such as Instagram and LinkedIn, the news that two
users become friends is posted on each user’s timeline. Moreover, the time
when two users become friends is publicly available in some social network
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data such as DBLP and the arXiv dataset. In this case, we can directly obtain
the structural transformations of the social network from the published data.

– If the time at which two users make friends is unavailable, it can be approxi-
mated by the time when these two users first interact with each other in the
social network.

To alleviate the second limitation discussed above, we compute the similarity
score between two unmapped users based on the similarity between their social
neighbors, instead of using the number of common neighbors as existing schemes
do. We argue that even though a user of G and a user of G′ do not have many
common neighbors, they could be the same person if their social neighbors are
very similar (for example, they are all from the same community). Given a node v
in G and a node v′ in G′, we first compute the similarity between each neighbor of
v and each neighbor of v′, then pair up the two nodes with the highest similarity
score. The similarity score between v and v′ is computed based on the identified
pairs. Take Fig. 2(b) as an example, v and v′ have no common neighbors but
their neighborhoods are very similar. We pair up the similar nodes (i.e., a and a′,
b and b′, c and c′) and compute the similarity score between v and v′ as follows:

S (v, v′) =
1√

kvkv′
(

Ssub(a, a′)

e|tv,a−tv′,a′ | +
Ssub(b, b′)

e|tv,b−tv′,b′ | +
Ssub(c, c′)

e|tv,c−tv′,c′ | ) (4)

where Ssub(a, a′) is the similarity score between a and a′. Note that (4) is
extended from (3) to alleviate the second limitation. We will discuss how to
compute Ssub(a, a′) in the next section. Our similarity measure is a more gener-
alized form of (1) used by existing works. When the social neighbors of a user
in two different social networks are exactly the same, (4) is identical to (1).
However, when the number of common neighbors is small, we can find potential
mappings by checking the similarity between their social neighborhood according
to (4).

5 The Design of Our Algorithm

Based on the idea outlined in the previous section, we propose an enhanced de-
anonymization algorithm for social networks. Similar to the existing structure-
based methods, our algorithm also consists of two phases: seed identification and
mapping propagation.

5.1 Seed Identification

Seed identification intends to identify a small number of “seed” pairs with each
containing one vertex in G and one in G′ that map to each other. The identified
seed pairs will serve as a starting point in the next mapping propagation phase.
Seed selection is not our primary contribution in this paper. We can employ the
algorithm proposed by Narayanan et al. [10] to identify the seeds: given a clique
of k nodes in the social network G′, the algorithm searches the social network
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G for a unique k-clique with matching node degrees and matching number of
common neighbors between each of

(
k
2

)
pairs of nodes in the two cliques; if

found, the nodes in one clique are mapped to the corresponding nodes in the
other clique. We can also adopt Backstrom’s algorithm [3], which creates a small
number of new user accounts with edges to the seed vertices and creates a special
pattern of links among the new accounts such that it is easy to identify the new
user accounts and the connected seed nodes in the anonymized graph.

Algorithm 1. Similarity Score Computation
Require:

Two unmapped nodes: v and v′;
The mapped neighbors: Nmap(v) and Nmap(v

′);
The social graphs: G = (V,E) and G′ = (V ′, E′)

Ensure: The similarity score between v and v′;
1: Set Vsub = Nmap(v) ∪ Nmap(v

′), Esub = ∅,
pairList = ∅, Simv,v′ = 0

2: for each u ∈ Vsub and u′ ∈ Vsub do
3: if (u, u′) ∈ E ‖ (u, u′) ∈ E′ then
4: Esub = Esub ∪ (u, u′)
5: end if
6: end for
7: for each u ∈ Nmap(v) do
8: Set max = 0, pu = Null
9: for each u′ ∈ Nmap(v

′) do
10: // Nsub(u): neighbors of u in graph (Vsub, Esub)
11: Su,u′ = |Nsub(u) ∩ Nsub(u

′)| / |Nsub(u) ∪ Nsub(u
′)|

12: if max ≤ Su,u′ then
13: max = Su,u′ , pu = u′

14: end if
15: end for
16: pairList = pariList ∪ (u, pu)
17: end for
18: // tv,u: the time v and u became friends, kv: degrees of v
19: for all (u, u′) ∈ pairList do

20: Simv,v′ = Simv,v′ + Su,u′/e|tv,u−tv′,u′ |
21: end for
22: Simv,v′ = Simv,v′/

√
kvkv′

23: return Simv,v′ ;

5.2 Mapping Propagation

In the mapping propagation phase, we start with the seed pairs obtained in the
previous phase and recursively expand such mappings to other nodes in the two
social networks. Assume that the set of already-identified mappings is denoted by
M = {(m,m′)|m ∈ V and m′ ∈ V ′}, the set of mapped nodes in V is denoted
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by Vmap = {m|∃m′ ∈ V ′ s.t. (m,m′) ∈ M}, and the set of mapped nodes in
V ′ is denoted by V ′

map = {m′|∃m ∈ V s.t. (m,m′) ∈ M}. At each iteration,
we randomly pick an already-mapped node pair (m,m′) from M , and select
a random unmapped node v from the neighbors of m. Then we compute the
similarity score between v and each unmapped node v′ in the set of unmapped
neighbors of m′. The similarity score between v and v′ is computed according
to Algorithm 1, which are explained as follows.

Building a Sub-Social Graph (line 2–6): We denote the neighbors of v that
have been mapped by Nmap(v), and the neighbors of v′ that have been mapped
by Nmap(v′). We first use the already-mapped neighbors of v and v′ to build
a sub-social graph Gsub = (Vsub, Esub), where Vsub = Nmap(v) ∪ Nmap(v′) and
Esub = {(u, u′)|u ∈ Vsub and (u, u′) ∈ (E ∪ E′)}. The sub-social graph Gsub

includes more information since it fuses the nodes and relationships from both
social networks.

Paring Similar Nodes (line 7–17): After building the sub-social graph Gsub,
we compute the similarity score between each node in Nmap(v) and each node
in Nmap(v′), and pair each node in Nmap(v) with the most similar node in
Nmap(v′). The similarity score between u ∈ Nmap(v) and u′ ∈ Nmap(v′) is
defined as follows:

Ssub(u, u′) =
|Nsub(u) ∩ Nsub(u′)|
|Nsub(u) ∪ Nsub(u′)| , (5)

where Nsub(u) is the set of neighbors of node u in the sub-social graph Gsub.
For each node u ∈ Nmap(v), the node u′ ∈ Nmap(v′) with the highest similarity
score is identified as the paired node of u, i.e.:

P (u) = arg max
u′∈N (v′)

Ssub(u, u′) (6)

where P (u) is the paired node of u. Note that since |Nmap(v)| is not necessarily
equal to |Nmap(v′)|, one node could be paired to multiple nodes.

Computing Similarity Score (line 18–22): After pairing the nodes in
Nmap(v) and Nmap(v′), we compute the similarity score between v and v′ by
the following equation:

S (v, v′) =

∑

u∈Nmap(v)

Ssub(u, u′)

e|tv,u−tv′,u′ |
√

kvkv′
, (7)

where u′ ∈ Nmap(v′) is the paired node of u, i.e., u′ = P (u), tv,u is the time
when node v and node u became friends, and kv is the node degree of v. In the
above equation, we use Ssub(u, u′)/e|tv,u−tv′,u′ | to capture the similarity between
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their structural transformations. If v and v′ build connections with similar nodes
in the same period of time, the similarity score between them should be high.

Similar to the traditional structure-based methods, after computing the sim-
ilarity score between v and each unmapped node v′ in the set of unmapped
neighbors of node m′, we map the node with the highest similarity score to node
v if the eccentricity of the list of similarity scores exceeds a threshold τ . The
mapping is rejected if the eccentricity is blow the threshold.

5.3 Discussion

In our proposed algorithm, we employ the structural transformations of the social
graph and a new similarity measure to de-anonymize the social network data.
Compared with the existing structure-based approaches, our algorithm has the
following strengths:

– Our algorithm considers the time when two users became friends in a social
network. Existing structure-based de-anonymization schemes can be treated
as special cases where it is hardly able to estimate the time when two users
became friends or when the social neighbors of a user in two different social
networks are exactly the same.

– Our algorithm addresses the two limitations outlined in Sect. 3 that can not
be overcome by the existing structure-based de-anonymization schemes. It
tackles the limitations by taking into account the structural transformations
of a social graph and defining a novel similarity measure to help find more
mappings.

In this work, we pair up the neighboring nodes based on the similarity scores.
An alternative is to detect communities of the neighboring nodes and then com-
pare the community structures. We will investigate this approach in our future
research.

6 Evaluation

We implement our algorithm and the baseline algorithm proposed in [10]. The
comparison results are reported in this section.

6.1 Dataset

In our evaluation, we use the arXiv dataset [2] to evaluate the performance of
our algorithm. This dataset is crawled from the arXiv Condensed Matter E-Print
Archive, and it contains all the e-prints of scientific papers in the category of
cs.CR (Cryptography and Security) and cs.NI (Network and Internet Architec-
ture). From the dataset, we construct a social network between scientists, in
which the authors are the vertexes, and two authors are connected if they coau-
thored at least one paper. The network has 17955 nodes and 34976 edges. We
replicate the original network and assume that it is anonymized. Then we use
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a common edge-rewiring method to alter the structure of the original network
[11,21]. In our experiments, we use the original network as G and the altered
network as G′, and the seed nodes are randomly selected.

6.2 Impact of the Number of Seeds

In our evaluation, we first investigate the impact of the number of seeds on
the success rate of de-anonymization. In the experiments, we set the eccentricity
threshold to 0.1 and the noise rate to 0, and increase the number of seeds from 50
to 250. Figure 3 reports the success rate of de-anonymization when the number
of seeds is set to different values. It is observed that the success rate is increased
when the number of seeds is varied from 50 to 250. As seen in the figure, our
algorithm can de-anonymize more nodes than the baseline algorithm. When
the number of seeds is set to 50, the success rates of our algorithm and the
baseline algorithm are 0.232 and 0.068, respectively. When the number of seeds
is increased to 250, the success rates of our algorithm and the baseline algorithm
are improved to 0.429 and 0.165, respectively.
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Fig. 3. Impact of the number of seeds

6.3 Impact of Noise

We further evaluate the performances of our algorithm and the baseline algo-
rithm under different levels of noises. In the experiments we set the number of
seeds to 300 and the eccentricity threshold to 0.1. Figure 4 demonstrates the
impact of the noise rate on the success rate of de-anonymization. It is observed
that our algorithm is more efficient the the baseline algorithm. The success rate
of our algorithm decreases from 0.462 to 0.297 when the noise rate is increased
from 0 to 0.30 while the success rate of the baseline algorithm decreases from
0.206 to 0.153 when the noise rate is increased from 0 to 0.30.
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Fig. 4. Impact of noise.

7 Conclusion

In this paper, we identify two limitations of the existing structure-based de-
anonymization algorithms for social networks. To overcome these limitations,
we propose an enhanced algorithm that leverages the structural transformations
of the social networks and a novel similarity measure to de-anonymize the social
network data. We use the arXiv dataset to evaluate our algorithm, and the results
demonstrate that our algorithm is more efficient than an existing structure-based
de-anonymization algorithm.
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Abstract. Human motion recognition using wearable sensors is becoming a
popular topic in the field of mobile health recently. However, most previous
studies haven’t solved the problem of unlabeled motion recognition very well due
to the limitation of learning ability of their systems. In this paper, we propose a
self-learning based motion recognition scheme for mobile healthcare, in which a
patient only needs to carry an ordinary smartphone that integrates some common
inertial sensors, and both labeled and unlabeled motion types can be recognized
by using a self-learning data analysis scheme. Experimental results demonstrate
that the proposed self-learning scheme behaves better than some existing ones,
and its average accuracy reaches above 80 % for motion recognition.

Keywords: Self-learning · Motion recognition · Smartphone

1 Introduction

The wide application of motion recognition technologies has brought a growing number
of new solutions to mobile healthcare including nursing care, disease prediction and
fitness tracking. For instance, nursing staff may receive a warning message immediately
when abnormal actions (e.g. falling down) of postoperative patients are detected, so that
sick people can receive prompt medical aid [1]. Besides, some kind of diseases like
Parkinson’s or epilepsy may be inferred through motion recognition when a person often
behaves frequently-occurring actions that deviate from normal ones [2]. Furthermore,
motion recognition can be employed to estimate the amount of exercise for sport guid‐
ance and diet recommendation [3].

Generally speaking, the existing motion recognition methods for mobile healthcare
can be divided into two categories: traditional methods [4, 5] and sensor-based methods
[6, 7]. Based on consideration of real-time and cost, the sensor-based methods have
currently received more attention than the traditional ones. Moreover, smartphone-based
methods [8] have been gradually considered as a simplified implementation of sensor-
based methods, since an ordinary smartphone usually integrates several different kinds
of inertial sensors. However, there is also a difficulty that may affect the performance
of smartphone-based or sensor-based motion recognition methods. It is how to recognize
“unseen motions” in the absence of their apriori information in a training dataset. Gener‐
ally, we define “seen motions” and “unseen motions” as follows: the labeled data
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samples of seen motions have already existed in the training dataset, whereas unseen
motions are the ones whose labels have been unknown before, so there is no training
sample for them. Considering that there are a great number of unpredictable activities
in a person’s daily life, it is unrealistic to collect sample data of all motion types in
advance for training. Therefore, unseen motion recognition is of practical significance
due to diversity of human activities and limitation of training datasets. Cheng et al. [9]
proposed a zero-shot learning approach to recognize unseen motions. They used
semantic attributes to represent patient motions, and then employed an attribute-based
learning algorithm for recognition. Although their approach could recognize unseen
motions by generalizing knowledge, there was a limitation that semantic attributes of
unseen motions should be manually defined before, which implied that there still existed
apriori information for unseen motions. Yin et al. [10] presented an approach to detect
abnormal and unseen motions using the combination of one-class support vector
machine (SVM) and kernel nonlinear regression (KNLR). However, they assumed that
there still existed sparse training samples of the abnormal and unseen motions.

To the best of our knowledge, there have been few related studies on smartphone-
based motion recognition when there is no apriori information for unseen motions.
A similar work is given by Ho et al. [11], in which they proposed an active-learning
assisted motion recognition method. However, they did their experiment in an intelli‐
gent-home environment where lots of sensors had been deployed before, which greatly
increased implementation complexity and cost.

In this paper, we propose a self-learning based patients’ motion recognition scheme
by using a smartphone for mobile healthcare. Based on a novelty-detection algorithm,
the scheme determines whether there are apriori training samples and labeled motion
types that well match with sensor data. If not, it automatically assembles these unseen
motion data into different clusters and gives them new category labels. These clustered
samples combined with the acquired new category labels are then merged into the
training dataset to retrain the whole self-learning model for the improvement of its
learning ability. Experimental results demonstrate that the proposed self-learning
scheme for motion recognition works well for most cases. When there exist several types
of unseen activities without any apriori information, the accuracy reaches above 80 %
after the self-learning process converges.

The remainder of this paper is organized as follows. In Sect. 2, we describe data
acquisition and data processing. In Sect. 3, we propose the entire self-learning frame‐
work which contains several algorithms for different purposes. In Sect. 4, experiments
are given for performance evaluation and comparison. Finally, we draw conclusions in
Sect. 5.

2 Data Acquisition and Processing

2.1 Smartphone-Based Data Acquisition

An ordinary smartphone usually has abundant built-in motion sensors, such as an accel‐
erometer, gyroscope, magnetometer, gravity accelerometer and linear accelerometer.
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The sensors involved in our scheme and the corresponding data definition are listed in
Table 1.

Table 1. Motion sensors in our scheme

Sensor Unit Description
Accelerometer Acceleration along the three axes (x, y, z)
Gyroscope /s Angular velocity around the three axes

(x, y, z)
Magnetometer Geomagnetic field intensity along the three

axes (x, y, z)
Gravity accelerometer Gravitational acceleration along the three

axes (x, y, z)
Linear accelerometer Linear acceleration without gravity along

the three axis (x, y, z)

As shown in Fig. 1, in order to achieve data collection in a real environment, we
develop an application (APP) program based on an Android platform which contains
several functions, such as data acquisition and uploading. Meanwhile, we employ a
“Java + Spring” framework to develop a set of application programming interface (API)
for the user to upload sensor data to the server. Data are finally stored in the MySQL
database for motion recognition.

Fig. 1. APP interface for data acquisition

2.2 Data Preprocessing

Note that the sensor data in Table 1 are measured in a smartphone coordinate system
instead of an earth coordinate system. As shown in Fig. 2, a smartphone coordinate
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is the coordinate system relative to the phone screen in its default orientation. The
directions of the smartphone coordinate axes change together with the change of
screen orientation. Usually, the phone orientation in a pocket is not unsteady because
of body movements. Values of sensor data measured in a smartphone coordinate
system are inevitably and easily affected by orientation variation. Therefore, all
sensor data should be rotated into an earth coordinate system to eliminate differ‐
ences in orientation variation.

Fig. 2. Smartphone coordinate system

To solve the problem of orientation variation, sensor data are preprocessed using
coordinate system transformation to eliminate phone orientation influence. Generally,
coordinate system transformation is implemented by using a rotation matrix  from one
coordinate system to another as follows:

(1)

Fortunately, the application programming interface (API) for Android application
development provides a function “getRotationMatrix”1 in which the rotation matrix 
has already been given. Based on this function, data values measured in an earth coor‐
dinate system can be obtained as follows:

(2)

1 See the help document of Android developer. http://developer.android.com/reference/pack‐
ages.html.
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(3)

where: ,  and  denote the acceleration, angular velocity and gravitational
acceleration in a smartphone coordinate system, respectively;  and

 represent the linear acceleration and angular velocity in an earth coordinate
system, respectively. Because  contains a gravitational acceleration component, the
linear acceleration created only by the patient’s movement can be obtained through 
minus .

We have five types of sensor data (Table 1) by direct measurement and two calculated
values (Eqs. 2 and 3). Each of these seven physical quantities contains three-axis
components. Considering time sampling, all sensor data over an entire observation
duration can be represented as a  data matrix, where  denotes the sampling
number. Then we use a fixed-size sliding window with 50 % overlap to divide the 
data matrix into many small data slices, which will be prepared for feature extraction in
Sect. 2.3.

2.3 Feature Extraction

For the purpose of representing motion characteristics and preventing performance
degradation, we present a set of robust and effective features which can be extracted
from the above data slices, based on several previous studies [12, 13]. The detailed
features are listed as follows:

• Descriptive statistics. We use seven common statistical indicators: standard devia‐
tion, mean, maximum value, minimum value, 50 % quantile, skewness2 and excess
kurtosis3.

• Correlation coefficients. Correlation coefficients describe the correlation between
two random variables. We use two common correlation coefficients: Pearson’s corre‐
lation coefficient4 and Spearman’s rank correlation coefficient5.

• Zero-crossing rate. The zero-crossing rate is given by:

(4)

where:  is a signal of length ; the function  is equal to 1 or 0 when the value of
 is true or false, respectively. Here we calculate the zero-crossing rate of the data for

each axis.

2 Wikipedia: skewness. https://en.wikipedia.org/wiki/Skewness.
3 Wikipedia: Kurtosis. https://en.wikipedia.org/wiki/Kurtosis.
4 Wikipedia: https://en.wikipedia.org/wiki/Pearson_product-moment_correlation_coefficient.
5 Wikipedia: https://en.wikipedia.org/wiki/Spearman’s_rank_correlation_coefficient.
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3 The Self-learning Scheme for Recognition of Both Seen and
Unseen Motions

3.1 Framework of the Self-learning Scheme

Traditional data classifiers have no ability to recognize unseen motions accurately. Here
we propose a self-learning motion recognition scheme. It adaptively distinguishes “seen
motions” and “unseen motions”, and then automatically learns new categories from the
“unseen motions” to reinforce the ability of motion recognition by itself. The framework
of the self-learning scheme is shown in Fig. 3. The self-learning framework contains
several main modules as follows:

• Module 1: Novelty detection. A kernel null Foley-Sammon transform (KNFST) [14]
based novelty detection algorithm is proposed to automatically determine whether
test data belong to “seen motions” or “unseen motions”;

• Module 2: Classification of “seen motions”. A random forest algorithm [15] is
employed to generate a classifier. Sensor data belonging to “seen motions” can be
further classified into several known categories, which also means patients’ motions
are recognized.

Fig. 3. Framework of the self-learning scheme
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• Module 3: Clustering of high-dimensional “unseen motions” data. Since “unseen
motions” data are usually represented with high-dimensional feature vectors, we
employ a t-distributed stochastic neighbor embedding (t-SNE) algorithm [16] for
dimension reduction, combined with a density-based spatial clustering of applica‐
tions with noise (DBSCAN) algorithm [17] for low-dimensional data clustering.

The proposed scheme creatively integrates novelty detection, classification of “seen
motion” data, clustering of high-dimensional “unseen motion” data and feedback into
a comprehensive self-learning framework. The detailed working procedure can be
described as follows:

• Step1: Training. Train the KNFST-based novelty detector in Module 1 and the
random forest classifier in Module 2 according to the training dataset.

• Step 2: Recognition. Determine whether the test data belong to “seen motion” types
by using the KNFST-based novelty detector. If so, import the data into the random
forest classifier for motion recognition; if not, import the data into a data pool of
unseen motions for the following self-learning.

• Step 3: Self-learning. When the data of unseen motions accumulate enough in the
pool, start up a self-learning process. Firstly, reduce the dimension of the data repre‐
sented with high-dimensional feature vectors by using the t-SNE algorithm. Next,
cluster the data with the DBSCAN algorithm. Thirdly, label each cluster manually
to give each category of unseen motion a class name.

• Step 4: Feedback and update. These sample clusters with new category labels are
merged into the original training dataset to retrain the KNFST-based novelty detector
and the random forest classifier, so that ability of the self-learning model can be
reinforced.

Note that the framework of the proposed self-learning scheme contains four impor‐
tant algorithms: the KNFST-based novelty detection algorithm, random forest, t-SNE
and DBSCAN, among which the latter three algorithms are proposed by some previous
studies, whereas the first one is proposed by us on the basis of the KNFST. Therefore,
we will discuss the KNFST-based novelty detection algorithm below.

3.2 The KNFST-Based Novelty Detection Algorithm

In the field of machine learning, the problem of identifying whether a test sample belongs
to a known type or not is defined as “novelty detection”. Novelty detection proves to be
a complicated problem for high dimensional data [18]. Unfortunately, sensor data are
often represented as high-dimensional feature vectors after feature extraction, which
makes the design of novelty detection in our scheme more complicated. To solve this
problem, we propose a novelty detection algorithm based on the kernel null Foly-
Sammon transform (KNFST).

KNFST is a mapping transformation which attempts to map the samples of the same
class into a single point, while the samples of different classes are mapped into different
points, respectively. Based on this transformation, we implement novelty detection as
follows:
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• Step 1: Training. Relying on the KNFST, find out an optimal transformation matrix
 according to the training data. Optimization of  ensures that the inner-class

divergence is equal to 0, while the inter-class divergence is as large as possible. So
we can calculate  by maximizing the ratio of the inner-class divergence and the
inter-class divergence.

• Step 2: Definition of novelty score. As shown in Fig. 4, define “novelty score” of an
observation sample  as the smallest distance from its projection point to central
points of all classes, which is represented as follows:

(5)

If  belongs to a known class, its novelty score is inevitably small. Otherwise,  is
mapped far away from central points of all classes, which leads to a large novelty
score of .

Fig. 4. Geometrical principle of the KNFST-based novelty detection algorithm (Color figure
online)

• Step 3: Threshold-based Decision. An appropriate threshold  should be selected for
decision. Threshold-based decision is represented as follows:

(6)

Generally, the optimal value of  is often given by experiments.
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4 Experiments

4.1 Data Preparation

To verify the robustness of the proposed scheme under the condition of different smart‐
phone orientations and positions, we consider 4 different orientations (vertically inward,
vertically outward, horizontally inward and horizontally outward) and 2 positions (coat
pocket, and trouser pocket). Moreover, we select 6 common types of motions (walking,
running, going upstairs, going downstairs, standing and sitting) as the initial “seen
motion” types to build a training dataset. All training data in experiments are collected
from two postoperative patient volunteers recruited from Beijing KangFu Hospital in
China. Volunteers keep doing each type of motions with each orientation and each
position for 5 min, so that two volunteers generate the training data with the total amount
of 4 (orientations)  2 (positions)  6 (activity types)  2 (volunteers)  5
(minutes) = 480. In addition, the sampling frequency is set as 25 Hz. Here we selected
two elder patients for data acquisition primarily to test the system’s ability of learning
“unseen motion”. If considering individual differences, we need to sample more patients,
which will be our future work. After data acquisition, we implement data preprocessing
and feature extraction as described in Sects. 2.2 and 2.3.

4.2 Evaluation Criteria

For multivariate classification, accuracy is a typical and common index to evaluate
classification performance. It is defined as the percentage of correctly predicted samples
in the whole sample set, which is given by:

(7)

where:  and  represent real type vector and predicted type vector, respectively.

4.3 Experimental Results

A. Performance of the proposed KNFST-based novelty detection algorithm
To evaluate performance of the KNFST-based novelty detection algorithm, we
compare it with other two common novelty detection algorithms: One-class SVM
[19] and Binary SVM [20]. In addition, we employ a “Random” method as the
baseline of novelty detection performance. It is considered as the worst novelty
detection method, since it determines whether the test data belong to the seen or
unseen motions only by the ratio of seen and unseen sample numbers.
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Figure 5 shows accuracy performance of the four novelty detection algorithms for
different types of unseen motions, in which “kernel” denotes our algorithm. From the
figure, we can see the detection accuracy of our algorithm is much higher than others
in the first four cases and the accuracy of our algorithm is always higher than 80 %
except when the unseen category is “standing” or “sitting”. The improvement in these
two cases is not significant because the body is quiescent under both “standing” and
“sitting” states, which makes the algorithm difficult to distinguish them.

Fig. 5. Accuracy performance of the four novelty detection algorithms (Under only one type of
unseen motion)

B. Performance of the proposed self-learning scheme
Figures 6 and 7 present the distribution of the unseen motion data (Run and Upstairs)
after the t-SNE dimension reduction and the DBSCAN clustering, respectively. The

Fig. 6. Dimension reduction result (Color figure online)
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samples labeled “5” (red) and “6” (yellow) in Fig. 6 denote the two types of unseen
motions: “Run” and “Upstairs”, while other samples labeled from “1” to “4” are the
seen motion samples. We find that the t-SNE algorithm makes the samples
belonging to the same class cluster together. Moreover, the t-SNE can also cluster
some seen motion samples together, or scatter them in the region with small sample
density, which will be then recognized as noise points (the solid black points) by
the DBSCAN algorithm in Fig. 7. Therefore, it reduces the probability that these
seen motion samples are mistakenly labeled as the unseen motions.

Fig. 7. Clustering result (Color figure online)

Fig. 8. Accuracy performance of the proposed self-learning scheme
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Figure 8 shows the accuracy of the proposed self-learning scheme under the combi‐
nation of different types of unseen motions. It is obvious that the accuracy reaches
above 80 % in most cases after self-learning, which demonstrates the feasibility and
efficiency of the self-learning process when there exist several types of unseen
motions without any apriori information in the training dataset.

5 Conclusions

We have proposed a self-learning based motion recognition scheme. In our scheme, a
patient only needs to carry an ordinary smartphone which contains motion sensors for
automatic data collection and uploading. The server preprocesses the sensor data to
eliminate orientation influence, and then extracts a set of effective features from the data
for further analysis. Moreover, a self-learning framework is proposed for recognizing
unpredictable activities without any apriori knowledge in the training dataset. A key
functional module in self-learning process is the proposed KNFST-based novelty detec‐
tion algorithm, which distinguishes unseen and seen motions well. Experiment results
demonstrate the feasibility and efficiency of the self-learning scheme for unpredictable
motion recognition.
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Abstract. Crowd management that aims to avoid tragedy like stam-
pede has attracted lots of attention. Crowd management based on crowd
traffic data is considered to be one of the most efficient approaches;
however, it is challenging to collect accurate and sufficient crowd traf-
fic data in a timely manner. This paper first models the crowd traffic
data collection problem with the goals of Minimum Delay and Maximum
Throughput (MD-MT); then a Bluetooth based data collection system,
CrowdBlueNet is proposed to achieve both goals. CrowdBlueNet consists
of novel approaches to construct routing table that enables efficient data
transmission in the Bluetooth Ad Hoc network. The prototype based
performance evaluation shows the effectiveness and efficiency of Crowd-
BlueNet.

Keywords: Data collection · Bluetooth · Throughput · Delay

1 Introduction

Crowd management in big events has attracted lots of attention in the last
several years, especially after the tragedy happened in Shanghai at the 2015
New Year Celebration [1]. Based on the news report [2], the tragedy happened
when the high density flow of people were moving in opposite directions. This
tragedy may be avoid with appropriate crowd management. Recent advances
in sensor and communication technologies make it possible to develop a system
that collect data from the crowd and improve the crowd management based on
the collected data. For example, based on the location, people’s moving speed
and direction, the density of the crowd and the risk of accidents can be evaluated
and estimated. Therefore, intelligent strategies to navigate the crowd and avoid
the tragedy can be designed and implemented.

Smartphones equipped with various sensors can help collecting basic location,
speed and moving direction information [3,4], but it is challenging to collect all
c© Springer International Publishing Switzerland 2016
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data from each individual device because of the large number and high density
of smartphones. On the other hand, it is necessary to collect as much data as
possible in a timely manner in order to produce a more accurate picture of the
crowd, so that intelligent crowd management strategies and tragedy avoidance
mechanisms can be designed and implemented.

Considering different communication modules available in smartphones, most
of them lose their capability of transmitting this amount of data to a central
place where the data can be analyzed. For example, like the scenario of New Year
Celebration in Shanghai, lots of events are organized in an open space area where
WiFi is not available [5]. Cellular based communication will lose its capability as
well because of the capacity problem [6]. No one could get stable connection when
there are a huge number of devices want to get cellular connection at the same
time. In addition, Cellular based communication is still expensive in most areas
of the world. Near field communication (NFC) is also not applicable because
it works only with NFC tags. Fortunately, most smartphones have Bluetooth
module installed and the features like low energy consumption (e.g., BLE) make
it very suitable for this application. Therefore, we propose to build a Bluetooth
Ad Hoc Network, CrowdBlueNet, to collect data from individual smartphones
to support crowd management.

CrowdBlueNet makes use of smartphone’s Bluetooth channel to build an
Ad hoc network. The goals of minimum delay and maximum throughput are
achieved based on the design of zone partition, the algorithm of zone head selec-
tion, and routing table establishment. The performance evaluation shows that
our design brings significant benefits for data collection in a high-density and
large-scale area while achieves high throughput. The main contribution of this
paper is three-fold. Firstly, we design CrowdBlueNet to collect data from a high
density and large scale network. Secondly, we propose algorithms to minimize
delay and maximize throughput by optimizing the number of sub-zones in the
network initialization stage. Thirdly, a prototype system is developed to vali-
date the efficiency of our design. Extensive experimental results show that the
proposed system is effective and efficient.

The rest of this paper is organized as follows. Section 2 provides the chal-
lenges, problem formulation. In Sect. 3, we describe the detailed design of Crowd-
BlueNet. Prototype based evaluation is presented in Sect. 4. In Sect. 5, we review
the related literatures. Finally, we conclude the paper and discuss the future work
in Sect. 6.

2 Background and Problem Definition

In this section, we first briefly introduce the Bluetooth protocol. Then crowd
traffic data collection problem is formally modeled.

Bluetooth 4.0 [7] is a protocol to connect multiple Bluetooth devices.
Although the newer version of Bluetooth (Bluetooth 4.1) can support the device
to act two roles (sender and receiver) at the same time, there are still a big
amount of Bluetooth 4.0 smartphones in use. In order to ensure the proposed
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system to be applicable in most devices, we make CrowdBlueNet compatible to
the Bluetooth 4.0. Using Bluetooth 4.0, several Bluetooth-equipped devices can
form a piconet, in which one device acts as the master and the rest of devices
act as the slaves. Slaves can send data to the master. A device can change its
role from one to the other based on a schedule. Two or more piconets can form
a scatternet. To connect a superior piconet and a junior piconet, there must be
a device acting as a relay node that forwards data from the junior piconet to the
superior one by switching its role from master to slave [8].

2.1 System Assumption and Problem Modelling

There are several challenges to build CrowdBlueNet. Firstly, in the Crowd-
BlueNet initialization phase, participating devices have no prior knowledge of
other devices and the communication range of Bluetooth is limited, so it is chal-
lenging to construct the routing table in a distributed manner based on Blue-
tooth communication channel. Secondly, considering the mobility, high density
and large scale of the crowd, on one hand, we should collect as much data as
possible from massive participating devices even when they are moving. On the
other hand, the paring process of multiple devices should be reasonably designed
to decrease the delay in multi-hop data forwarding. It is difficult to achieve both
goals at the same time.

Fig. 1. Topology of CrowdBlueNet. Fig. 2. Destination ZH selection of
device i.

The CrowdBlueNet data collection scenario is shown in Fig. 1. We assume
there are n participating devices continuously sense their own location, speed
and direction information using smartphones. To reduce the delay of forwarding
data and improve the throughput, the whole sensing area is divided into nZH

zones and each zone has a Zone Head(ZH). These zones are not connected. Each
device is connected to one and only one ZH directly or indirectly. Without loss of
generality, in our design we assume the ZHs are fixed. For example, they can be
wore by volunteers and polices who are managing crowd traffic at certain road
intersections. All ZHs can leverage the Bluetooth Service Discovery Protocol
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(SDP) to broadcast their location information to other devices without the need
of pairing with them. Because the amount of transferring data is relatively large
compared with the SDP messages, we transfer the data by establishing a con-
nection between devices to avoid overwhelming local broadcast. Data received
by ZH is send to a Mobile Data Collector (MDC) that is a Bluetooth-quipped
device with much higher computation and communication power. The MDC
moves along a fixed path periodically with a certain speed to collect data. We
can make use of multiple MDCs to collect data, but in this paper, we only con-
sider using only one MDC because the problem is equivalent if we connect the
paths of multiple MDCs to form a path of a single MDC. The number of zones
is related to the size and the density of the network.

For the purpose of efficient crowd management, it is expected to collect a large
amount of real-time data, i.e., to minimize delay and maximize throughput.

Minimum Delay (MD). The delay of data delivering is the time it takes for
the data to be transferred from the source device to the ZH. To reduce the
delay, we consider device’s moving direction, distance and number of hops to
ZHs in the routing table construction. As shown in Fig. 2, assuming that the
device i is in position Xi at time t, and in X ′

i at time t′, we can calculate the
moving direction oi of device i as oi = XiX

′
i. Assume the position of ZHk is Yk.

The vector between the device i and ZHk is ok = XiYk. Calculating the angle
between oi and ok, θik = arccos( oi·ok)

oi×ok)
, we select the ZHki

as the destination
ZH of device i based on Eq. (1), because ZH ki is closest ZH to the moving
direction of device i.

ki = {k|min(θik), k = 1, ..,m}} (1)

After determining the ZH to which the device i will deliver data, each device
sets its ZoneIDi to be Ki. During the routing table establishment, each device
needs to select its superior device to forward data. When device i received the
broadcasting from device j, which contains ZoneIDj and MinHopj , the min-
imum hop from device j to its ZH. Device i will compare the ZoneIDj with
its own Zone ID, ZoneIDi. If their ZoneIDs are the same, i will choose the
device who has the minimum MinHop, i.e., choosing the closest device to the
ZH among the nearby broadcasting devices. Devices will directly transfer data
to ZHs if they are within direct communication range of ZHs. In this way, we
minimize the data delivering path length and minimize delay.

Considering the dynamics of the traffic, we calculate the moving direction
periodically such as every 60 s. Each device updates its destination ZH according
to its own moving direction. The update of the routing table is an on demand
process. Once the ZoneID of a device is changed, it will broadcast the infor-
mation to other devices, so they can update their routing table according to
the received information. The details of the routing tree construction will be
introduced in Sect. 3.
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Maximum throughput (MT). In our problem model, we assume that the
number of ZHs is fixed and the trajectory of MDC to visit all ZHs is pre-
determined. It is also assumed that there are nZH zone heads in the sensing
area, and it takes a time interval of T for the MDC to complete a loop that vis-
its all ZHs. The MDC receives data from ZH k when they are within the direct
communication range, the time of which is ti. As shown in Eq. (2), the receiving
capability of MDC limits the maximum amount of data that can be collected.

Nmaxr =
nZH∑

i=1

VZH ∗ ti. (2)

where VZH is the data transmission rate of ZHs and Nmaxr is the maximum
amount of data that can be received by the MDC.

There are Ki member devices in a zone i that continuously sense data and
send data to their ZHs. Assuming the sensor’s sampling rate of a mobile device
to be Vs, the amount of data produced by a zone i in a period T is N i

s, where
N i

s = Ki ∗ Vs ∗ T . N i
s is in proportion to the number of member devices when

the Vs and T are constant. In order to successfully receive all data from ZHs,
it is required that N i

r ≥ N i
s, where N i

r (N i
r = VZH ∗ ti) is the amount of data

transmitted from ZHi to MDC during the contact time of ti. The maximum
number of devices that can be in zone i (denoted as Kmax

i ) can be calculated
by Eq. (3).

Kmax
i =

VZH ∗ ti
Vs ∗ T

(3)

Our objective is to balance the number of devices in different zones so that no
zone will have more than Kmax

i devices. We use the balance ratio in Eq. (4) to
evaluate the balance level of different zones’ devices amount. The smaller the
difference between Ki is, which means a more balanced allocation, the bigger
their product will be.

φ(K̄) =
nZH∏

i=1

Ki

Kmax
i

(4)

where K̄ donates the number of devices allocated to each zone. When φ(K̄) > 1,
it means that the number of devices in some zones has exceeded the maximum
allowed number. In this case, some data cannot be received by the MDC. There-
fore, considering the amount of devices n, the maximum throughput problem
can be formulated as an optimization problem as follows,

max φ(K̄)

s.t.

nZH∑

i=1

Ki = n & Ki < Kmax
i

(5)

We follow the above MD-MT optimization goals when we establish the routing
tree, which is described in the next section.
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Fig. 3. CrowdBlueNet’s module diagram.

3 The Design of CrowdBlueNet

In this section, we illustrate how to establish the Bluetooth ad hoc network
to efficiently collect data from massive participating devices, and achieve the
MD-MT objectives as defined before.

3.1 Design Overview

CrowdBlueNet consists of three major modules as shown in Fig. 3.

Routing Table Generation Module. This module is used to initialize the
CrowdBlueNet and construct the routing table for data delivering. As shown
in Fig. 3, each routing table entry contains 4 types of information: MacAdr,
Master, MinHops and ZoneID. MacAdr is the MAC address of a device.
Master denotes the device’s superior device, i.e., the master. MinHops is the
hops of this device to the ZH. ZoneID denotes the ID of the zone to which a
device belongs. In this module, each device exchanges and updates its routing
table to get a converged routing table which contains information of all devices
of the current network so that we can calculate the number of devices in each
zone.

Sender Module. Devices use this module to send data to their masters. When
a device produces a set of new data and has finished its current round of receiv-
ing, it turns into advertising mode and tries to get connection with its master.
This process stops when either a successful connection is established or a time
limitation is reached, which is used to prevent infinite waiting of an unavailable
master. The device stores the data that needs to be forwarded in a local SQLite
database if it fails in connecting to the master.

Receiver Module. Each device receives data using this module. When a device
finishes sending data to its master or stores data in local database as its master is
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busy, it switches to the scanning mode to detect slaves’ connection request. Once
it is successfully connected to one slave, the device starts a receiving thread to
receive data until all data receiving is completed. It is worth mentioning that a
device can receive data from its multiple slaves in parallel by using the frequency-
hopping mechanism [9].

3.2 Routing Tree Establishment

The routing tree is constructed using a distance vector like approach, the dif-
ference is that we are establishing several trees rooted at different ZHs. We
present the rule of how a normal device select its master to send data based on
local information so that it satisfies the MD-MT constraints. According to the
MD-MT optimization objectives, each device establishes and updates its routing
table based on its local and received information in a distributed manner.

At the beginning each device stays in scanning mode and keeps listening to
other devices to construct a converged routing table. The tree establishment is
started from ZHs of the zone to broadcast the initial routing table. With the
process going, each device will finally establish a routing table that contains
information of all devices so that the number of zone members can be calculated
based on local routing table. For example, from the information in the routing
table, we can get the number of devices Kj which have been added to the routing
table of zone j based on the zoneID. Master selection rules are designed based
on two scenarios. When a device A receives advertising packets from several
neighboring devices NA, which contain information such as ZoneIDi of device i
(i ∈ NA) and the minimum hop MinHopi from i to ZH, two cases are considered
as follows.

1. Have no same-ZoneID devices. Among all neighboring devices if there is
no device having the same ZoneID with device A, i.e., for all i, ZoneIDi �=
ZoneIDA. We select the devices that satisfy ‖θAki

− θAkA
‖ ≤ ε as candidate

master devices, where the threshold ε = 10◦. We choose these devices because
their ZHs are close to device A’s destination ZH and they are both close to the
moving direction of device A. Then by screening the candidates set, it is able
to find the devices whose MinHopi is no more than (Min(MinHopi) + 1).
Here Min(MinHopi) is the smallest MinHop of all candidates. If a device
A selects one candidate i as its master, it will be added to the zone which
the candidate i belongs to. We can get the number of devices in each zone
from routing table, so after adding the device A to i’s zones, the possible
number of each zones is K̄p. Then we compare the local balance ratio φ

based on Eq. (4) and choose the best case K̃p with the maximum balance
ratio, formally, K̃p = argmaxK̄p

φ(K̄p). The candidate device which meets
the above conditions will be selected as the master of device A.

2. Have same-ZoneID devices. If there are one or multiple devices whose
ZoneID is the same as device A. The device which has the minimum MinHop
among the devices is selected to act as the master of device A, as mentioned
in Sect. 2.1.
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If device B is selected as the master of device A according to above rules, device
A will insert a routing entry into its routing table. The value of MacAdrA is
its own Mac address; the MasterA value is MacAddrB ; MinHopsA equals to
(MinHopsB + 1), and the value of ZoneIDA is the same as ZoneIDB . Then
device A enters advertising mode and broadcasts the new routing table. Once
the routing table is established using above approach, each device can deliver its
data to the master which helps to forward the data to the destination ZH.

4 Experiment

We validate the effectiveness of CrowdBlueNet design using a prototype based
on Android smartphones. Several types of phones are used in the experiment,
including SAMSUNG GALAXY S6, Huawei Honor 6P, MEIZU MX4, MI 4S and
the like. The CrowdBlueNet modules and aforementioned protocols are imple-
mented as a mobile APP, which consists of about 2300 lines of Java code. In
the experiment, an electric-motorbike equipped with a smartphone acts as the
Mobile Data Collector. Our prototype consists of 25 Android devices. A picture
of the experiment conducted in the Xidian central plaza is shown in Fig. 4, where
all other devices send data to the two ZHs as marked in the picture using the
routing scheme described in Sect. 3.

Fig. 4. The real experiment scenario.
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4.1 Network Initialization Time

In this subsection, we investigate the relationship between the time of establish-
ing the CrowdBlueNet, i.e., the time for generating the routing table, and the
number of participant devices as well as the distance between devices.

In the first experiment, we test different number of participants from 2 to 25
to build the network. The distance between each pair of participating devices
randomly ranging from 1.5 m to 5 m. The average time in initializing Cowd-
BlueNet is shown in Fig. 5, which shows that the average delay increases with
the number of devices. It validates our design of dividing the network into mul-
tiple zones so that each zone could have less number of devices and it can reduce



364 S. Liu et al.

the network establishing time. In the second experiment, we compare the average
time for initializing CrowdBlueNet with different spacing distance. As shown in
Fig. 5, the average time for initializing a 25-participant CrowdBlueNet increases
from 11 s when the spacing distance of participants is 0.5 m to 17 s when the
spacing distance is 5.0 m. Generally speaking, the more devices a routing tree
have the longer the initialization time is. Therefore zone partition helps routing
by connecting close devices to the same zone and limiting the number of devices
in each zone.

4.2 Average Data Delivery Time

In this set of experiments, we make all 25 participants send the sensed data to
their ZHs, and the MDC continuously receives data from ZHs. We measure the
delivery time as the time it takes for the data traveling from the source device
to the ZH.

We set our experiment area as a 33 m × 24 m two-dimensional rectangular
plane and establish a coordinate system. The ZHs are located at (3, 3) and
(3, 30) in the coordinate system. The participating devices are moving randomly
in the area. The average data delivery time of each device is shown in Fig. 6.
It is shown that the devices located far away from the ZHs take more time to
deliver the data to ZH. The largest delivery time is less than 20 s, which is timely
enough to satisfy the timeliness requirements considering the fact that an adult
takes about 7 s to walk 10 steps.

4.3 Network Throughput

The network throughput is Dmax/T , where Dmax is the maximum amount of
data successfuly collected by MDC in the period T . We evaluate the throughput
of CrowdBlueNet under three experimental settings, zone partition with optimal
number of devices, zone partition with random number of devices, and no zone
partition.

We conduct the experiment with different number of smartphones ranging
from 5 to 25. Each smartphone reads the data from accelerometer, gyroscope
and GPS and sends it to the MDC. The sampling frequency of the sensors is
set ranging from 1 Hz to 100 Hz, so the size of packets can be small to large.
In this way we measure the maximum data amount collected by the MDC. The
sampling procedure lasts for about 10 min. The results are shown in Fig. 7, from
which we can find that partition in our proposed method can effectively improve
the throughput of the network. When the number of devices is less than 9, the
throughput of random partition and optimal partition is close, but when the
number of devices increases, the advantage of optimal partition is obvious. It
shows that the proposed solution is beneficial to large scale networks.

5 Related Work

Bluetooth technology has been widely applied in monitoring systems and used
extensively for data collection systems [10,11].There are several algorithms [12–14]
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Fig. 6. Average data deliver time. Fig. 7. Throughput of different num-
ber of devices.

for bluetooth scatternet formation. These algorithms are no more optimal in BLE,
because they have to consider a limitation in former version of Bluetooth protocol,
i.e., one master can maximally have 7 slaves.

Hughes etc. develop a WSN using BLE for construction noise identification
and sound locating [15]. The work [16] presents a design of a tree network topol-
ogy which serves as the network backbone for WSN based on Bluetooth 4.0
technology. In [16], a scatternet formation and multi-hop routing protocol based
on the new features in BLE version 4.1 is presented. None of above effort tries
to improve the throughput of Bluetooth network or minimize delay by dividing
the whole area to zones.

6 Conclusion

In this paper, we propose CrowdBlueNet to efficiently collect information from
massive data sources. With CrowdBlueNet, we collect users’ movement data from
smartphones with two objectives, minimizing delay and maximizing throughput.
We use prototype implementation to validate the efficiency of CrowdBlueNet
under various experiment settings. In future, we will first design a distributed
approach to efficiently get the number of members for each zone. Second, Crowd-
BlueNet will be evaluated in large scale systems using more matrices like energy
efficiency. Moreover, we plan to study the mobile patterns and the trends of the
crowd based on the movement data; therefore, we can provide intelligent crowd
management strategies.
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11. Miklós, G., Rácz, A., Turányi, Z., Valkó, A., Johansson, P.: Performance aspects
of bluetooth scatternet formation. In: Proceedings of the 1st ACM International
Symposium on Mobile Ad Hoc Networking & Computing, pp. 147–148. IEEE Press
(2000)

12. Das, A., Ghose, A., Razdan, A., Saran, H., Shorey, R.: Enhancing performance
of asynchronous data traffic over the bluetooth wireless ad-hoc network. In: IEEE
INFOCOM, vol. 1, pp. 591–600. IEEE (2001)

13. Lee, M.J., Liu, Y.: A bluetooth scatternet-route structure for multihop ad hoc
networks. Sel. Areas Commun. 21, 229–239 (2003)

14. Hughes, J., Yan, J., Soga, K.: Development of wireless sensor network using blue-
tooth low energy (ble) for construction noise monitoring. Int. J. Smart Sens. Intell.
Syst. 8(2), 1379–1405 (2015)

15. Maharjan, B.K., Witkowski, U., Zandian, R.: Tree network based on bluetooth
4.0 for wireless sensor network applications. In: European Embedded Design in
Education and Research Conference (EDERC), pp. 172–176. IEEE (2014)

16. Harris, I.G., Guo, Z.: An on-demand scatternet formation and multi-hop routing
protocol for ble-based wireless sensor networks (2015)

http://news.baidu.com/z/shanghaicaita/zhuanti.html
http://news.sina.com.cn/c/zg/grw/2015-01-01/1843511.html


An Energy Efficient Multi-hop
Routing Protocol for Terahertz Wireless

Nanosensor Networks

Juan Xu(&), Rong Zhang, and Zhiyu Wang

College of Electronics and Information Engineering,
Tongji University, Shanghai, China

jxujuan@tongji.edu.cn, 18862238065@163.com,

wzy_tj90@126.com

Abstract. Wireless nanosensor networks are novel networks where nanonodes
can work in Terahertz band. Researches are mainly focused on physical layer
while study of routing protocols in this field is still in an initial stage. Conse-
quently, a novel energy efficient multi-hop routing protocol based on network
conditions is proposed. In our routing protocol, the area of candidate nodes is
narrowed to control the direction of multi-hop forwarding. A link cost function
is established to trade off energy consumption, capacity and distance, taking the
peculiarities of Terahertz channel into consideration. Several nodes with low
link cost have the probability to be selected as a next hop, which prolongs the
lifetime of nanosensor networks. Simulation results show that the protocol we
proposed can achieve high throughput and low energy consumption, which is a
suitable routing for Terahertz nanosenor networks.

Keywords: Nanosensor networks � Terahertz � Multi-hop routing � Molecular
absorption � Channel capacity

1 Introduction

Wireless NanoSensor Networks (WNSNs) are novel networks which consists of large
numbers of nanosensors. These nanonodes ranging from nano to micro meters in size
can perform very specific tasks, such as sensing, computing and transmitting. Com-
pared to nodes in classical wireless sensor networks, nanonodes can detect new types of
events at nanoscale. As a consequence, WNSNs will enable a wide range of applica-
tions in biomedical, environmental, industrial and military fields, such as health
monitoring, drug delivery systems, biological and chemical attack prevention [1].

Graphene-based nano-transceivers and nano-antennas are envisioned to commu-
nicate in Terahertz band (0.1–10 THz) which provides very large transmission rates, up
to Gb/s or even higher [2]. Furthermore, nano-devices take advantage of the pecu-
liarities of Terahertz band, such as the narrow beam and good directivity which can be
used to detect and precisely position smaller targets. Therefore, electromagnetic
communication in Terahertz band is a promising approach to develop simple but
efficient modulation scheme in the physical layer of WNSNs.
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Previous work on energy efficient routing in WSNs is not directly applicable to
WNSNs, due to the peculiarities of Terahertz Band communication, in particular the
very unique distance-dependent behavior of the available bandwidth and the very high
propagation losses. To the best of our knowledge, researches on WNSNs are mainly
focused on physical layer [3, 4] while study of routing protocols in this field is still in
an initial stage. A Selective Flooding Routing (SFR) is proposed in [5], which limits
the direction of flooding to prevent bandwidth waste when concurrent transmissions
happen among nanonodes. However, it doesn’t capture the peculiarities of Terahertz
channel. In [6], a multi-hop and energy harvesting-aware routing protocol for WNSNs
is described, which guarantees throughput and enables network lifetime infinite.
However, simulation results can only verify a two-hop routing due to complexity, thus
limiting its application in practical networks.

This paper proposes an Energy Efficient Multi-hop Routing protocol (EEMR) for
Terahertz WNSNs, taking the following two unique aspects of WNSNs into account.
On one hand, the peculiarities of Terahertz channel are considered. More specifically,
channel capacity is closely related to transmission distances and composition of the
medium. Furthermore, Absorption from several molecules in the medium introduces
very high molecular absorption loss. On the other hand, routing protocols should not be
too complicated due to very limited computational capabilities of nanonodes.

2 System Model

2.1 Network Model

WNSNs are usually designed as cluster-based hierarchical structures including a
nanocontroller with more advanced capabilities in each cluster. The nanocontroller is
responsible for coordination among nanonodes. All traffic generated by nanonodes will
be transmitted to the nanocontroller in a one-hop or multi-hop way. In our protocol, the
network topology can be represented as G ¼ ðV ;EÞ, where V ¼ fv1; v2; . . .; vng
denotes the set of all nanonodes and E ¼ fe12; e13; . . .; eijg; i; j ¼ 1; 2; . . .; n denotes
the set of all possible one-hop links between nanonodes.

2.2 Terahertz Channel Capacity

The whole Terahertz band is divided into different transmission windows due to
molecular absorption loss [7], so the total channel capacity can be obtained by com-
puting the capacity within the available bandwidth of each sub-band. According to
Shannon formula, Terahertz channel capacity can be written as

CsðdÞ ¼
XM

Dfw log2 1þ Sðf Þ
Naðd; f Þ � PLðd; f Þ

� �
ð1Þ

where M is the number of all sub-bands, Dfw stands for the available bandwidth of
different sub-bands, Sðf Þ is the power spectral density of transmitted signals, Naðd; f Þ is
the noise p.s.d and PLðd; f Þ is the channel path-loss.
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Noise power spectral density Naðd; f Þ is shown in [3],

Naðd; f Þ ¼ KBT0ð1� e�kðf ÞdÞ ð2Þ

where KB stands for Boltzmann constant, T0 is the reference temperature, kðf Þ stands
for the molecular absorption coefficient and d is the total path length.

The total path loss includes spreading loss introduced by a wave’s propagation
through the medium and molecular absorption attenuation. And the spreading loss can
be written as,

PLðd; f Þ ¼ 4pfcd
c

� �2

ekðf Þd ð3Þ

where fc is the central frequency of travelling waves.
The available bandwidth Dfw is defined to meet the following frequency range [8]

Naðd; f ÞPLðd; f Þ� 2Naðd; fcðdÞÞPLðd; fcðdÞÞ ð4Þ

where fcðdÞ is the central frequency of different sub-bands. Noticed that if a sub-band is
sufficiently narrow, molecular absorption is lower than 10 dB/km [9], which is neg-
ligible. Each sub-band and noises inside can be considered flat, whereby we can
compute the total channel capacity.

2.3 Energy Model

For nanonodes, the energy stored in their nano-batteries is mainly for communications.
The energy consumed in forwarding a packet of Nbit can be defined as

Ec ¼ NbitðEtx þErxÞ ð5Þ

where Etx and Erx stands for the energy consumption when nanonodes transmit and
receive per bit of data, respectively. Erx is usually set as one-tenth of Etx in Terahertz
communication systems based on TS-OOK modulation scheme [10]. And Etx can be
written as a function of transmission distance d,

EtxðdÞ ¼ PtxðdÞ
CsðdÞ ð6Þ

where PtxðdÞ denotes transmission power, CsðdÞ is channel capacity in (1).
To make sure the signal to noise ratio by the receiver reaches SNRm, the trans-

mission power PtxðdÞ is defined as

PtxðdÞ ¼
Z
BðdÞ

ðSNRm � Naðd; f Þ � PLðd; f ÞÞdf ð7Þ

where BðdÞ is the available bandwidth of the Terahertz channel.
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3 EEMR Protocol

According to the analysis above, an EEMR protocol is proposed based on network
conditions. In our protocol, the computational complexity can be reduced by narrowing
the areas of candidate nanonodes. In order to trade off energy consumption, channel
capacity and distances, a link cost function for each candidate path is established as a
standard of selecting a next hop. In addition, several nodes with low link cost have the
probability to be selected as a next hop, which prolongs the network lifetime.

3.1 Area of Candidate Nodes

As shown in Fig. 1, the distance between nanocontroller vc and source node vs is
dðvc; vsÞ and there is a circular area A1ðvc; dðvc; vsÞÞ with vc as the center, dðvc; vsÞ as
the radius. Similarly, the area where neighbor nodes of vs are located can be approx-
imated as a circular area A2ðvs; dsÞ with vs as the center, ds as the radius. The area of
candidate nodes A3 can be defined as the intersection of A1ðvc; dðvc; vsÞÞ and A2ðvs; dsÞ,

A3 ¼ A1ðvc; dðvc; vsÞÞ
\

A2ðvs; dsÞ ð8Þ

If the candidate nanonode vi is inside A3, its position coordinates will meet the
following conditions,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xcÞ2 þðyi � ycÞ2

q
� dðvc; vsÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxi � xsÞ2 þðyi � ysÞ2
q

� ds

8><
>:

ð9Þ

A2

A1

A3

Nanocontroller

Source Node

s
d

( , )c sd v v

Fig. 1. Area of candidate nodes
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where ðxc; ycÞ, ðxi; yiÞ and ðxs; ysÞ stands for the position coordinates of vc, vi and vs,
respectively. The direction of multi-hop forwarding can be controlled towards the
destination node by narrowing the candidate area from A2ðvs; dsÞ to A3 and computa-
tional complexity can be reduced as there’s no need to select a next hop among all
neighbors.

3.2 Link Cost Function

In our EEMR protocol, a link cost function is established as the basis for selecting a
next hop and can be calculated as

cðvi; vjÞ ¼ a~f ðEcðvi; vjÞÞþ b~f ð1=Csðvi; vjÞÞþ ð1� a� bÞ~f ðdðvj; vcÞÞ ð10Þ

where dðvj; vcÞ is the distance between candidate node vj and nanocontroller vc,
Ecðvi; vjÞ and Csðvi; vjÞ respectively stands for the energy consumption and channel
capacity of candidate path between nanonode vi and its candidate node vj, a and b are
cost coefficients and range from 0 to 1, ~f ð Þ stands for normalized expression of these
three parameters.

Routing strategies usually select a node with the lowest link cost as a next hop, and
then establish the optimal transmission path. However, this will result in rapid energy
depletion of nodes at the optimal path due to being selected for many times. In order to
prolong network lifetime, several nodes with low link cost have the probability to be
selected as a next hop, and then forward data to one of those nodes with a certain
probability. In other words, after obtaining the link cost of nh candidate nodes, we can
sort them and select the first m nodes with the lowest link cost. The probability of being
selected as a next hop among these m nodes can be written as

pvj ¼
1

cðvi; vjÞ
Pm
k¼1

1
cðvi; vkÞ

; j 2 1; 2; . . .;m ð11Þ

where cðvi; vjÞ and cðvi; vkÞ are the link cost of two candidate paths. And the value of m
can be expressed as

m ¼ nh m� d
nh=db c m[ d

�
ð12Þ

where d is a system parameter. The calculation needed for generating a forwarding list can
be further reduced by selectingm in (12). Actually, probability obtained in (11) equals the
forwarding probability with which nanonodes forward data and determine a next hop.

Routing Establishment Process. The algorithm of establishing EEMR protocol is
shown in Algorithm 1, detailed steps are as follows,

(1) Initialization. Firstly, nanocontroller vc broadcasts hello messages including its
own location within the cluster. Then nanonodes send back their node IDs and
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locations after receiving the hello message. At last, vc records the node ID and
corresponding location of every node.

(2) When needing to send data to vc, a nanonode vi firstly determines whether vc is in
its one-hop range. If it is, vi directly forwards data to vc. Otherwise, vi broadcasts
query messages containing its own location to neighbor nodes within the com-
munication range.

(3) On receiving the query message, neighbor node determines whether it is within
candidate area A3 according to (9). If not, the neighbor node makes no reply to the
query message; otherwise, it’s a candidate node and denoted as vj. Then vj cal-
culates the value of its link cost cðvi; vjÞ and returns an ACK message including
the node ID and cðvi; vjÞ to vi.

(4) vi sorts all the values of link cost in an ascending order after receiving ACK,
selects the first m nodes and calculates the forwarding probability according to
(11), then adds the forwarding probability and corresponding node ID into the
forwarding list.

(5) vi forwards data to one of nodes according to the forwarding list. And the one-hop
forwarding process is finished after the selected next hop vl successfully receiving
the data. Then vl will be a new source node and go back to step (2) to establish a
routing.

Algorithm1

For source code vi

1: while (nanocontroller vc does not receive data)

2:   on receiving hello message from nanocontroller vc

3:   if vc A2(vi,d2) 

4:        forward data to vc

5:   else  

6:        broadcast query message 

7:        if candidate node vj A3
8:             compute link cost c(vi,vj) 

9:             reply ACK message to vi

10:       end if 

11:  end if 

12:  sort all link cost c(vi,vk) in ascending order

13:  compute forwarding probability Pvj according to(11)

14:  forward data according to forwarding probability Pvj

15:  end while 
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4 Simulation and Performance Analysis

4.1 Statistics Definition

1. Energy efficiency. Energy efficiency is defined as the energy consumption when the
destination node successfully receives per bit of data, and can be calculated as

econ ¼
P
i2V

ðEibefore � EiafterÞ
Nbit

ð13Þ

where Nbit is the number of bits of a packet, Eibefore and Eiafter stands for the energy
before and after forwarding a packet of node i, respectively.

2. End-to-end delay. End-to-end delay refers to the time during which a packet are
transmitted from the source node and successfully received by the nanocontroller.
For a path with m hops, the end-to-end delay can be written as

Td ¼
XM
i¼1

NbitTp þNbitTq þ di
v
þ Nbit

Ci

� �
ð14Þ

where Tp and Tq respectively stands for average processing and queue delay of per
bit, di and Ci is the path length and channel capacity of the ith hop, respectively, v is
propagation speed of the signal.

3. Network lifetime. We define network lifetime as the time length which lasts from
the beginning of network operation to the first death of a node in the network,

LT ¼ min tjEvðtÞ� gf g; v 2 V ð15Þ

where EvðtÞ stands for the energy of node v and g is the threshold of residual energy.
A node is considered dead when its energy is below the threshold.

4.2 Parameter Settings

We run some simulations to evaluate the performance of EEMR based on NS-3. As
shown in Fig. 2, the simulation scenario is set as a two-dimensional square with
0:1 � 0:1m2 in size, where two hundred nanonodes are independently, randomly
distributed. The only one nanocontroller is located in the center of the square.
Nanonodes are considered to be operating in an environment with 10 % water vapor
and the simplified noise power spectral density equals 1:42 � 10�21. SNRm in (7), a
and b in (10) is respectively set as 10, 0.5 and 0.3.d in (12) and g in (15) is respectively
set as 2 and 1.4 1:4 � 10�15 J. The packet size and interval time is set as 128 Byte and
0.1 s, respectively.

And the node density is considered constant. Then we study the performance
change as a function of the distance between one nanonode and the nanocontroller.
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4.3 Results

1. Energy efficiency. As shown in Fig. 3, EEMR does better in energy efficiency than
SFR. This is because an energy model for Terahertz channel is established in
EEMR and energy consumption is taken into account when establishing the link
cost function, thus building a transmission path with higher energy efficiency.

2. End-to-end delay. As shown in Fig. 4(a), when the nanocontroller is very close to
the source node, the end-to-end delay of these two protocols are almost the same.
However, EEMR shows obvious advantage when the distance is above 0.02 m.
This is due to the higher achievable information rate in Terahertz channel and the
reduction of unnecessary routing hops by limiting the candidate areas.

3. Network lifetime. As shown in Fig. 4(b), network lifetime of both EEMR and SFR
are prolonged as initial energy of nanonodes increases. And the former is always
longer than the latter. This is because several nodes with low link cost have the
probability to be selected as a next hop, which prevents the energy of the same node
at the optimal path from rapidly running out due to being selected many times.
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0.
1 
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]
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Fig. 2. Topology of WNSNs
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5 Conclusion

In this paper, we propose a multi-hop protocol which limits the area of candidate nodes
and controls the direction of multi-hop forwarding to reduce the computational com-
plexity for Terahertz wireless nanosensor networks. Our routing protocol establish a
link cost function, taking energy consumption, channel capacity and transmission
distance into account, and then select several nodes with low link cost as the next hop
with a certain probability to prolong network lifetime. Simulation results show that
EEMR gain advantages in energy efficiency, network lifetime and end-to-end delay,
thus it prove to be suitable for WNSNs. Considering the value of m involves network
lifetime and protocol complexity, a system parameter d is introduced to reduce the
calculation of the forwarding list. We are planning to optimize the value of m to further
improve the routing performance. In addition, constructing more simulation scenarios
and implementing one more routing scheme as comparison will be included in our
future work.
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Abstract. Mobile opportunistic networks (MONs) can utilize the ran-
dom contacts among nodes to deliver data, which is a crucial complement
of the traditional infrastructure-based communications. However, due to
the limited resource and the issues of security and privacy, the selfishness
of nodes proves to bring severe negative impact on the data transmission
for MONs. Therefore, how to motivate nodes to contribute their trans-
mission capacity turns to be an important topic. Because of the time-
varying trait of MONs, it is challenging to incent selfish nodes to help
others, because it is hard to control the data forwarding process and the
corresponding cost. In this paper, we propose a Stackelberg game based
incentive mechanism for data dissemination in MONs, which realizes the
optimal resource allocation, including the task assignment and pricing
of data forwarding for the relays. In addition, we analyze the existence
of the equilibrium state, which theoretically presents some requirements
of parameter setting for real deployment of our mechanism. In the end,
we demonstrate the effectiveness of our proposed mechanism.

1 Introduction

Mobile Opportunistic Networks (MONs) are a special form of Delay Tolerant
Networks (DTNs), which take use of nodes’ mobility to realize data dissemi-
nation and forwarding through short-distance communications. In most routing
protocols of MONs [1–5], there is an ideal assumption that each node is willing
to help forwarding messages for other nodes without any charge. As a matter of
fact, this ideal assumption cannot always hold in real opportunistic networks.
Particularly, because the resources of power, storage, bandwidth and computing
capability are limited on each node, the rational individuals will not uncondi-
tionally cooperate with other nodes to forward messages for them. While a large
number of work have shown that even though a few selfish nodes can bring
enormous losses for the network performance [6]. Therefore, it is highly mean-
ingful and valuable to solve the problems of nodes’ selfishness and incent them to
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contribute transmission capability for improving the transmission performance,
resource utilization and practicality of MONs.

At present, the existing data forwarding incentive schemes can be roughly
divided into three categories: reputation based, tit-for-tat based and credit based.
The reputation based ones utilize the property of human beings who would like
to contribute strength to enhance reputation, for motivating nodes to help for-
warding data for others. And the tit-for-tat based schemes highlight the reci-
procity, where a node receives help from others only after forwarding data for
others. While the credit based schemes imitate the economic behavior of human
beings, where a node gets reward according to the quantity and quality of data
forwarding service for others.

Considering that the network environment of a MON is much complex and
variable, the reputation based incentive schemes are hardly efficient to detect and
evaluate all nodes’ behavior or stimulate the low-reputation nodes to cooperate.
The tit-for-tat based incentive schemes can only realize reciprocal transmission
among nodes with the similar traffic type. Actually, most of the traffic in MON
are different, which results the tit-for-tat based incentive schemes inapplicable in
most scenarios. Besides, in the tit-for-tat schemes, all the nodes need to maintain
massive state information about the service provision and service usage, which
increases the resource consumption of nodes and reduce the scalability of the
network. Finally, the above two incentive schemes are only focusing on motivat-
ing cooperation among nodes without any consideration about the influence of
the nodes’ states on their behaviours, such as their resources quantity, service
ability and so on.

While the credit based schemes resolve these deficiencies of the above two
classes of schemes. This kind of schemes are based on the principles of volun-
tariness, where each node can decide whether serve or not and how to serve
(the transmission amount and the price for forwarding data), according to its
actual condition and desired reward of providing services. On account of the
time-varying trait of MONs, it is hard to control the data forwarding process
and the corresponding cost; besides, it is difficult to implement uniform pricing
and task assignment due to the diversity of the traffic types, which brings huge
challenges for widely applying the credit based incentive schemes.

To address the above challenges, we propose a Stackelberg game based incen-
tive mechanism for data dissemination, which helps to determine the optimal
task assignment and pricing of data forwarding for the relay nodes, realizing the
optimal market allocation. In addition, we analyze the conditions of Stackelberg
equilibrium. In the end, our extensive simulation study demonstrates that the
proposed mechanism can work well under various settings.

2 Related Work

As a crucial research content in MONs, massive studies about the data trans-
mission incentive mechanisms have been presented. In these proposed schemes,
incentive mechanisms can be classified into three categories: reputation based,
tit-for-tat based and credit based.
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The reputation based incentive mechanisms utilize the constraints of repu-
tation on the nodes’ behavior. In [7], a reputation-assisted routing scheme was
proposed, which evaluated the nodes’ competency according to their activity.
And research [8] constructed a community and reputation based management
model, by which all the nodes’ reputation could be managed and demonstrated
when necessary.

While tit-for-tat based incentive mechanisms are based on the phenomenon
of human beings’ mutual benefit, where nodes provide data forwarding services
for others as exchange. Upendra Shevade et al. [9] proposed an incentive-aware
routing protocol, where a node transmits the same amount of data for the node
who had provided help to it before. A two-person cooperative game based scheme
was proposed in [10] to determine the specific content and quantity when a pair
of nodes met.

In fact, credit based incentive mechanisms are closer to human behavior,
getting some rewards after contributing efforts. Research [11] employed a vir-
tual currency MobiCent to stimulate all the nodes to cooperatively forwarding
data for others. By this means, rational nodes would like to contribute more
transmission opportunities for others to increase their own rewards and mini-
mize delivery cost or delay by setting different payment schemes. In [12], the
client requesting data forwarding paid the forwarding service provider accord-
ing to the size of access bandwidth, which motivated all the nodes to provide
data forwarding services; besides, a pricing model was proposed to manifest the
numerical relationship between the payment and the size of access bandwidth.

3 Problem Statement and Utility Functions

In MONs, once encountered with a node, the current relay will negotiate with it
on the amount of transmission data and the corresponding price. If they come
to an agreement, this node will act as the new relay who is responsible for deliv-
ering the data to the destination. After completing the data delivery process,
all the nodes forwarding data will receive corresponding rewards. This process
is actually a paid crowdsourcing model, where the data holders is the crowd-
sourcer (requestor) dividing the transmission task into several subtasks and the
crowdsourcee (worker) completing the data forwarding task. Once transmission
task is finished, each worker will receive proportional payment. Remarkably, the
crowdsourcing based model can be adopted by any node on the transmission
path from the source to the destination, and each current relay (requestor) can
seek one or multiple nodes acting as new relays (worker).

The requestor and the workers decide the price and data forwarding quantity
by negotiation. The requestor can evaluate the cost according to several worker’s
responses and assigns tasks among them, deciding the utility of each worker;
while the worker determines its quotation according to the cost of forwarding
data, the expected price of the requestor and the estimation of other workers’
quotations, affecting the task assignment and the utility. Therefore, the utility
is the most significant in the game between the requestor and the worker, then
we define them as follows.
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The utility function of the requestor is

U = M · V −
N∑

i=1

(mi · pi), (1)

where M is the overall amount of data need to be transmitted of the requestor,
and V is the value per unit amount of data for the requestor, so M · V is the
overall value of the data to be sent for the requestor; N is the total number
of workers taking part in the data forwarding; mi is the data amount assigned
to worker i, and pi is the corresponding quotation, so the payment of worker i
from the requestor is mi · qi. Thus, the utility of the requestor U represents the
remaining value of data after paying all the workers.

The utility function of the worker i is

ui = mi · pi − ci, (2)

ci = αi · m2
i + βi · mi + γi, (3)

where mi and pi are the assigned data amount and the quotation of worker i,
respectively; ci is the cost to complete the task of data forwarding. Considering
that the forwarding cost is under the influence of some elements occurring in data
forwarding process, such as the transmission distance, the storage capacity, the
power consumption and the activity law of nodes, we employ a typical economic
model, a quadratic polynomial, to fit the cost ci. And each worker has a unique
set of cost parameters αi, βi and γi.

Note that the requestor assigns the total amount of data M according to all
the workers’ quotations, so the task of each worker is a function of the quotations
set p and total data amount M .

In summary, the ultimate goal of our mechanism is to complete the negoti-
ation on forwarding price and task assignment between the requestor and the
worker, with utility maximization realized simultaneously,

Max: U, (4)

Max: ui, (i = 1, · · · , N), (5)

s.t.,
N∑

i=1

mi = M,

where the constraint condition represents that the sum of all the workers’ tasks
is the requestor’s total amount of data to be delivered.

To be clear, each strategy in one trade round is developed independently and
has no effect on the subsequent decisions. In other words, the relay node can act
as a new requestor after it receives the data and launches a new round of trade.
So there is no need to consider the effect of the follow-up data forwarding trades
on the utility functions of the requestor and the workers.
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4 Stackelberg Game Based Mechanism

4.1 Framework

Based on the Stackelberg game, we design the following framework, which
includes several steps (Fig. 1):

requestor worker

(M,D)

mi
*(pi)

pi
*

ACK

evaluate

evaluate

task
assignment

data

dissemination

Fig. 1. The framework of trade process between the requestor and the worker.

1. Firstly, the requestor broadcasts its request of forwarding data, including the
destination address of the data and the total amount M (optional);

2. Then, after receiving the broadcasting request, the worker calculates the rela-
tionship between the optimal assigned data amount m∗

i and the unit price of
forwarding data pi, i.e., m∗

i (pi), and responses with this function;
3. In the third step, the requestor calculates the optimal bid p∗

i for each worker
i after collecting m∗

i (pi) from all neighbor nodes;
4. Next, once the worker receives the bid of the requestor, it sends back an

ACK signal expressing its acceptance of the bid and the corresponding task
amount, which indicates the success of this round of trade, and vice versa.

5. In the last step, if the trade runs successfully, the requestor assigns task to
each worker and the workers star to implement data forwarding.

During the aforementioned trade process, the requestor bids and assigns tasks
on the basis of all the participated workers’ quotations, which infers that the
requestor can execute task assignment only if all the workers accept the bids of
the requestor. Otherwise, any worker’s nonacceptance of the bid will result in the
failure of this round of enquiry, and the requestor has to launch another round
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of enquiry. To avoid repeating the same failure in the last round, two methods
can be adopted in the new round: (1) the workers who rejected the bid in the
last round have no opportunity to participate in this round, or the requestor can
directly ignore these worker’s quotations; (2) all the workers appears in the new
round of enquiry, but both the requestor and the workers should adjust their
strategies to promote the success of the trade. The specific algorithms of the
requestor and the worker are summarized in Algorithms 1 and 2, respectively.

Algorithm 1. The Algorithm of the Requestor
1: while (The trade is failed) ‖ (The retry number c is below the threshold) do
2: Broadcast the request of forwarding data;
3: repeat
4: Collect m∗

i (pi);
5: until Time out;
6: Calculate the optimal bid p∗

i for each worker i according to the quotations;
7: for Each worker i do
8: Send(p∗

i );
9: end for

10: repeat
11: Collect the ACK signals;
12: until Time out;
13: if All workers accept the bids then
14: Assign tasks;
15: return ;
16: else
17: c + +;
18: end if
19: end while

4.2 Calculation of the Optimal Solution

As shown in Fig. 1, the requestor is aiming to calculate the optimal bid and task
assignment scheme according to all workers’ quotations, which can maximize the
utility of both the requestor and the workers. From the perspective of formu-
las, it is equivalent to seeking the optimal values of mi and pi in (4) and (5),
supposed to be m∗

i and p∗
i , after which the requestor can get the maximized

utility U(m∗
i , p

∗
i ) (i = 1, · · · , N), and each worker i can obtain its optimal utility

ui(mi, pi), under the constraint condition
∑N

i=1 mi = M .
Next, we discuss the solving process of (m∗

i , p
∗
i ). As the utility functions

defined in (1) and (2), it is an optimization problem with an equality constraint.
To solve this problem, we convert this problem into an unconstrained optimiza-
tion problem by adding a penalty term, which is on the light of the Lagrange
theorem. Now the optimization problems in (4) and (5) are turning into seeking
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Algorithm 2. The Algorithm of the Worker i

1: Receive the request of forwarding data;
2: Calculate the reachability of the data according to the destination address;
3: if The data can be forwarded to the destination then
4: Calculate the optimal function m∗

i (pi);
5: repeat
6: Wait to receive the bid p∗

i of the requestor;
7: until Time out;
8: if p∗

i is received then
9: Calculate the utility u∗

i ;
10: if u∗

i > 0 then
11: Send back the ACK signal;
12: Receive Task;
13: return ;
14: else
15: Reject the bid and end the trade;
16: return ;
17: end if
18: end if
19: return ;
20: end if

the optimal (m∗
i , p

∗
i ) of the following equations,

Ũ = M · V −
N∑

i=1

(mi · pi) − λ(
N∑

i=1

mi − M), (6)

ui = mi · pi − (αi · m2
i + βi · mi + γi), i = 1, · · · , N. (7)

In the process of Stackelberg game consisted of the requestor and the worker,
it is the worker who firstly submits its relationship between the task amount mi

and the quotation pi to the requestor, so we find the optimal resolution of ui by
taking the derivation with respect to mi,

∂ui

∂mi
= pi − 2αimi − βi, (8)

and when ∂ui

∂mi
= 0, ui is extreme, we have

mi =
pi − βi

2αi
. (9)

It is explicit that when ui is optimized, the task amount mi is the function
of the price pi. Then we can rewrite the utility function of the requestor with
the new form of mi shown in (9):

Ũ = M · V −
N∑

i=1

pi · pi − βi

2αi
− λ(

N∑

i=1

pi − βi

2αi
− M). (10)
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Take the derivatives of Ũ with respect to pi and λ, respectively, and set the
values to zero, ⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂Ũ

∂pi
= −2pi − βi

2αi
− λ

1
2αi

= 0,

∂Ũ

∂λ
= −(

N∑

i=1

pi − βi

2αi
− M) = 0.

(11)

5 Equilibrium Analysis

Using the symbols Tr and Tw to present the strategy sets of the requestor and
the worker, we define the equilibrium strategies of both sides as follows.

Definition 1 (The Equilibrium Strategy of the Worker). m∗
i ∈ Tw is the

equilibrium strategy of the worker i when satisfying,

ui(m∗
i (p

∗
i ), p

∗
i ) ≥ ui(mi(p∗

i ), p
∗
i ),

where p∗
i ∈ Tr is the requestor’s optimal strategy for worker i and mi(p∗

i ) ∈ Tw

is an arbitrary strategy of the worker p∗
i .

Definition 2 (The Equilibrium Strategy of the Requestor). p∗
i ∈ Tr is

the equilibrium strategy of the requestor when satisfying,

U(m∗
i (p

∗
i ), p

∗
i ) ≥ U(m∗

i (pi), pi) (i = 1, · · · , N),

where pi ∈ Tr is arbitrary and m∗
i (pi) is an optimal strategy of each worker with

an arbitrary strategy of the requestor pi.

Theorem 1. When the worker i’s cost parameter αi > 0, there exist equilibrium
strategies between the requestor and the worker.

Proof. According the above definitions, the equilibrium strategies of the
requestor and the worker refer to the strategies maximizing the utility of both
sides, which can be converted into dissecting whether the utility functions have
optimal values or not, corresponding to the existence of the optimum points m∗

i

and p∗
i .

Based on the definition of the worker’s utility function, we can know that it
is continuously differentiable in its domain, so the existence of m∗

i is up to two
factors: (1) ui has an extreme value in its domain, namely existing mi enabling
u′

i = ∂ui

∂mi
= 0; (2) the second derivative of the utility function u

′′
i = ∂2ui

∂m2
i

< 0.
Similarly, the existence of p∗

i also depends the two factors, i.e., the existence of
extreme value and the negative second derivative.

Firstly, we testify the first factor. The derivative of ui with respect to mi

is u′
i = pi − 2αimi − βi. When u′

i = 0, the utility function obtains its extreme
value, then we have mi = pi−βi

2αi
. Thus, the utility function of the requestor with
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the new form of mi is showing in (10), and in order to get the extreme value,
we have the following equation group resulting from (11),

⎧
⎪⎪⎨

⎪⎪⎩

2pi + λ = βi, (i = 1, · · · , N),
N∑

i=1

pi − βi

2αi
= M.

(12)

Note that (12) is actually consisted of N +1 equations, and the corresponding
coefficient matrix is

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

2 0 · · · 0 1
0 2 · · · 0 1
...

...
. . .

... 1
0 0 · · · 2 1
1

2α1

1
2α2

· · · 1
2αN

0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

.

When αi > 0, it is easy to calculate the determinant |A| = 2N · ∑N
i=1

1
4αi

> 0,
so the equation group has a unique solution.

Next, it comes to the second factor. The second derivative of the worker’s
utility function is

u
′′
i =

∂2ui

∂m2
i

= −2αi,

which implies the trend of the worker’s utility change. It is clear that the value
of αi decides the property of the extreme value, i.e., maximum or minimum.
When αi > 0, the value of u

′′
i is always negative. Therefore, the worker’s utility

function has a maximum value in the domain. Similarly, the second derivative
of Ũ is

Ũ
′′

=
∂2Ũ

∂p2i
= − 1

αi
.

Considering αi > 0, we have Ũ
′′

< 0, so the extreme value of the requestor’s
utility function is the maximum value.

Therefore, there exist equilibrium strategies between the requestor and the
worker when αi > 0. �

According to Theorem1, the Stackelberg game between the requestor and
the worker can reach the equilibrium state when the cost parameter αi > 0.

6 Simulations

In this section, we evaluate our proposed mechanism with some simulations,
including the influence of M , αi, βi and γi on the quotation, task assignment
and the utility of both sides. To briefly display the results, we show the situation
with three workers and one requestor, after implementing in other scenarios.

Firstly, we simulate the effect of total data amount M with some fixed cost
parameters αi, βi and γi. Specifically, we change the value of M from 100 to
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290 with the step of 10, and the cost parameters of three workers are the same,
i.e., αi = βi = γi = 1.0, (i = 1, · · · , N), besides V = 500. The results are
shown in Fig. 2, where (a), (b), (c) and (d) are indicating the task amount mi of
each worker, price of forwarding per unit of data of each worker pi, the utility
of the requestor and the worker, changing with M . It is clear that all of them
are increases with M , which means more data to be delivered, more task and
payment of each worker, as well as higher utility of both the requestor and the
workers. Note that the cost parameters of three workers are the same, so we use
a single legend to represent them.

In the second simulation, we aim to test the influence of the total data amount
M and the cost parameters, where α1 = β1 = γ1 = 1.0, α2 = β2 = γ2 = 2.0,
α3 = β3 = γ3 = 3.0 and other parameters are the same with the last simulation.
Figure 3 displays the simulation results. Note that subgraph (b) shows the total
price for the assigned task rather than the unit price to significantly present
the difference among all workers. Since the cost of forwarding data is positively
correlated with the cost parameters, so it is clear that as the cost increases, all
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Fig. 2. The workers’ assigned tasks, the workers’ price, the utility of the requestor and
the workers change with M .
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Fig. 3. The workers’ assigned tasks, the workers’ total price, the utility of the requestor
and the workers change with M and α, β, γ.
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Fig. 4. The workers’ assigned tasks, the workers’ total price, the utility of the requestor
and the workers change with α, β, γ.

the total price are becoming higher, while the requestor rationally chooses the
lower-price worker.

Finally, we fix the value of M to 500 and the cost parameters of worker2 and
worker3, but change the cost parameters of worker1 from 1 to 10 with the step of
1. Sice the parameters of worker2 and worker3 are equivalent, we use one single
curve to present their properties in Fig. 4. We can see that as the increase of
the worker1’s cost, the quotation is becoming higher, and the requestor tends to
assign tasks to the low-cost worker2 and worker3, which is corresponding to the
reality. Besides, the utility of the requestor decreases with the cost parameters
since the higher cost will reduce the interest of the requestor.

7 Conclusion

Since MON is short of a central node for supervision and management, along
with complicated and diverse network services, the pricing for forwarding data
is the principal problem to be settled down when some credit based incentive
mechanisms are adopted to encourage all the nodes to contribute transmission
capability. Considering that the problem of resource scarcity of MON, it is chal-
lenging to design an efficient and practicable mechanism for pricing and task
assignment. In this paper, we propose a Stackelberg game based incentive mech-
anism to realize the pricing and task assignment for data forwarding among
nodes in MON. By some equilibrium analysis, we prove our proposed scheme to
be helpful to guarantee the maximization of the revenue of the requestor and
the workers. In the end, we evaluate the effectiveness of our proposed scheme
with some simulations.
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Abstract. The sensing capabilities of the smart phones gave birth
to context-aware applications, which can provide personalized services
based on users’ contexts. Since context-aware applications may sell con-
texts to some malicious third-parties, the exposure of contexts will hand-
icap the development of context-aware applications in large scale. Nev-
ertheless, it is challenging to solve the context privacy issue, because the
users of the context-aware applications should trade off between service
quality and privacy exposure. Nowadays, most privacy protection tech-
niques for mobile applications neglect the context preservation. Mean-
while, limited work on context privacy doesn’t consider the applications’
strategies, which are key factors on user’s context privacy preservation.
In this paper, we make a tradeoff analysis on behaviours of the user, the
application and the adversary, and then we use extensive form game to
formulate the decision-marking process of these three parties. After con-
structing payoff functions for them, we solve and analyse their Nash equi-
libriums. Our study shows that the key of context privacy preservation
is to establish a sound reputation mechanism for context-aware appli-
cations, through which the issue of context privacy can be eliminated
utterly. As a consequence, a trust between users and mobile applications
can be built.

Keywords: Context-aware · Privacy protection · Mobile application ·
Game theory

1 Introduction

Nowadays, almost all mobile devices are equipped with some sensors which can
be used to infer users’ contexts. For example, a GPS can indicate a user’s loca-
tion, and an accelerometer or a gravity sensor can infer a user’s mobility mode,
while a light and temperature sensor can perceive a user’s surrounding environ-
ment. These sensing capabilities gave birth to context-aware applications, which
can provide personalized services based on users’ contexts.
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 389–400, 2016.
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However, once a context-aware application obtains a user’s contexts, the user
isn’t able to control how the application deals with the user’s private informa-
tion. Since context-aware applications may sell contexts to some malicious third-
parties, the exposure of contexts will handicap the development of context-aware
applications in large scale.

Nevertheless, it is challenging to solve the context privacy issue, because a
user of a context-aware application should trade off between service quality and
privacy exposure. In detail, a user may refuse to release its contexts to the appli-
cation considering privacy protection, but such a practice means abandoning
personalized services provided by the application completely, and vice versa.

Nowadays, most privacy protection techniques for mobile applications focus
on location protection, neglecting the diversity of user behavior and different
degree of users’ context sensitivity. Limited work on context privacy protection
is MaskIt [2,8]. MaskIt [2] introduces a technique to filter a user context stream
that provably preserves privacy. But it limits that the adversary only takes fixed
attack, who can’t differentiate strategies according to different context sensitiv-
ity. While in the real world, the adversary will adjust its attacking strategies
to attain its goal or achieve better profits. For example, the advertisers should
push targeted advertisements based on different users’ contexts. [2] overcomes
this shortcoming and considers a more powerful and realistic adversary in its
framework of context privacy preservation. Unfortunately, both [2,8] don’t con-
sider the application’s strategies.

In fact, whether an adversary can get a user’s context privacy depends
directly on whether the application leaks it. Although leaking privacy will
increase the application’s profits, it will also reduce customers’ loyalty to the
application and the application’s reputation. Thus, an optimized strategy of the
application is to trade off between maintaining reputation and making a profit
by leaking. Once considering the application’s strategy, the two-person-game in
the existing work needs to be extended to the three-person-game, which leads
to different methods analysis and conclusions.

In this paper, we make a tradeoff analysis on behaviours of the user, the
application and the adversary, and then we use the game tree to formulate the
decision-marking process of the three-parties. After analysing the key impact
factors on the payoffs of the three parties, for example, the context sensitivity,
the cost of retrieving context and reputation, we construct payoff functions for
three parties, based on which we solve and analyse their Nash equilibriums. Our
study shows that the key of context privacy preservation is to establish a sound
reputation mechanism for context-aware applications, through which the issue
of context privacy can be eliminated utterly. As a consequence, a trust between
users and mobile applications can be built.

The rest of the paper is organized as follows. Section 2 introduces related
work. We then provide problem statement and stochastic game formulations in
Sect. 3. Section 4 presents the payoff functions of the players. The solution of the
model and the relevant analysis is described in Sect. 5. And then Sect. 6 describes
the performance evaluations. Finally, we conclude in Sect. 7.



Extensive Form Game Analysis Based on Context Privacy Preservation 391

2 Related Work

As introduced above, there are many work on privacy protection of mobile
phone [1,9,11,12], but most researches on context privacy for mobile applications
focus on location preservation. To that aim, anonymization and space silencing
technique are widely used, of which k-anonymization is the representative. K-
anonymization requests there are a certain amount of indistinguishable records
in quasi-identifier, so that adversaries are not able to distinguish the specific user,
thus protecting individual privacy [3,6,7]. While k-anonymization is not effec-
tive in some case, for example, when the k individuals are in a same sensitive
location.

Anther important privacy protection method is realized by encryption [4,
5,10]. Encryption is to encode information so that only authorized person can
read it, which is widely used to protect data in transit or in storage. While it has
high complexity, and needs to consume massive compute and storage resources,
which is not applicable for smart phone user.

MaskIt [2,8] are the only work studying the context privacy protection.
MaskIt [2] is a middleware which can decide wether the user releases current
contexts or not for privacy protection. Even when the adversary knows the tem-
poral correlations between contexts, MaskIt [2] can prevent it from finding out
whether the user is or will be in a sensitive context. [8] constructs a framework
of context privacy in the condition that the adversary can adjust attack mode
according to the history of contexts. Nevertheless, as we indicate above, both of
[2,8] don’t consider the application’s capability to participate in decision-making
process, which stimulates our work.

3 Problem Statement and Game Formulations

3.1 Problem Statement

In this section, we introduce the context sensing system and how mobile phone
user, unreliable context-aware application and malicious adversary interact with
each other.

Figure 1 illustrates a context sensing system in which a sensor-equipped
mobile device runs an unreliable context-aware application. There are three
opposing and conflicting participators in the system, namely the user, the appli-
cation and the adversary. Based on the features of sensor-equipped mobile
devices, we know that if the mobile devices are equipped with sensors, they are
able to perceive the user’s data. And the mobile phone user can decide whether to
release this sensing data to the application, because it needs to trade off between
personalized services and individual privacy protection. The application firstly
receives all the sensing data (if there is any), then analyzes it according to its
algorithm to infer the user’s contexts, and finally provides the user with corre-
sponding personalized service based on the contexts. During the whole decision
process, the application needs to decide whether to expose extracted contexts to
the adversary. The leakage of the privacy may harm its reputation but produce
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Fig. 1. The context sensing system

profits from the adversary, so the application needs to trade off between main-
taining reputation and making a profit by leakage. Due to limited bandwidth
used for retrieving contexts and computational constraints, the adversary can’t
retrieve contexts all the time, which has already been adopted by [8]. Hence,
the adversary needs to decide when to retrieve the contexts from the application
in order to trade off between lowering the cost of retrieve and obtaining more
contexts.

3.2 Extensive Form Game Formulation

In this paper, we use extensive form game theory to analyse the issue of context
privacy described above, where the players respectively are the user, the applica-
tion and the adversary. Ideally, as long as the application receives sensing data
from the user, it is bound to infer the user’s contexts. Hence, in this paper,
we assume that the user decides whether to release contexts rather than the
data, so that contexts are the only object on which all the three players focus.
According to the problem statement, for the user, his1 actions are releasing the
current context c to the application or not, denoted as α1 and α2. Similarly, for
the application, its actions are leaking the current context c to the adversary or
not, denoted as β1 and β2. And for the adversary, her action are retrieving the
current context c from the application or not, denoted as γ1 and γ2. The actions
of the three players are listed as follows: {α1, α2}, {β1, β2}, {γ1, γ2}.

In our paper, each player’s strategy is the probability of taking actions listed
above. Because in every round of the game the player decides his/its/her own
action according to some other players’ actions, hence such a strategy is called an
extensive form strategy. We use a game tree, a useful analytical tool for extensive
form game, depicted in Fig. 2 to describe each player’s strategies.

The game tree can be represented as a three-tuple Σ = (N,A, h). N =
{1, 2, 3} is the numerical representation of {user, applicationm, adversary}, the
players in the game. A is the arc set, indicating the players’ actions. h : ωi → Rn

is the players’ payoffs when reaching the play ωi. As depicted in the game tree,
the user has two choices α1 and α2, and if he chooses α1, the application will
1 In this paper, we use he, it and she to respectively represent the user, the application

and the adversary.
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Fig. 2. The game tree of context privacy protection

also have two actions, β1 and β2, and so on for the adversary. Finally, there will
be six different paths(Note that when the user chooses α2, the application has to
choose β2, because at that time the application receives nothing from the user),
which leads to six kinds of plays ωi (i = 1, ...6). For example, if the user releases
his current context, and the application chooses to leak it, and the adversary
doesn’t retrieve it, their game will reach the play ω2, so that their payoffs are
h1(ω2), h2(ω2) and h3(ω2) accordingly.

4 Payoff Function

4.1 The User’s Payoff Function

In this extensive form game, players’ strategies depend on their payoffs. In this
section, we define each player’s payoffs in detail. Obviously, different contexts
have different important degree to a user, based on which we can divide his con-
texts into two classes, which are sensitive context and non-sensitive context. For
example, going to hospital may be a sensitive context to most users, while going
to dinner may be a non-sensitive one. Besides, consuming the services provided
by the context-aware application will bring the user good experience(payoff)
under the risk of context exposure. Since different contexts can carry and reflect
different amounts of information, leading to differential degree of loss, we use
the following definition to measure the degree of the context privacy loss.

Definition 1 (Context Sensitivity)[8]. The context sensitivity of contexts c,
namely Sens(c), can be calculated as follows: accumulated differences between
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the prior belief and the posterior one after viewing the user’s present context
being in sensitive context from the future perspective. that is,

Sens(c) =
∞∑

t=0

∑

cs∈Cs

γt|Pr[Ct = cs|C0 = c] − Pr[Ct = cs]|, (1)

where 0 < γ < 1 is the discount factor of the context privacy, Pr the probability,
C0 the context happening at time 0, and Ct context happening at time t. cs is
a certain sensitive context of the user, and Cs is the set of sensitive contexts.

According to the definition above, the context sensitivity illustrates the
amount of privacy information loss. The more context sensitivity is, the more
context privacy is lost when the context is retrieved by a adversary. Thus, it is
reasonable to use the context sensitivity as the measure of the degree of context
privacy loss.

Based on the analysis, when a user releases a context c, which will be leaked
by the application and further be sold to the adversary, the user’s payoff is

Uu(c) = Q(c) − k1 Sens(c), (2)

where Q(c) is the payoff obtained from services provided by the application
through releasing context c, and k1 > 0 is the coefficient reflecting the negative
impact of the context privacy loss on the user. Obviously, if the user doesn’t
release context c, his payoff will be 0. And if the application doesn’t leak or the
adversary doesn’t retrieve context c, the user’s payoff will be Q(c).

4.2 The Application’s Payoff Function

Obviously, the reputation of the application is positively related to its value
brought to the user, and negatively related to context privacy loss. Here, when
the user releases context c, the application of providing services and successfully
selling context c can have the reputation formulated as

Rep(c) = Q(c) − k2 Sens(c), (3)

where k2 > 0 is the coefficient reflecting the negative impact of selling context
c with Sens(c) on the application’s reputation. While when the user doesn’t
release context c, the application will do nothing, with no services provided to
the user and no privacy leaked to the adversary, thus with the result of zero
reputation.

If the application leaks a context to a third-party, it will obtain certain profits.
And it is obvious that the more valuable the context is, meaning higher context
sensitivity, the more profits the application will obtain.

Thus, when the application leaks context c which was released by the user,
and will further be retrieved by the adversary, the application’s payoff is

Ua(c) = Q(c) + (k3 − k2)Sens(c), (4)
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Table 1. The payoff of players in different plays

Play ω1 ω2 ω3 ω4 ω5 ω6

Action (α1, β1, γ1) (α1, β1, γ2) (α1, β2, γ1) (α1, β2, γ2) (α2, β2, γ1) (α2, β2, γ2)

h1(ωi) Q(c) − k1 Sens(c) Q(c) Q(c) Q(c) 0 0

h2(ωi) Q(c) + (k3 − k2)Sens(c) Q(c) Q(c) Q(c) 0 0

h3(ωi) −C + k4 Sens(c) 0 −C 0 −C 0

where k3 > 0 is coefficient reflecting the positive impact of selling context c with
Senc(c) on the application’s payoff. But if the application doesn’t leak context
c, or the adversary chooses not to retrieve, either one will lead to zero context
privacy exposure, and thus the application’s payoff is Q(c).

4.3 The Adversary’s Payoff Function

The adversary’s payoff by retrieving context c depends on how valuable the con-
text is, which is proportional to the context sensitivity. Thus, when the adversary
retrieves a context, which was released by the user and leaked by the application,
the adversary’s payoff is

Uad(c) = k4 Sens(c) − C, (5)

where C is the cost of retrieving a context, and k4 > 0 is the coefficient reflecting
the positive impact of retrieving context c with Sens(c) on the adversary’s payoff.
Besides, if the adversary doesn’t retrieve context c, her payoff will be 0. And
when the application doesn’t leaks context c, the payoff of the adversary to
retrieve is −C.

In conclusion, the payoffs of the players in every play ωi (i = 1, 2...6) are
listed in Table 1 below, where h1(ωi), h2(ωi) and h3(ωi) refer to the payoffs of
the user, the application and the adversary respectively in the play ωi.

For example, in play ω2, the actions of three players are α1, β1, γ2, which
means the user releases, the application leaks and the adversary doesn’t retrieve
context c. And accordingly, their payoffs are h1(ω2) = Q(c), h2(ω2) = Q(c), and
h3(ω2) = 0.

5 Solving and Analysing the Nash Equilibrium

5.1 The Solution of the Nash Equilibrium

To solve each player’s Nash equilibrium, we transform an extensive form game
to a strategic one. Let δ, λ and θ respectively denote the probability of the user,
the application and the adversary to release, leak and retrieve context c. That
to say, δ, λ and θ, the probability of the players’ actions, are their strategies.
Thus, the probability s(ωi) of each play ωi is the function of δ, λ and θ, which
can be calculated in Table 2.
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Table 2. The probability of every play

Play ω1 ω2 ω3 ω4 ω5 ω6

s(ωi) δ λ θ δ λ (1 − θ) δ (1 − λ) θ δ (1 − λ) (1 − θ) (1 − δ) θ (1 − δ) (1 − θ)

For example, in play ω2, where the actions of three players are α1, β1 and
γ2, the probability s(ω2) of play ω2 is δ λ (1 − θ). The rest can be deduced by
analogy.

Using the players’ payoffs hj(ωi) (j = 1, 2, 3) and the probability s(ωi) in each
play ωi, the player j’s mathematical payoff expectation Ej can be calculated by
the equation below:

Ej =
6∑

i=1

s(ωi)hj(ωi). (6)

Thus, with any given context c, the mathematical payoff expectation of
the user, the application and the adversary, namely E(Uu(c)), E(Ua(c)) and
E(Uad(c)), are as follows:

E(Uu(c)) = Q(c) δ − k1 Sens(c) δ λ θ (7)
E(Ua(c)) = Q(c) δ + (k3 − k2)Sens(c) δ λ θ (8)

E(Uad(c)) = −C θ + k4 Sens(c) δ λ θ. (9)

All the players aim to maximize their mathematical payoff expectation by
adjusting their strategies. The optimal strategies of these three players can be
obtained by solving the following equations.

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂E(Uu(c))
∂δ

= Q(c) − k1 Sens(c)λ θ = 0

∂E(Ua(c))
∂λ

= (k3 − k2)Sens(c) δ θ = 0

∂E(Uad(c))
∂θ

= −C + k4 Sens(c) δ λ = 0

(10)

As a result, we can obtain the following two theorems.

Theorem 1. When k3 > k2, the optimal strategies of the user, the application
and the adversary are respectively δ = C

k4 Sens(c) , λ = 1 and θ = Q(c)
k1 Sens(c) .

Proof. when k3 > k2, obviously ∂E(Ua(c))
∂λ ≥ 0, which means E(Ua(c)) is non-

monotonic decreasing. Thus, when λ = 1, E(Ua(c)) is maximal, which makes
δ = C

k4 Sens(c) , θ = Q(c)
k1 Sens(c) can be easily obtained through the other two

equations.
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Theorem 2. When k3 < k2, the optimal strategies of the user, the application
and the adversary are respectively δ = 1, λ = 0 and θ = 0.

Proof. When k3 < k2, obviously ∂E(Ua(c))
∂λ ≤ 0, which means E(Ua(c)) is non-

monotonic increasing. Thus, when λ = 0, E(Ua(c)) is maximal. Putting λ = 0
into the other two equations, easily we can get δ = 1 and θ = 0.

Because k3 reflects the positive impact of selling context c with Senc(c) on
the application’s payoff, and k2 reflects the negative one, Theorem 2 indicates
that the key of context privacy preservation is to establish a sound reputation
mechanism for context-aware applications, through which the issue of context
privacy can be eliminated utterly. As a consequence, a trust between users and
mobile applications can be built.

6 Numerical Analysis

In this section, we conduct a numerical analysis to verify our analytical frame-
work. According to the definition of context sensitivity, Sens(c) ranges from 0
to 1, and thus we choose this two values 0.3 and 0.7 as representatives. Besides,
we choose Q(c) = 2, C = 1.5. Considering the constraints depicted in (12), we
can get the value range of k1 and k4, which are k1 ≥ Q(c)

Sens(c) and k4 ≥ C
Sens(c) . In

fact, we conduct simulations with different range of parameters. Due to the page
of limitation, we only give the results under the constraints of above parameters.
When the parameters change over the value range, we study how the strategies
and payoffs of each player are affected.

When k3 < k2, establishing a sound reputation mechanism for context-aware
applications can preserve context privacy effectively, so there is no need to con-
duct the simulation for this scenario. Thus, we focus on the results when k3 > k2.
Figures 3, 4, 5, 6, 7, 8, 9 and 10 show when k3 > k2 and Sens(c) = 0.3, 0.7, how
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the strategies and payoffs of each player change as k1 and k4 change. The results
show that the application’s strategies are only relevant to k2 and k3, which
indicates that the application’s strategies only depend on how the application
weighs its reputation on the user and the profits by leakage. While the user and
the adversary are deeply affected by each other. Under the condition of con-
trolling other variables, The probability δ of the user to release a context will
decrease as k4 increases. k4 reflects the positive impact of retrieving context c
with Sens(c) on the adversary’s payoff. Thus, increasing k4 means retrieving
context has more positive impact on her payoff, which will promote the action
of retrieve, and indirectly restrain the user’s action of release. The probability
θ of the adversary to retrieve a context will decrease as k1 increases. k1 reflects
the negative impact of the context privacy loss on the user’s payoff. Increasing
k1 means context privacy loss has more negative impact on the user’s payoff,
which will restrain the action of release, and indirectly restrain the adversary’s
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Fig. 10. Impact of k4 on payoffs when
Sens(c) = 0.7

action of retrieve. As to the payoffs of three players, when k1 and k4 changes,
their variation trend is almost changeless, Because when the optimal strategies
are achieved, the players’ payoffs tend to constants, so that the players don’t
have motivation to adjust their strategies any more. This result does reveal the
meanings of Nash equilibrium.

7 Conclusion

This paper studies the problem of context privacy protection about the context-
aware application. Considering that in context sensing system, mobile phone
user, context-aware application and malicious adversary all can adjust their
strategies to maximize their payoffs, we use game theory to formulate this prob-
lem. Concretely, We use extensive form game to represent their interactions,
and formulate their mathematical payoff expectation. Then we obtain the opti-
mal solution by calculating the Nash equilibriums of the stochastic game. The
numerical analysis indicates how the players’ strategies and payoffs change when
relevant parameters change. We can draw the conclusion that reputation mech-
anism for the context-aware application is crucial, which has great effect on the
application’s strategy. If reputation mechanism can be designed properly, the
application will be willing to preserve the user’s privacy by choice of maximizing
its profits. Then the adversary doesn’t have the chance to retrieve the context
privacy, and the user has complete trust to the application, which accords with
the requirement of mobile applications’ development.
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Abstract. This paper studies the delay performance of IEEE 802.11
PCF with power saving under heterogeneous environments (particularly
the heterogeneous sleeping interval). We propose applying the classic
pure limited service queuing system to analyze the mean and variance of
the total delay without developing a new analysis model. Compared to
the related works, our method is simple and scalable, while our results are
general. Simulations show that our analytical results are very accurate
for both homogeneous and heterogeneous environments.
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1 Introduction

With the growing popularity of IEEE 802.11 wireless LANs (WLANs), various
types of heterogeneous devices (laptops, smartphones, tablets, sensors, actuators
etc.) are being deployed wherein. The heterogeneity of these devices implies the
heterogeneity of their traffic, their application requirements, and their power sav-
ing modes. In this paper, we are concerned with the delay performance of IEEE
802.11 PCF network with power saving [1] under heterogeneous environments
(particularly heterogeneous sleeping intervals).

The PCF protocol with power saving is a very basic and important
contention-free protocol. It has been widely extended to IEEE 802.11 HCCA
[2] and the latest 802.11ah protocol [3]. Despite the growing popularity, the
delay performance of PCF with power saving are worth further studying. Most
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related works [5,6,9,10] focus on PCF without power saving, assume homoge-
nous traffic, and evaluate the performance via simulation. The authors in [9]
investigated via simulation the throughput performance of PCF. The authors
in [10] presented a comparison study via simulation for four polling schemes
including PCF. The authors in [5] analyzed the throughput, expected channel
access delay, and frame loss for PCF, but ignored the total delay (including the
channel access delay, frame transmission time, ACK time, and waiting delay),
where the channel access delay of a frame is the time interval between when the
frame reaches the head of the MAC queue and when the frame starts being trans-
mitted. Among all related work, [6] is the most relevant to ours. In this study,
the author develop an analytical framework to study the total delay for PCF
with power saving in homogeneous environments. The same analytical frame-
work is widely used in the author’s successive works such as [4,7,11]. However,
this analytical framework in [6] is tedious and complicated so that extending
it to heterogeneous environments (particularly heterogeneous sleeping intervals)
appears to be not easy.

In this paper, we are concerned with heterogeneous environments (i.e., het-
erogeneous frame arrival rate, frame size, and sleeping interval), and evaluate the
frame’s total delay of a station by converting the PCF system to an equivalent
pure limited vacation system. In comparison with [6], the advantage is that we
can borrow all existing formulae for performance evaluation, thereby avoiding
reinventing the wheel. For example, employing the classic delay formula, we eval-
uate the delay jitter performance for variance-sensitive applications such as voice
over PCF, while this is not easily done in [6]. Our method is simpler and more
scalable than that of [6], while our theoretical results are more general and use-
ful. For example, applying our model to the PCF system (where voice and data
traffic coexists), we evaluate the delay performance, and then run simulations
and verify that the proposed model is very accurate.

The rest of this paper is organized as follows. Section 2 overviews the PCF
protocol with power saving. Section 3 presents the classic pure limited service
system with multiple vacations. Section 4 presents the proposed delay model.
Section 5 validates our theoretical results via simulation. Section 6 concludes this
paper.

2 PCF with Power Management

In 802.11 standard [1], when PCF and DCF coexist, time is divided into a series
of repetition intervals with equal length. In each repetition interval, the system
runs first in the PCF mode and then in the DCF mode. In the PCF mode, there
is a point coordinator (PC) and multiple stations.

PCF defines a power management (PM) scheme to help stations conserve
energy. In this scheme, a station alternates between two states: awake and doze
states. In the awake state, a station is fully powered and may receive frames
at any time. In the doze state, a station is unable to transmit or receive and
consumes very low power. A station notifies the PC that its power management
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Fig. 1. PCF with power management.

scheme is enabled and sets the listen interval (or sleeping interval) parameter,
i.e., the number of the repetition intervals for which the station is in the doze
state. Then the PC will buffer frames destined for the station when the station is
in the doze state, and deliver one frame to the station for each repetition interval
when the station is in the awake state.

With the help of Fig. 1, we explain the operation process of PCF-PM. After a
PCF interframe space (PIFS), the PC initializes a contention-free period (CFP)
by sending a beacon, marking the beginning of a new repetition interval. The
traffic indication map (TIM) field in the beacon contains a list of the stations
whose frames have been buffered at the PC. When a station wakes up at the
beginning of the repetition interval, it will listen to the TIM beacon. If it finds
that its ID is not indicated in the TIM beacon, it will go to sleep immediately
for its listen interval. If it finds that its ID is indicated in the TIM beacon, it will
keep awake until its turn, and then it begins receiving its buffered frame from
the PC by following the pattern: SIFS/PS-Poll/SIFS/Data/SIFS/ACK.

Figure 1 illustrates that after stations 1 and 3 find them appearing in the list
sequentially from the beacon, station 1 first waits for a short interframe space
(SIFS), and then begins sending a polling frame [D1(PS-Poll)] to the PC. Upon
polled, the PC sends one data frame [D1(data)] to station 1 after a SIFS time.
Receiving the data frame, station 1 send back an ACK [D1(ACK)] to the PC.
The process repeats until all stations in the list has polled the PC. Finally, the
PC sends a CF-End control frame (CF-End), marking the end of the current
CFP. Hereafter, the system enters the DCF mode, in which the stations in the
list can no longer receive data frames until the next repetition interval starts.

3 Classic Pure Limited Service System with Multiple
vacations

In this section, we present the classic pure limited service system with multiple
vacations [8]. It is a single-server queueing system with infinite buffer. In this
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Fig. 2. (a) The classic pure limited service system with multiple vacations, (b) the
equivalent PCF-PM system.

system, customers arrive according to a Poisson process with rate λ, and the
customer service times have a general distribution.

In this system, the server serves only one customer each time if any and
then takes vacation immediately no matter how many customers waiting in the
queue. Whenever the server returns from the ongoing vacation and finds no
customers waiting in the queue, it will go on a new vacation; and therefore the
server is said to take multiple vacations. According to the number of customers
served before the server takes vacations, we classify the vacations into two types:
type 1 vacation with length V1 (i.e., the vacation after a customer is served),
and type 2 vacation with length V2 (i.e., the vacation if no customer is served).
Figure 2(a) illustrates that the server first takes two type 1 vacations sequentially,
and then goes on two type 2 vacations consecutively before it begins serving a
new customer.

Assume that customers are served in the order they arrive. Let X be the
service time of a customer, let β = X + V1, and let W represent the waiting
time of a customer before it is served. Let W ∗(s), β∗(s), and V ∗

2 (s), respectively,
represent the Laplace transforms of the random variables W, β, and V2. From
Sect. 2.6 in [8], W ∗(s) is given by

W ∗(s) =
1 − λE{β}
λE{V2} · V ∗

2 (s) − 1
1 − s

λ − β∗(s)
. (1)

Note that E{Wn} = (−1)n(W ∗(s))(n)s=0, E{βn} = (−1)n(β∗(s))(n)s=0, and
E{V n

2 } = (−1)n(V ∗
2 (s))(n)s=0 by the basic property of Laplace transform. We

can calculate E{W} and E{W 2} as follows:

E{W} = f1(λ, ρ, β, V2) � λE{β2}
2(1 − ρ)

+
E{V 2

2 }
2E{V2} , (2)

and

E{W 2} = f2(λ, ρ, β, V2) � λE{β3}
3(1 − ρ)

+
[λE{β2}]2

2(1 − ρ)2
+

λE{β2}E{V 2
2 }

2(1 − ρ)E{V2} +
E{V 3

2 }
3E{V2} .

(3)
where E{·} denotes the mean of · and the traffic intensity ρ = λE{β}.
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4 The Proposed Delay Model

In this paper, focusing on the downlink traffic from the PC to stations, we study
the delay performance of PCF with power management.

Let TR denote the length of a repetition interval. For each station i (1 ≤ i ≤ n),
we assume that the downlink traffic is a Poisson process with parameter λi, the
data frame length is Li, and the listen interval is kiTR, where ki is a positive integer.

Let Di denote the total delay of a tagged data frame of station i, where the
total delay is defined to be the interval between when the tagged data frame
arrives at the AP’s MAC buffer and when the AP receives the ACK from the
station i who receives the tagged frame. Let Wi denote the waiting time of the
tagged packet of station i, where the waiting time is defined to be the interval
between when the tagged data frame arrives at the AP’s MAC buffer and when
the AP starts to service station i. Let Ti denote the service time of the tagged
data frame of station i, where the service time is defined to be the interval
between when the AP starts to service station i (i.e., the instant after which
station i first waits for a SIFS time and then sends a PS-Poll message to request
its buffered frame from the AP) and when the AP receives the ACK from the
station i. Then, Di is the sum of Wi and Ti, namely,

Di = Wi + Ti, 1 ≤ i ≤ n. (4)

Note that the service process of a data frame follows the pattern: SIFS/PS-
Poll/SIFS/Data/SIFS/ACK, as illustrated in Fig. 1. We can calculate Ti as fol-
lows.

Ti = 3TSIFS + TPS−Poll + Tframe,i + TACK , (5)

where TSIFS denotes the SIFS time, TPS−Poll denotes the PS-Poll time, Tframe,i

denotes the transmission time of a data frame with length Li, and TACK denotes
the transmission time of the ACK frame.

Let E(Di) and Dev{Di} represent the mean and the standard deviation of
the delay Di, respectively. We have

E(Di) = E{Wi} + Ti, 1 ≤ i ≤ n, (6)

Dev{Di} = Dev{Wi} =
√

E{W 2
i } − (E{Wi})2.

The remaining task is to calculate E{Wi} and E{W 2
i }. Below, we first model

the PCF-PM system as a pure limited vacation system and then derive the
expressions of E{Wi} and E{W 2

i } from the classic queueing formulas (2) and (3).

4.1 The Equivalent Pure Limited Vacation System

In this section, we will first convert the PCF-PM system into an equivalent pure
limited vacation system, and then express E{Wi} and E{W 2

i } of the PCF-PM
system.
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We start describing the equivalent relationship from the receiving process
that the station receives a frame from the AP. Consider a station i in PCF-
PM. Regard station i as a server. Regard the frames (arriving from the AP to
station i) as the customers of the server, where frame arrivals follow a Poisson
process with parameter λi. When station i wakes up, it will receive a frame if
it find that its TIM beacon contains its ID, or will not otherwise; equivalently
speaking, station i will actually serve a customer for a duration of Ti if it find
that its TIM beacon contains its ID, or will virtually serve a customer for a
duration of 0 (i.e., station i will not serve a customer) otherwise.

Define the actual (virtual) polling point of a station i, to be the instant that
station i begins serving a frame actually (virtually), namely, the instant after
the previous i−1 stations actually or virtually serve frames. The actual (virtual)
polling points are illustrated in Fig. 2(b).

Let Yi represent the actual polling interval between an actual polling point
of station i and its next actual or virtual polling point. According to PCF-PM,
a station will receive only one frame in the interval Yi.

Let Zi represent the virtual polling interval between a virtual polling point
of station i and its next actual or virtual polling point. According to PCF-PM,
a station will not receive any frame in the interval Zi.

Therefore, in an actual or virtual polling interval, station i will receive at most
one frame and then it either keeps idle or goes to sleep; equivalently speaking,
station i goes on vacations when it either keeps idle or goes to sleep, because it
will not receive any frame in that time.

Equivalent pur-limited rules: The instruction in PCF-PM that a station will
receive at most one frame in an actual or virtual polling interval, is naturally
consistent with the pure-limited rule that the server serves only one customer
each time if any.

Equivalent vacation rules: The time in PCF-PM that a station either keeps
idle or goes to sleep in an actual or virtual polling interval, is naturally regarded
as the vacation time in the pure-limited vacation system, where the serve will
not serve any customer once it takes vacation, no matter how many customers
waiting in the queue. The fact that a station in PCF-PM will take another
vacation if it wakes up and does not find its identify in the received beacon, is
naturally consistent with the concept of multiple vacations in the pure-limited
vacation system. In addition, the actual polling interval Yi in PCF-PM (in which
station i first serves a frame and then keeps idle) is equivalent to the interval β
in the pure limited vacation system; the virtual polling interval Zi in PCF-PM
(in which station i goes to sleep) is equivalent to the interval V2 in the pure
limited vacation system.

In short, from the viewpoint of station i, the PCF-PM system can be regarded
as an equivalent pure limited vacation system, where

β = Yi, (7)
V2 = Zi.
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Then, from (2), (3) and (7), we can easily calculate

E{Wi} = f1(λi, ρi, Yi, Zi) (8)

E{W 2
i } = f2(λi, ρi, Yi, Zi),

where the traffic intensity ρi = λiE{Yi}.
To evaluate E{Wi} and E{W 2

i } in (8), in the next two subsections, we respec-
tively calculate the n-th moment of Yi and Zi, where n = 1, 2, 3.

Fig. 3. Actual polling interval.

4.2 Calculation of E{Yi}, E{Y 2
i } and E{Y 3

i }
We first express Yi, with the help of Fig. 3. According to the definition of Yi, we
have

Yi = TR + η
(2)
i − η

(1)
i , (9)

where TR denotes the length of a repetition interval, η
(1)
i denotes the actual

polling point of station i in the first repetition interval, η
(2)
i denotes the actual

or virtual polling point of station i in the second repetition interval.
In our model, η

(1)
i and η

(2)
i are independent and identically distributed (i.i.d.)

with a generic random variable ηi. We explained the reason as follows. As illus-
trated in the first repetition interval in Fig. 3, station i begins its service only
if station j, 1 ≤ j ≤ i − 1, has finished its service. Therefore, we express ηi as
follows.

ηi = TB +
∑i−1

j=1
ξj , (10)

where TB is the beacon transmission time and ξj (1 ≤ j ≤ i − 1) is a random
variable denoting the service time of station j. The duration of ξj depends on
whether station j is in the awake or doze state. Let Pawake,j and Pdoze,j , respec-
tively, represent the probability that station j is in the awake and doze states at
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any arbitrary instant of time. Since ξj is equal to Tj if station j is in the awake
state, and 0 if in the doze state, we can write ξj as follows.

ξj =
{

Tj , w.p. Pawake,j

0, w.p. Pdoze,j .
(11)

In (11), we essentially assume that ξj in one repetition interval is i.i.d. with
that in another repetition interval. In addition, note (i) in each repetition inter-
val, ξi is independent of ξj for i �= j since frame arrival to each station is inde-
pendent, and (ii) the functions of independent random variables are independent
as well. We conclude that η

(1)
i and η

(2)
i are i.i.d. with ηi.

We then calculate Pawake,j and then Pdoze,j , by considering the behavior of
station j at every beacon that it receives. Note that station j stays in the awake
state for at least TB to receive a beacon. With probability ρj = λjE{Yj} = λjTR,
station j has packets, and then it stays active for TR to receive one frame and
for another TB to receive the next beacon. In other words, with probability ρj ,
station j stays in the awake state for TR+TB . With probability 1-ρj , station j
has no packets, and then it goes into sleep and wakes up for every kj-th beacon.
In other words, with probability 1-ρj , station j stays in the awake state for TB ,
and stays in the doze state for kjTR-TB . Then the fractions of the time that
station j spends in the awake and doze states are:

Pawake,j =
ρj [TR + TB ]

(1 − ρj)[kjTR − TB ] + ρj [TR + TB ]
,

PPS,j = 1 − Pawake,j ,

where ρj = λjTR.
We next calculate the variance of ηi, V ar{ηi}. From (11), we have

E{ξj} = TjPawake,j , E{ξ2j } = T 2
j Pawake,j , (12)

V ar{ξj} = E{(ξj)2} − (E{ξj})2 = (T 2
j − Tj)Pawake,j ,

Since all ξjs are independent each other, from (10) and (12), we have

V ar{ηi} =
∑i−1

j=1
V ar{ξj} =

∑i−1

j=1
(T 2

j − Tj)Pawake,j (13)

We finally calculate the n-th moment of Yi, where n = 1, 2, 3.

E{Yi} = E{TR + η
(2)
i − η

(1)
i } = TR, (14)
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and

E{Y 2
i } = E{(TR + η

(2)
i − η

(1)
i )2}

= E{T 2
R + 2TR(η(2)

i − η
(1)
i ) + (η(2)

i − η
(1)
i )2}

= T 2
R + E{(η(2)

i − η
(1)
i )2}

= T 2
R + E{(η(2)

i )2 − 2η
(1)
i η

(2)
i + (η(1)

i )2}
= T 2

R + 2(E{η2
i } − (E{ηi})2)

= T 2
R + 2V ar{ηi}

= T 2
R + 2

∑i−1

j=1
(T 2

j − Tj)Pawake,j . (15)

E{Y 3
i } = E{(TR + η

(2)
i − η

(1)
i )3}

= E{T 3
R + 3T 2

R(η(2)
i − η

(1)
i ) + 3TR(η(2)

i − η
(1)
i )2 + (η(2)

i − η
(1)
i )3}

= E{T 3
R} + 3TRE{(η(2)

i − η
(1)
i )2} + E{(η(2)

i − η
(1)
i )3}

= T 3
R + 3TR · 2V ar{ηi}

+ E{(η(2)
i )3 − 3(η(2)

i )2η(1)
i + 3η

(2)
i (η(1)

i )2 − (η(1)
i )3}

= T 3
R + 6TRV ar{ηi}

+ E{(ηi)3} − 3E{(ηi)2}E{ηi} + 3E{ηi}E{(ηi)2} − E{(ηi)3}
= T 3

R + 6TRV ar{ηi}
= T 3

R + 6TR

∑i−1

j=1
(T 2

j − Tj)Pawake,j . (16)

where we use E{(η(2)
i − η

(1)
i )3} = 0 in ( 16).

4.3 Calculation of E{Zi}, E{Z2
i } and E{Z3

i }
Here, we first express Zi, with the help of Fig. 4. According to the definition

of Zi, we have
Zi = kiTR + η

(2)
i − η

(1)
i , (17)

B B B

(1)
iη

TR0 (ki+1)TR

(2)
iη

1ξ 2ξ 1iξ − 1ξ 2ξ 1iξ −

Virtual polling point of station i
in the 1st repetition interval

(Actual or virtual) polling point of station i
in the 2nd repetition interval

Time

Zi

0

0iξ =

Ti/0

iξkiTR

B

Fig. 4. Virtual polling interval.
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where kiTR is the listen interval length of station i, η
(1)
i and η

(2)
i are defined in

(9) and are i.i.d. with ηi in (10).
We then calculate the n-th moment of Zi, where n = 1, 2, 3, following the

derivation process in Sect. 4.2.

E{Zi} = kjTR, (18)

E{Z2
i } = (kjTR)2 + 2

∑i−1

j=1
(T 2

j − Tj)Pawake,j ,

E{Z3
i } = (kjTR)3 + 6(kjTR)

∑i−1

j=1
(T 2

j − Tj)Pawake,j .

5 Model Verification

In this section, we verify our delay model of the PCF-PM system under
heterogeneous environments (i.e., heterogeneous traffic arrival rate, frame size,
and listen interval). The PCF-PM simulator is written in C++. The default
parameter values shown in Table 1 are in accordance with 802.11b, where 1 slot
= Tslot = 20 μs and time is measured in slots, the IP routing header = 20 bytes,
the length of the frame check sequence (FCS) = 4 bytes, and the number of
stations n = 8. The buffer size for each station and the PC is set to 1000 data
frames. Each simulation value is an average over four simulation runs, where
each run was for 400 s.

Table 1. Default parameter values.

PHYHeader = 24 bytes MACHeader = 32 bytes

RouteHeader = 20 bytes FCS = 4 bytes

Tslot = 20 μs TSIFS = 10 μs

TR = 15 ms n = 8

Rdata = 11 Mbps Rbasic = 1 Mbps

TPS−Poll = (PHYHeader+MACHeader+FCS)/Rbasic

Theader = PHYHeader/Rbasic +(MACHeader+FCS)/Rdata

TACK = Theader TB = 209 μs

Tframe,i = Theader+(RouteHeader+Li)/Rdata

Table 2. Parameter values for voice traffic [12] and data traffic.

voice traffic data traffic

Station ID 1 2 3 4 5 6 7 8

λi(pkts/sec) 16.67 25 33.33 50 20 30 40 50

Li(bytes) 48 40 50 160 500 600 700 800

ki(TR) 2 3 4 5 6 7 8 9
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Fig. 5. Mean total delay vs. data frame arrival rate for homogeneous traffic.
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Fig. 6. (a) Mean and (b) standard deviation of total delay vs. station ID for heteroge-
neous traffic.

We assume Poisson arrivals and run two experiments. In the first experi-
ment, we consider the homogeneous setting, where all stations have the same
data frame arrival rate, the same data frame size of 100 bytes, and the same
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listen interval of 5TR. Figure 5 plots the mean total delay of station 8’s data
frames versus the data frame arrival rate for the homogeneous traffic (note that
we obtain very similar results when considering other station’s data frame).
The dashed curve shows the simulation results, while the solid curve labeled
with “ana our” plots our theoretical result (6) and the solid curve labeled with
“ana sikdar” plots the theoretical result (33) in [6]. From this figure, we can
see that our results better match with the corresponding simulation results than
those in [6], indicating that our mode is more accurate even for the homogeneous
traffic.

In the second experiment, we consider the heterogenous setting. In this exper-
iment, 8 stations are polled by PC, where stations 1 to 4 transmit voice traffic
[12] and stations 5 to 8 transmit data traffic at rate 11 Mbps (i.e., Rdata = 11
Mbps), and each station takes a different parameter setting shown in Table 2.
Figure 6(a) plots the mean total delay (6) for each station and Fig. 6(b) plots
the corresponding standard deviation (6), where the abscissa represents the sta-
tion ID. The bar with dashed border represents the simulation results, while the
bar with solid border represents the theoretical results. Note that the standard
deviation of the total delay is same to that of the waiting delay since Ti in (4) is
a constant. From Figs. 6(a) and (b), each station has apparently different mean
and variance of the delay since each station takes a very different parameter
setting. The close match between the theoretical curves and the corresponding
simulation curves manifests that our model is very accurate for heterogeneous
setting as well.

6 Conclusion

The WLAN traffic is becoming more and more diverse and heterogeneous. In
this paper, we first study the delay performance of the PCF network with power
saving under heterogeneous environments (particularly the heterogeneous lis-
ten interval). In our model, we elegantly convert the PCF network with power
saving into an equivalent pure limited vacation system, so that we can borrow
existing results to analyze the delay performance without developing new model.
Extensive simulations verify that our model is very accurate.
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Abstract. Recently air quality information has drawn much attention
from public and researchers as deteriorated air quality extremely dam-
ages human health. Meanwhile the limiting number of air quality mon-
itor stations and complexity of influencing factors on air quality raise
the starving demand on future air quality prediction. In this paper we
propose a temporal-spatial aggregated urban air quality inference frame-
work using the heterogeneous temporal and spatial datasets to infer the
future air quality. We deeply analyse the influencing factors on air qual-
ity in terms of temporal and spatial features and then elaborately design
a linear regression-based inference model with offline parameters learn-
ing and real time predicting. We not only estimate the parameters for
our model itself, but also estimate the correlation parameters of single
factor on the air quality in order that the model can make prediction on
future air quality precisely. Based on real data sources, we appraise our
approach with extensive experiments in Beijing and Suzhou. The results
show that with the superior parameters learning, our model overmatches
a series of state-of-art and commonly used approaches.

Keywords: Air quality inference · Urban air · Big data · Data man-
agement · Urban computing

1 Introduction

Recent years urban air quality prediction has become a challenging and hotspot
research area as air quality has deteriorated rapidly in last decades and more
extremely related to public health in terms of the concentration of PM2.5, PM10

and etc. In modern society, air pollutants mainly come from so-called fine par-
ticulate matter that is suspended particulate with a diameter less than or equal
to 2.5 in the air. The level of air pollutants is quantified by Air Quality Index
(AQI) that is reported to public by governmental air quality monitor stations.
The higher AQI, the higher concentration of air pollutants is and the more
harmful damage to human health.

While real time air quality information is monitored and reported to popu-
lace, there are still insufficient air quality monitor stations in a city due to the
very expensive cost of constructing and maintaining such a station. For example
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 414–426, 2016.
DOI: 10.1007/978-3-319-42836-9 37
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there are only 35 monitor stations in Beijing and 8 in Suzhou. Such few sta-
tions can not cover the AQI of an entire city area. And worse, air quality is
highly location-dependent and relates to urban dynamics such as traffic follow
and human mobility. All the aforementioned issues make the AQI reports for the
area far from an air monitor stations very difficult and imprecise. Thus future air
quality prediction arises as a starving demand from the government and public
for assessing levels of AQI around the city.

In literature, AQI inference has attracted much attention from researchers
and many a state-of-art have been proposed. Meteorology models are first intro-
duced to further air quality prediction such as spatial interpolation and emission
model. These methods base their assumption on the spatial continuity of air pol-
lutants distribution, which is impractical in real urban region, to examine the
relation between ambient air quality and respiratory health effect. The recently
arising machine learning and big data technic bring a new philosophy to handle
the air quality inference problem and show significant superiority over the classi-
cal methods on inference precision. Approaches falling under this category often
leverage a mathematical prediction model to study the influence of temporal and
spatial factors to air quality exploiting the heterogeneous big historical air qual-
ity dataset observed from air monitor stations. However, different models have
different assumptions and parameters and may not be applicable to all urban
environments due to the complexity of real temporal and spatial dynamics.

In this paper, we propose a temporal-spatial aggregated urban air quality
inference framework using the heterogeneous big historical air quality datasets
to infer the real time and fine grained AQI throughout a city. In brief our
framework consists of two parts: offline model learning and real time inference.
In contrast with existing work, our proposal overtops the prediction on two
aspects. Firstly, we propose a linear model to solve the non-linear air quality
inference problem. Secondly, using the observed data, we not only estimate the
parameters for the model, but also estimate parameters for temporal and spatial
factors. This kind of elaborate parameter estimation can reflect the influence of
temporal and spatial elements on air quality in a pinpoint extent. We exploit two
cities in China (Beijing and Suzhou) as our testbed to verify the performance of
our model and the experiments show that our approach overmatches the existing
research in terms of inference precision and great applicability in different urban
cities.

2 Related Work

There are different categories of state-of-art in predicting air quality in the past
years. The first category is linear interpolation in terms of spatial division intro-
duced by environmental and public health studies [6,11]. These approaches often
assume that air pollutants have a continuous distribution across the area. How-
ever, the prediction precision is quite low for these models as air quality varies
non-linearly in locations.

The type of model belonging to top-down methods relates to satellite remote
sensing which gains popularity from researchers in past years [5,8]. Methods
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falling under this type mainly use the high resolution images shot by meteoro-
logical satellites to infer air quality. The most representative research introduced
in [10] proposes a inference model to estimate PM2.5 using the modern resolution
imaging spectroradiameter. While these approaches are extremely influenced by
weather condition and neglect the influence of urban factors such as traffic flow,
human mobility and etc., they have limited predict precision and would not be
applicable to different cities.

Recently a large series of air quality inference researches based on machine
learning have been proposed by researchers [12,13]. Decision tree [2], SVM [7,9]
and ANN(Artificial Neural Network) [4] are widely exploited to make contribu-
tion to air quality inference research. And more recently machine learning with
big data [14,15] based air quality prediction model has been proposed and shows
great outcomes over other methods in terms of air quality inference. However,
when the observed dataset is sparse most of the aforementioned models will fail
in furnishing a precise predicting result.

3 Framework and Feature Extraction

As depicted in Fig. 1, our air quality inference framework comprises two major
parts: offline model learning and realtime air quality inference. In the offline
learning phase, we use a variety of observed data from air quality monitor sta-
tions including air quality index, meteorology data, urban dynamics and geogra-
phy data from some public welfare websites to perform feature extraction. Upon
that we learn our model parameters based on the extracted features and con-
struct our inference model. While in the realtime inference phase, we infer the
AQI of the query grid exploiting its affecting realtime data.

Fig. 1. Temporal-spatial aggregated
framework

Fig. 2. Illustration of grid division
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3.1 Region Division

For the sake of fine-grained inference, we divide a city into some non-overlapping
grids as shown in Fig. 2. In our experiments we define the size of a grid with 1 km
× 1 km as most air quality forecast literature do. Here we have an assumption
that air quality in any one grid is uniform while different grids may have different
air quality index. If an air quality monitor station is located in a grid, then the
grid is defined as a labeled grid. While a grid without a station located is a grid
to be inferred or an unlabelled grid. As depicted in Fig. 2, the grids with a black
dot are labeled grids while others are inferred grids. In addition, the AQI of a
grid would mainly be influenced by its historical records and the records of its
ambient grids.

3.2 Temporal Feature Extraction

Temporal Features are mainly from three data sources: air quality records, mete-
orology data and urban dynamics. Air quality records consist of PM2.5, PM10,
NO2, CO and SO2 and are used to calculate the AQI of a region by govern-
ments. The classification of AQI levels of health concern is shown in Table 1. We
capture these air quality records from public welfare websites1,2 which publish
more than 600 detailed air quality records of 77 cities in each hourly report.
Meteorology data comes from some weather forecast websites like nmc3 and
weather4 which is categorized as temperature, humidity, barometric pressure,
wind speed and weather condition (like sunny, cloudy, rainy and snowy). This
meteorological data is also collected hourly. The urban dynamics (traffic flow
and human mobility) can be widely considered as major culprit to air pollutants
that damage air quality [9]. Consequentially we take the urban dynamics into
account and extract the features with Bing Map, vehicle trajectories (especially
taxicabs) and mobile phones.

3.3 Spatial Feature Extraction

The geographical data (like POI (Points of Interest), road map and urban mor-
phology) is believed as an influence to air quality to some extent. This paper
we extract this kind of data from two famous linked spatial data sets named
Geoname5 and DBPedia6 and regard the data as Spatial feature for our learning
model.

1 http://pm25.in.
2 http://datacenter.mep.gov.cn.
3 http://www.nmc.cn.
4 http://www.weather.com.cn.
5 http://www.geonames.org.
6 http://dbpedia.org.

http://pm25.in
http://datacenter.mep.gov.cn
http://www.nmc.cn
http://www.weather.com.cn
http://www.geonames.org
http://dbpedia.org
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Fig. 3. Illustration of inference
philosophy (Color figure online)

Table 1. AQI Levels of Health Con-
cern

4 The Proposed Air Quality Inference Method

Intuitively the AQI of different grids are correlated with each other in terms of
temporal and spatial perspectives. For instance, if the AQI of a grid is in a good
condition for the past few hours, then it will be massively more likely to be good
currently. However if its neighbor grids’ AQI deteriorates, then the AQI of the
grid itself may tend to be bad. From this point of view we propose our inferring
model based on the framework as illustrated in Fig. 1 and the temporal-spatial
correlated inference philosophy depicted in Fig. 3. Air quality of a grid depends
on its current observation data and that of its previous conditions in temporal
aspect denoted as broken black arrows in Fig. 3; meanwhile air quality of that
grid is also influenced by its ambient grids in terms of spatial perspective denoted
as black solid arrows in Fig. 3. The rest part of this section we will quantify the
temporal and spatial features and expatiate on the construction of our proposed
inference model.

4.1 Inference Model Construction

Let xi,t be a dynamic and multi-dimensional vector representing the values of
temporal features of the grid i in the time point of t, si be the vector which is
the values of spatial features of the grid i and yi,t be the AQI level as shown in
Table 1. Then a yi,t of a unlabelled grid is determined by the combination of its
own historical records yi,t−1 and its neighbor grids’ yj,t where j represents its
neighbors. Denoting Xi,t = {xi,t−1, · · · ,xj,t}as the observed temporal features
and Si = {si, · · · , sj} as the spatial features where i is the grid to be inferred
and j are the neighbor grids. We have the follow inferring formula:

yi,t = π(Xi,t) + ε (1)
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where

π(Xi,t) =
1

1 + exp−(WTΦ(Xi,t) + W0)
(2)

Φ(Xi,t) = αXi,t + βSi (3)

ε in Formula 1 is a bias on the inference value of yj,t with a Gaussian distribution,
i.e., ε ∼ N(0, σ2). W and W0 are the regression parameters for Formula 2, α and
β are the temporal and spatial correlation coefficient vectors for Xi,t and Si with
the same dimension to Xi,t and Si respectively. Firstly, we deal with the exponent
function in Formula 2 utilizing the logistic discrimination method into softmax
function [1]. As yj,t is a index value of the AQI of grid i in time t, we define ci,t as
a descriptor of the AQI of grid i in time t i.e., ci,t ∈ C = {G,M,US,U, V U,H}
representing the levels of AQI. Here we randomly choose one class like Ck as a
example class descriptor then we have:

log
P (Φ(Xi,t)|Cj)
P (Φ(Xi,t)|Ck)

= WT
j Φ(Xi,t) + W0

j0 For j �= k (4)

And then we get the formula:

P (Cj |Φ(Xi,t))
P (Ck|Φ(Xi,t))

= exp(WT
j Φ(Xi,t) + Wj0) (5)

where

Wj0 = W0
j0 + log

P (Cj)
P (Ck)

(6)

The vitally important matter is that we should get the P (Cj |Φ(Xi,t)) for grid i
in time point of t based on the observed values Xi,t and Si. Thus after a series
of arithmetical operation, we have the following essential formula:

P̂ (Cj |Φ(Xi,t)) =
exp(WT

j Φ(Xi,t) + Wj0)
K∑

k=1

exp(WT
k Φ(Xi,t) + Wk0)

(7)

where K is the size of C and in this paper it equals to 5. We compute
P̂ (Cj |Φ(Xi,t)) for all k and take the max value to be the class classification
probability of grid i at time t, that is:

P (C|Φ(Xi,t)) =
K

max
j=1

P̂ (Cj |Φ(Xi,t)) (8)

Then combining Formula 4, 5 and 8 we can easily get π(Xi,t) in Formula 2. And
once we know the parameters W, W0, α and β, we can construct our air quality
inference model and commence AQI inference for all the grids to be inferred.



420 X. Lu et al.

4.2 Regression Parameters Estimation

Empirically it is quite difficult to directly calculate W and W0. Thus we take
each P (C|Φ(Xi,t)) as a sample point value for one time multinomial test i.e.,
rt|Φ(Xi,t) ∼ MultK(1, P (C|Φ(Xi,t))). Then the sample likelihood is:

L({Wi,Wi0}i|Φ(Xi,t)) =
∏

t

∏

i

(P (C|Φ(Xi,t)))r
t
i (9)

When having a likelihood function required to be maximized, we customarily
transform it to the error function of E = − log L regarded as cross-entropy of
the likelihood. In our problem we get the cross-entropy as follows:

E({Wi,Wi0}i|Φ(Xi,t)) = −
∑

t

∑

i

rti log P (C|Φ(Xi,t)) (10)

Utilizing the gradient descent method and we get:

∂P (C|Φ(Xi,t))
∂W

= P (C|Φ(Xi,t))(δij − P (C|Φ(Xi,t))) (11)

where δij is Krenecker δ equals 1 if i = j while 0 if i �= j. For j = 1, · · · ,K, we
have the follow update equations:

ΔWj = η
∑

t

∑

i

rti
P (C|Φ(Xi,t))

P (C|Φ(Xi,t))[δij − P (C|Φ(Xi,t))]Φ(Xi,t)

= η
∑

t

(rtj − P (Cj |Φ(Xi,t)))Φ(Xi,t) (12)

and
ΔWj0 = η

∑

t

(rtj − P (Cj |Φ(Xi,t))) (13)

where η is the learning rate for updating ΔWj and ΔWj0.

4.3 Temporal and Spatial Parameters Estimation

As α is temporal correlation coefficient vectors and β is the spatial one, we
leverage two different methods for the estimation of α and β to enhance the
inference precision of our model.

Firstly, α is a temporal factor and influenced by temporal features of Xi,t. As
a consequence we use the Granger-Causality test [3,16] for estimating α based
on monofactor estimation. Let ri and rj be two different disjointed region, t be
the time point, Ci and Cj be the class descriptor of AQI of grid ri and rj , and
xi,t be the single temporal feature(i.e., PM2.5, PM10, NO2 and etc.) observed
historically. Then the Granger-Causality test for α is as follows:
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Y (Ci, ri, t,xi,t−1) =
N∑

k=1

akY (Ci, ri, t − k,xi,t−k)

+
N∑

k=1

bkY (Cj , rj , t − k,xi,t−k)

(14)

where N is the sample size of observed temporal feature data, ak and bk are
test coefficient for Granger-Causality test. Iteratively computing based on For-
mula 14, we can get every element in α.

Then for estimation of β, we use the Pearson Correlation Coefficient test to
get every element of vector β. That is:

R =

N∑

k=1

sisj −
N∑

k=1

si
N∑

k=1

sj
√

N
N∑

k=1

s2i − (
N∑

k=1

si)2
√

N
N∑

k=1

s2j − (
N∑

k=1

sj)2
(15)

where N is the sample size of observed spatial feature data.

4.4 Algorithm Flow

The pseudocode of the integrated parameter learning and model inference
process are described in Algorithm 1.

Algorithm 1. Temporal-Spatial Aggregated Urban Air Quality Inference

Input: A set of grids Ĝ with existing AQI monitor stations; A set of grids G to
be inferred; A set of features(Xi,t,Si) for grids in Ĝ and G based on observed
historical data; Sample size of N ; A threshold θ controlling rounds.

Output: Give a grid Gi,infer the AQI of Gi: AQIi.
1: for i = 0 to N do
2: Use Grange-causility and Formula 14 to estimate α;
3: Use Pearson Correlation test and Formula 15 to estimate β;
4: k = 0;
5: repeat
6: Use Formula 12 to estimate W;
7: Use Formula 13 to estimate W0;
8: until k ≥ θ or (W and W0 converge)
9: end for

10: Infer AQI(Gi) using Formula 1;
11: return AQI(Gi);
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5 Experiments

In this section, we perform the evaluation of hourly AQI prediction with our
proposed method, and compare the inference results with several state-of-art
and ground truth.

5.1 Datasets

We collect three category temporal real data and one category spatial data in
Beijing and Suzhou detailed as follows and illustrated in Table 2.

Air quality data : We collect real observed AQI with five kinds of air pollutants
which are PM2.5, PM10, NO2, CO and SO2 from the websites which are
introduced in Sect. 3. These data are monitored hourly by ground-based air
quality monitor stations in the two cities and updated by websites.

Meteorological data : Meteorological data consists of temperature, humidity,
barometric pressure, wind speed, wind direction and weather condition. And
we collect them from two public weather forecast websites hourly.

Urban dynamics: We collect traffic flow and human mobility as urban dynam-
ics data. The data comes from two parts. One is taxicab trajectory collected
by 27 thousands taxis in Beijing and 5 thousand taxcabs in Suzhou as Suzhou
is smaller than Beijing in a large extent. The second one is the moving paths
from mobile phones equipped by volunteers and some private cars.

City geographical data : City geographical data comprises POI(Points of
Interest), road map and urban morphology datasets. We collect these datasets
from Google map, Baidu map and two famous linked spatial data sets named
GEoname and DBPedia introduced in Sect. 3.

Table 2. Some Details of Four datasets

Datasets Beijing Suzhou

Duration 2015/6/1–2016/3/10

Air quality stations 35 8

instances 241,920 55,296

Meteorology stations 15 7

instances 103,680 48,384

Urban dynamics instances 256,047 64,440

City geography instances 172,428 32,852
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5.2 Baselines and Ground Truth

We compare our method with three well-known predicting model: linear inter-
polation (LI), classical dispersion model (CD) and decision tree (DT) that are
presented in Sect. 2. All of the three aforementioned approaches are widely used
to compare the precision of air quality inference in most state-of-art. In addition,
we predict the air quality of a station from a grid that deliberately removed for
the purpose of comparison between the estimation values and real ones as we
can get the real readings of the station from its later reports about air quality.

5.3 Results

Overall Results. 70 % of the historical records are used to training our model
and the rest are used to evaluate the performance and we use the historical
ground truth from Jan. 1, 2016 to Feb. 9, 2016 to verify the prediction of our
approach over the contrast methods. Figure 4 and Table 3 shows the overall per-
formance of our model and the three reference model compared with the ground
truth in terms of inference precision, where our inference model has a significant
precision compared to other methods and closely approximates the ground truth
readings.

Results on One Day Prediction. Figure 5 shows the real time one-day pre-
diction of our model at the next 12th hour from 8 : 00 to 20 : 00 clock hourly
against the ground truth in Beijing and Suzhou at Feb. 10, 2016. The one day
hourly prediction result exhibits the eminent capacity in tracing the ground
truth curves in daytime inference.

Results on Period Prediction. Figures 6 and 7 illustrate the real time period
inference curves in contrast to the ground truth from Feb. 10, 2016 to Mar. 10,
2016 in Beijing and Suzhou. There are 720 ground truth hourly records during
the one month period and we make the prediction for each hour air quality index.
It shows that our model has significant precise prediction ability in long term
prediction and is applicable in different cities.

Table 3. Prediciton details of period from Feb.10,2016 to Mar.10 2016



424 X. Lu et al.

Fig. 4. Overall results of different
methods for AQI prediction

Fig. 5. 12-h daily prediction curve in
Beijing and Suzhou

Fig. 6. One-month duration prediction
curve in Beijing (Color figure online)

Fig. 7. One-month duration prediction
curve in Suzhou (Color figure online)

6 Conclusion

This paper addresses the problem of city-wide air quality inference using a data-
driven method with temporal-spatial heterogeneous big data from the combina-
tion of the air monitor stations, urban dynamics and city geographical data. In
the presented research, we first propose a linear regression model used to infer
the future urban air quality. And then we use different methods to analyse all the
causalities between spatial-temporal factors and air quality index. Based on the
analysis, we assign discriminating weights to different factors to simulate the influ-
ence of different issues(air quality factors, meteorological factors, urban dynamics,
city geography) on air quality. Finally we make the parameters estimation for our
inference model. Extensive contrastive experiments are conducted in two different
cities to evaluate the performance of our approach and the results show the sig-
nificant advantages of our method over a series of state-of-art and commonly used
approaches. Future work will focus on the deep learning of the complexity of arch
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criminal to air pollutants and offering reasonable advices to improve the city-wide
air quality from big data perspective.
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Abstract. This paper focused on addressing the issue of uploading sur-
veillance videos that vessels generate from the origin port to destination
port in maritime Cyber Physical Systems (CPSs). During the period
of sailing, the videos should be delivered to the infostations offshore to
connect to the Internet. Deadlines are defined respectively to restrict the
time domain to finally upload the video packets effectively. Time-capacity
mapping method is applied to confront the intermittent infostations sce-
nario. An effective mathematic job-machine scheduling (JMS) problem is
represented to minimize the total penalties of tardiness of delivered data
considering tardiness and weights of jobs, within each job is expressed
with a release time, a deadline, a processing time, and a weight. We
develop an offline scheduling algorithm depending on a genetic optimiza-
tion process comprised with a novel chromosome representation, a heuris-
tic initialization procedure as well as a modified crossover and mutation
process. Simulation results demonstrate the effectiveness of the proposed
algorithm to solve the (JMS) in maritime CPSs.

Keywords: Job-machine scheduling · Genetic algorithm · Maritime
CPSs

1 Introduction

The huge demands of wireless service at sea, brings the strongly requirement to
realize broadband communication in maritime scenario. Thus bundles of data
with large capacity, such as supervisory controlling videos for vessels especially
the important spaces could be uploaded with lower cost, comparing with satellite
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 427–439, 2016.
DOI: 10.1007/978-3-319-42836-9 38
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communications. The state-of-the-art work on maritime wideband network struc-
tures can be summarized as follows. Zhou et al. [1] introduced cognitive radio
into maritime mesh/ad hoc networks. Worldwide Interoperability for Microwave
Access (WiMAX) to carry out wireless-broadband-access for Seaport (WISE-
PORT) project in Singapore [2]. The alternative scheme utilized store-carry-and-
forward data packet delivery in delay tolerant networks (DTNs) [3] is proposed
to meet the intermittent end-to-end path, which is formed by the characteris-
tics of channel on the sea. Our previous work as well as Lin et al. [4] is based
on the developed the WiMAX-based mesh technology with DTN characteris-
tics. In this paper, the Cyber Physical Systems (CPSs), an emerging research
area which incorporate communication, computing and control technology [5],
are introduced in maritime scenario to collect data such as monitoring of ves-
sel, compute and deliver it to the maritime authority on land. By analyzing the
big data of surveillance videos, ship owners or the other relative personnel on
land could intelligently control the vessel navigation, cargo loading and discharg-
ing, etc. Therefore, maritime CPSs could potentially provide much more smart,
efficient and robust communication and control for maritime society. In our sce-
nario, data delivery can be achieved via infostations shore-side, and a LTE/
store-carry-and-forward interworking maritime CPSs are proposed to achieve
marine intelligent transportation systems.

In this paper, we only focus on the video data delivery scheduling issue.
Videos are partitioned into packets, with respective release time, deadline and
weight. The data packets delivered after the deadline is not tolerant enough. We
define the tardiness of delivered data with penalty, considering tardiness duration
and weights of jobs. The goal of this paper is to minimize the total penalties of
tardiness of delivered data. In the literature, although not in maritime scenarios,
the land-based vehicle-assisted data delivery has been broadly investigated [6],
and the related literatures on land-based network contribute a solid foundation
for our work [7–11]. In this paper, time-capacity mapping is applied to convert
the initial intermittent connectivity due to intermittent infostations deployment,
to a single machine scheduling issue. An offline scheduling algorithm is proposed
depending on a genetic optimization process comprised with a novel chromosome
representation, a heuristic initialization procedure as well as a modified crossover
and mutation process.

The remainder of this paper is organized as follows. System model is given
in Sect. 2 and problem formulation is presented in Sect. 3. An offline scheduling
algorithm is proposed depending on a genetic optimization process in Sect. 4.
In Sect. 5, simulation results are showed to demonstrate the performance of our
approach. We conclude this paper in Sect. 6. As many symbols are used in this
paper, some important notation definitions are tabulated in Table 1.

2 System Model

This section presents the details of the system model. In this work, we first
develop a resource allocation and scheduling problem by considering the spread
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Table 1. Notations and definitions.

Symbol Definition

i, j The order or index

Mk The number of vessel (machine)

Ji The number of Job (operation)

rj(dj)(pj)(bj)(ej) The release time(deadline)(processing time)(beginning
time)(ending time)of video packet j proceeded on vessel k

Ai The arrival time of order

Di The due date of order, (pre-given)

CPi The completion time of order

TDi The tardiness of order, TDi = max (0, CPi - Di)

αi The weight of tardiness penalty for order, (pre-given)

λi The states if tardiness TDi of order is greater than 0, λi = 1,
else λi = 0

γi The weight of machine Mk processing operation, between 0
and 1.

u Represent a population size

PPN and QTY Represent the population and a maximum quantity

CHRi An integer string chromosome

PTY The probability that a machine to process relevant packets

Z The objective function

of intermittent network connections due to the intermittent infostations shore-
side. Our goal is to ensure the quality of video as much as possible. Due to ship
routes are relatively stable, the global information in terms of time indices such
as release time and deadline, as well as the schedules of vessels. We consider
the single vessel scenario, that a vessel generates monitoring videos periodically
when sailing from origin port to destination. These videos could be uploaded to
content server of administrative agencies by infostations deployed along route
line. Network topology is shown in Fig. 1.

A time-capacity mapping technique is used to transform the original scenario
with intermittent network connectivity into a virtually continuous scenario [12].
We map the time indices into virtually cumulative capacity values, as shown in
Fig. 1. The period [T o

h , T i
h+1] is defined as the idle period, during which a vessel

is not within the coverage of any infostation. For example, t3 and t4 moments are
in an idle period during which no data is transmitted and thus, corresponding to
the same cumulative capacity c4. On the other hand, t1 and t2 are in the coverage
of infostations, and are subsequently related to two different cumulative capacity
values c2 and c3, respectively.
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Fig. 1. An illustration of the network topology.

The time-capacity mapping function f(t) : [TI , To] → [0, 1, · · · ∑H
h=1∑K

k=1 Ah,k] is given by

f(t) =

⎧
⎪⎨

⎪⎩

∑(t−T i
ht

)/TF

m=1 Aht,m +
∑ht−1

l=1

∑Kl

m=1 Al,m,
if ht ≥ 1 and T i

ht
≤ t ≤ T o

ht∑ht

l=1

∑Kl

m=1 Al,m, otherwise
(1)

where ht = arg maxh{T i
h ≤ t}, if T i

ht
≤ t ≤ T o

ht
, and ht = 0 otherwise. Based

on the time-capacity mapping, the resource allocation issue could be converted
from time based scheduling to capacity based scheduling over a continuous hori-
zon [12], such that the job-machine scheduling theory can be applied to solve
the resource allocation problem at a low computational complexity.
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3 Problem Formulation

With the goal of achieving better video quality, i.e., minimizing the total penal-
ties of tardiness of delivered data considering tardiness and weights of jobs. The
offline problem is considered, on the precise of knowing all the global informa-
tion. A network centralized controller is employed, with the ability to schedule
resource allocation problem. In this section, we develop an offline scheduling
algorithm depending on a genetic optimization process comprised with a novel
chromosome representation, a heuristic initialization procedure as well as a modi-
fied crossover and mutation process. These video packets generated by the vessels
are just like the genes. These genes are divided in a chromosome, therefore, as the
winner to others, these genes have a strong fitness and the character will deliver
to next generation. The operation of the genes is the same as the procedure of
uploading the videos to ensure the high quality. We take into account of this
preemption situation that when one video packet is uploaded, while the other
video need to be uploaded immediately. Then the latter video could preempt the
band sources of the former, and the former should to stop the operation. When
the latter is finished uploading, the former continues the operation.

Therefore, the previous problem will be converted into a new method to solve
based on the mathematic method GA. An effective mathematic job-machine
scheduling (JMS) problem is represented to minimize the total penalties of tar-
diness of delivered data considering tardiness and weights of jobs, within each
job is expressed with a release time, a deadline, a processing time, and a weight.
In the GA, the decision variables in the problem space are represented as indi-
viduals of the spatial genetic by the means of coding, it is a genotype data string
structure. At the same time, the objective function value will be converted into
fitness value, it is used to evaluate the merits of the individual, and as the basis
of genetic operations.

3.1 Assumptions

In this work, the model satisfies the following assumptions:

1. Once a job begins, it will stop until finished.
2. Without the distraction of other external factors.
3. Genetic space is empty initially, the algorithm works on the basis of the space.

3.2 Constrains

The actual video packet has many special characteristics and should be subject to
some constraints. We describe the characteristics and constraints mathematically
in the following context.

1. Arrival time constrains. The job can not be started until the arrival of the
job.

Ai ≤ bi (2)
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Fig. 2. Sample of the chromosome representation.

2. Allocation constrains.state if the packets is uploaded to the machine.

xjbj =
{

1, if job j is scheduled at interval [bj , bj + pj ]
0, otherwise.

3. Precedence constrains. The processing time require after the starting time
and according to the actual requirement to adjust.

4. Objective function. According to the different packets demands, different jobs
can adjust on the basis of the above constrains. Every packet has a deadline
which is regard as the standards of a job. If the job is accomplished later
than the deadline, penalty αi for each time unit of the delay is demanded.
Each job has a starting time and generates appropriate assignment, which
is equivalent to minimize the total penalties of tardiness of delivered data
considering tardiness and weights of jobs.
The objective function can be expressed mathematically as follows:

min Z =
p∑

i=1

(αi · (CPi − di) · λi) (3)

4 Solution

The genetic algorithm (GA) was first introduced by Holland in 1975 [13]. It
is a stochastic heuristics, which encompass semi-random search method whose
mechanism is based on the simplifications of evolutionary processes observed
in nature. GAs start with an initial population of chromosomes (also called
individuals) representing different possible solutions to a problem. A chromosome
consists of some genes. GAs work iteratively, each single iteration is called a
generation. At each generation, the fitness of each chromosome is evaluated,
which is decided by the fitness function, and the chromosome is stochastically
selected for the next generation based on its fitness. New chromosomes, called
offspring (also called children), are produced by two genetic operators, crossover
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and mutation. The children are supposed to inherit the excellent genes from
their parents, so that the average quality of solutions is better than that in the
previous generations. This evolution process is repeated until some termination
criteria are met [14]. The following sub-sections describe in detail how the GA
is developed to solve the above Job-Machine problem in our scenario.

4.1 Representation

Due to the genetic algorithm (GA) can not deal with the date of the solution
space directly, so they must be coded as the spatial genetic genotype data string
structure. In constructing the GA, the first thing to solve is to define an appro-
priate genetic representation (coding). An appropriate representation is the key
to all the subsequent steps of the GA. In this paper, we can develop a special
chromosome representation. A vessel generates videos during the time sailing
from origin port to the destination, and each video can be divided into packets.
We define the video packets as the genes. Then each chromosome is a sequence
of genes whose length is equal to the capacity of the machine to which packet
can be processed. In a chromosome, the weight of each gene contributes the
quality of packets which the corresponding machine processes. Fig. 2 presents an
example of this representation which considers a problem with 8 packets to be
assigned to the appropriate machine.

Initialization. The GA operates on the basis of a population of chromosomes.
Due to the Genetic algorithm (GA) group operations require, therefore we must
prepare a certain number of initial solution of the initial group for genetic opera-
tions. The initial population of each individual is generated by random method.
The performance of the GA scheme is corresponding to a random start is better
than from the pre-selected starting population. In this study each chromosome
is initialized by assigning each packet randomly, with the number of packets 1
to n, to the machine which can deal with it. The initialization process can be
described as follows:

– Step 1. Initialize parameters: index i = 1,u represent a population size, and
the population PPN = {∅} and a maximum quantity QTY of packets which
the machine can process.

– Step 2. Randomly generate an integer string chromosome CHRi, PPN =
PPN ∪ CHRi.

– Step 3. Set i = i + 1, If i > u, STOP, else go to Step 2.

The process for randomly generating a chromosome is detailed as follows:

– Step 1. Set index j = 1. For the machine, let PTY = 1, where PTY = 1 repre-
sents the probability that a machine is selected to process relevant packets.

– Step 2. To select the machine which can process packet j.
– Step 3. The machine with greater PTY will be selected with a greater prob-

ability to process this operation preferentially.



434 T. Yang et al.

– Step 4. Assign operation j to selected machines. At the same time, for the
selected machine, let PTY = PTY − 1

QTY .
– Step 5. Set j = j + 1. If j > n, STOP, else go to Step 2.

4.2 Fitness and Selection

Genetic algorithm (GA) in the search process generally do not need other exter-
nal information, only use fitness value to evaluate the merits of the individual or
solution, and as the basis of genetic operation later. Fitness function is defined
as the fitness of each chromosome so as to determine which will reproduce and
survive into the next generation. It is relevant to the objective function to be
optimized. Given a particular chromosome, the value of fitness function, fitness,
represents its probability to survive. The greater the fitness of a chromosome is,
the greater the probability to survive. In this study, the fitness function fitness
is defined as the function of the objective function, which is expressed as follows:

fitness =
1

Z + 1
=

1
p∑

i=1

(αi · (CPi − di) · λi) + 1
(4)

The selection in GAs, based on the natural evolution law of survival of the
fittest, is the process in which chromosomes are selected for the next generation
in terms of their fitness. Many selection schemes have been put forward. The
tournament selection is usually utilized because it is easy to implement and pro-
vides appropriate solutions. In this study, this scheme is used and its procedure
can be presented as follows:

– Step 1. Set a tournament size s.
– Step 2. Generate a random sequence of the chromosomes in the current

population.
– Step 3. Compare the fitness value of the chromosomes listed in the permuta-

tion, and select to copy the best one into the next generation. Abandon the
strings compared.

– Step 4. If the permutation is disappear, generate another permutation.
– Step 5. Repeat Steps 3 and 4 until no longer need to select the next generation.

The scheme can balance the population diversity and selective pressure by
adjusting the tournament size s. The more value of s is large, the more the
selective pressure increases while decreasing the population diversity.

4.3 Genetic Operators

Genetic operators are used to combine existing solutions with others methods
and ensure the diversity. The former can be carried out by crossover, and the
latter can be put into effect by mutation. The detail descriptions of the two
operators are as follows.
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Crossover. The crossover operation is the main genetic operators in genetic
algorithm. Simple crossover can be divided into two steps: first randomly
matched for individuals in the population; Second, in matching the individual
random set intersections, matching the individual exchange part information.
Crossover process used for reproduction of a pair of children from a parent chro-
mosomes cross-validation method. A large number of crossover operators have
been proposed. Uniform-order crossover is commonly utilized because it has the
advantage of preserving the position of some genes and the relative ordering of
the rest. In this study, a modified crossover operator similar to the uniform-order
crossover is developed and described in detail.

– Step 1. Randomize generate a bit string with same length as the chromosomes.
– Step 2. Fill in some of the positions in Child 1 by copying the genes from

Parent 1 wherever the bit string contains 1. (Now in Child 1, the positions
are filled in wherever the bit string contains 1 and positions are left blank
wherever the bit string contains 0.)

– Step 3. Make a list of the genes from Parent 1 associated with 0 in the bit
string.

– Step 4. Permute the list of genes so that they follow the same order of genes
appeared in Parent 2. For the gene with two or more operations, the first
operation in Parent 1 is used for permuting the positions of genes of Child 1
following the order of genes of Parent 2. If the number of a gene in the list is
more than the number of corresponding genes with same operations in Parent
2, then the sequence of genes in Parent 2 will be duplicated and append to its
end.

– Step 5. Fill these permuted genes into the blank positions in Child 1 in the
order generated in Step 4.

– Step 6. Child 2 is produced using a similar process as above.

The crossover operation is a stochastic process with a probability of crossover.
The probability of a typical crossover operator is between 0.6 and 1.0. For the
Job-Machine problem in this study, each operation must be processed on the
machine. Genes in the chromosome of the machine, therefore, should be inde-
pendent and the crossover and mutation operations can only be done among
genes with the machine. Therefore, for the genes of the machine, we perform
the genetic operation respectively. Figure 3 shows an example of the modified
uniform-order crossover operator considering situation of machines.

Mutation. Mutation operation is processed by the bitwise, and mutation oper-
ation is also carried out randomly. In general, the mutation probability is small.
Mutation genetic operation is very delicate, it needs use with crossover opera-
tion, the purpose is to excavate the diversity of the individuals in the group,
to overcome the disadvantage of limited to local solution. The mutation opera-
tion is critical to the success of the GA since it diversifies the search directions
and avoids convergence to local optima conditions. This is a random variation
of operation, which is used to convert a chromosome gene. Only some of the
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Fig. 3. An example of the modified uniform-order crossover operator considering situ-
ation of machines.

children attend the mutation process. The size of this part composed of muta-
tion probability(the typical value is between 0.0015 and 0.03). Many mutation
operators have been put forward. In this study, a modified mutation opera-
tion similar to inversion mutation operator is developed. The inverse operation
first randomly choose between the two genes with a predetermined chromosome
mutation probability. According to a appropriate probability (between 0.6 and
1), the gene with two or more operations will then be divided and the separated
operations is recombined with its proximate gene.

4.4 Termination Criterion

The GA is controlled by a specified number of children and by using a diversity
measure to prevent the algorithm. The diversity of the GA is defined as all the
standard deviation of the population fitness value of chromosome in a particular
generation. If the two termination condition is met, the GA mechanism shall be
terminated.

5 Simulation Results

In order to investigate the effectiveness of the proposed algorithm, the exper-
iment was conducted based on the maritime video packets data transmission
from origin port to the destination.

Mode: Only one packet order is processed in the job schedule at any instance
of time. Under this mode, if a new packet (packet j) is required to be processed
immediately, the current packet (packet i) will be preempted and the new packet
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Fig. 4. An illumination of preemption mode of scheduling.
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Fig. 5. The evolutionary track of the fitness over generations.

is processed. After the new packet is completed, the current packet is resumed.
The preemption mode of video packets is illuminated in Fig. 4.

The genetic optimized results in this study are obtained on the basis of the
following setting:

Population size = 20;
Maximum number of generation = 200;
Crossover probability = 0.6;
Mutation probability = 0.01.
According to the results generates from the experiments, the efficiency of the

job machine problem could be different with different parameters. In this study,
the objective function value is converted into fitness value, it is used to evaluate
the merits of the individual, and as the basis of genetic operations. According to
the procedure, if we change the deadline or the completion time of the packet,
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the figure will change into irregular and have no convergence. And the penalty
of tardiness of the scheduling result is equal or very close to zero, which makes it
become more effective after using this algorithm, in the feasible processes of the
experiment, the evolutionary track of the fitness over generations are shown in
Fig. 5. From Fig. 5 we find the effectiveness of our proposed GA-based scheduling
algorithm.

6 Conclusion

In this paper, an innovative paradigm maritime CPSs is developed. An effective
mathematic JMS issue is described to minimize the total penalties of tardiness of
delivered data considering tardiness and weights of jobs. And an offline schedul-
ing algorithm based on GA is proposed to optimize the scheduling process. Sim-
ulation results demonstrate the effectiveness of the proposed algorithm to solve
the JMS issue in maritime CPSs. For future work, we plan to research the mod-
ified GA to achieve more convergence rate.
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Abstract. To improve the transmission performance, cluster structure
is constructed for large scale cognitive radio ad hoc networks (CRAHNs).
However, dynamic spectrum access (DSA) and blind information envi-
ronment in CRAHN make the clustering design extremely challenging.
To solve this problem, we propose a novel clustering algorithm to con-
struct and maintain the cluster structure. The proposed spectrum-aware
clustering algorithm is designed to maximize common channels inside a
cluster and to minimize common channels between adjacent clusters. To
maintain the cluster architecture, we propose a proactive channel hand-
off scheme to reduce the interference with PUs. The simulation results
show that the constructed clusters have more intra-cluster common chan-
nels and less inter-cluster common channels. And the proposed handoff
scheme can adjust to the changing PU activities.

Keywords: Cognitive Ad Hoc network · Clustering · Handoff

1 Introduction

In recent years, as the number of wireless devices is growing rapidly, the ISM
band is heavily overloaded while a lot of spectrum bands were not efficiently
used [1]. Cognitive radio technology is an efficient approach to improve the spec-
trum efficiency and overcome the shortage of spectrum resource [2]. Secondary
Users (SUs) are network nodes equipped with cognitive radios. CRAHN (Cog-
nitive Radio Ad hoc Network) is proposed and has become a hot research topic
due to the high flexibility and scalability [1,2].

For Ad Hoc networks, clustering technique is an effective way to improve the
efficiency of distributed network, especially in large scale scenario. However, in
CRAHNs, SUs have different available channels, thus there is probably no global
CCC among SUs. For example, as shown in Fig. 1, five active PU1−PU5 and ten
SUs SU1 −SU10 are evenly deployed in the network. There are totally 5 licensed
channels occupied by the PUs. We can see that there is no CCC available for all
the SUs. On the other hand, even if there is a global common channel, SUs have
no way to find such channel due to the absence of priori knowledge about the
network. Therefore, the clustering design for CRAHNs must not rely on a CCC.
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 440–451, 2016.
DOI: 10.1007/978-3-319-42836-9 39
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Fig. 1. A CRAHN topology 5 PUs and 10 SUs. There are 5 channels occupied by
PU1 − PU5 respectively.

To maximize the throughput and connectivity inside a cluster, the clustering
algorithm should build a structure with more common channels in each clusters.
On the other hand, to minimize the interference between adjacent clusters, the
clustering method should also minimize the inter-cluster common channels.

Additionally, during the transmission, SUs have to maintain their cluster
structure. As the wireless environment is dynamically changing, a PU reappear-
ance may easily interrupt or destroy a cluster. This leads to a worse performance
in terms of delay and throughput. Therefore, a cluster maintenance mechanism
should be designed to make clusters adapt to the PU activities.

To build a robust cluster structure, we propose a spectrum-aware clustering
algorithm. To get rid of the dependence on CCC, we discover the neighbors by
rendezvous [3,8,11]. We model the local topology as a simple weighted graph,
whose links are weighted by SU similarities. Then, we formulate the cluster-
ing design as a graph cut problem. Since it is NP-hard, however, we propose
a heuristic greedy algorithm to approximate the optimal solution. To improve
the network performance, the clustering algorithm is designed to maximize the
intra-cluster common channels and minimizes the inter-cluster common chan-
nels. After clustering, we propose a proactive control channel handoff scheme to
protect the clusters from frequently reclustering caused by PU activities.

The rest of this paper is organized as follows: The network model is described
in Sect. 3. Section 4 presents the spectrum-aware clustering algorithm. Section 5
presents a proactive control channel handoff scheme for cluster maintenance.
The performance evaluation is presented in Sect. 6. We summarize our paper in
Sect. 7.

2 Related Works

To construct the cluster structure, CogMesh [4] broadcasts beacons on all chan-
nels to exchange control information. The first broadcasting SU in the neigh-
borhood will become the cluster head. The random feature cannot guarantee
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an optimal and stable cluster architecture. To improve CogMesh, Chen et al.
[5] optimize the clusters by using minimum dominating set algorithm. However,
this method is not spectrum-aware and not suitable for CRAHNs. Zhao et al.
[12] propose a neighbor oriented grouping strategy, which maximizes network
connectivity. Because of the rendezvous, this method may cause a long delay.
Dai et al. [6] adopt a receiver oriented DSA scheme to exchange control informa-
tion. Clustering is accomplished by LEACH, where reliability and throughput
are maximized. However, this method must utilize the geographical informa-
tion which limits the application scenarios. Lazos et al. formulate the clustering
design as a maximum edge biclique problem which is an NP-complete prob-
lem [7]. A distributed cluster agreement algorithm called Spectrum-Opportunity
Clustering (SOC) is proposed to solve this problem. It makes a tradeoff between
coverage and overhead of each cluster. The proposed greedy solution may lead
to high overhead and delay. Note that, these methods don’t take inter-cluster
interference into consideration, which may lead to a low throughput and a long
delay.

In this paper, a spectrum-aware clustering scheme is proposed to maximize
the intra-cluster channels and to minimize the inter-cluster channels. We also
present a proactive handoff scheme, thus the cluster structure is more robust to
the PU activities.

3 System Model

There are M non-overlapping channels denoted by C = {1, 2, ...,M}, where
1, 2, ...,M are indexes of the global channels. For simplicity, we ignore the cog-
nitive radio errors. There are K PUs and some SUs evenly distributed in a square
area. Both PUs and SUs are running in a time slotted wireless system. All SUs are
equipped with two transceivers, one for data transmission and the other for chan-
nel monitoring. Additionally, CSMA/CS based protocol is installed in each SU.

1SU

2SU
3SU

4SU

5SU

6SU

7SU

8SU

9SU

10SU

Fig. 2. The origin graph corresponding to the topology in Fig. 1.
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We model the CRAHN as a simple connected undirected graph G(V,E),
where V denotes the SUs and E denotes the possible communication links
between SUs. In this model, an edge exists between two SUs if they can directly
communicate with each other. For example, the network topology of Fig. 1 is
modeled by a graph in Fig. 2. Given any SU, say SUi, its one-hop neighborhood
is denoted by Ni and its available channel set is denoted by ci = (c1i , c

2
i , ..., c

M
i ),

where cji ∈ {0, 1} indicates whether the j-th channel is available(1) or not(0).

Cluster-based Transmission and MaintainanceDiscovery

Clustering Cluster Cycle
time slot

Fig. 3. Cluster cycles for cluster-based CRAHNs.

The network process is made up of multiple cluster cycles. In each cluster
cycle, there are three parts: the neighbor discovery period, the clustering period,
the transmission and maintenance period, as shown in Fig. 3. First, SUs run
discovery protocol to find their one-hop neighbors. Then, a distributed clustering
algorithm is adopted to subdivide the network into clusters. After this, each
cluster selects their own cluster head and gateways for transmission. During the
transmission period, the cluster head maintains the cluster structure and avoids
PU interruptions. Lastly, the network enters the next cluster cycle when the
transmission period terminates.

4 Spectrum-Aware Clustering

In this section, we propose a novel distributed clustering algorithm to achieve
these goals. First of all, we define a hybrid metric to measure the similarity
between SUs, where both channel similarity and relative position are taken into
consideration. Then, based on the similarity metric, we model the SU local topol-
ogy as a simple weighted graph and the clustering process is formulated as a
graph cut problem. Then, we proposed a greedy heuristic algorithm to obtain
a clustering result which compromises between maximum intra-cluster channels
and minimum inter-cluster channels.

4.1 Definition of Channel Similarity

Before address the clustering problem, we give the definition of the SU similarity
sij as follow,

sij =
RCC + RPS

2
. (1)
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This metric is made up of two components: RCC (ratio of common channels)
and RCC (ratio of common channels).

RCC measures the degree of overlap between SUs’ channel availabilities. It
is computed by

RCCij =
cTi cj
M

, (2)

where ci, cj are available channel vectors of SUi, SUj respectively, and M is
the total number of channels in the network. Their inner product presents the
number of common channels.

RPS presents the relative position between two SUs. Assume the wireless
radio environment is a free space model, then we have RSSIij = RSSI0 −
10α lg(d), where α is the propagation path loss exponent (free space has α = 2
for reference) and RSSI0 is the received signal strength at one meter of distance
from SUi. d is the distance in meters from SUj to SUi. Hence, we have d =

10
RSSI0−RSSIij

10α . After normalization, the relative position similarity is computed
by Eq. 3, where dm is the maximum range of SUi. Note that a bigger RPS
indicates a closer SU.

RPSij = 1 − d

dm
, (3)

4.2 Graph Cut Based Clustering

Given a SU, say SUi, we first construct a weighted graph to represent the local
topology of SUi. The graph is denoted by G(V,E), where V is SUi’s neighbor
set and E is data link set. The weight of link between SUj and SUk is set to the
similarity sjk computed by Eq. 1.

Then, the clustering process for SUi is to find its cluster memberships or
to cut off the link if a SU is not in the same cluster. Thus, we formulate the
clustering as a graph cut problem, where the graph cut of G is (X, X̄) and
X ⊆ V are SUs in the same cluster with SUi, i.e., the clustering result, while X̄
are removed SUs.

Then, the cut cost of cluster X is defined by

cut(X) =
∑

i∈X,j∈X̄

sij . (4)

And the utility of cluster X is defined by

u(X) =
∑

i,j∈X

sij , (5)

where ci is the channel availability vector of SUi. A higher cluster utility means
a better cluster.

Since the clustering goal is to maximize the intra-cluster similarity and
to minimize inter-cluster similarity, the graph cut (X, X̄) should minimize
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Algorithm 1. Spectrum-aware Clustering Algorithm
1: INPUT: G(V, E)
2: OUTPUT: X
3: Compute a starting graph cut X by normalized cut
4: count = 0
5: while count < MAX COUNT do
6: for each SUk ∈ V do
7: if SUk ∈ X then
8: Compute Δk = cut(X)

u(X)
− cut(X−{k})

u(X−{k})
9: else

10: Compute Δk = cut(X)
u(X)

− cut(X+{k})
u(X+{k})

11: end if
12: end for
13: Δm = max{Δk|SUk ∈ V }
14: if Δm < 0 then
15: break //no positive cost reduction.
16: else
17: if SUk ∈ X then
18: Remove SUm from X
19: else
20: Insert SUm into X
21: end if
22: end if
23: count = count + 1
24: end while
25: return X

cut(X, X̄) and maximize u(X). Therefore, we can interpret the graph cut as
the following optimization problem

minimize cut(X)/u(X)
subject to X ⊆ V

, (6)

where ϕ is the tradeoff factor. Unfortunately, this combination optimization
problem is NP-hard, which cannot be solved in polynomial time. Therefore, we
propose a greedy heuristic Algorithm 1 to approximate the optimal solution.

At the beginning of the clustering, SUi compute a initial cluster Xi by nor-
malized cut algorithm [9,10]. Note that the normalized cut, which minimizes
cut(X)
u(X) + cut(X)

u(X)
, gives a good start point to iteratively minimize cut(X)

u(X) .
Then, based on this starting point, SUi iteratively change the cluster by

removing or inserting a SU, and then SUi checks if the objective cost is reduced.
Specifically, if SUk is in Xi, then removing it out of Xi reduces the objective
cost by

Δk =
cut(X)
u(X)

− cut(X − {k})
u(X − {k})

(7)
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Fig. 4. An example of the proposed clustering algorithm.

If SUk is out of Xi, then inserting it into Xi reduces the objective by

Δk =
cut(X)
u(X)

− cut(X + {k})
u(X + {k})

(8)

In each loop, SUi computes all the reductions and selects the SUm with
the maximum reduction. If the maximum reduction is greater than 0, then SUi

changes SUm’s cluster and goes on to the next iteration.
For example, the weighted graph in Fig. 4 is constructed by SU7. SUs in

the dashed circle are SU7’s initial cluster memberships generated by spectral
clustering algorithm. SU7 inserts SU10 into the cluster in the first loop, and
removes SU6 in the second loop.

If the maximum reduction is less than 0, which indicates that no reduction
can be achieved, then SUi breaks the loop and returns the cluster result Xi. Note
that, MAX COUNT is a predefined number to make sure that the clustering
process terminates in finite iterations.

4.3 Cluster Information Coordination

Now, each SU has individually computed its cluster memberships. Note that,
however, the memberships are probably different from each other because of
the different local topology. Therefore, we propose a synchronization protocol to
eliminate this inconsistency. The synchronization protocol contains three steps:

1. SUi broadcasts its cluster result Xi and receives cluster results from the other
SUs.

2. Among all the received cluster results, the optimal cluster, which has the
maximum cluster utility and contains SUi, is selected to be the new cluster
of SUi, denoted by X ′

i. Agin, SUi broadcasts X ′
i and exchanges new clusters

with the other SUs.
3. For any node SUj ∈ X ′

i, if SUi /∈ X ′
j , then SUj is removed from X ′

i. Finally,
the pruned X ′

i, denoted by X ′′
i is return.
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5 Channel Handoff

After clustering, the network starts to transmit based on the cluster structure.
To adapt to the changing PU activities, in this section, we present a channel
handoff method for each cluster to select and handoff the common channel.

5.1 Cluster Based Transmission

First of all, we briefly introduce a cluster based transmission scheme used in this
paper.

The cluster transmission period is made up of three phases: a coordination
phase, intra-cluster transmission phase and inter-cluster transmission phase, as
shown in Fig. 5.

Transmission Period Transmission Period

Intra-cluster
Transmission

Inter-cluster
Transmission

Coordination

time slot

} } }

Fig. 5. Transmission period for cluster-based CRAHNs.

In coordination phase, the cluster head receives control messages from gate-
ways and terminal SUs. Since SUs are equipped with two transceivers, they can
be scheduled to monitor different channels so that all channel usage statistics can
be sensed. Base on the analysis of this information, the cluster head accomplishes
tasks like channel selection and handoff. In intra-cluster transmission phase, all
SUs transmit data within the cluster, while data out of the cluster will be stored
in the gateway nodes instead. In inter-cluster transmission phase, cluster head
and terminal SUs can still transmit data inside the cluster, while the gateway
nodes start to communicate with gateways from other clusters by rendezvous.

Note that, the details on transmission scheme for cluster based CRAHN are
beyond the scope of this paper.

5.2 Handoff Algorithm

Now, we describe the control channel handoff and selection procedure, whose
workflow is shown in Fig. 6.

In the coordination period, all SUs update their channel availabilities and
send them to the cluster head. After receiving the channel information, the
cluster head constructs the common channel list and computes the packet error
rate (PER) of each common channel. Next, the cluster head sorts the channel
list in descending order by the PER. Based on the sorted channel list, the first
channel is selected as the CCC. Then, the cluster head broadcasts the sorted
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Fig. 6. The workflow diagram of channel handoff.

channel list and the decided CCC to the cluster members. At the end of the
coordination period, all cluster members tune to the new CCC.

After receiving the CCC, SUs tune to the new common channel and begin
transmitting data packets. If there is no active PU detected, the cluster mem-
bers successfully enters the next transmission period. If a PU is detected, all
cluster members immediately start channel handoff process, switching to the
first channel in the list. If the list is empty, which means there is no available
common channel left, then SUs would try to join into another cluster or wait for
the reclustering.

We can see that, although no PU appears, the cluster might also switch to a
new common channel. This proactive feature can effectively improve the cluster
robustness to the PU activity.

6 Performance Evaluation

In this section, we evaluate our work by simulations in various scenarios of
CRAHN. The simulations are focused on three aspects: the neighbor discovery
protocol, the distributed clustering algorithm and the channel handoff scheme.

We randomly distribute 20 PUs in a 100 × 100m2 area, i.e. one PU per
10 × 10m2 on the average. Each PU occupies only one licensed spectrum band
and adjacent PUs operate on different channels.
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6.1 Clustering Performance

First, we evaluate the cluster structures produced by different clustering meth-
ods. During the simulation, the number of licensed channels is set to 30 and the
number of PUs is set to 10. For comparison, we implement the following three
clustering algorithms: CogMesh [5], VBC [6] and SOC [7].

Fig. 7. Number of clusters under different number of SUs with 10 PUs.

In Fig. 7, the PU number is fixed at 10 and the SU number increases from 100
to 500. For CogMesh and VBC, the numbers of clusters are almost unchanged
as the SUs increase. For SOC, the cluster number increases fast with the growth
of SUs. Because when SUs are increasing, the common channels among SUs
decrease. To maintain the intra-cluster common channels, SOC reduces the clus-
ter size, so the number of clusters is increasing. As for our method, the cluster
number is lower than SOC and larger than CogMesh, this is because that we
consider both intra-cluster and inter-cluster common channels.

(a) Number of common channels inside
a cluster

(b) Number of common channels be-
tween clusters

Fig. 8. Common channels under different number of SUs with 10 PUs.
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Figure 8 illustrates the common channels of different clustering algorithms.
We fix the PU number at 10 and increase the SU number from 50 to 500. In
Fig. 8(a) the intra-cluster common channels of CogMesh and VBC stay in a low
level. For SOC and our method, the number of intra-cluster common channels
keeps a high level due to the optimization of channel characteristics. SOC uses
maximum bipartite graph algorithm, only maximizing the intra-cluster channels.
Thus, SOC produces more clusters. However, our method also takes the inter-
cluster interference into account. Therefore, the cluster number is lower than
SOC. This tradeoff is also verified in Fig. 8(b) which shows the average number
of common channels between adjacent clusters. The result of our method is
always kept in a low level.

6.2 Channel Handoff Performance

Now, we evaluate the performance of the proposed channel handoff scheme. The
following two proactive handoff method are adopted for comparison: (1) Random
scheme. A SU randomly switches to a new channel when PU activity occurs. (2)
Greedy scheme. A SU selects a channel with the maximum channel quality when
the handoff occurs.

(a) Average SU throughput. (b) Average packet drop rate.

Fig. 9. Handoff performance under different PU traffics with 20 channels and 200 SUs.

Figure 9 illustrates the handoff performance under different PU traffics, where
there are 20 channels and 200 SUs. Figure 9(a) shows that the throughput in
greedy method drops fast. As the PU traffic increases, more clusters will switch
to the same channel, which leads to a congestion. For random method, channels
are randomly selected, thus overload on each channel are lower. Our proposed
method have a better performance due to the prediction. Figure 9(b) presents
the average packet drop rate of each cluster. Similar with the throughput results,
our method is more efficient handoff performance.
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7 Conclusion

In this paper, we investigate the cluster structure construction for distributed
CRAHNs. To reduce the complexity of large scale CRAHNs, we propose a dis-
tributed spectrum-aware clustering method to subdivide the network into non-
overlapping clusters, which maximizes the common channels inside a cluster and
minimizes the common channels between clusters. Moreover, to adapt to the PU
activities, we also propose a proactive handoff scheme to maintenance the cluster.
Simulation results show that our work facilitates the transmission performance
in large scale CRAHNs.
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Abstract. In intermittently connected wireless network, service discov-
ery is utilized to identify the best relay to process packets for the service
registration, selection and activation. Since packets are transmitted by
intermittently connected nodes, the service discovery is challenging due
to the partitioned topology, long delays, and dynamic social feature. To
maximize the utilization of limited network resources, in this paper, a
hybrid service discovery architecture including Virtual Dictionary Node
(VDN) is proposed. According to the historical data of movement, all
nodes can discover their relationships with others. Subsequently, accord-
ing to the node activity, VDN is chosen to facilitate the service regis-
tration procedure. Further, the service information outside of a home
community can be obtained through Global Active Node (GAN) to sup-
port the service selection. To improve the utilization of network resources
and provide quality services, a Service Providing Node (SPN) is deter-
mined among multiple candidates. Simulation results show that, when
compared with other classical service algorithms, the proposed scheme
can improve the successful service discovery ratio by 25 % with reduced
overheads.

Keywords: Intermittently connected wireless network · Service
discovery · Social attribute · Virtual directory node

1 Introduction

To enhance the Quality of Experience (QoE) of Intermittently Connected Wire-
less Network (ICWN) [1], a service discovery mechanism is essential for users to
access the network resources anytime and anywhere. Usually, the service discov-
ery procedure consists of three steps: service registration, service selection and
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service activation. Firstly, SPN should notify other nodes its service informa-
tion, and this service information is inquired and obtained by Service Demand-
ing Nodes (SDN). Lastly, by selecting the proper SPN from several candidates,
packets can be forwarded to SPN to initiate the selected service.

Service discovery mechanisms can be classified into two categories: the cen-
tralized and distributed mechanisms. VDNs should be determined with a pre-
defined method for the centralized mechanisms, in which service information is
stored. Subsequently, SDN sends the inquiry information to VDN to request a
service. Finally, a proper SPN can be selected. Whereas, for distributed mecha-
nisms, the service registration packets and inquiry packets are broadcasted across
the network. Consequently, the service information can be obtained by all the
nodes in the network, by which SPNs can be selected to complete the service
discovery. Two kinds of mechanisms have different advantages at different service
discovery stages. Eventually, the conclusion can be drawn that these two kinds
of mechanisms are not directly applicable for intermittently connected wireless
network, which means a more suitable service discovery mechanism is demanded.

To minimize the overhead and the resource consumption, the service discov-
ery procedure should take advantage of the social features [2–5]. Obviously, the
node with high activity degree will encounter more nodes in a given period, and
the spreading degree of its carried packets is also large [6]. According to the
social theory, there are two kinds of special nodes, Local Active Node (LAN)
and Global Active Node (GAN) in the network [7], where LAN is more active
in its home community, and GAN is relatively more active within the whole
network. Apparently, the performance of service discovery can be improved with
the assistance of LAN and GAN.

Aiming at a typical intermittently connected wireless network and combin-
ing the advantages of centralized and distributed mechanisms, a hybrid ser-
vice discovery strategy, Social Attribute aware Service Discovery mechanism
(SASD) is proposed in this paper, which fully exploits the relationship between
nodes. Firstly, nodes in the network are divided into communities in a distrib-
uted manner; meanwhile, node activity degrees are estimated, by which GANs
and LANs are selected. During the service registration, VDNs for each commu-
nity are selected according to their relationships and available buffer resources.
Thus the diffusion and update of service registration packets can be restricted
into their home community. Subsequently, the service information outside of the
home community of a SDN can be provided by GAN for service selection. To
guarantee the service availability, the node with the highest service ability is
selected as SPN. Finally, the service can be activated between the corresponding
SDN and SPN.

For the flexibility and efficiency of the service discovery, nodes with higher
local activity degrees and buffer resources are selected as VDNs to maintain the
service status; moreover, GANs are utilized to assist the service inquiry targeting
at VDNs from other communities. Clearly, only the service registration and ser-
vice inquiry procedures are assisted by VDNs, and during the service activation,
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packets are forwarded between SPN and SDN in a distributed manner. Thus, the
advantages of centralized and distributed mechanisms can be exploited cleverly.

The remainder of the paper is organized as follows. The nodes relationship
evaluation and nodes activity evaluation methods are introduced in Sect. 2, and
Sect. 3 respectively. In Sect. 4 the service discovery mechanism is proposed. In
Sect. 5 we evaluate the performance of our proposed SASD, and compare it with
previous works. Finally, the conclusion is reached in Sect. 6.

2 Nodes Relationship Evaluation

Traditionally, the relationship between nodes can be obtained in the off-line
manner, but the realization complexity, discontinuous and distribution features
make the task impractical for intermittently connected wireless network. As
mentioned above, nodes are socially correlated, and their relationships gradually
stabilize along with the operation of the network. Therefore, according to the
weak ties theory, the strength of relationship can be reflected by the number of
common neighbors. Different from the traditionally defined neighbor, neighbors
in intermittently connected wireless network are defined by the average encounter
times, as shown in Definition 1. Furthermore, the relationship strength is defined
in Definition 2.

Definition 1 (Neighbor Nodes). The node is viewed as a neighbor of node i
while their encounter times is higher than the value of Eave, where Eave is the
average encounter times of node i with other nodes. Further, all the nodes meet
the above constraint constitute the neighbor node set Γ (i) of node i, as shown
in (1).

Γ (i) = {v ∈ V | (i, v) ∈ E} (1)

Definition 2 (Relationship Strength). The Relationship Strength (RS)
between node u and v is determined by two parameters, the number of common
neighbors and the total neighbors. The first parameter is utilized to illustrate the
relationship between nodes, and the last parameter is utilized to ensure the asym-
metric feature of the relationship. The relationship strength from node u to v can
be estimated by (2):

bu,v =
|Γ (u) ∩ Γ (v)|

|Γ (u) | (2)

As mentioned above, nodes in intermittently connected wireless network form
into communities, and their belongingness for each community is quite different.
According to the historical information of movement, the belongingness of a node
can be determined by its RS with nodes from the given community, as shown
in (3), where BC (u) is the belongingness of node u to community C, NC (u)
denotes the neighbors of node u sharing the same community label C.
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BC (u) =

∑

v∈NC(u)

bu,v

|NC (u)| (3)

Obviously, the relationship between nodes can be evaluated according to
the belongingness. Because network resources are limited in intermittently con-
nected wireless network, the belongingness status cannot be diffused in the whole
scale of network. According to the social feature, home communities of neighbor
nodes are always the same, which means the relationship between nodes and the
belongingness for different communities of nodes can be evaluated according to
the information of their neighbors.

3 Nodes Activity Evaluation

As mentioned above, the network can be divided into k communities N = C1 ∪
C2 ∪ C3 · · · ∪ Ck. For epoch T, node u records the encounter times with its
neighbors, which can be described by Nu

n1
, Nu

n2
, Nu

n3
· · · Nu

ni
. Accordingly, the

average encounter times Nu
ave between node u and its neighbors can be obtained

as shown in (4).

Nu
ave =

m∑

i=1

Nu
ni

m
(4)

Where m is the number of nodes in the home community of node u, and then
the active neighbors can be filtered on the basis of the value Nu

ave, as shown in
(5).

Ψu (i) =

⎧
⎨

⎩

1 Nu
ni

≥ Nu
ave

0 Nu
ni

<Nu
ave

(5)

To distinguish the difference between these active neighbors, all nodes in the
network evaluate their local activity degree ALAN according to the historical
movement status information, as shown in (6). Where C denotes the current
community, |C| denotes the node number of community C.

ALAN (i) =

∑

u∈C

Ψu (i)

|C| (6)

Different from the local activity degree, the global activity degree describes
its relationship with all nodes in the network. The node with higher globe activity
degree has closer relationship with nodes outside or inside of its home community.

As can be seen, the globe active nodes are often roaming around, so the globe
activity degree AGAN (i) can be evaluated by (7). Obviously, the higher proba-
bility of GAN roaming around implies it can provide a wider packet spreading
range.
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AGAN (i) =
N i

roam

N i
local

(7)

Where N i
local is the number of epochs while node i stays in its home commu-

nity, and N i
roam is the number of epochs while node i is roaming. To determine

the node status of each epoch, the home communities of all encountered nodes
are maintained locally. While more encountered nodes are from the same home
community, the node status of this epoch is local; otherwise, the status is roam-
ing.

For period T, the proportion of N i
local and N i

roam is determined by the prob-
ability that the node stays in its home community and roams around, as shown
in (8), where π

(i)
l and π

(i)
r denotes the probability that the node stays in its

home community and roams around for epoch T.

N i
roam

N i
local

=
π
(i)
r

π
(i)
l

(8)

As mentioned above, there are two kinds of status, local and roaming respec-
tively; moreover, the transition between these two kinds of movement status can
be described by Markov theory.

Where Pl denotes the probability that a node stays in its home community,
and it will remain unchanged in the next epoch; Pr denotes the probability that
the node is roaming around, and it will remain roaming around in the next epoch.
The stationary equation for π

(i)
l and π

(i)
r can be illustrated by (9) and (10).

(
π
(i)
l

π
(i)
r

)

=
(
π
(i)
l π(i)

r

)
×

(
Pl 1 − Pl

1 − Pr Pr

)
(9)

π
(i)
l + π(i)

r = 1 (10)

Further, the expression of π
(i)
l and π

(i)
r can be obtained as shown in (11)

and (12).

π
(i)
l =

1 − p
(i)
r

2 − p
(i)
l − p

(i)
r

(11)

π(i)
r =

1 − p
(i)
l

2 − p
(i)
l − p

(i)
r

(12)

Combining (9) to (12), the value of AGAN (i) can be estimated, as shown
in (13).

AGAN (i) =
1 − p

(i)
l

1 − p
(i)
r

(13)

According to the above method, each node in the network can evaluate its
own global activity degree in a distributed manner.
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4 Service Discovery Mechanism

As mentioned previously, neither distributed nor centralized service discovery
mechanism is suitable for intermittently connected wireless network. Though the
spread degree of service information is higher for the distributed mechanism, its
overhead is difficult to control. Comparatively speaking, the centralized mech-
anism limits the overhead by storing service information in VDN, thus a large
number of information should be handled by VDN, resulting in a single point
failure problem due to discontinuous connection and energy depletion [8].

To achieve the tradeoff between the spread degree of service information
and the overhead of service discovery, a hybrid service discovery mechanism
is designed, which consists of the service registration, service inquiry and ser-
vice activation. Specially, VDN is introduced to handle the registration and the
inquiry of service information. In order to reduce overhead, VDNs only provide
service for nodes in a finite region. According to the aggregating character of
nodes, each community can be regarded as a unit region.

As can be seen, SPNs register their service information to the corresponding
VDN in a distributed manner. With the continuous motion of nodes, each VDN
can obtain needed service information from other communities in the Best Effort
manner; moreover, VDNs are in charge of the service inquiring from SDNs in
a centralized manner. Subsequently, by selecting the node with higher service
ability as SPN, the reliability of service between SDN and SPN can be guaran-
teed. Finally, the service activation procedure can be completed by selecting the
node with highest encounter frequency to SPN or roaming to the destination
community with higher frequency as relay.

4.1 Service Registration and Cancelation

To achieve the ubiquitous computing under the distributed network, SPNs send
their service registration information to VDN of the same home community.
Apparently, the selection on VDN is one of the most important issues in this
stage. Considering about the node relationship within a community, the node
with higher ALAN (i) will encounter other nodes more frequently, thus it can
help diffuse service registration information to other nodes. Meanwhile, due to
the dynamic feature of intermittently connected wireless network, the service sta-
tus changes constantly and large amount of information should be maintained by
VDN, so the buffer capacity is the other factor for VDN selection. Therefore, to
register service information and to handle service inquiries cost-efficiently, VDN
is selected by jointly considering ALAN (i) and the residual buffer. According
to (14), nodes can estimate their suitability as VDNs in a distributed man-
ner. Furthermore, by comparing with each other, the selection on VDN can be
accomplished.

NV DN = ALAN (i) × Bi − Bbusy
i

Bi
(14)
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Where ALAN (i) denotes the local activity degree of node i, Bi denotes the
buffer capacity of node i, Bbusy

i denotes the occupied buffer capacity of node i.
Additionally, when a registered SPN leaves the network or the service infor-

mation survival time expires, the SPN should send the service cancelation infor-
mation to VDN. The process of service registration and cancelation is shown in
Fig. 1.

generate service or
cancellation information 1: start

2: generat packet

3: forward packet

4: judgement

5: update

6: process finish

SPNs VDN

abstract the service
description to registration
and cancellation packet

forward packet

receive registration or
cancellation packet

renovate recorded
service description list

Fig. 1. Service registration procedures

After a service is generated by SPN, the packet containing service description
information such as SPN address, service type and survival time is forwarded
to VDN of the same home community. Subsequently, VDN stores the received
service information until the survival time expires. Additionally, to ensure the
validity of services, the service cancelation information should be sent to VDN
when the service is unavailable.

4.2 Service Selection

Obviously, the current service information is maintained by VDN, and SDN can
obtain the information about available services according to the inquiry results.
Obviously, there are probably several SPNs matching the inquiry. As can be seen,
the network performance can be improved by selecting the optimal SPN. Due
to the distributed feature, the global network status is not perceivable for SDN,
so the selection on SPNs cannot be accomplished in a cost-efficient manner.

In order to enhance the successful discovery rate, a service ability aware SPN
selection method is introduced. By selecting the node with the highest service
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6: process finish
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description to inquire packet

forward inquire packet

whether required service
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yes

forwarded inquire packet

GAN

feedback the address of  SP no
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Other VDNs

forwarded inquire packet

feedback the inquire fails

no

feedback the inquiry result feedback the inquiry result feedback the inquiry result yes

nofeedback the inquire failsfeedback the inquire fails

SDN compute 
ET by Eq (21)

SDN select the SPN 
with the smallest ET

whether required service
can be matched

Fig. 2. Service selection procedures

ability as SPN, the results of service inquiry can be replied more quickly, and the
relay times can also be reduced. The principle of the proposed service selection
method is shown in Fig. 2.

After receiving the service inquiry packet from SDN, VDN searches the
related information within its buffer. If the inquired service can be matched
by SPN of the same community, the SPN with the highest service ability is
selected to provide the service for SDN. Exceptionally, service status outside the
community of SDN is often requested. To reduce the resource consumption in
this process, the global activity degrees AGAN (i) of all nodes of a given commu-
nity are compared by VDN, and the node with the highest global activity degree
max{AGAN (i1) , AGAN (i2) , · · · , AGAN (in) } is selected to relay service inquiry
packets to VDNs of other communities. Subsequently, the service information
is checked by VDNs after receiving the service inquiry packets from GAN in
a distributed manner, and then the inquired results are replied to GAN. Until
GAN encounters VDN matching the inquired service, by repeating the above
mentioned local SPN selection procedure, SPN with the highest service ability
is selected for the requiring SDN.
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Fig. 3. Service activation procedures

4.3 Service Activation

To exploit the node relationship, the home community of a SPN is checked firstly
after the inquiry results are replied by VDN; further, the service activation pro-
cedure is executed according to the relationship between SPN and SDN (Fig. 3).

While SDN and SPN belong to the same community, SDN forwards the ser-
vice activation information to SPN. Generally, packets are forwarded by several
relay nodes in intermittently connected wireless network, which is also applied
to the transmission of service activation packets.

5 Numerical Results

5.1 Parameter Setting

To compare the performance of our proposed SASD with those of other popular
service discovery mechanisms, we establish a simulation environment using ONE
(Opportunistic Network Environment) [9], which is a powerful framework for
generating different movement models, running simulation with various proto-
cols, visualizing simulations in real time and outputting/post-processing results.

In the simulation, we compare SASD with DSDM [4] and DMBSLP [10].
DSDM is a typical hybrid service discovery mechanism, and multiple VDNs are
selected according to distances between VDNs and SPNs, whereas DMBSLP is
a typical distributed mechanism, where nodes have identical status.

Along with the change of the node number, four metrics are simulated, and
they are SRSProb (Service Register Success Probability), Service Query Success
Probability (SQSProb), Service Discovery Success Probability (SDSProb) and
Overhead Ratio (OR) respectively.
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5.2 Network Performance Under Different Node Density

Obviously, the node density of intermittently connected wireless network is lower
than that of other wireless networks, and its most important feature is the dis-
continuous connection between nodes. With higher node density, the encounter
interval between nodes can be reduced, and the node encounter times during
a given period can be increased. As a result, the network performance can be
dramatically affected by node density. The network performance under different
node density is shown in Figs. 4, 5, 6 and 7.

From the results shown in Fig. 4 SRSProb for all mechanisms increases
with the node density. Our proposed SASD is 28.8 % higher than VDN based
DSDM. With the reasonable selection on VDNs, the relationship between nodes
is exploited, and the node having the highest meeting frequency with VDN is
selected as the relay, so the packet delivery probability can be improved by our
proposed SASD. Comparatively speaking, without the support of VDN in DMB-
SLP, the service information is spread more widely with the distributed manner,
thus SRSProb of SASD is 16.7 % higher than that of DMBSLP.

SQSProb for all mechanisms is illustrated in Fig. 5, SASD has much higher
SQSProb than the other two mechanisms. With a higher active degree, the VDN
can meet other nodes more frequently, thus its information propagation speed
can be enhanced. By selecting the node with the highest service ability as SPN,
the service inquiry can be replied more quickly, and the relay times can also be
reduced. Therefore, the service query success probability can be improved by
SASD.

From the results shown in Fig. 6, SDSProb of SASD is obviously higher than
those of other two mechanisms, and the gain is also much higher. With higher
SQSProb of SASD, SDNs successfully receive the response information from
VDN with higher probability; moreover, service inquiry and service activation
packets are carried by better relays or GANs. Meanwhile, SPN can be selected
reasonably by SDN, thus SDSProb is improved.

Results in Fig. 7 show that the overhead ratio of DMBSLP is the highest,
which is 42.3 % and 22.5 % higher than those of DSDM and SASD. Apparently,
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DMBSLP forwards different service information with the distributed manner,
and lots of packet copies are flooded into the network, whereas the packet for-
warding in SASD and DSDM is assisted by VDNs to control the packet diffusion
range.

6 Conclusion

To improve the performance of the service discovery in intermittently connected
wireless networks, a new social attribute aware service discovery mechanism is
proposed in this paper. Based on the relationships among nodes, a network
can be divided into communities logically. Further, LAN and GAN are evalu-
ated according to the information obtained from the historical node movement.
Compared with the existing schemes such as DSDM and DMBSLP, SASD can
significantly improve the success probability of service discovery and reduce over-
heads.
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Abstract. The trajectory of moving objects in large spaces is important, as it
enables a range of applications related to security, guidance and so on. Tra-
jectory reconstruction is the process which uses searching algorithms to find a
reasonable trajectory. Due to the complexity of indoor environment and the
larger area which multi-floor causes, it exits the problem of low searching
efficient. To solve the problem, this paper proposes the improved algorithm
which combines the Branch and Bound method based on Depth-First-Search
(DFS) and Breadth-First-Search(BFS). It helps construct the trajectory quickly
on topological map. Experimental results validate the improved algorithm is
effective by comparing other algorithms.

1 Introduction

With the development of indoor position technology, people often use trajectory data to
find the behavior information of target. Moreover, combining the trajectory data and
geography information can help people know the habits of moving targets [1]. The real
trajectory is the basement of getting effective message.

There are many ways to reconstruct the trajectory of targets. Using RFID tech-
nology to reconstruct [2], it can speculate the room of target at a certain time by history
trajectory data. But the trajectory may cross the indoor barrier by connecting the rooms
where the target passed. But the trajectory is not reasonable. Using grid map and A*
algorithm can get the reasonable trajectory [3]. However, its more storage information
[4] make it not be applied for many floors of architecture. The searching efficient is low
because of much grids and complex algorithm. Using odometry data from smartphone
sensors to find the real trajectory [6], it can identify the trajectory of human. It uses the
topological map to construct the indoor environment and DFS algorithm to reconstruct
the trajectory. The topological map stores less information than grid map. DFS is
simple searching algorithm. But when applying for larger area, it may search many
useless nodes and its efficiency is low.

To solve the problem of low efficiency of trajectory reconstruction, this paper
proposes the improved algorithm based on topological map [7]. The improved algo-
rithm can apply to larger area or many floors of architecture. The paper improves the

© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 464–474, 2016.
DOI: 10.1007/978-3-319-42836-9_41



algorithm based on DFS and BFS [9]. DFS and BFS are normal searching algorithm.
They are easy to accomplish and don’t need a lot of auxiliary conditions. In addition to
DFS, BFS, A* algorithm, A*algorithm [5] is complex and needs function to calculate
the value. Dijkstra [8] algorithm is also normal algorithm, but Dijkstra algorithm is
used for the problem of shortest path.

The paper supposes that there are many monitoring points which are entrances,
conference offices and where you want to monitor.When the target passes the monitoring
point, we can get the position information of target at the moment. The position infor-
mation is same with the monitoring point. These information informs the trajectory of the
target.We discuss the topological map corresponding to indoor environment has no loop.

This paper first introduces the system model of trajectory reconstruction. Secondly,
this paper describes the overview of DFS, BFS and the improved algorithm. The
pseudo code of algorithms is given. Thirdly the experiment study is presented. This
part display the comparison of DFS, BFS and improved algorithm. The final part is
conclusion which introduce the future work.

2 System Model

Trajectory reconstruction contains three aspects. The first part is constructing the
topological map of indoor environment. Topological map provides the feasible paths
and monitor points corresponding to the real indoor environment. The second part
designs the attributes of storage information. It is convenient for querying trajectory
information we needed. The third part is using the searching algorithm to get trajectory.

The Topological Map of Indoor Environment. The topological map is the basement
of trajectory reconstruction, which combines the normal path and monitoring points.
The normal path is area which the monitoring target can move. Monitoring points are

Fig. 1. An example of indoor environment and topological map.
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corresponding to some sensitive area. When the target passes these places, they are
detected and their information is recorded. Figure 1 presents the example of indoor
environment [10] and it’s topological map [11, 12]. It is one floor. M1, M2, M3, M4
are monitoring points. Other nodes are auxiliary nodes for trajectory reconstruction.

When the building contains many floors, the topological map can be constructed. In
reality, floors are connected by elevators or stairs. We can set these connections as the
boundary nodes of topological map. Connect the boundary nodes of adjacent floors.
Then, we can construct only one topological map of many floors. Figure 2 presents the
connection of topological maps of adjacent floor.

The topology Graph G is defined by (V, E, M, NM), where:

• V is the set of nodes.
• E is the set of undirected edges:E ¼ f\vivj [ jvivj 2 V ^ vi 6¼ vj, there is no weigh

of edge, because the trajectory is not related to the length of edge.
• M is the set of monitor points: M � V;M 6¼ fg.
• NM is the set of auxiliary nodes: NM�V;NM ¼ V�M.

The information structure of the node is stored in Table 1.

Fig. 2. The topological of Multi-floor

Table 1. The property of the node

NodeID The id of node.

X The horizontal ordinate of node
Y The vertical ordinate of node
AdjacentNodeNum The number of adjacent nodes of current node
AdjacentNode The NodeID of adjacent nodes
Mark If the node vi 2 M, Mark = 1. If the node vi 2 MN, Mark = 0.
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Trajectory Data. Trajectory data is the input of trajectory reconstruction. When the
moving target is detected, the information of target is recorded. The information
contains the location of the target. The example of monitor data in Table 2 is presented
following. There are six records. The information of record is < Target, Location, T >.
Target is the object which is detected. Location is the position which the target is
detected. T is the time is when the detection occurred.

Trajectory Reconstruction. Reconstruct the trajectory using monitoring data and
topological map. Take locations of the target corresponding to the nodes of topological
map. Then, use the path searching algorithm to find a reasonable trajectory. For
example, the target T1 passes M1, M3, M4 by order. The trajectory displays in Fig. 3.

Table 2. The record of trajectory

Record Target Location T

1 T1 M1 t1
2 T2 M1 t2
3 T1 M3 t18
4 T1 M4 t19
5 T2 M2 t24
6 T3 M4 t25

Fig. 3. The trajectory of T1
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3 The Improved Algorithm Based on DFS and BFS

As described in Sect. 2, we use the topological map for model indoor environment. The
last step is finding the reasonable trajectory by searching algorithms. In this section, we
describe the achievement of trajectory reconstruction by DFS and BFS. Then a detail
method of improved algorithm is given.

3.1 DFS and BFS

DFS is the classical searching algorithm. The core idea of Depth-First-Search is: Visit
one node which has never been visited. Set the value of mark which is corresponding to
searching node to 1. Search for adjacent nodes which have never been visited of
current. If it exits, then visit the node by above steps until finding the target node.

Algorithm 1 is DFS algorithm to achieve the searching over Topological map.

BFS is the classical searching algorithm. The core idea of Breadth-First-Search
(BFS): Visit node has never been visited. Set the value of Visited[] which is corre-
sponding to searching node to 1. Visit all adjacent nodes have never been visited in
order. From these adjacent nodes, visit their adjacent nodes have been not visited in
turn. Make sure that “first visited adjacent node” has been visited before “visited
adjacent node later” until searching the target node.

Algorithm 2 is BFS algorithm to achieve the path searching over Topological map.
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3.2 The Indoor Trajectory Reconstruction Algorithm Based on DFS
and BFS

Indoor Trajectory Reconstruction based on DFS and BFS (ITRBDB) combines DFS
and BFS for searching. In the process of searching, it also uses the Branch and Bound
method for deleting the impossible paths. Comparing DFS and BFS, ITRBDB can
narrow the scope of searching scope and improves efficiency using above method.

ITRBDB is based on DFS because of the structure of topological map. One feature
of indoor topological structure is longitudinal extension, such as museums, banks,
national important apartment. Topological map is longitudinal extension and each node
has no much branches. ITRBDB uses BFS for judging whether the target node is one of
adjacent nodes. It doesn’t cost a lot of time. Because the adjacent nodes of the current is
not too much. The time complexity of ITRBDB remains constant even though in the
condition of many branches.
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Firstly, we can delete the adjacent node whose degree is 1. In the process of
searching, it can determine whether adjacent nodes of current node is target node. If it
is, then end searching. If the degree of adjacent node is 1 and it is not the target node,
then give up the search of adjacent node.

Secondly, we can delete the adjacent node which is monitoring point but not the
target node. The reason is following: All monitoring points which item passed are
saved in p[]. The algorithm searches by segment. Assuming the adjacent node which is
the monitoring point is a node of path from p[i] to p[i + 1], then the adjacent node is p
[i + 1], If not, the adjacent node is not in the path. In this case, we should give up the
path which contain this adjacent node in this segment.

The coal idea of ITRBDB is following: visit the adjacent nodes of current node and
judge whether the target node is. If it is, then end searching. Otherwise, if there are
location nodes or nodes which their degree is 1, then mark these nodes and give up
searching the branch. Select the node which is not marked for searching. If all adjacent
nodes have been marked, then return the above node of current. The detail achievement
is Algorithm 3.
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4 Experimental Result

This paper only discusses the topological map which has no loop. We generate the
undirected graph to simulate topological map of indoor environment. The time com-
plexity of three algorithms is Oðn2Þ. To compare the searching efficiency of three
algorithms, there are two parameters to vary in experiment. One is the number of
important monitoring points, the other is the number of nodes of topological map. We
calculate the average of searching nodes of algorithms in the same condition.

Ave =
P

numberofsearchingnodesbetweenadjacentmonitoringpoints
P

adjacentmonitoringpoints

Indoor environment is complex and various. So we can generate the topological
map randomly. Figure 4 is a topological map generated by Matlab. This graph cor-
responds as the complex indoor environment. It contains 100 nodes.

Firstly, we suppose the number of points is fixed and vary the number of moni-
toring points. The density and positions of monitoring points are determined by actual
application and can affect the efficiency of algorithms. So we can change the number of
monitoring points by the function randi() of Matlab. The serial number of each
important monitoring point is also generated randomly. The array of monitoring points
is [6, 13, 24, 33, 65, 40, 53, 79, 92, 94].

The comparing result of three algorithms is followed in Fig. 5. We can see that the
ITRBDB algorithm is more efficient than DFS and BFS. The trend of algorithms is
consistent. With the increase of monitoring points, the efficient of three algorithms is
similar. The reason is when the density of monitoring points is big enough, the Branch
and Bound method is invalid. But in actual application, we cannot make every point as
the monitoring point because of cost. The number of average searching nodes is

Fig. 4. Topological map of experiment
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increasing when the number of monitoring points is 20 and 30. One possible reason is
the positions of monitoring points generated maybe sparse.

Secondly, we vary the number of nodes of topological map. The points array is
[100, 200, 500, 800, 1000]. Set the number of monitoring points for each randomly.
Result is displayed in Fig. 6, We can see that ITRBDB algorithm is more efficient than
DFS and BFS. When the number of important points is fixed, the ITRBDB will be
more efficient with the increase of number of points.

Fig. 5. The result of varying monitoring points

Fig. 6. The result of varying the number of topological map
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We have applied the ITRBDB algorithm for our project to monitor items. The
trajectory of the item can be reconstructed.

5 Conclusion and Future Work

In this paper, we apply the topological map for indoor trajectory reconstruction and
propose improved algorithm to achieve the trajectory of the moving object. But there
exits some problems to solve. Firstly, the improved algorithm is only applied in indoor
environment whose topological map has no loop. When the indoor environment is
complex, in other words, the topological map has loop, there may be many ways
between monitoring points. We don’t know whether the way is the real trajectory. We
should find the real trajectory in some ways. Secondly, the topological map is con-
structed by labor. How to construct the topological map of indoor environment auto-
matically is worth to research. Finally, we only construct the trajectory but not analysis
the trajectory. For example, the motion state of the target. So we can describe the
trajectory data in detail by some methods.
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Abstract. A multi-user multiple-input multiple-output (MU-MIMO)
downlink system with zero-forcing beamforming and semi-orthogonal
user selection (SUS) scheduling algorithm is considered in this paper.
It is well known that in practical implementation of MU-MIMO, the
channel state information (CSI) feedback overhead becomes a limiting
factor as the number of users to be supported increases. A novel scheme
to reduce the feedback load, in the event of large number of users, by
using a threshold-based feedback strategy is proposed and studied in
this paper. The key feature of the proposed approach uses the concept of
order statistics to construct multiple thresholds on the CSI. This paper
also proposes a new modified formulation of the expected signal to inter-
ference plus noise ratio (SINR) to address the mismatch of analytical
sum rate and simulation results. Simulation results show a significant
reduction of feedback load when the scheme is used, while the sum rate
performance is not compromised.

Keywords: Multiuser multiple-input multiple-output (MU-MIMO) ·
Broadcast channel · Zero-forcing beamforming · Feedback reduction

1 Introduction

It is widely known that dirty paper coding (DPC) [1] is a capacity-achieving
transmission strategy in multiple input multiple output (MIMO) broadcast chan-
nels. However, DPC presents implementation challenges due to its high encod-
ing/decoding complexity. Thus, several practical transmission techniques have
been proposed. Downlink linear beamforming [2–6] although suboptimal, has
been shown to achieve a large fraction of the DPC capacity, and at the same
time exhibiting reduced complexity.

In frequency division duplex (FDD) systems, channel state information (CSI)
at the receiver (CSIR) can be obtained through training. However, obtaining
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CSI at the transmitter (CSIT) in general requires feedback from the receiver.
Because the CSI needs to be fed back from each receiver, the requirement of
CSIT in multiuser MIMO (MU-MIMO) downlink places a significant burden in
the uplink capacity, especially when the number of users in the system is large.
Thus, feedback reduction is an important task for MU-MIMO systems.

A two-stage feedback strategy for the MU-MIMO downlink system with zero-
forcing beamforming (ZFBF) was proposed in [7]. In the first stage, each user
feeds back a coarsely quantized version of its CSI, and thus the base station (BS)
has some information to select the users to be served. Then the BS broadcasts the
information about the scheduled user set, and the scheduled users feed back finer
CSI to achieve good ZFBF performance. In [8], dynamic feedback bit allocation
in the second stage was proposed. A drawback of the two-stage feedback strat-
egy is the delay due to the second stage feedback. In [9], the authors proposed
an adaptive channel direction information (CDI) feedback rate control scheme
in MIMO broadcast channel with ZFBF. In that work, the users with better
channel quality use more bits to quantize their CDI. Threshold-based feedback
is another effective feedback reduction strategy [3,10]. In [10], a channel quality
threshold is set according to a pre-determined scheduling outage probability for
a downlink system using time division multiple access (TDMA). A user does not
need to report its CSI when its channel quality is below the threshold. In [3],
dual thresholds on channel norm and direction quantization error respectively
to constrain the sum feedback rate for the system with opportunistic spatial
division multiple access (OSDMA) were considered. In the latter two studies,
it has been shown that both threshold-based feedback schemes can preserve a
large portion of sum rate and reduce the feedback load dramatically.

In this paper, we extend the results in [11] to MU-MIMO downlink that
uses ZFBF. We first propose a new formulation of the approximate sum rate
to evaluate the system performance when the semi-orthogonal constraint of the
semi-orthogonal user selection (SUS) algorithm is large. We focus on reduction
of the feedback load by allowing the user to determine whether to feedback
the CSI. The rank of the user in the system is needed, and the concept of
order statistics is applied. Furthermore, a multi-threshold scheme in which we
construct multiple thresholds on the estimated signal-to-interference-plus-noise-
ratio (SINR) to reduce feedback load as well as to be the representative levels
for CSI quantization is proposed. The thresholds are derived from the order
statistics of the estimated SINR. The receivers whose estimated SINRs are below
the smallest threshold do not need to deliver CSI to the transmitter. Through
simulation, we demonstrate that the proposed scheme can save a large amount
of feedback load and achieve a good sum rate performance.

2 System Model

We consider a single-cell MIMO flat Rayleigh block-fading broadcast channel,
where a BS equipped with M antennas is serving K single-antenna user termi-
nals, as shown in Fig. 1. It is assumed that K > M , so scheduling is necessary to
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Fig. 1. System model

select users for transmission and maintain reasonable performance. After employ-
ing ZFBF to transmit the signal from the BS, the received signal at user k can
be written as

yk = hkx + nk, k = 1, 2, · · · ,K (1)

where x ∈ CM×1 is the transmitted symbol vector obtained from the information
symbols of a selected set of users S = {π(1), . . . , π(|S|)}, as described below, with
an average power constraint E[‖x‖2] = P , and hk ∈ C1×M is the channel vector
from the BS to user k. The entries of the channel vectors are independent identi-
cally distributed (i.i.d.) zero mean and unit variance complex Gaussian random
variables. The nk represents the additive white Gaussian noise (AWGN) with
variance σ2

n at the k-th user. Therefore, the system average signal to noise ratio
(SNR) can be defined as SNR = P/σ2

n. For simplicity, we assume that users are
homogeneous and experience independent fadings with identical distributions.
This assumption corresponds to the situation where users feedback their nor-
malized CSI with respect to their path losses (or short-term average CSI) for
the BS to perform proportional fair scheduling.

By using linear beamforming, the transmitted signal x is given by

x =
∑

i∈S
visi (2)

where si, i ∈ S is the information symbol of the i-th scheduled user, and vi

is its beamforming vector determined according to the feedbacks of the users.
Then, the received signal at the k-th user via the linear beamforming can be
rewritten as

yk = hkvksk +
∑

j �=k

hkvjsj + nk, k ∈ S (3)

where
∑

j �=k hkvjsj is the interference term. The resulting SINR at user k is

SINRk =
ρ|hkvk|2

1 + ρ
∑

k �=j |hkvj |2 , k ∈ S (4)
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where ρ = P/|S| represents that the symbols of the scheduled users equally
share the total power P . Therefore, the sum rate for the scheduled user set S is
given by

R(S) =
∑

k∈S
log2(1 + SINRk) (5)

To facilitate the scheduling process and the ZFBF design, the CSI report,
including both the channel quality indication (CQI) and the CDI, of the users
are required.

2.1 Finite Rate Feedback for CDI Quantization

We assume that each user has perfect CSIR of hk and quantizes the direction of
its (normalized) channel h̃k = hk/‖hk‖ to a unit norm vector ĥk. The quanti-
zation vector is chosen from the codebook Wk = {ĥc

j : 1 ≤ j ≤ 2BD} according
to the minimum distance criterion

ĥk = arg max
ĥc

j :1≤j≤2BD

|ĥc
jh̃

∗
k|. (6)

The codebook Wk is known at both the BS and user k a priori. The user feeds
back the index of the codebook to the BS, requiring BD feedback bits. For
simplicity, it is assumed that the feedback is perfect and instantaneous.

2.2 CQI Feedback Model

In addition to the CDI, each user also feeds back BQ bits to represent its CQI.
Due to quantization of the CDI, the eventually received SINR in (4) is unknown
at both the transmitter and the receiver. The users estimate their SINR using
the expected SINR conditioned on h̃k and ĥk, given by [5]

E{SINRk} ≥ ρ‖hk‖2E{|h̃kvk|2}
1 + ρ |S|−1

M−1 |hk‖2 sin2 θk

≥ ρ‖hk‖2 cos2(θk + φk)

1 + ρ |S|−1
M−1 |hk‖2 sin2 θk

� γk,|S|(φk) (7)

where θk is the direction quantization error, and φk is the angle between ĥk and
vk. Because the quantized channels of the scheduled users may not be orthogonal,
there exists a mismatch between ĥk and vk. In [6,12], the CQI feedback γk,M is
selected under the semi-orthogonal constraint ε = 0

γk,M � γk,M (0). (8)

It is noted that (7) is tight when ε = 0. As a beginning point, we also use γk,M

to represent the estimated SINR, and the distribution of γk,|S| using the SUS
algorithm is given by [5,13]
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Fγk,|S|(x) =

⎧
⎨

⎩
1 − 2BD e

− x
ρ

(1+Ax)M−1 , x ≥ 1−δ
Aδ

1 − 2BD e
− x

ρ

(1+Ax)M−1 + T , 0 < x < 1−δ
Aδ

(9)

where A = |S|−1
M−1 , T = 1

Γ (M−1) [2
BD e

−x
ρ

(1+Ax)M−1 (Γ (M − 1, δ(Ax + 1)υ) − Γ (M −
1, υ))], δ = 2− BD

M−1 , υ = x
ρ(1−δ−Aδx) and Γ (a, x) is the incomplete gamma

function.

2.3 MIMO with ZFBF

In the MIMO broadcast channel using ZFBF, each beamforming vector vj ∈
CM×1, j ∈ S, should be selected to satisfy the zero-forcing condition ĥivj = 0
for i �= j, i ∈ S. From Ĥ(S) = ([ĥT

π(1), · · · , ĥT
π(|S|)]), the normalized columns of

the pseudo inverse of Ĥ(S) defined as Ĥ(S)† = Ĥ(S)∗(Ĥ(S)Ĥ(S)∗)−1 can be
chosen as the beamforming vectors.

3 Sum Rate with the SUS Algorithm

In the SUS algorithm, the approximate cardinality of the candidate user set |Bi|
at the i-th user selection stage, containing the users which are semi-orthogonal
(i.e., with correlation smaller than ε) to the previously selected i users, is [14]

|Bi| =
{

K � K0, i = 0
�Kαi� � Ki, i = 1, · · · ,M − 1

(10)

where αi =
∏i

k=1(1 − (1 − ε2)M−k). With the cardinalities of the candidate
sets, we can derive the probability Pj that at least j users are selected by
the SUS algorithm. According to the process of the SUS algorithm, user k is
scheduled at the i-th user scheduling stage only when user k has the largest
SINR among the users which satisfy the semi-orthogonal constraint. In order to
obtain Pj , we first derive the probability that exactly n users are scheduled, PSn

.
Then we will have Pj = Pj−1 − PSj−1 . Assume that the users’ estimated SINRs
are arranged in decreasing order as {SINR(1) ≥ SINR(2), · · · ,≥ SINR(K)}.
The first scheduled user in the zero-th stage of the SUS algorithm is the
user with the largest SINR, SINR(1). Since this user can always be found,
we have P1 = 1. At the i-th scheduling stage, the probability that a not-
yet-selected user satisfies the semi-orthogonal constraint (with respect to the
already selected users) is αi. Taking the first selection stage as an example, if the
eventually selected user is the one corresponding to SINR(j), that means that
the users corresponding to SINR(2), · · · , SINR(j−1) do not satisfy the semi-
orthogonal constraint while the user corresponding to SINR(j) does. If, after
the entire SUS algorithm finishes and there are exactly two users (corresponding
to SINR(1) and SINR(j)) selected, that means that the users corresponding
to SINR(j+1), · · · , SINR(K) do not satisfy the semi-orthogonal constraint at
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the second scheduling stage. Therefore, the probability of exactly two scheduled
users with SINR(1), SINR(j) is

P (SINR(1), SINR(j)) = (1 − α1)j−2α1(1 − α2)K−j , j = 2, 3, · · · ,K. (11)

Then, the probability of exactly two scheduled users, PS2 , is

PS2 =
K−2∑

m=0

α1(1 − α1)m(1 − α2)K−2−m. (12)

The probability of exactly n (n ≤ M) users scheduled, PSn
, can be similarly

derived as

PSn
=

K−2∑

m1=0

· · ·
K−n−Q(n)∑

mn−1

(
n−1∏

t=1

αt(1 − αt)mt

)

(1 − αmn
)K−n−Q(n−1) (13)

where Q(n) =
n−1∑

t=1

mt, n ≥ 2. Therefore, the probability Pj , j = 1, 2, · · · ,M can

be obtained as

Pj =

⎧
⎪⎪⎨

⎪⎪⎩

1 , j = 1
1 − (1 − α1)K−1 , j = 2
Pj−1 − PSj−1 , j = 3, 4, · · · ,M
0 , otherwise

(14)

We further define γ(Ki),|S| as the largest random variable among Ki ran-
dom variables {γ1,|S|, · · · , γKi,|S|} with the common CDF in (9) at the i-th user
selection stage. Applying the order statistics theorem, the CDF of γ(Ki),|S| is
given by

Fγ(Ki),|S|(x) = FγKi,|S|(x)Ki . (15)

Then the PDF of γ(Ki),|S| is

fγ(Ki),|S|(x) = KifγKi,|S|(x)(FγKi,|S|(x))Ki−1. (16)

Applying (14) and (16), the approximate sum rate employing the SUS algo-
rithm with quantized CDI and perfect CQI feedback is given by

R ≈
M∑

j=1

(Pj − Pj+1)E

{
j−1∑

i=0

log2(1 + γ(Ki),|S|)

}

=
M∑

j=1

(Pj − Pj+1)
j−1∑

i=0

∫ ∞

0

log2(1 + x)fγ(Ki),|S|(x)dx (17)

where (Pj −Pj+1) represents the probability that the total number of scheduled
users is j.
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Fig. 2. The average relations among ĥk, h̃k and vk

When we consider the case ε > 0, the selected users’ channels are no longer
perfectly orthogonal, and φk, the angle between ĥk and vk, in (7) is not zero. In
this case, (17) derived by using (9) becomes an upper bound which is loose when
ε is large. As depicted in Fig. 2, the plane including ĥk and h̃k and the plane
including ĥk and vk are orthogonal on average. Thus, the coordinate of h̃k can
be expressed as (sin θk, 0, cos θk) and the coordinate of vk is (0, sin φk, cos φk).
Taking the inner product between h̃k and vk, we can show that cos ∠(h̃k,vk)
is equal to cos θk cos φk. Consequently, the expected SINRk conditioned on h̃k

and ĥk can be further derived as

E{SINRk} ≈ ρ‖hk‖2 cos2 θk cos2 φk

1 + ρ |S|−1
M−1 |hk‖2 sin2 θk

. (18)

Since the exact distribution of cosφk is difficult to derive, we resorted to
obtaining it through simulation. With the distribution of cosφk, the distribution
of the modified expected SINRk can be obtained accordingly, which can then
be plugged into (17).

In Fig. 3, it is shown that the theoretical sum rate with this modification
matches the simulation result even when the semi-orthogonal constraint ε is
large.

4 Feedback Reduction Strategy

To facilitate the scheduling operation, the users need to feed back their CSI
which include CDI and CQI. The CQI metric derived in Sect. 2.2 provides the
estimated SINR which can capture full multiuser diversity gain. Considering that
under the maximum sum-rate criterion the users with relatively low estimated
SINR are rarely selected, it is reasonable to assume that allowing these users
to feed back CSI may not improve the system scheduling performance but on
the other hand may increase the feedback load. Consequently, it is proposed in
this section division of the range of the estimated SINR into multiple regions.
Each of these regions signifies different importance for the SUS algorithm. The
proposed multiple-threshold model is shown as Type-I in Fig. 4
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Fig. 3. Simulation and modified theoretical results of sum rate vs. total number of
users when M = 4, SNR = 10, BD = 10 bits/user, BQ = ∞ bits/user, ε = 0.4, 0.6.

4.1 Derivation of Multiple Thresholds

From a user’s perspective, it has to compete with approximately Ki users and
win, if it is to be selected at the ith stage of the SUS scheduling. The higher the
user’s SINR, the higher the chance that it is selected in an earlier stage. Thus we
use Ki, i = 0, 1, · · · ,M − 1 to derive the multiple thresholds for CQI feedback.

Let X(1),X(2), · · · ,X(Ki), be the order statistic of i.i.d. random variables
{X1,X2, · · · ,XKi

}, with common CDF (9) in descending order, i.e., X(1) ≥
X(2) ≥ · · · ≥ X(Ki). The probability that the estimated SINR of the k-th user
rk is ranked the p-th among the Ki users in set Bi is shown as follows:

P{Xk = X(p)|Xk = rk} =
(Ki − 1)!{Fγk,|S|(rk)}Ki−p{1 − Fγk,|S|(rk)}p−1

(Ki − p)!
.

For example, when the k-th user has estimated SINR rk, the probability that
user k has the highest SINR value among all Ki users is

P{rk = X(1)}
P{Xk = rk} = (Fγk,|S|(rk))Ki−1. (19)

In addition, (19) also satisfies

Ki∑

p=1

P{Xk = X(p)|Xk = rk} = 1. (20)

With the estimated SINR rk, the k-th user can judge its most possible rank
among the Ki users in Bi according to

ranki(rk) = arg max
p=1,··· ,Ki

P{Xk = X(p)|Xk = rk}. (21)
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With the SUS algorithm, the BS selects the i-th user whose estimated SINR
is the highest among the Ki−1 users in Bi−1. Based on this process, we can con-
struct M thresholds to reduce feedback and use these thresholds as quantization
levels of CQI. For simplicity, we use rk,M in (8) to derive the thresholds. The
first (highest) threshold γth,1 is set to allow the potential winners of the 0th SUS
stage to feedback. With the i.i.d. CQI assumption, γth,1 is the same for all users
such that

when γk,M ∈ [γth,1,∞), rank0(γk,M ) = 1. (22)

Similarly, the other thresholds can be set to allow the potential winners of
the following SUS stages to feedback:

when γk,M ∈ [γth,i,∞), ranki−1(γk,M ) = 1, i = 2, · · · ,M. (23)

All thresholds can be computed off-line as long as the number of users, the
semi-orthogonal constraint ε and the fading statistics are known. The values of
the thresholds can be updated periodically as part of the system configuration
broadcast from the BS. When a user’s estimated SINR is higher than γth,M ,
it feeds back the index of the highest threshold its estimated SINR is above.
Otherwise it does not feedback.

4.2 Feedback Load Analysis

With the way the lowest threshold γth,M is set, i.e., letting the user with the
highest SINR among KM−1 i.i.d. users feedback, it can be easily derived that
the feedback probability of each users is 1/KM−1. As a result, given a total
number of feedback bits BT = BD + BQ per user, the total feedback load for
the proposed scheme can be derived to be

Lfbk =

{
KBT , 0 < K ≤ 1

�αM−1	
BT K
KM−1

= BT

�αM−1	 , K > 1
�αM−1	

. (24)

The total feedback load becomes fixed when the total number of users in the
system K > 1

�αM−1	 . On the other hand, it increases linearly with the number
of users when the total number of users is smaller than 1

�αM−1	 .

5 Numerical Results

In this section, we compare the sum rate performance and total feedback load
of our proposed scheme with other feedback strategies. In the simulation, we
assume that the transmitter is equipped with M = 4 antennas, and there are
K single antenna users. The semi-orthogonal constraint is set to ε = 0.4 in
the SUS scheduling algorithm. Each user feeds back BT = BQ + BD bits to
represent the CQI and CDI to the BS to facilitate the scheduling operation. The
feedback models considered are shown in Fig. 4. The Type-I feedback model is
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Fig. 4. Different feedback models with CQI quantization.
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Fig. 5. Sum-rate vs. total number of users when M = 4, SNR= 10 dB, BT = 10 and
ε = 0.4.

the proposed multiple-threshold model with the CQI quantization levels equal to
the thresholds. In the Type-II model, a user feeds back when its SINR is greater
than the threshold rth,M , and the CQI feedback is uniformly quantized in the
region (rth,M ,∞) using BQ bits. For Type-III, no matter what the SINR is, a
user uniformly quantizes CQI in (0,∞) using BQ bits and feeds back.

Figure 5 compares the sum rate performance of different feedback schemes.
For Type-III, the optimal bit combination (BD, BQ) still results in significant
sum rate loss due to inefficient quantization in region (0,∞). Quantizing only in
(rth,M ,∞) instead of (0,∞), the Type-II scheme is able to achieve higher sum
rate than the Type-III scheme. When the total number of users is small (0 ≤
K ≤ 1

�αM−1	 ), the threshold rth,M becomes zero, and the sum rate performance
of Type-II is the same as that of Type-III. The proposed Type-I scheme on
the other hand has better CQI quantization, and achieves higher sum rate than
Type-II.

In Fig. 6, the overall feedback load of different schemes are compared. Type-I
and Type-II schemes can efficiently feedback CSI to the BS and keep the overall
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feedback load as a constant. As shown in Fig. 7, Type-I and Type-II schemes
can achieve the multiuser diversity gain with a small amount of feedback load.
Because the overall number of feedback bits is a constant, the sum rate can be
increased without increasing the feedback load.

6 Conclusion

A MU-MIMO broadcast channel with ZFBF and limited feedback has been
analyzed and evaluated through simulation in this paper. Starting with the dis-
tribution of estimated SINR and the approximate cardinality of the candidate
sets in the SUS algorithm, an approximation of sum rate for the system with



486 Y.-L. Tsai et al.

both quantized CDI and perfect CQI feedback is derived. The angle between the
channel vector and beamforming vector, φk, is also taken into account to pro-
vide a realistic sum-rate estimation. We further proposed a new multi-threshold
scheme to reduce a large amount of feedback load as well as to quantize the
CQI. The proposed scheme maintains a constant feedback overhead as the num-
ber of users in the system increases beyond K > 1

�αM−1	 . Extensive simulation
has been conducted to show that the proposed scheme can efficiently reduce the
feedback load while achieving good sum-rate performance.
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Abstract. This paper addresses one major concern on how to secure the
location information of a base station in a compromised Wireless Sensor
Network (WSN). In this concern, disrupting or damaging the wireless
base station can be catastrophic for a WSN. To aid in the mitigation
of this challenge, we present Moving Proximity Base Station Defense
(MPBSD), a Moving Target Defense (MTD) approach to concealing the
location of a base station within a WSN. In this approach, we employ
multiple base stations to serve a WSN where one of the multiple base
stations is elected to serve the WSN in a specific period of time. Specifi-
cally, our approach periodically changes the designation over a period of
time to provide obscurity in the location information of the base station.
We further evaluate MPBSD using a real-world testbed environment uti-
lizing Wi-Fi frequencies. Our results show that MPBSD is an effective
MTD approach to securing base stations for a WSN in term of sensory
performance such as end-to-end delay.

Keywords: Wireless Sensor Network · Moving Target Defense ·
Security

1 Introduction

Sensory-based infrastructures including Internet of Things (IoT) and Wireless
Sensor Networks (WSN) provide many methods for data accessibility such as
localization tracking, smart homes, and metric evaluation. Although IoT and
WSN make significant impacts on various fields of use, the base station—in
which each sensory node communicates to—can be manipulated or subdued to
adverse cyber attacks. There have been numerous approaches to identifying and
securing a base station such as the implementation of an Intrusion Detection
Systems (IDS) [1], an approach to increasing the anonymity of a base station [2],
and an intrusion-tolerant routing solution (INSENS) [3]. Yet none, to the best of
our knowledge, has examine Moving Target Defense (MTD) for securing a WSN
base station.
c© Springer International Publishing Switzerland 2016
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To mitigate adverse threats in locating the WSN base station, we present
a novel approach to periodically changing its location using an election process
between multiple active and inactive base stations within a given proximity. We
call our approach Moving Proximity Base Station Defense (MPBSD), which is
inspired by previous studies in [2,4,5] to enhance security in WSN. The designa-
tion of an active base station is done through an election process amongst all the
base stations to be the sole receiving and transmitting base station for the WSN.
Inactive base stations will transmit spoof data within the given region to mask the
location of the active base station in aims to hinder localization methods for the
subdue sensor node. Our approach periodically changes the roles of each base sta-
tion from active to inactive state and vice-versa over a given timeframe utilizing a
combination of heartbeat messaging and election processes. Our implementation
demonstrates the capability of our approach through our experiments.

To implement our MPBSD approach, we utilize Global Environment for Net-
work Innovation (GENI) [6] and specifically—the Orbit Lab Grid testbed [7] and
the w-iLab.t testbed [8] to conduct experiments. Using a pool of 400 wireless
sensors, we randomly select a minimal of two scaling upwards to five sensors as
base stations for our WSN. We conduct multiple experiments to measure per-
formance impacts and localization constraints for a compromised sensor node
to locate the base station. Additionally, if an adverse user has the ability to
compromise a single sensor node, other nodes are also at risk, therefore—we
examined constraints for multiple sensor nodes.

We summarize the contributions of this paper as follows:

– We propose and implement our MPBSD as an approach to obscuring the
location of a base station when a sensor node is compromised in a WSN. Our
approach utilizes a number of features of heartbeat messaging, falsifies data
transmission, and involves multiple base stations that change states of active
and inactive state.

– We examine the impacts of convergence for MPBSD when a base station
transitions from active to inactive state. Our examination focuses on the per-
formance of sensor communication with respect to end-to-end delay.

– Our implementation using a real-world testbed solution demonstrates the
effectiveness of MPBSD as a viable solution to enhance the security of a base
station by obscuring the physical location. We provide evaluation of the chal-
lenges and give results of the accuracy to locate a base station.

The rest of this paper is organized as follows. In Sect. 2 we state our research
problem and describe challenges to our approach. Section 3 provides some related
work. Architectural designs and our election algorithm are described in Sect. 4.
In Sect. 5 we provide our experimental results to our proposed design and imple-
mentation. Lastly, in Sect. 6 we conclude our paper and present future work.

2 Problem Statement

In this section, we summarize background knowledge on localization problems in
wireless networks and provide motivation and research challenges for our work.
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2.1 Background on Localization Challenges

A common method to locate a wireless device within a given region is through
the use of Received-Signal-Strength-Indicator (RSSI). A major constraint to the
use of RSSI as a localization method is that RSSI is subdue to environmental
factors. Essentially, many of the localization methods utilize a relationship of
RSSI values and correlates the metric to distance. The accuracy of RSSI is
heavily influenced by obstructions such as walls, piping, and water, etc., causing
negligible localization measurements. The inaccuracy of using RSSI is a common
issue, and we will fully utilize this weakness as an enhancement in our MPBSD
approach.

2.2 Research Challenge and Motivation

A completely secure environment in a WSN would be a dream case scenario
by many, but the increase in new attack vectors for adverse users provides a
grand challenge to address. Locating the base station from a physical perspective
can be devastating for a WSN as adverse users can manipulate or destroy the
functionality of the base station. Specifically, an adverse user can modify a base
station to manipulate data transmission from sensor nodes to the base station
such that data processing or post processing information can be skewed or altered
affecting end goals of a WSN. This presents a number of challenges.

In order to outline the challenges in this work, we provide a brief description
as follows:

– How can we determine what state should be switched to not only enhance
security but also significantly does not influence the performance of sensor
nodes with respect to network and power?

– RSSI as a localization method has negligible accuracy in locating a target.
How can we utilize these inaccuracies as an enhancement to secure the base
station

– Utilizing heartbeat methods between base stations can be easily manipu-
lated or replayed by an adverse user. How can we address the security of
our MPBSD’s heartbeat method to prevent or reduce the vulnerability of an
adverse attack?

To address such challenges, related work will be examined for characteristics
or traits that provide an aid to our proposed MPBSD solution.

3 Related Work

The implementation of an IDS [1] in a WSN has been examined in which
researchers positioned numerous IDSs within a WSN where cluster heads inherit
a cooperative infrastructure-wide detection model while sensors within a cluster
gain independent of a local variant IDS. Although detection methods were dis-
cussed, a major weakness to the use of an IDS approach focuses towards increase
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energy consumption and computational resource stress. To alleviate stress on
sensors within a WSN with security in mind, Acharya and Younis [2] proposed an
increase anonymity approach where the base station transmits false data within
the region to mimic a sensory device. Additionally, they proposed a moving base
station approach where the position becomes difficult to locate when the base
station moves to another area within the WSN. Comparatively, MPBSD period-
ically cycles positions using randomization functions over Acharya and Younis
approach [2]. Although location and obscure methods can be used to increase
security, Deng et al. [3] examined routing approaches to securing a WSN when
a sensory device becomes compromised. Additionally, routing concepts are com-
mon addressing security in a WSN. Such management has been examined with a
trusted system approach [9–11] and replication attack detection [4], and outlined
with a survey of best practices [5].

4 Design

To address and identify challenges that we previously describe in enhancing
the security of a WSN base stations from being located, we present a detailed
overview of the proposed base station enhancement method—MPBSD.

4.1 System Architecture

MPBSD provides three major characteristics to enhance WSN base station secu-
rity to prevent localization threats from adverse users. Those characteristics are:

– Multiple base stations utilizing state based methods of active and inactive
states where inactive base stations transmit falsified data to further obscure
the active base station.

– A heartbeat method to intercommunicate base stations to change states of
being active and inactive based on an election model and a decision algorithm.

– Utilizes RSSI localization inaccuracies as an enhancement method to further
obscure the position of the base station.

The state of base stations utilizing the active and inactive state plays a
significant role in MPBSD. In order to describe our approach, we provide a
model of states for base stations in Fig. 1.

As described in Fig. 1, a base station initiates itself under the initialize state.
Under this process, network addresses are established, and an election process
occurs to determine the state of the base station. In Subsect. 4.2, we describe
the election algorithm in detail where the algorithm undergoes to determine
the state of a base station. If the base station is determined to be in an active
state, data will be transmitted and received from the various sensor nodes in the
WSN. If the base station is in the inactive state, falsify data is transmitted to the
WSN region to obscure and mask the active base station in the MPBSD process.
To be specific, the falsified data transmitted will be spoofed header information
that mimic existing data on the WSN. The falsified data will have no receiving
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Fig. 1. A logic diagram of base station roles utilizing MPBSD where the active state
is the designated base station within a WSN to transmit and receive data from sensor
nodes while the inactive state aim to further mask the location of the active base
station. The change of a base stations’ state is determined by MPBSD’s election process
and wait timers.

client to transmit to and will simply transmit in the airspace to obscure the
location of the base station. Additionally, inactive base stations will vary the
transmitting antenna power level to further confuse values of RSSI in order to
obscure localization methods from an adverse user. Lastly, the finish state is a
result if an issue on a base station occurs leading to termination.

4.2 Election Method: Decision Algorithm and Heartbeat

The election process for MPBSD determines the state of a base station within a
WSN given a period of time. The state of the base station changes periodically
to reduce the footprint markings of its location. In our MPBSD approach, the
election process begins with a predetermined set δ of base stations at the ini-
tialization of the WSN. The set δ is ordered by the base stations’ mac-addresses
from low to high. We select ρ ∈ δ (ρ > 0) as the active base station where ρ is a
random integer variable following the discrete uniform distribution over the set
δ and the remaining elements of the set as inactive base stations. Once an elec-
tion occurs, MPBSD operates over a period of time before a re-election occurs.
This period of time for the MPBSD operation is given by the value α (α > 0),
a random integer variable following the discrete uniform distribution over the
minimal range β and the maximum bound γ. We determine the values of β and
γ through analysis from experimentation as the interval in which a base station
changes states can influence network performance for sensor nodes. To clarify
our process, Fig. 2 demonstrates a diagram of the election process.
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Fig. 2. A step process to the election method in MPBSD to select the state of a base
station over the operational time of the WSN. For Line 2, ρ is an example and does
not reflect any static value.

In step 4 of Fig. 2, we express that the election process repeats itself over a
period of time. Step 2 demonstrates a potential change of states for a base station,
but the time for a sensor node to re-establish communication can be devastating
with regards to network performance. Our experiments will provide analysis
to the potential hazards of this step in aims to optimize this constraint. To
synchronize the communication between each base station, we utilize a heartbeat
mechanism.

Although each base station undergoes an election process to change their
operational states from active and inactive, a heartbeat mechanism is utilize to
maintain the membership each base station for the election. Additionally, the
heartbeat mechanism triggers the election process once the operational period
α expires. Communication-wise, each heartbeat message will be transmitted on
the infrastructural side of the WSN—that is, each heartbeat message will be
transmitted on the wired interface of each base station to reduce security threats
within the wireless portion.

4.3 Inaccuracies of RSSI as an Enhancement Suite

Environmental influences become a significant constraint to localization methods
using RSSI, and specifically—the accuracy of the tracking system. Using previous
work [12], we use the relationship of RSSI-to-Distance (RtD) as the method
to locate the base station from varying quantity of compromised sensor nodes.
Specifically, Eq. (1) represents our tracking estimation for RtD where r represents
values of RSSI measured in dBm and x represents the distance of the target in
meters.

r = −42.98x0.1534 (1)

Although Eq. (1) was constructed through pre-examined measurements and
curve fitted on a graph, this method was not examined in the Orbit Lab Grid [7].
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To present the ambiguity an adverse user may experience when compromising a
WSN of unknown constraints, we use this method as an estimation to locate the
base station. Additionally, if an adverse user were to subdue a sensor node with
a WSN, then the potential to compromise remaining nodes can also be a viable
direction. Using Eq. (2), an adverse user can obtain samples from three or more
sensor nodes in an attempt to locate the active base station where x, y represent
sensor location and d represents distance using RtD. Secondly, the accuracy to
locate the target using RSSI can be negligible due to real-time changes within the
environment when tracking the base station. Lastly, depending on the adverse
user, the position of the wireless sensor may be unknown to the attacker. For
our analysis, we treat the adverse user having knowledge of the wireless sensor
location for examination purposes.

2(xi − xi+1)x + 2(yi − yi+1)y − (d2i+1 − d2i ) = (x2
i − x2

i+1) + (y2
i − y2

i+1) (2)

The use of RSSI’s negligible tracking metric as an enhancement suite for
MPBSD has presentable areas of examination. Under the MPBSD approach,
inactive base stations transmit falsified data within the WSN to obscure the
position of the active base station. Using this falsified data approach, we fluctuate
the transmitting power of each inactive base station to alter the values of RSSI
that can be potentially seen by an adverse user on a compromise sensor node.
Although a base station broadcasts a network for sensor nodes to communicate
with each other, a compromise sensor node can capture data within the WSN
region to determine its own location with respect to the WSN in addition to
determining the number of neighboring sensor devices.

5 Evaluation

We analyzed the effects of our MPBSD approach through experiments outlined
by our methodology. In this section, we provide detailed results of MPBSD,
the effects to sensory node performance and evaluate troubled areas that were
noticed during our experimental evaluation.

5.1 Implementation and Preliminary Problems

In our preliminary configuration of MPBSD, we deployed our approach on a
small-scale topology of three base stations and five sensor nodes as expressed in
Fig. 3. Our configuration had each base station broadcast the respective SSID
for the WSN when elected as an active base station. We chose this approach
to identify any preliminary challenges that MPBSD produces from our designed
model. In our preliminary experiment, we had each sensor node ping the active
base station over a period of time. Our configuration had all base stations sharing
the same IP address on the network topology that interfaces with each sensor
node. Inactive base stations, although having a similar IP address, would have
their interface switched to promiscuous mode—losing its ability to communicate
to the network and remove the problem for the IP to conflict. The first problem
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Fig. 3. A topology design outlining the infrastructure used for our experiments. Note,
quantity of items in this figure do not project or reflect our experiments, but purely a
representation of how our infrastructure was deployed and configured.

that was identified from this approach was mac-address. Although each base
station shares the same IP address, mac-addresses would also need to be the
same to remove layer 2 problems in the OSI model. It was noticed that every
time a base station broadcast the shared SSID on the WSN, different mac-
addresses would be used per base station causing each sensor node to transmit a
new ARP Request due to inconsistent entries in their ARP table. To solve such
issue, we fixed the mac-address value for each base station’s wireless interface
to reduce sensor node confusion. Upon correcting such problem, we began to
execute various experiments to examine the effects of MPBSD.

5.2 Convergence Delay Problems: Overhead

One of our main concerns for our MPBSD approach is when base stations switch
roles from active to inactive state. Specifically, we wanted to examine our role
switching behavior to see whether our approach would create or inflect any
communication problems for each sensor node with respect to convergence. To
conduct such experiments, we measure the delay that was the time that a base
station switches role from sensor nodes using ping as a fundamental method.
Although the distance between each sensor node and a base station can affect
the network performance with respect to delay, we initially base line the average
delay for each sensor node prior to the role switch to measure the delay at the
point of switch. In Fig. 4, we depict the delay that was produced during time
of convergence where the delay was the time for a base station to switch from
active to inactive state.

As expressed in Fig. 4, during the examination of MPBSD, it was noticed
that for each time a base station switched roles from active to inactive, sensor
nodes would see an average delay ranging from ∼3 ms upwards to ∼18 ms delay.
Some critical points had a more notable area of delay as signified by the spikes in
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Fig. 4. Average network delay for sensor nodes to communicate to a base station
during the MPBSD process when base station roles change occurs. Notably, results in
this graph project the direct increase of delay for sensor nodes when a base station
changes roles. Specifically, we took the increase delay value and subtract a base line
value to project the average delay measurement.

the graph. The highest recorded delay was roughly ∼2000 ms, but we determine
that those results were due to data retransmission from our delay measurements.

5.3 Security Metric: Hunting the Base Station

The key component to this researched work is to increase the difficulty to locate
a wireless base station. Using methods of localization from previous work [12],
we attempt to track the base station from a compromise sensor node. In our first
attempt to locate the wireless base station, we measured the RSSI values that
were presented from the active base station. Specifically, we wanted to identify the
minimal amount of time needed (β) to switch roles for a base station to increase
the ambiguity from being located. Although finding β allowed us to determine the
minimal time needed to switch roles for a base station, we wanted to identify the
maximum time allowed (γ) to reduce the predictability for a compromised sensor
node from knowing the time interval for a role change. In Fig. 5, we present results
for locating the base station from a compromised sensor node.

As expressed in Fig. 5, we examined a single node locating the active base
station using MPBSD. The line Actual represents an active base station from
the perspective of the sensor node. In this experiment, there were three base
stations positioned at various distances away from the sensor node in our analy-
sis. Notably, the base station that was the closest to the sensor node at an
approximately ∼6 m was more distinguishable using RSSI localization methods.
Although further away, the two other base stations were not easily determined
by the sensor node located ∼25 m and ∼36 m away. Additionally, some variations
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Fig. 5. A compromised sensor node attempting to locate the active base station within
the given WSN. This figure projects an experiment to find the minimal time β for a
base station to change role. The width of Actual with respect to X represents time a
base station remained active using MPBSD. Lastly, the angle can not be determined
from the sensor node to the active base station. (Color figure online)

y

x

Fig. 6. Multiple compromised sensor nodes attempt to locate the active base station
within the WSN using MPBSD. Additionally, this experiment demonstrated the use
of five base stations using MPBSD to service the WSN while only three compromised
sensor nodes were used to locate. The location of each Base Station was undetermined
due to the safeguard of MPBSD and that the threat actor could assume only five Base
Stations are present in the WSN. (x, y) represents the location of a sensor or a Base
Station, or the estimated location of a sensor.
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of the measurements had a significant decrease in signal quality from the active
base station. This decrease in signal strength was observed as a behavior of using
RSSI as a localization method. Lastly, although the Actual and Estimation were
very close to one another, we did not determine the angle of the active base
station with respect to the compromise sensor due to the constraint of having
a single sensor. Therefore, we can only determine an approximate area for the
base station.

To demonstrate localization constraints for multiple compromised sensor
nodes, we present our experiment of using three sensor nodes to locate the active
base station in Fig. 6. There were a total of five base stations within the WSN
area positioned at varying distances to service sensor nodes. It was demonstrated
that the base stations of near proximity to one another using MPBSD created
more ambiguity in determining the location of the active base station. Addition-
ally, each base station had equal amount of turns to be the active base station for
the WSN. Lastly, this experiment was conducted numerous times where multi-
ple sample sets were taken. It was apparent that the estimation determined five
distinguishable points for base stations within the area, the actual positions were
still concealed using MPBSD.

6 Conclusion

In this paper, we proposed MPBSD to obscure the location of a wireless base sta-
tion from a compromised sensor node by using concepts of MTD. We expressed
that our approach increased the difficulty to locate a wireless base station using
localization methods of RSSI. It was stated that each base station inherits two
roles, active and inactive, through an election process. We identified areas of
increase network delay when a base station changes roles from active to inactive
and vice-versa. Lastly, we demonstrated the difficulties a compromised wireless
sensor node experienced in locating the active wireless base station using local-
ization methods of RSSI. Our evaluations demonstrated MPBSD as a viable
solution to obscure the location of wireless base stations with minimal overhead
depending on distance from sensor to base station.

In the future, we plan to examine MPBSD in a more thorough analysis with
varying types of data transfer, and specifically—UDP traffic. Other network
characteristics such as packet loss, jitter, and varying types of network perfor-
mance concerns will also be examined. Since data corruption is a significant
concern with regards to changing roles of a base station, we will examine in
further detail the effects of MPBSD to improve handling data transfer. Lastly,
we examined the effects of how an adverse user—if given access—can attempt
to locate an active base station, but we did not examine the effects of network-
based security attacks. We plan to also examine the effects of MPBSD when
under a threat of adverse attacks within the WSN.
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Abstract. Timing attacks in web applications have been known for over
a decade. Recently, new attacks have been reported to exploit timing
techniques to probe sensitive information from web applications. In this
paper, we present a tool to detect timing-based probing attacks in web
applications. The main idea of our approach is to monitor the browser
behaviors and identify anomalous timing behaviors. We prototyped our
approach in the Google Chrome browser, and demonstrated its effective-
ness.

1 Introduction

In web applications, the same origin policy (SOP) [1] prevents a web applica-
tion from directly accessing information belonging to other web applications.
Since the web application share the same browser environment with web appli-
cations under other origins, it may indirectly figure out information from other
web applications through analyzing the shared states in the browser environ-
ment [5,7,9,11,14–16]. For example, attackers can infer whether a website has
been visited by the user via checking the color of a link to the site, as demon-
strated in the browser-history sniffing attack [10]. Using this technique, via
including a list of links pointing to a list of websites, a malicious website can
obtain a user’s browsing history by checking the color of the links1. This example
shows that an attacker can steal users’ information indirectly, i.e., inferring the
information about another site by checking the browser states that are affected
by visiting the website.

Observation. Compared to direct access to users’ private information in the
browser environment, this type of inference attack can only obtain limited infor-
mation in each attempt. For example, the browser history inference is obtained

1 Traditional ways to do this is by calling “getComputedStyle” method, but this
method has already been modified to prevent this kind of misuse. However, there
are still other ways to check the links colors [13,18].
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site-by-site. In other words, the “data rate” of information leakage in such attacks
is low. In order to obtain a significant amount of information, attackers have
to repeatedly check and infer information from the other origin. We call them
browser probing attacks, and the repetitive nature of browser probing attacks
forms the basis to detect them.

We focus on timing-based probing attacks [8,12,13,17] in this paper, which
are a popular browser probing attacks. They indirectly access sensitive informa-
tion, such as cryptographic keys and states from other virtual machines [2,4].
They rely on the variations in the time taken by the systems to process different
inputs [8,13]. This type of attacks has been adopted to exploit web applications.
In a timing-based probing attack, a malicious web application check the time
required to perform various tasks that can be affected by other websites.

Our approach. In this paper, we present a tool to detect timing-based probing
attacks in web applications. The main idea of our approach is to monitor a web
application’s runtime behaviors, and identify anomalous timing operations to
detect timing probing attacks. We summarize behavior patterns for timing-based
probing attacks, and our approach detects timing probing attacks by matching
monitored behaviors with such behavior patterns. Our approach alarms users
with the potential risk of the privacy leakage to the website, and shows users
the suspicious behaviors embedded in a malicious web page.

We prototype our approach in the Google Chrome browser. We evaluate the
effectiveness of our approach using malicious probing applications built from
known attacks.

Contributions. Our contribution is as follows.

– New understanding of the timing-based probing attack. We studied common
timing probing attacks and define a general behavior model to describe the
timing probing attacks. Based on the proposed model, we generate behavior
patterns corresponding to different timing probing attacks respectively.

– Light-weight approach to expose and limit the timing-based probing attack.
We propose an extention-based approach that monitors web application’s
behaviors and detect timing probing attacks, based on the repeat rate of
sturctured-probing-behavior patterns. Our approach makes the timing-base
probing attacks more difficult to succeed.

– System prototype and evaluation. We prototyped our approach as an exten-
sion of Google Chrome. Our evaluation demonstrates the effectiveness of our
approach.

2 Overview

In this section, we discuss the threat from timing-based probing attacks and
analyze their core features that can be used as the basis for detecting them.
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2.1 Background

In this paper, we assume the adversary to be a web attacker. That is, the attacker
controls a website, and is able to run JavaScript in the victim’s browser. But
the attacker cannot run native code in the victim’s system, nor can the attacker
exploit vulnerabilities in the victim’s system or browser. The attacker aims to
infer the victim user’s private information in the browser environment through
timing probing attacks.

Timing-Based Probing Attacks. Felten and Schneider [8] introduces a tim-
ing attack to web applications. This attack measures the time required to load
a web resource. As the time needed to load a web resource is affected by the
resource’s cache status, the attacker can learn the resource’s cache status, and
then infer the user’s browsing history.

From this example, we generalize timing-based probing attacks as follows. The
attacker first retrieves time from the system, which is either to record system
time or to start a timer. We refer to this activity as T1 and the time obtained
as the starting time t1. It then starts a workload W , such as loading resources
or perform a computation. Once W is finished, the attacker immediately takes
another time measurement. We refer to this activity as T2 and the time obtained
as the ending time t2. The time difference t = t2 − t1 is the time spent on W .
If W depends on browser states that cannot be directly accessed by attackers, t
reveals information about such states.

Properties of Timing Probing Attacks. Timing-based probing attacks are
usually invisible to users. Since they are launched to indirectly infer other users’
sensitive data with the presence of strong security mechanisms in browsers, each
probing attempt typically infer only limited information. For example, in the
above attack, every time the attacker can only infer whether a web resource is
cached, among tens of thousands of resources that may reveal users’ privacy.
In other words, the “data rate” of leaked information in such probing attacks
is very low. Due to the limited information accessible through probing, attack-
ers/malicious websites need a large amount of repetitive operations to extract
enough information for inferring a small amount of users’ privacy. For exam-
ple, to probe users’ browsing history, the attacker must prepare a list of URLs,
and check each of them repeatedly (using the behavior sequence (T1,W, T2)). In
addition, the result of a practical timing based probing will differ depending on
the speed of the hardware on which the browser is running. To achieve accurate
time-based measurement results, attackers have to repeat time measurement
operations to achieve the desired calibration.

Challenge. Though timing-based probing attacks do require repetitive behav-
iors of accessing time and carrying out the workload, benign web applications
also have legitimate reasons to frequently access time and perform regular activ-
ities. Simply repeating such behaviors cannot be considered as the distinguished
feature to identify the timing based probing attacks. We need to distinguish
benign repeated timing behaviors from malicious ones.
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Fig. 1. Architecture of our approach(Color figure online)

2.2 Approach

The overall architecture of our approach is illustrated in Fig. 1. It monitors a
web application’s behaviors for abnormal patterns of timing-related events to
alert the user of potential timing-based probing attacks. Our approach consists
of three kernel components: Behavior Extractor, Probing Behavior Detector, and
Result Analyzer.

In particular, the Behavior Extractor component monitors the web appli-
cation and extracts its runtime execution information; the Probing Behavior
Detector analyzes the runtime states gathered by the Behavior Extractor and
detects suspicious timing-based probing behaviors; According to the knowledge
in Pattern Whitelist, Result Analyzer analyzes the suspicious behaviors detected
by Probing Behavior Detector ; once a malicious behavior is confirmed, it dis-
plays Alert to the browser user. The intercepted behaviors and detection results
are made available to an Offline Analysis component, where analysts identifies
benign repetitive timing behaviors and update the Pattern Whitelist, so that
such benign behaviors will not be flagged as attacks in the future.

Extracting Runtime Behaviors. Behavior extraction is the basis of our
approach. Since most of a web application’s dynamic behaviors are carried by
JavaScript, our tool intercepts JavaScript API calls to represent the behavior of
a web application. The behavior extractor module records the API together with
its parameters. To help understand the behavior and distinguish APIs used under
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different scenarios, the behavior extractor also extracts the runtime JavaScript
stack of the API.

In order to extract these runtime behaviors without modifying the browser,
we build our tool as a browser extension. Though our focus is mainly on the
timing-related behaviors, the interception mechanism is flexible to allow users to
specify general JavaScript APIs to monitor. It intercepts JavaScript behaviors of
web applications through rewriting JavaScript functions. Our extension preloads
the rewriting JavaScript code before any code in the web application is loaded.
It then takes a list of APIs to be hooked, which is specified by the users, and
interpose the APIs to output them in a log of JavaScript behaviors, which records
the functions’ names, the arguments, and the functions’ call stack information.

While obtaining API call information is straightforward, getting JavaScript
call stack information needs more effort. We take the advantage of an error-
handling feature of JavaScript, which reports the call stack information.

Detecting Probing Behaviors. Timing-related APIs are commonly used in
benign web applications. To distinguish benign usage of timing APIs from prob-
ing attacks, the probing behavior detector adopts a two-level detection mech-
anism to expose probing behaviors. First, it flags suspicious timing behaviors
based on the frequency pattern, i.e., the frequency of timing behaviors and their
distribution over time. It serves as the first-level detector. To further prevent
mistakenly reporting benign timing behaviors as probing attacks, the detector
analyzes the structure of timing behaviors, and performs detection based on
structured timing behavior pattern.

Distribution-based probing behavior pattern. The first-level detection is based on
the distribution of timing-behaviors. We gather statistics on how many times
timing functions are called over a period of time.

At this level, our approach provides light-weight real-time attack detection.
Taking the cache timing attack explained above as example, our approach dis-
plays statistics for monitored JavaScript APIs. The user can pay particular atten-
tion to the getTime API. Once the frequency exceeds a certain threshold, the
user can be alarmed about possible timing attack on the website he is visiting.
To further increase the detection accuracy, we use another level detection via
structure information of web application’s timing behavior.

Structure-based probing behavior pattern. Timing probing attacks always contain
two operations of obtaining system time value T1 and T2, as well as a workload in
the middleW , which is the operation to be timed. So it forms the following pattern:

1. A get-time activity T1 (such as a Date.getTime API call or a set-timer event);
2. One or several workload operations, such as loading an image or drawing a

frame. We refer to the collection of such operations2 as W ;
3. Another get-time operation T2.

2 Note that the behaviors in W might not always be shown as the form of a function
call (e.g. when loading an image, it’s just an assignment to the src attribute of the
image element).
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Due to the asynchronous nature of the JavaScript language, T1 and T2 often
appear in completely different program locations and contexts. However, in many
timing probing attacks, W is carried out by an asynchronous operation, where
T2 can only be obtained in the callback functions of the asynchronous operation.
When T2 is executed, it is difficult to decide the corresponding T1 and W . More-
over, in actual timing attacks, the (T1,W, T2) pattern may repeat multiple times
consecutively, making T2 of one iteration the T1 of later iterations, making the
following pattern (T1,W, T2,W

′, T ′
2, ...). In this case, we can use the connection

between the last two operations as our pattern for the timing attack, and treat
abnormal amount of repeated pattern as indicator of a timing attack.

Some attacks that have distinguishing features that can be identified inside
the behavior log can be detected automatically. Take the cache timing attack
as an example. This attack always contains two system time acquire opera-
tions (normally by calling Date.getTime function), one before an resource (often
an image) begins to load and another after the resource is loaded (i.e., being
called inside the onload function of the resource). For this attack, the connection
between T2 and W is the Date.getTime function call for T2 is inside an onload
function of an HTMLImageELement for W . This connection, between the sec-
ond system time acquire operation T2 and the image loading operation W , plays
an important role in distinguishing benign behaviors from probing behaviors in
websites in our experiment.

3 Evaluation

We have prototyped our tool as an extension to the Google Chrome browser.
Our prototype is based on the 64-bit Chrome browser. We have evaluated our
approach from the following aspects. We used recent timing probing attacks and
showed that our approach can successfully detect them. We then analyzed the
performance overhead of our approach.

3.1 Timing-Based Probing Attack Detection

To evaluate the effectiveness of our approach, we used recent timing probing
attacks in web applications. We implemented the attacks according to their
technical descriptions. We first introduce the attacks and then describe how
they are exposed by our approach.

Web Caching Based Probing Attack
Attack Mechanism. Web browsers use caching to speed up the access to the
recently visited files/resources. A web-cache-based probing attack may make use
of this functionality by measuring the time required to access a particular file
belongs to another origin. If that file is in the user’s cache, the access must be
faster. According to the time cost for accessing, the attacker may infer whether
the file is in the browser’s cache, and whether the user has accessed the target
origin as well (deducing the users’ browsing history indirectly). We illustrate
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Fig. 2. Web caching based timing probing Attack(Color figure online)

the basic principle of the cache-based probing attack in Fig. 2. To evaluate the
effectiveness on web caching based attack, we use the attack proposed by Jia
et al. [12] as the test case.

Effectiveness. In Jia’s attack, malicious webpage needs to measure the loading
time of image files, so it is required to call Date.getTime function after image
is loaded. The corresponding behavior pattern is calling Date.getTime function
inside onload function ofHTMLImageElement element. The pattern matching can
be done by searching for lines containing both string Date.getTime and regular
expression HTMLImageElement \ .[̂ ]*\.onload inside function call stack data.

Fig. 3. Real-time function call and element access chart(Color figure online)
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Figure 3 illustrates the real-time function call and element access chart (first-
level detection), as well as key behavior log of the web caching based timing
probing attacks (second-level detection).

Pixel-Based Attacks. Kotcher et al. [13] proposed another timing probing
attacks, which allows the attacker to “see” the target website.

The shader inside browsers often takes different time to draw pixels of differ-
ent color. So theoretically by measuring the time taken to draw a pixel, attackers
can know the color of this pixel. And by traversing all pixels inside a target region
of the target website, the attacker can get an image of this region, i.e. “seeing”
this region of the target website.

Then attackers will measure the webpage’s drawing time to infer the color of
the pixels, which can be done by measuring the refreshing rate of the web page.
By consecutively calling requestAnimationFrame function until certain amount of
frames have been drawn, and measuring the time required to draw these frames,
attackers can know the web page’s refreshing rate, which is mostly influenced
by the drawing speed of pixels of different color. By checking the web page’s
refreshing rate, the attackers can know the color of the current targeting pixel.

The attack needs to measure the frame rate of websites, which need to call
Date.getTime function after a frame is drawn. And the function used as reques-
tAnimationFrame function’s argument will be called after a frame is drawn.
so the pattern used to indicate this attack is calling Date.getTime function
inside functions that are used as requestAnimationFrame function’s argument.
The pattern matching can be done by first searching for regular expression ˆ
requestAnimationFrame:function [̂ (]*( inside function call data and get the
argument function’s names, and then searching for lines containing both string
Date.getTime and the argument function’s names, inside function call stack data.

Repainting-Based Attacks. Stone [17] proposed a way to check the visit
status of web links and sniff the browsing history by measuring the web page’s
repainting time.

According to the synchronizing property of the Chrome browser, when the
browser found a link’s target URL has changed, it will check whether this link’s
visit status has change too, i.e., from unvisited to visited or the other way around.
If the visit status has changed, the Chrome browser will repaint this link element,
while doing nothing if the visit status remains the same. The repainting operation
may be inferred by measuring the drawing time of the web page.

This attack needs to measure the frame drawing time of a certain frame,
which needs to call the Date.getTime function after a frame is drawn, the same
as the last attack. Also note that the function used as requestAnimationFrame
function’s argument will be called after a frame is drawn. so the pattern used to
indicate this attack is still calling Date.getTime function inside functions that
are used as requestAnimationFrame function’s argument. The pattern matching
can be done the same way as in the last attack. The pattern distribution is the
same as in that of the last attack, too.
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3.2 Performance

We evaluate the performance overhead of our tool. We test the average time cost
of baidu.com under different configurations. The result is shown in Table 1.

Table 1. Time cost on different configurations

Performance Test Environment

CPU: Intel R©CoreTMi5-4570

Memory: 4 Gigabyte

Operating system: Linux 12.04.2 (64-bit)

Browser: Chrome, Version 42.0.2311.90 (64-bit)

Enabled Functionalities Time Cost

None 241 ms

Write function name to console 454 ms

Write function call stack to console 1420 ms

Write function name to console 1583 ms

Write function call stack to console

Draw real-time behavior chart 310 ms

Warn attack(white list enabled) 1180 ms

Draw real-time behavior chart 1193 ms

Warn attack(white list enabled)

The first three configurations are for offline behavior analysis. The addi-
tional overhead only affects the speed of evaluating a large amount of websites,
which can be optimized by our automatic website parallel testing method. The
last three configurations are for real-time behavior analysis. Drawing the real-
time behavior chart causes neglectable overhead. And with warning functionality
enabled, the time cost only increases to approximately 1 second. This is only the
starting phase of visiting a website, after the website has been loaded and sta-
bilized, the difference can be neglected too, users will not feel any difference.

4 Related Work

Previous work has discovered several classic browser probing attacks, along with
some detection and prevention methods.

Kotcher et al. [13] discovered two timing probing attacks using CSS default
filters. The first attack can check whether a user has an account with a website
by exploiting the DOM rendering time difference. And the second attack can
sniff user browsing history or read text token by stealing pixels on the user’s
screen. They conducted evaluations of their attacks, and proved the attacks’
feasibility.
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Felten et al. [8] described a class of timing attacks used to sniff browsing his-
tory too, but their attacks focus on operations whose time consumption depends
on the cache status. They also proposed web cookies, which are a series of tradi-
tional cached files used as one traditional cookie. Using Web Cookies in attacks
can make them harder to be detected. To prevent these attacks, one can turn
off caching or alter the hit or miss performance of the cache, but both will make
caching lack of usefulness.

Weinberg et al. [18] proposed a way to sniff browsing history. The traditional
way to do this is secretly checking the status of the browser environment. But
since browsing history will affect the appearance of the display to the user, the
attacker can trick the user to tell him what the user has seen on the screen,
which can be used to infer the user’s browsing history. The links are disguised as
CAPTCHAs, so that while the user is finishing the CAPTCHAs, he is actually
telling the attacker his browsing history. They also come up with a way to “see”
the user’s screen by monitoring the reflection of the screen using the user’s web
camera. They proved that this is also a practical way to sniff the user’s browsing
history.

Bansal et al. [3] exploited the Web Worker APIs to make the cache prob-
ing operation parallel, which speeds up the traditional cache probing attacks.
They also proposed the idea of canceling resource requests once the attacker can
confirm that the resource being probed is from browser cache. In this way, the
attacker can avoid polluting the cache. They applied their improved cache timing
attack on four scenarios, including attacks on web environment and operating
systems. At the end of their paper, they discussed potential countermeasures,
such as separating cache among different operating system components, and set-
ting no-cache headers to private data. However, their improved attacks doesn’t
reduce the number of probes that the attacker requires, so our approach can still
detect these attacks.

Chen [6] found a vulnerability in four web applications that can leak users
sensitive information. The base of this vulnerability is that, since the applica-
tion needs to provide different contents according to the user’s choices, different
user inputs will result in different network traffic sizes. Furthermore, usually the
possible user input at one application state is very few, making it easy to guess
the user’s input. The authors also use history traffic data to aid the process of
guessing the user’s input. In their opinion, in order to effectively and efficiently
mitigate the impact of this vulnerability, the method has to be application-
specific.

5 Conclusion

In this paper, we studied common browser probing attacks and develop a solution
to detect such attacks based on generalized behavior patterns. We present a
browser-extension-based tool to detect browser probing attacks. Our approach
enables users to be aware of the potential risk of the privacy leakage during their
surfing, and exposes the suspicious behaviors embedded in a malicious web page.
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Abstract. Cloud storage has been widely used to in services such as
data outsourcing and resource sharing due to its convenience, low cost
and flexibility. However, users will lose the physical control of their
data after outsourcing; consequently, ensuring the integrity of their out-
sourced data becomes an important security requirement of multi-cloud
storage applications. In this paper, we present a collaborative multi-
cloud data integrity audition scheme, which is based on BLS (Boneh-
Lynn-Shacham) signatures and homomorphic tags. According to the
proposed scheme, users can audit their outsourced data in a one-round
challenge-response process with low performance overhead. Our scheme
also enables public verification and supports dynamic data maintenance.
The theoretical analysis and experiment results illustrate that our scheme
is provably secure and efficient.

1 Introduction

Cloud storage has been widely used in services like data outsourcing and resource
sharing due to its convenience, low cost and flexibility. Nowadays, online service
providers, such as Amazon [1], Yahoo, Google [2], Baidu [3], operate large data
centers and offer “infinite” storage capacity for users to relief their burden of
local data management and maintenance [4,5]. In addition, cloud storage enables
universal data access in any place. However, users lose the physical control of
their outsourced data and the cloud storage service provider is not always trust-
worthy. Dishonest service providers may conceal the fact that users’ data have
been damaged due to some mis-operations or unexpected accidents. Even worse,
malicious service providers also might delete the data seldom accessed by users
to gain more benefits. How to ensure the integrity of their remotely outsourced
data becomes a great concern of the users selecting cloud storing service.

Traditional hash-function-based data integrity verification solutions [6,7] are
obviously impractical to audit cloud data remotely due to their unacceptable
communication overhead to retrieve the oursourced files. To check the remote
data integrity effectively without retrieving the whole outsourced document,
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 511–523, 2016.
DOI: 10.1007/978-3-319-42836-9 45
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Ateniense et al. present the first probabilistic verification model called “provable
data possession” (PDP) based on homomorphic cryptography algorithm and
“sampling” techniques [8]. Taking the public verifiability into account, Ateniense
et al. improve their approach [9]; Wang et al. also propose a publicly verifiable
cloud data audition scheme that supports dynamic data maintenance by using
Merkle Hash Tree data structure [10]. Juels et al. introduce error correcting
coding techniques and propose Proof of Retrievability (POR) mechanisms to
audit cloud data and ensure data correction if data corruption happened.

Most of these previous work mainly targets at the problem of data integrity
audition in a single cloud storage environment rather than a heterogeneous cloud
infrastructure that collaborates multiple internal (private) and/or external (pub-
lic) cloud resources [11,12]. In the multi-cloud environment, users split their data,
duplicate file blocks and outsource them to different CSP servers; accordingly,
the solutions above cannot enforce the data integrity checking efficiently in such
an environment where data spread over multiple servers. Zhu et al. propose a
cooperative provable data possession (CPDP) scheme [11,13] in the multi-cloud
scenario. However, in the CPDP scheme, the security parameter π′ is indepen-
dent of other parameters; and thus servers can bypass the authentication by
forging the parameter π′ in the response sequence. Moreover, in the process of
third-party public verification, the third party needs to know where every data
block is exactly stored, which poses a threat to user data. Therefore, it is signif-
icant to develop an efficient and effective data integrity verification scheme for
the multi-cloud storage.

In this paper, we present a collaborative multi-cloud data integrity audition
scheme which is based on BLS signature and homomorphic tags. According to
proposed scheme, users can audit their outsourced data in one-round challenge-
response process with low communication cost. Our scheme also enables pub-
lic verification and supports dynamic data maintenance that users can modify;
delete the data with low performance overhead. The contributions made by this
paper are summarized as follows.

– We propose an effective collaborative multi-cloud data audition scheme
enabling users to conduct data integrity checking among multiple CPS server
simultaneously in one round challenge-response procedure.

– The proposed scheme supports public verification and dynamic data mainte-
nance efficiently.

– We prototype our scheme and conduct system evaluation. The theoretical
analysis and experiment results illustrate that our scheme is provably secure
and efficient.

2 Approach Overview

2.1 System Framework

As shown in Fig. 1, the general multi-cloud storage system includes three network
entities:
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Fig. 1. Overall architecture of the multicolud environment

– Clients/Users1: Clients outsource data to reduce local storage overhead and
make use of the computation resources provided by the cloud service providers
in mulit-cloud storage system.

– Cloud Service Providers (CSPs): CSPs that possess a large quantity of hard-
ware and software resources are clustered to provide remote data storing ser-
vices. We assume that there is an organizer in the CSP cluster, a mediation
node that interacts with users and other CSPs.

– Third Party Authority (TPA): TPA is an optional entity being partially
trusted in the multi-cloud scenario.

In the multi-cloud storage system shown in Fig. 1, the user splits her/his
documents into several file blocks. The file blocks will be distributed the cloud
storage servers belonging to different cloud service provider. In addition, to pro-
mote the access efficiency and ensure the data retrievability, users might also
duplicate the file blocks and spread the copies to several cloud servers.

2.2 Challenges and Goals

As the CSPs in the multi-cloud system cannot always be trustworthy, it is nec-
essary for users to establish the integrity audition mechanism that ensures their
outsourced data are stored correctly without unauthorized access by CSP servers
or other entities. To make the audition more efficient, another challenge of data
integrity audition in the multi-cloud environment is to conduct parallel check-
ing, which means to verify the integrity of block files stored in different CSP
servers simultaneously. Moreover, supporting secure dynamic maintenance is also
a major concern of the multi-cloud data audition.

1 We use the term user and client exchangeably in this paper.
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Aiming at addressing the above challenges, the goal of this paper is to pro-
pose an effective multi-cloud data integrity audition mechanism satisfying the
following requirements.

– Correctness: benign servers will prove themselves successfully and none of the
misbehaved servers can bypass the checking.

– Batch verification: the client can simultaneously verify the integrity of the file
blocks distributed in different CSP servers without retrieving the file.

– Stateless and unbounded checking: the audition procedure is stateless and
supports unlimited challenge-response interactions.

2.3 Collaborative Data Integrity Audition Model

Our collaborative data audition model consists of three stages, preprocessing,
challenge-response, user authentication. Additionally, it also designates a sub-
procedure to support dynamic maintenance. The procedure of our scheme is
shown in Fig. 2.

Stage I: Initialization and Preprocessing. Stage I consists of steps (1)–(2)
in Fig. 2. In step (1), the user selects system parameters and generates keys for
BLS algorithm used in the successive steps. Meanwhile, the user splits the file
F into file block set and each file block mij consists of several file sectors. Then
the user computes the homomorphic tags σij corresponding to the file sectors.
After preprocessing the outsourced file, the user distributes the file blocks with
the metadata for audition into the cloud servers belonging to the different CSPs
and keeps the secret parameter locally.

(1)Setup

CSPi<Organizer> CSPkCSPj

(Mi, Ti) (2)Store

(3)Genchal (4)Challenge

(Mk, Tk)

(Mj, Tj)

(2)Store

(2)Store

Challenge

Challenge
(5)Genproof (5)Genproof

(5)Genproof

(6)Aggregate Proof

proofj

proofk

Response

(7)Verification

proofi

Client

Fig. 2. The procedure of our scheme
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Stage II: Challenge-Response. Stage II includes steps (3)–(6) in Fig. 2.
When the user wants to audit her/his outsourced file, she/he computes a chal-
lenge sequence corresponding to the file blocks under test. The user sends orga-
nizer the challenge sequence and organizer will forward the challenges to the
aimed CSP servers that contain the user’s file blocks. CSP servers calculate and
return their proofs to organizer. Organizer aggregates the proof received and
reply the user the aggregated value as response.

Stage III: Integrity Checking. Based on the received response from organizer
the user verifies the data integrity in step (7) shown in Fig. 2. If data are stored
correctly, the algorithm outputs “TRUE”; otherwise, outputs “FALSE”, which
means there exists misbehaved CSP servers.

Dynamic maintenance: When users need to conduct dynamic operations on
their outsourced data, they re-create tags corresponding to the new file sectors
and send them to the organizer for updating.

3 Collaborative Multi-cloud Data Integrity Audition
Scheme

In this section, we present our collaborative multi-cloud data integrity audition
scheme in detail. The notations and concepts employed in our work are listed
below.

– π = (p,G,GT , e, g) is the system parameter. p is a big prime number and is
the order of the cyclic group G; e : G × G → GT is a non-degenerate bilinear
map. g is the generator of G.

– l is the number of the CSPs, represented as {CSP1, CSP2, . . . , CSPl}
– F is user’s file and Fn is the file name. The file F is separated into n blocks,

each of which contains s sectors, F = {mij}n×s, where mij ∈ Zp.
– Q is the challenge generated by users.
– H : {0, 1}∗ → G is a hash function.

As shown in Fig. 2, our scheme includes three entities, a user, CSP servers
and an organizer, which is also one of the CSP servers. The integrity checking
scheme is fulfilled by the following eight steps.

Step 1: User Setup.

(1) KeyGen KeyGen(1λ) → {sk, pk}

The user selects secure parameter λ and system parameters π and H. She/he
randomly selects an α ∈ Z∗

p to be the private key. The public key is v ←
gα ∈ G. Then we get pk = {v, g}, sk = {α}.
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(2) File Preprocessing F → {mij}n×s

The user splits the file F into n blocks, each of which contains s parts. File
F is represented as follows.

F =

⎡

⎢
⎢
⎢
⎣

m1

m2

...
mn

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

m11 m12 · · · m1s

m21 m22 · · · m2s

...
... · · · ...

mn1 mn2 · · · mns

⎤

⎥
⎥
⎥
⎦

,mij ∈ Zp

Assume numi(i = 1 . . . n) is the total number of copies corresponding to
each data block mi(i = 1 . . . n) stored in different CSPs, and Vi(i = 1 . . . n)
represents how many times each data is updated. The initial value of Vi(i =
1 . . . n) is 0 for all the elements. We use χi = i ‖ numi ‖ Vi(i = 1, . . . , n) to
represent it. ‖ represents concatenation.

(3) TagGen TagGen(sk, pk, F ) → {σ} The user randomly selects s parameters

u1, . . . , us ∈ G and computes the tags σik ← (H(Fn ‖ i ‖ k ‖ Vi) ·
s∏

j=1

u
mij

j ))α

for k = 1, . . . , numi corresponding to each data block mi(i = 1 . . . n) and
thus the set of all lables is obtained. As is shown in Fig. 3, mi(i = 1 . . . n)
represents data blocks from files; each block is separated into s parts and
every part of a block is represented as mij(i = 1 . . . n; j = 1 . . . s); σik(i =
1 . . . n; k = 1 . . . numi) represent numi tags corresponding to mi.

Fig. 3. Sketch of label generating

Step 2: Data Outsourcing. The user sends the file F and corresponding tags
to the organizer, and the organizer distributes data blocks with corresponding
tags to different CSP servers. If a data block is stored with several copies, every
copy of the file block has a tag. For instance, data block mi(i = 1, . . . , n) is
stored with numi copies, then there are numi tags, which means the CSPs should
store data mi along with the tag σik(k ∈ [1..numi]) from the numi labels. Users
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compute the public parameter ψ = (u, χ) (u = {u1, . . . , us}, χ = {χ1, . . . , χn})
and send it to the trusted third party for storage. The user keeps the private key
locally.

Step 3: Challenge Creation: Challenge(chal). When a user wants to audit
the outsourced data, he or she compute a challenge, chal = Q = {(ij , aj), j =
1 . . . c, ij ∈ [1, n], aj ∈ Zp}, and sends it to the organizer.

Step 4: Challenge Delivery: Forward(chal). The organizer forwards the
received challenge chal = Q to the CSP servers, CSPk(k ∈ [1..l]). Without losing
the generality, assume there are t CSP servers that store the blocks challenged
by the user.

Step 5: Proof Creation and Delivery: GenProof(pk,Q,mi, σix) → {Pk}.
The service provider CSPk(k ∈ [1..l]) computes the evidence according to the
Formula (1) and (2).

p1kj =
∑

mi∈CSPk

aimij mod p(j = 1 . . . s) (1)

p2k ←
∏

mi∈CSPk

σai
ix ∈ G (2)

The user returns the proofs shown in Eq. (3) and (4) to the organizer.

Pk = {p1k, p2k} (3)

p1k = {p1k1, p1k2, . . . , p1ks} (4)

Step 6: Proof Aggregation and Response. Aggregation(pk,Q, P1,

P2, . . . , Pt) → {P}. The organizer computes P1j =
t∑

k=1

P1kj mod p(j =

1, 2, . . . , s), P2 ←
t∏

k=1

P2k ∈ G. Then the organizer returns the aggregated proof

P , P = {P1, P2}, to the user, where P1 = {P11, P12, . . . , P1s}.

Step 7: User Verification. After the user received the data P = {P1, P2} sent
by the organizer, she/he gets the parameter ψ = (u, χ) from trusted third party
and verify the response according to the Formula (5):

e(P2, g) = e(
∏

(i,ai)∈Q

numi∏

k=1

H(Fn‖i‖k‖Vi)ai

s∏

j=1

u
p1j
j , v) (5)

If Formula (5) holds, it means the outsourced data are stored correctly and the
output is “TRUE”; otherwise, the output is “FALSE”.
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Dynamic Update When users need to update data mi → m′, they should
make a modification Vi = Vi +1 from χi = i ‖ numi ‖ Vi, compute the new label

new σik ← (H(Fn ‖ i ‖ k ‖ Vi) ·
s∏

j=1

u
m′

j

j ))α, for(k = 1, . . . , numi) and then send

the updated χi along with the corresponding label σik(k = 1, . . . , numi) to the
organizer. After that, the organizer only needs to conduct a distributed storage.
Due to the relevance between the label and the sequence of the data, the scheme
could only realize part of the update operations, namely data modification and
deletion.

4 Evaluation

4.1 Security Analysis

In this section, we prove two properties to ensure data integrity under our
scheme.

Theorem 1. Correctness. If all CSP servers keep user’s data correctly, they
can successfully pass the challenge-response verification procedure initiated by the
user.

Proof. To verify the data correctness, according to step (7), the use computes

e(P2, g). It can be noticed in step (5)–(6) that P1j =
t∑

k=1

P1kj mod p(j =

1, 2, . . . , s) and P2 =
t∏

k=1

P2k, where p1kj =
∑

mi∈CSPk

aimij mod p(j = 1 . . . s)

and p2k ← ∏

mi∈CSPk

σai
ix ∈ G.

According to the bilinear property of the weil-paring function, we get

e(P2, g) = e(
t∏

k=1

P2k, g)

= e(
t∏

k=1

(
∏

mi∈CSPk

σai
ix), g)

= e(
t∏

k=1

(
∏

mi∈CSPk

(H(Fn ‖ i ‖ k ‖ Vi) ·
s∏

j=1

u
mij

j ))aiα), g)

= e(
t∏

k=1

(
∏

mi∈CSPk

H(Fn ‖ i ‖ k ‖ Vi) ·
s∏

j=1

u
mij

j )ai), gα)

= e(
∏

(i,ai)∈Q

numi∏

k=1
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This completes our proof.

Theorem 2. Soundness. If the one-way hash function is secure and the com-
putational Deffie-hellman (CDH) assumption holds, in the random oracle model,
no adversary (e.g., CSPj) against the soundness of our scheme can ever (except
with negligible probability) cause the user to accept the response.

4.2 Performance Analysis

We prototyped our algorithm and the evaluation is conducted on a desktop with
IntelR-Core(TM)2 Duo CPU @2.66 GHz Oracle VM VirtualBox Version 4.2.10
2 GB memory Ubuntu 10.10, and adopted PBC library to implement the crypto
primitives. The security parameter of the bilinear pairing function is configured
as 80, which means the prime number p is 160 bits. In the evaluation, we set
the file size as 80 KB,160 KB, 320 KB, respectively. The result of evaluation is
illustrated in Table 1.

Table 1. Evaluation results of our approach

Size Blocks Sectors Challenge Preprocessing Generating Generating Verifying

(bits) (#) (#) Blocks (#) Time (s) Challenge (us) Proof (ms) Proof (ms)

80 64 64 32 24.223 20 3121 1063

80 32 128 16 23.326 15 154 1223

80 16 256 8 25.352 18 81 1414

320 128 128 64 84.337 29 927 1671

320 64 256 32 81.216 19 512 2085

320 32 512 16 84.164 16 305 2847

1280 256 256 128 330 44 4950 3289

1280 128 512 64 336 119 9110 6761

The experiment results shown in Fig. 1 show that for the time cost of pre-
processing and challenge generating will not be influenced by the number of file
blocks. The time cost of proof generating decreases with the decline of N , the
number of file blocks; in contrast the time cost of verification will increase when
N decreases. The time cost of preprocessing increases proportionally with the
increase of file size. When file size increases, the challenge generation time cost
almost remains unchanged and the time cost of proof generating and verification
increases.

5 Related Work

Static Data Integrity Verification. Deswarte et al. [14] propose the first
remote data integrity verification model and propose two solutions based on
hash function and RSA signature respectively. Filho et al. [15] develop a remote
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audition scheme based on RSA signature with hash function techniques, which
supports unlimited checking operation. But the verification requires the whole
file retrieval and its computational overhead is very high. Ateniese et al. [8,16]
propose a probabilistic remote data integrity checking scheme called “Provable
Data Possession” (PDP) by using homomorphic verification tags and “sampling”
technique.

The schemes above could only detect on whether data is properly stored but
cannot recover the damaged data. Juels et al. [17] combine data possession check-
ing with error correction coding techniques and propose a model called “Proof of
Retrievability” (POR) for remote data checking and recovery. Shacham et al. [18]
proposed two types of POR schemes, one is a public authentication scheme based
on BLS signature, the other is private authentication on the basis of pseudo
random function and both of the schemes have low interactions and computa-
tions. Boweres et al. [19,20] introduced POR scheme in distributed static data
storage system and realized as well as practiced it. Naor and Rothblum [21]
introduce message authentication code (MAC) combined with error-correction
code to check the cloud data integrity and realize error localization and data
recovery as well. Xu et al. [22] proposed a highly efficient POR scheme, in which
data block is involved with s group elements and L child data blocks, the storage
overhead is 1

S of the file block and computational costs is O(s). Wang et al. [23]
proposed scheme that supports public authentication and privacy preservation
based on zero-knowledge mechanism.

Integrity Verification that Supports Dynamic Data Operation. In most
situation, because of the flexibility of cloud storage service, users may need
to modify, delete or update the stored data. It is necessary to do research on
integrity authentication that support dynamic data operation. Erway et al. [24]
propose the Dynamic PDP (DPDP) scheme using memory detection [25] and
skip-lists [26] technique. They prove that under the standard model, their solu-
tion is more sound and robust than the PDP solutions based on random oracle
model. Its computing overhead and communication overhead are both o(log n).
Wang et al. propose a solution in the work [10], which supports data modifi-
cation, deletion and appending. They proposed an improved solution based on
bilinear pairing BLS signature [27] and Merkle Hash tree technique [28]. Hao et
al. [29] propose a privacy protected solution that supports dynamic data opera-
tions. In this solution, the interaction data size is o(1) while both the local saved
data size and the server computing overhead are o(n).

Privacy Preserving in Cloud Data Checking. Ensuring the data auditing
without any unnecessary information leakage is a critical concern in the prac-
tical application. Yu et al. [30] introduce the term, zero-knowledge privacy, to
define the goal of privacy preserving in data integrity verification, which ensures
that the TPA cannot obtain any additional information of file content from
all the auxiliary verification information available. Fan et al. [31] propose an
indistinguishability-game-based definition, IND-Privacy, to evaluate the cloud
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data privacy preserving. They point out that many approaches are not theoret-
ically secure according to the IND-Privacy definition. They also present their
example protocol that ensures content-integrity checking and satisfies the IND-
Privacy.

Integrity Verification on Multicloud. By the extensive use of cloud stor-
age, people start to consider saving their data on more than one cloud service
providers. The integrity verification of multicloud becomes especially impor-
tant [13]. Zhu et al. [12] propose a CPDP module that can achieve the integrity
authentication of multicloud. This CPDP module is based on the HIH and HVR
and the security of this module is based on zero-knowledge proof system. It has
the validity and zero-knowledge characteristics. The verifier does not connect
directly with CSPs, but connect to the organizer. This can reduce the com-
munication overhead and computing flexibility of the verifier. Huaqun Wang
et al. [32] find that the protocol presented by Yan Zhu et al. [12] exists vul-
nerability. Any malicious CSP or organizer can generate response that can pass
the authentication even it has already deleted all the data. It means that this
module does not have the soundness characteristic. To reduce the clients’ cost
in multi-cloud remote data verification, Wang [33] presents ID-DPDP (identity-
based distributed provable data possession) scheme. Under the standard CDH
problem assumption, the scheme is provably secure and can support regular
verification, delegate verification and public verification as well.

6 Conclusion

In this paper, we present a collaborative multi-cloud data integrity audition
scheme, which is based on BLS signatures and homomorphic tags. Based on
the proposed scheme, users can audit their outsourced data in a one-round
challenge-response process. Our scheme also enables public verification and sup-
ports dynamic data maintenance (e.g., data modification, insertion, deletion,
etc.). The theoretical analysis demonstrates the effectiveness of our scheme and
the probability that the dishonest CSP server can bypass the checking success-
fully is neglectable if the one-way hash function is collision-resistant and the
computational Deffie-hellman (CDH) assumption holds.
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Abstract. In Vehicular Ad Hoc Networks (VANETs), it is common for
vehicles to inform their current states such as position, direction and
speed to their neighboring vehicles by broadcasting beacon messages
periodically. Choosing a suitable beaconing scheme has been considered
an important challenge since we need to balance the trade-off between
the information accuracy and the channel congestion. In this paper, we
propose a new adaptive beaconing scheme based on the short-term traf-
fic environment prediction. By using our adaptive beaconing scheme,
vehicles can effectively reduce the channel congestion and enhance the
utilization of the limited channel resource. This paper introduces the
ARIMA model based prediction method in details, and gives a descrip-
tion of the beaconing adaption method which combined the transmission
power adaption and the beacon generation rate adaption together. The
analysis and simulation demonstrate the performance of our adaptive
beaconing scheme.

Keywords: VANETs · Beaconing scheme · Traffic environment predic-
tion · ARIMA model

1 Introduction

VANETs hold great potential in enhancing vehicle safety and improving traffic
efficiency [4,7,17]. In VANETs, each vehicle is equipped with a wireless com-
munication system to exchange information among each other. One of the main
information exchange methods in VANETs is beaconing. Based on IEEE 802.11p,
beacon messages are broadcasted periodically on the control channel (CCH) by
vehicles to inform their current states such as position, direction and speed.
These beacon messages can be used by the neighboring vehicles to detect their
traffic environment as well as preventing the potential traffic accidents [6,9,15].

The bandwidth of the CCH is 10 MHz. Channel load will sharply increase in
scenarios with high traffic density. High channel load causes the channel conges-
tion between vehicles, resulting in a high degree of performance degradation of
VANETs. In recent years, some researchers have studied the adaptive beaconing
c© Springer International Publishing Switzerland 2016
Q. Yang et al. (Eds.): WASA 2016, LNCS 9798, pp. 524–535, 2016.
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schemes to reduce the channel congestion. Two main adaptation approaches have
been proposed: the beacon generation rate adaptation [2,3,5,11] and the beacon
transmission power adaptation [8,10,13]. While most of these researchers just
focus on studying one of these two approaches. Through analysis we believe sep-
arately adapting the transmission power or adapting the beacon generation rate
can not satisfy the requirement of all the scenarios in VANETs. For example,
in the highway scenario, due to the high speed of vehicles, to ensure the neigh-
boring vehicles have enough distance to react the potential collision, we have to
make sure the beaconing power can transmit the beacon message far enough. As
another example, in the congested scenario where the vehicle density is high and
the distance between two vehicle is short, we need a high beacon generation rate
to ensure the real-time message exchange between vehicles. The other problem
we find in existing works is that all the researchers adapt the future beaconing
scheme based on the current parameters. As the traffic environment is changing,
we believe this kind of beaconing adaption is delayed and inaccurate, especially
when the vehicle beacon generation rate is low.

Different from existing works, we propose a new adaptive beaconing scheme
based on the short-term traffic environment prediction in this paper. In our new
scheme, to reduce the channel congestion, we combine the beacon transmission
power adaptation and the beacon generation rate adaption in a certain way and
order. In addition, according to the continuous change of the short-term traffic
environment, we use the current and historical traffic environment parameters
including the traffic density and the vehicle velocity to predict the future vehicle
environment parameters. Based on these predicted parameters, we can adapt
the beaconing scheme in advance. One important contribution is that we use
the Auto Regressive Integrated Moving Average (ARIMA) model [12] based
prediction method to guarantee the efficiency and accuracy of our prediction.
To the best of our knowledge, this is the first paper to use the parameters
prediction to improve the beaconing scheme.

The rest of this paper is organized as follows. In Sect. 2, we briefly present
some existing works about the adaptive beaconing scheme. In Sect. 3, we intro-
duce the system structure and give some assumptions used in this paper. In
Sect. 3, we describe the online part of our adaptive beaconing scheme. The offline
part is described in Sect. 4. In Sect. 5, we make evaluation of the performance of
our Scheme. The conclusion is finalized in Sect. 6.

2 Related Works

As stated earlier in the previous section, some works have been proposed to
improve the adaptive beaconing schemes. In [11], the authors propose an adap-
tive beaconing scheme which reduces the beacon generation rate based on two
key metrics: message utility and channel quality. The scheme proposed [2] com-
putes the beacon generation rate based on the bandwidth sharing information
of the neighboring vehicles. A fuzzy logic approach is used in [5] to classify the
moving states of vehicles, and vehicles adapt the beacon generation rate based
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on the moving states. The author in [3] consider beacon generation rate based
on the fairness utilization of the bandwidth resource. [13] selects the beacon
transmission power according to the utility of the beacon to be transmitted.
In [8], the authors randomly select the beacon transmission power following a
given probability distribution. In [10], authors discuss multi-tradeoffs in beacon
transmission power adaption. All these works do not consider the combination of
the beacon transmission power adaption and the beacon generation rate adap-
tion together, and they adapt the future beaconing scheme based on the current
parameters. To cover the shortage of these, we propose the adaptive beaconing
scheme based on traffic environment parameters prediction in VANETs.

3 System Description

The basic idea of our proposed scheme is that the vehicle adapts the beaconing
scheme based on the predicted traffic environment parameters. To build up a
complete adaptive beaconing scheme, we also need to consider when to initiate
the adaption, and how we adapt the beaconing scheme.

In Fig. 1, we present the system diagram of our scheme. There are two main
parts in our scheme, an offline part and an online part. In the offline part,
based on the large numbers of the historical traffic environment data, we built
several historical traffic patterns. The completed historical traffic patterns can
be pre-stored in all the vehicles. It means one vehicle has no need to repeat the
building process individually. The vehicle enters the online part when it is driving
on the road. The online part is further divided into two phases, the detection
phase and the adaption phase. In the detection phase, the vehicle continuously
monitors the channel state to consider whether to initiate a beaconing scheme
adaption or not. If not, it goes on monitoring the channel, otherwise it enters
the beaconing scheme adaption phase. In the adaption phase, to identify the
current traffic pattern, we use the pattern matching mechanism. The vehicle can
quickly predict the traffic environment parameters with the last sets of the traffic
environment data. Then based on the predicted parameters, it adapts the future
beaconing scheme.

Fig. 1. The system diagram of our scheme
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There are some assumptions in this paper. The first and also the most impor-
tant assumption is that all the vehicles adapt their beacon transmission power
and beacon generation rates using the same scheme. They have a fair share of
the available bandwidth. Therefore, at the same time, the nearby vehicles have
the similar beaconing states. The second assumption is that the vehicle can col-
lect its own velocity and location in real time, and it can obtain the velocity
and location of the neighboring vehicles from the received beacon messages. The
third assumption is that the radio channel is ideal, the bit errors are not con-
sidered in this paper. To help understanding our adaptive beaconing scheme, we
will introduce the online part first.

4 The Online Part in the Adaptive Beaconing Scheme

4.1 The Detection Phase

Before we adapt the beaconing scheme, we need to detect and confirm the neces-
sity of the adaption. Since the channel congestion is the result of a considerable
amount of the data exchange between vehicles which exceeds the network capac-
ity. It is a simple but effective way to judge whether to initiate the adaption or
not based on the number of the neighboring vehicles. In many researches, they
calculated the number through counting the number of the received beacons.
However, we think the beacon-based estimation is not accurate due to the colli-
sion of packets especially in congestion-related situations. The collision of packets
is the ad-hoc nature of vehicular networks, and it is unavoidable. To tackle this
problem, in our scheme, we choose the number of the received packets and the
number of the collision packets to estimate the number of the vehicles. These
two parameters are easy to collect and they do not need additional information
exchange between vehicles. In this subsection, we will introduce our estimation
method first. And then we give the judgement standard for initiating the channel
scheme adaption.

Estimating the Number of Neighbors. To estimate the number of the neigh-
boring vehicles, the estimation model is shown in Fig. 2. In this paper, we denote
that all the vehicle B, C and D within the interference range are the neighboring
nodes of vehicle A. Vehicle B and vehicle C are in the communication range of
vehicle A. Vehicle D is in the interference range of vehicle A. All vehicles broad-
cast the beacon messages periodically. The beacon messages sent by vehicle D
cannot be decoded by vehicle A and will be considered as collisions by vehicle A.
The vehicle monitors the channel state periodically and continuously. Generally,
each period takes one second. At the end of each period, we make a statistical
analysis of the channel state. In period i, we can obtain the total number of the
collisions packets which is denoted as ni cp, and we can obtain the total number
of the received packets which is denoted as ni rp. Based on the received beacons,
we define Ri avg as the average beaconing rate of neighbors. When one neighbor
vehicle is in the interference range, the beacon packets from it are decodable. We
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Fig. 2. Neighbor number estimation model

define ni ndp as the number of this kind of collision packet. When two neighbor
vehicle are both in the communication range of the receiver. If they broadcast
the beacon packets at the same time, the beacon packets will collide. We define
ni rcp as the number of this kind of collision packet. Then we have:

ni cp = ni ncp + ni rcp. (1)

In [1], the author has described that the percentage of ni rcp in ni cp can be
considered as a constant parameter. It is denoted as θ in this paper. We have:

ni rcp = ni cp · θ, (2)

and
ni rcp = ni ncp · (1 − θ). (3)

As the assumption in the estimation model, the situation that three or more
packets colliding at a same time is negligible. For one vehicle in period i, we
define the number of neighboring vehicles within the interference range as Ni.
It can be estimated as follows:

Ni =
(ni rcp + ni ncp + 2 · ni rcp)

Ri avg

=
(ni rcp + (1 + θ) · ni cp)

Ri avg

(4)

Making the Judgement. At the end of each detection phase, we can obtain
the number of the neighboring vehicles. The number of the last period is denoted
as Ni−1. With this two parameters we can make the judgement on whether to
initiate a beaconing scheme adaption or not. The following is the judgement
process. We have the variable T expressed the change of the the number of the
neighboring vehicles:

C = |Ni − Ni−1|. (5)
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We define Ct as the threshold of the change. It can be calculated as follows:

Ct = ε · Ni−1, (6)

where ε is a constant which we defined in the system. If C exceeds threshold Ct,
the vehicle judges that it should initiate the beaconing scheme adaption. Then
the vehicle finishes the judgement process.

Obtaining the Parameters Used in the Adaption Phase. At every end of
the monitoring periods, the vehicle should recalculate C and Ct. To realize the
pattern matching prediction in the adaption phase, besides the above parame-
ters, the vehicle acquire another two parameters. The first is the velocity of the
vehicle itself denoted as vi which can be directly collected from the vehicle. The
second is the traffic density denoted as di. Generally in vehicle environment, the
traffic density is described as the number of vehicles in every kilometre. Defining
Rinter f as the interference range of the vehicle, di can be calculated based on
Ni and Rinter f . The formula is expressed as follows:

di =
Ni

2Rinter f
. (7)

And we can calculate the interference range as follows:

Rinter f =
λ

4πθ
·
√

G · P t
i

Prmin
, (8)

where G is the antenna gain, P t
i is the transmission power, Prmin is the minimal

received power which can successfully decode the message, λ is the wavelength.

4.2 The Adaption Phase

Different from other researches, we use the predicted parameters to do the bea-
coning scheme adaption. In the end of the detection phase, we have obtained the
parameters vi and di which can reflect the traffic environment.

The future parameters can be quickly predicted with the current and histor-
ical parameters by using the pattern matching mechanism. In this paper, based
on the ARIMA model, we build the traffic patterns. The pattern building process
is presented in the next section. Here, we introduce the pattern matching and
the prediction process.

Pattern Matching. The target of the pattern matching process is to select a
pattern from the historical traffic patterns which is most similar to the current
traffic conditions. According to the description in [16], we extract the second-
order autoregressive parameters of the current traffic data firstly. And then we
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apply the Euclid Distance to estimate the similarity between the historical and
the identified current traffic patterns. The formula is expressed as follows:

D2
E(φT , φR) = (φT − φR)T (φT − φR), (9)

where φR and φT denote the autoregressive parameters of the historical pattern
and the identified pattern, respectively.

Future Parameters Prediction. After matching the traffic pattern, combin-
ing with the current parameters, the future parameters vi+1 and di+1 can be
quickly obtained by one-step or multistep prediction shown in Eq. 10.

x̂t(l) =

{
φ0 +

∑p
i=1(φi x̂i−1(l)) − ∑q

j=1(θi εi+l−j) l ≤ q,

φ0 +
∑p

i=1(φi x̂i−1(l)) l ≥ q.
(10)

where φi, i = 1, 2, . . . , p is the autoregressive parameter, θj , j = 1, 2, . . . , q
are the moving average parameters, p is the order of autoregressive parameters,
q is the order of moving average parameters, εt are variances of the residual
series and l is the step-size of the backward prediction. By using the predicted
traffic parameters, we can avoid some channel congestion caused by the delayed
beaconing scheme adaption.

Beaconing Scheme Adaption. We present our beaconing scheme adaption
method in this subsection. In the introduction of this paper, we have introduced
the disadvantages of separately adapting the transmission power and separately
adapting the beacon generation rate. Fortunately, the situation that high density
of vehicles driving with a high speed dose not exist. So it is possible to design
a beaconing adaption method to satisfy the requirement of all the scenarios in
VANETs.

In our scheme, we combine the transmission power adaption and the beacon
generation rate adaption together. This is also one of the main contributions of
this paper. The adaption method can be summarized as: we adapt the beacon
generation rate until it reaches the minimum beacon transmission power, and
then we adapt the beacon generation rate. The minimum beacon transmission
power denoted as P tmin

i+1 is calculated based on the current vehicle velocity. We
have

P tmin
i+1 =

64π2vi+1
2Prmin

Gλ2
. (11)

The core idea of our adaption method is to make our best effort to main-
tain the beacon generation rate. We believe that most of the safety applications
enquire a high beaconing rate. Frequently reducing the beaconing rate will affect
the vehicle safey. While reducing the transmission power only means reducing
the number of vehicles in the communication range, the most important vehicles
relating to the safey are these nearest ones, the slight adaption on the transmis-
sion power will not affect these vehicles. So adapting the beaconing transmission
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power before the beacon generation rate is appropriate. At the same time, the
calculated minimum beacon transmission power can ensure that the nearest
vehicles are in the awareness region. We believe the proposed beaconing scheme
adaption method can satisfy various requirements of VANETs.

5 The Offline Part in the Adaptive Beaconing Scheme

In the offline part, using the historical traffic environment data, the vehicle builts
the historical traffic patterns based on the ARIMA model. The ARIMA model is
a common used model for time series analysis which is also known as the famous
Box-Jenkins model. In our scheme, the pattern building have 4 steps:

Step1: Data smoothing. In our scheme, the historical traffic environment
data mainly include the number of neighboring vehicles and vehicle velocity in
different areas and at different times. It is unavoidable that there are some error
or inaccurate data. For the time series, these data are noises and will affect
the quality of the pattern building. Hence, it is necessary to smooth the date.
In this paper, due to the features of simplicity and high efficiency, we use the
exponential smoothing method to smooth the data.

Step2: Stationarity test. Since the modeling process require the stationarity
of the time series, we need to do the stationarity test. If one series shows the
evidence of non-stationarity, we can use the difference method to reduce the
non-stationarity. Sometimes, the second-difference is also needed.

Step3: Traffic state classification. In the research of the paper [14], the author
has proved that the traffic state classification can improve the modeling accuracy.
In our paper, based on the velocity-density relation, we classify the traffic states
into three states, the free flowing state, the high traffic state and the congested
state. Before building the traffic patterns, all the historical traffic environment
data are classified based on the three states.

Step4: Pattern building. After finish the above data preprocessing steps, we
can formally start building the traffic patterns. In this step, we will do the
model recognition, the parameter estimation, the model diagnostics, and the
patterns storage. According to [16], the ARIMA (p, d, q) model of the time
series {X1,X2, . . . , Xt} can be defined as:

Xt =φ1 Xt−1 + φ2 Xt−2 + · · · + φp Xt−p + at − θ1 at−1 − θ2 at−2 − · · · − θq at−q

(12)

Xt is obtained by differencing the original time series d times, at is the white
noise component at t, φi, i = 1, 2 . . . p are the autoregressive parameters, θj , j =
1, 2 . . . q are the moving average parameters, p is the order of autoregressive
parameters and q is the order of moving average parameters.

According to the different characters of these historical traffic environment
data, we can choose a suitable ARIMA model for these data. The model recogni-
tion process is equivalent to the process that determining the value of p, d, and
q. The parameter estimation process is equivalent to process that determining
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the value of the parameters in Eq. 12. In this paper, we use the maximum likeli-
hood estimation method to obtain all the value of these parameters. The model
diagnostics phase, we test the estimated parameters in the model, and diagnose
whether the residual series error is white noise or not. In [12], they have given the
detailed explanations and computing methods of the ARIMA model. So we do
not repeat them here. Based on the diagnosis, we can know the appropriateness
of the model. After all the processes, we can store the builded historical traffic
patterns and they will be used in the online part.

6 Performance Evaluation

In this section we evaluate the performance of our adaptive beaconing scheme.
The simulation is based on the IEEE 802.11p Medium Access Control model
(MAC) with 10 MHz wide channels. All simulation results are averaged from
100 different simulation tries.

Figures 3 and 4 show the relationship between the actual density time-series
and the future density parameters used in the beaconing scheme adaption.
The future density parameters in Fig. 4 are the predicted parameters after the
ARIMA model based prediction, and the future density parameters in Fig. 3 are
calculated just according to the current traffic density. Figure 5 shows the colli-
sion rate with these two kinds parameters to do the beaconing scheme adaption.
We can find that, the beaconing scheme with predicted parameters has better
performance than the other beaconing scheme. Especially when the traffic envi-
ronment has a large change, the beaconing scheme without parameters prediction
cause a obvious increase in beaconing collision rate. The simulation proves the
advantage of our adaptive beaconing scheme based on traffic environment para-
meters prediction. With the pattern matching technology, our beaconing scheme
can adapt in advance to avoid the channel congestion.

Fig. 3. The traditional parameters used to adapt the beaconing scheme
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Fig. 4. The predicted parameters used to adapt the beaconing scheme

Fig. 5. The collection rate of different beaconing scheme (Color figure online)

We analyze the relationship between the packets collision rate and the vehicle
density of different adaption methods in Fig. 6. We can find that, when the
vehicle density is more than 50 vehicles per kilometer, there is a obvious increase
in the collision rate of the beaconing scheme which separately adapting the
transmission power or adapting the beacon generation rate. Since we combine the
beacon transmission power adaptation and the beacon generation rate adaption
together in our adaption methods, we have a distinct advantage in the collision
rate especially when the vehicle density is high. We also analyze the relationship
between the number of the average received beacons and the vehicle density
of different adaption methods in Fig. 7. Similarly, our combined scheme has a
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Fig. 7. Average received beacons

distinct advantage in number of the average received beacons when the vehicle
density is high. From these simulations, we can find that the ARIMA model based
prediction method and the combined beaconing adaption method are effective to
reduce the channel congestion and enhance the utilization of the limited channel
resource.

7 Conclusion

In this paper, we study the problem of how to adapt the beaconing scheme. We
propose an adaptive beaconing scheme based on traffic environment parameters
prediction. The ARIMA model based prediction method is used to do the predic-
tion. And we combine the beacon transmission power adaptation and the beacon
generation rate adaption in our adaption method. Simulation results confirm the
benefits of our scheme. In our future research, we plan to study the relationship
between the beaconing scheme adaption and the contentiom window adaptation.
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Abstract. Similarity search service has always been one of the most popular
topics in data mining. In recent years similarity search has been embedded in a
more comprehensive framework and the semantic meanings behind meta paths
play a crucial role in measuring similarity in heterogeneous information net-
works. PathSim has been considered one of the state-of-art models to find peer
objects in the network. However, it only conducts similarity search in a global
setting and the object attributes are not taken into consideration. In this paper,
we propose OSim, a novel OLAP-based similarity search service solver. OSim
is an attribute-enriched meta path-based measure to capture similarity based on
object connectivity, visibility and features. A set of common attribute dimen-
sions are defined across different types of objects and each dimension forms a
hierarchical attribute tree. A path on the tree is represented by a node vector,
pointing from the highest to a lowest level node. An object therefore can be
described by a set of such node vectors. Online Analytical Processing tech-
niques are further utilized in this framework to provide analysis in multiple
resolutions and to improve search efficiency. Experiments show that our
approaches improve search efficiency without compromising effectiveness.

Keywords: Similarity search service � Relational structure � Data mining �
Dynamic heterogeneous information network

1 Introduction

News data is one of the most proliferous sources of data in existence. Information and
knowledge that can be explored, extracted and analyzed from dynamic news data is
often intuitive yet beyond the expectation of general public; one can make incredible
conclusions on certain statistics for personal, educational, business and many other
uses. Data mining researchers are aware that latent information has been hidden behind
the massive amount of data due to its unstructured nature. It is a promising topic in the
sense that different categories of operation functions can be further explored both
individually and jointly. Also, since dynamic heterogeneous information network
involves multiple types of objects and links, searching in such network efficiently is an
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important research topic. Tao proposed a news mining system NewsNetExplorer which
can perform the automatic construction and exploration of dynamic information net-
work [1]. NewsNetExplorer can construct a semi-structured news information network
NewsNet, which builds the foundation for further exploration and data mining.

This paper proposes OSim, an attribute-enriched meta path and OLAP-based
similarity search service solver for dynamic heterogeneous information networks.
There are two layers in OSim, which are user-based layer OLAP and network-based
layer. For the user-based layer OLAP, we need to analyze the semantic meaning of
each input sentence or phrase and find related topics. And for the network-based layer,
we firstly construct the hierarchy network based on current nodes and links. Then, a
revised similarity search technique OLAP-based attribute-enriched meta path similarity
measure is developed to find most similar objects based on a specific query. In addition,
when the search area is specified, our algorithm can drill down to that area and
implement local search instead of global search. By leveraging the hierarchal organi-
zation of the heterogeneous network, granularity of our results is better tuned. To
conclude, by combining both layers, we can use the algorithm to find the answer but
unlimited to Who is Jiawei Han most similar with? As well as Who is Jiawei Han most
similar to within Data Mining?

2 Problem Definition

In a dynamic information network, where multiple types of objects and their links
among each other comprise a much larger and more complex graph than in a homo-
geneous network, a couple of meta path-based similarity measures have been previ-
ously defined. However, none of these measures considers object attributes, which can
be very informative and without which significant information loss harm to user
interest is possible. This is especially true when different types of objects share a certain
common dimensions. In such a setting, relationships between objects are reflected not
only on the way by which they connect to each other, but also on the similarity of their
characteristics. For example, consider the news network consisting of people, events,
organizations, topics and their three common dimensions, year, location and area.
People who have stronger connectivity and share similar characteristics, e.g. those who
are active around 1990–2000, are more likely to be similar to each other. In another
example, where the heterogeneous network is constructed on the relations in DBLP
database, authors that are frequently connected to each other and have common fea-
tures tend to be more similar. An author who focuses mostly in machine learning is
more likely to be similar to someone who is also in this field. This paper introduces an
attribute-enriched meta path-based framework for similarity search and applies a
well-defined similarity measure, PathSim [7], in an OLAP setting.

2.1 Heterogeneous Information Network and Network Scheme

The heterogeneous information network in this paper consists of a directed graph
contains multiple types of objects and the links among them. In addition, each object
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type share a set of common dimensions whose attribute values are an inherent part of
the model.

Definition 1. Heterogeneous Information Network. A heterogeneous information
network is represented by a directed graph G = (V, E) with an object type mapping
function /: V ! A and a link type mapping function W: E ! R, where each object
v2V belongs to one particular object type /(v) 2 A and each link e 2 E belongs to one
particular relation W(e) 2 R. Note that both |A| and |R| are greater than 1 in such a
network.

Each object is described by certain characteristics and therefore has a set of
dimensions. Each dimension is further represented by a hierarchical attribute tree
similar to those defined in Topic Cube and OLAP. To incorporate attributes of multiple
types of objects in a heterogeneous information network context, the following defi-
nition is proposed.

Definition 2. Object Feature Dimensions. Each object v 2 V, despite of its object type
/(v) 2 A, has a common set of informational dimension (d1, d2,…,dQ).

One main difference between our paper and previous works in dimension repre-
sentation is that we use a set of hierarchical attribute trees and their corresponding
attribute paths instead of single attribute values to describe each dimension. Also note
that since the Q dimensions are commonly shared by all object types, only attributes
having potential influence on similarity search are included in the model and irrelevant
attributes can be pruned efficiently.

Definition 3. Hierarchical Attribute Tree. Suppose each dimension of an object has
M possible finest attribute values, a hierarchical attribute tree T is a hierarchy as such;
each node on the hierarchy, nij contains a subset of such attributes, with i denoting
hierarchy level i = {0, 1, 2,…,I}, 0 representing the apex level while I the lowest level,
j denoting the jth node within a given level. n0 is the apex level having only one node
and contains all M attributes. nI is the lowest level and has M leaf nodes. A node in the
ith level has multiple subsets which are exclusive of each other and form the 1 + ith

level children nodes, Ujnij = M. A path in the hierarchical attribute tree f is defined as a
vector of I nodes = (n0, n1j1, n2j2,…,nIjI)

T. Each dimension dq of an object v2V is
therefore represented by a corresponding path fq.

Given the definition and nature of tree path, once a lower level node is determined,
all its higher level nodes can be specified. To summarize definition 1–3, 8 v2V, v(d1,
d2,…,dQ), dq:fq = (n0, n1j1, n2j2,…,nIjI)

T and n’s2Tq. Therefore, an object can be
represented by a set of Q dimension attribute vectors, each vector has Iq elements. Note
that Iq might take different values, depending on the specific characteristics of each
dimension. Each of the objects in the news information network, despite of object
types, shares three common dimensions, year, location and area. Each of the three
dimensions forms a hierarchical attribute tree as shown in Fig. 1. Suppose we are
interested in an Italian politician active in 1950s, three dimension tree paths can be used
to describe the characteristics of this person; (all years, 1900 to 2000, 1950 to 2000),
(world, Europe, Southern Europe, Italy), (all area, Music).

To better capture the underneath structure and relationships in a heterogeneous
network, a network schema is drawn to outline the meta level structural information.
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Definition 4. Network schema. The network schema, SG = (A, R), for a heterogeneous
information network G = (V, E) is a directed graph to define the relations R among
objects v2V, /(v)2A.

2.2 Attribute-Enriched Meta Path-Based Similarity Measure

As discussed in [7], two objects in the heterogeneous information network can be
connected through different metapaths and have different corresponding relationships.

Definition 5. Meta Path. A meta path P is defined on the network schema of a graph

SG = (A, R) and has form: A1 !R1 A2 !R2
. . .!Rl Alþ 1. A path instance p following a

specific path P is (a1a2…al+1),8i, /(ai)2Ai, where ai is an object v(d1, d2,…, dQ) of the
ith object type.

Other meta-path related concepts, such as reverse meta path and reverse path
instance, are defined similarly as in [7]. Since similarity search is conducted between
two objects of the same type, only paths with A1 = Al+1 is considered. Furthermore, the
underlying principle of OSim, relation of peer, indicates a symmetric meta path,
therefore all paths in our model are in a symmetric form P = (PlPl

−1) with Al denoting
the midpoint of such a path.

Definition 6. PathSim. A meta path-based similarity measure between two objects
x and y considering object attributes is as follow:

Fig. 1. Examples of hierarchical attribute trees of year, location and area dimensions
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2� px!y : px!y 2 P
� ��� ��

px!x : px!x 2 Pf gj j þ py!y : py!y 2 P
� ��� �� ð1Þ

where x and y 2 Ai, x(d1, d2,…, dQ) = x(f1, f2,…, fQ) and y(f’10, f’20,…, f’Q0).
px!y is a path instance between x and y, px!x a path instance looping back to x, py!y a
path instance looping back to y.

Definition 7. Commuting Matrix. Given a meta path P = (A1A2,…,Al), its commuting
matrix M = WA1A2 WA2A3… WAl−1Al where WAi−1Ai is the adjacency matrix between
object type Ai−1 and Ai. M(i, j) calculates the number of path instances between object
xi 2 A1 and yj 2 Al under such meta path P.

The concept of commuting matrix is constructed to efficiently compute the number
of path instances between two objects following a specific path. The OSim measure can
therefore be computed with matrices multiplication: s(xi, yj) = (2Mij)/(Mii + Mjj).

2.3 User Query

Note that commuting matrix M is a |A1| � |Al| matrix, each row representing a type A1

object and each column a type Al object. Since each object, no matter what object type
it be-longs to, has a common dimension set (d1,d2,…,dQ), information on object
similarity may be revealed after using certain techniques to further explore attributes in
the Q dimensions and the efficiency of matrix computation may be enhanced.

Definition 8. User Query. We assume that a user query is in this form: find top-k
objects xj that are most similar to xi, where xi (f1, f2, fQ), xj2Al and xj (f’1(ni1), f’2 (ni2),
f’Q(niQ)), where niq denotes a i-th level node in the qth dimension tree path that is
specified by user.

Note that once we make a query on a certain object xi, the Q full dimension tree
paths are known. The query also specifies a node for each of xjs Q dimensions. In a
very extreme case where all specified niq’s are from the highest level, which means
only xj(Ϛ’1(n01), Ϛ’2(n02),…,Ϛ’Q(n0Q)) is specified by user, it is essentially a global
query that requests similarity search over the entire information network. On the other
extreme where all niq’s are from the lowest level, a very specific requirement is set on xj
and only very few objects are searched. In this situation, available data might be very
sparse and a similarity search could be less robust.

When 0 < i < I for all dimensions. Once niq’s are specified by users, the higher
level nodes niq’’s on each attribute tree paths are known, which means the Q tree paths
are automatically partially materialized.

Intuitively, both xi and xj belong to the same object type, meaning A1 = Al, and the
attribute tree paths of xi, (Ϛ1,Ϛ2,…, ϚQ) should be similar to the ones of xj (even though
the full tree paths might be unknown at this point).
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3 OSim: OLAP-Based Similarity Service Search Solver

In [7], a partial materialization framework is used. Given a certain symmetric meta path
P = (PlPl

−1), with Pl = (A1A2…Al), the commuting matrix of P is M = MpMp
T, MP and

MP
T respectively denoting the commuting matrix of Pl and Pl

−1. Pre-compute MP
T =

(WA1A2 WA2A3…WAl−1Al)
T, as well as the diagonal of M, D = (M11,M22,..,Mnn), where

Mii = MP(i,:) MP(i,:)
T. Two methods are utilized to perform matrix computation based

on the pre-computed statistic.

3.1 Baseline Method

Given the pre-computed commuting matrix MP
T = (WA1A2 WA2A3…WAl−1Al)

T and
diagonal of M, the following three steps to compute similarity measure between xi and
xj is straightforward:

(1) Multiple the ith row vector of MP by MP
T to get the ith row of M, M(i, :) = MP(i, :)

MP
T. MP(i, :) is also the ith column of MP

T.
(2) The OSim measure between xi and any xj of the same object type is s(xi, xj) =

(2Mij)/(Mii + Mjj). However, it is not necessary to calculate such measure for all
xj. Recall the definition of user query, nodes on the Q dimension (Ϛ’1(ni1),Ϛ’2(ni2),
…,Ϛ’Q(niQ)) and their partially materialized attribute tree paths are automatically
designated as the user query is input. Therefore, only xjs satisfying such
requirements are considered and their OSim measures with xi are calculated.
Depending on structures of the Q hierarchical attribute trees and combination of
the Q nodes, the actual number of measures to be calculated may vary signifi-
cantly. Furthermore, we can filter xjs by whether they are orthogonal to xi in the
vector form. If they are not within a 2-step neighborhood of xi, they are not
promising candidates and can therefore be pruned.

(3) Sort s(xi, xj) to generate a top-k list.

3.2 Pruning Method

In [7] a greedy KL-divergence based co-clustering method is first applied to cluster
target objects and feature objects. In our model, such clustering is unnecessary since the
Q dimensions of objects already naturally partition all objects into groups with addi-
tional advantage of providing a multiple granularity view.

Suppose we consider only one of the Q dimensions. We first arrange the M finest
nodes of the hierarchical attribute tree in such a way that the first MI1 nodes consist of
the first I−1 level node n(I−1)1, the (MI1+1)

th to (MI1 + MI2)
th nodes consist of the

second I−1 level node, etc.,
P

iMIi = M. And the first M(I−1)1 (I−1)-level nodes are
from the first (I−2)-level node, (M(I−1)1 +1)th to (M(I−1)1 + M(I−1)2)

th nodes belong to
the second (I−2)-level node, etc., Pi M(I−1)i = M.

Since each object belongs to exactly one of the M finest node, its straightforward to
see that objects can be partitioned intoM such node in the hierarchical tree T. And then for
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each object type, we can arrange the objects in such a way that the first |nI1| of them are
from the first group, the second |nI2| from the second group, etc. Accordingly, the first |
nI1| + |nI2| + … + |nIm1| objects form a super-group that correspond to the first (I−1)-
level node. Repeat the process until all objects are arranged. Such an arrangement pro-
vides a multiple granularity view of objects. As shown in Fig. 2, each square represents
an object, squares in the same color represents objects belonging to the same finest node
(level-I), represents a level-(I−1)node while it represents a level-(I−2) node. In this way,
different resolutions can be obtained by changing the range of observations.

Conduct such arrangement for each type of objects and we can decompose the
commuting matrix into disjoint blocks. The idea is similar to what is discussed in [7]
but here we use the natural arrangement based on object attributes instead of other
clustering methods. The commuting matrix MP

T with each element representing the path
instance between an object from type A1 and an object from type Al therefore has the
following properties. The first |nI1| rows and columns of the matrix correspond to the
path instances connecting type A1 and type Al objects that are both in the first finest
group. The second |nI2| rows and |nI1| columns, for example, model the connectivity of
type A1 objects in the first group and type Al object in the second group. Similar to the
way we view a single object type with different granularities, the commuting matrix can
be decomposed into blocks in multi-level resolutions. To facilitate computation, for
each finest block, the following necessary statistical information is pre-computed and
stored, with U as row block and V as column block.

1. Element sum of each block TfU�Vg : tuv ¼
P
i2Uð Þ

P
j2Vð Þ

MT
P i; jð Þ.

2. Sum of row vectors TfU�Mg
1 : t uv;1ð Þ jð Þ ¼ P

i2Uð Þ
MT

P i; jð Þ, for j2V.

3. Square root of sum of square of row vectors (2-norm of each column vector)

TTfU�Mg
1 t2uv;1ð Þ jð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2Uð Þ

ðMT
P i; jð ÞÞ2

r
, for j2V.

4. Sum of column vectors (1-norm of each row vector) Tfn�Vg
2 t uv;2ð Þ ið Þ ¼

P
i2Vð Þ

MT
P i; jð Þ,

for i 2 U.
5. Square root of sum of square of column vectors (2-norm of each row vector)

TTfn�Vg
2 : t2ðuv;2ÞðiÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j2V

ðMT
P ði; jÞÞ2

r
for i 2 U. The query vector is compressed to

align with the block-based commuting matrix.

As discussed above, the user query specifies requirements for target objects in the
form of a node on each of the Q dimension tree paths (Ϛ’1(ni1), Ϛ’2(ni2),…, Ϛ’Q(niQ)).

Fig. 2. Illustration of object rearrangement
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For the one dimension that we are currently considering, a node niq is inputted and only
the objects having such feature are considered and their OSim measures with xi might
be calculated. Therefore, certain column blocks in the commuting matrix MP

T can be
initially pruned with efficiency.

In addition, one of the principle philosophies we follow is that objects (of the same
type) are more likely to be similar when they share certain relevant attributes. From the
way we arrange objects, it essentially means that objects that are closer to each other in
the arrangement have a higher chance of being similar to each other in terms of this
dimension. Therefore, a certain area of the commuting matrix is more likely to contain
information on the ground truth, i.e. columns around the ith one have a higher prob-
ability of covering the top-k most similar objects to xi.

To quantify this intuition, upper-bounds for similarity between object x and a finest
column block V, as well as similarity between x and candidate y 2 V, are estimated.

Upperbound1. 8y 2 V ; sðx; yÞ� sðx; nvÞ ¼ P
y2V

s x; yð Þ� 2xT1T :;vð Þ
D xð Þþ 1 Z, where T(:, v) is

the sum of element sums of blocks related to V. And xT
1 is the transpose of the

compressed query vector given the grouping of objects, where ðx1ÞðuÞ ¼ maxj2UfxðjÞg.

Upperbound2. 8y 2 V ; sðx; yÞ� 2xT2 TT1 :;yð Þ
D xð ÞþD yð Þ Z, where xT2 uð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j2U

x jð Þ2
r

.

Upperbound1 can be calculated for all remaining blocks after initial pruning and
sorted in decreasing order. High Upperbound1 suggests a higher chance of containing
similar objects to x. The most promising groups are spotted in this way and the least
ones are further pruned. Then within the remaining groups of candidates,
Upperbound2 can be used to further prune target objects that are less likely to be
similar to x. So far only one dimension is discussed and the candidate range has already
greatly narrowed down. Apply similar procedures with the 2nd dimension, and can-
didate set can be reduced to a low level. At last, exact similarity measure can be
computed to find the top-k candidates.

4 Experimental Performance Evaluation

For the experiments, we use a bibliographic sub network extracted from DBLP to test
the correctness and effectiveness of our algorithm. The data contains more than 28,000
authors, 28,000 papers, and only 20 conferences. From those papers, we extracted over
13,000 terms. There are 4 area groups, which are data mining (DM), database (DB),
machine learning (ML) and information retrieval (IR). At the same time, we have five
organization groups that hold the 20 conferences, which are ACM, IEEE, SIAM, AAAI
and other, respectively. Those area groups and organization groups are designed for
similarity search with specified hierarchy.

Our relation heterogeneous network is built according to the relation.txt file which
gives all relationships between different types of objects. There are four types of objects
in the experiment network, which are author, paper, conference and term. Each object
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in the file has a global identification. For example, there is a link from 42141 to 3572,
which means the paper Implementation of Integrity Constraints and Views by Query
Modification contains term query.

Based on the constructed heterogeneous network, both OSim and other two sim-
ilarity search algorithms, P-PageRank and SimRank, are tested. Top-K results will be
compared among the three algorithms. And we will test the efficiency and correctness
based on different meta-paths. Similarity score is also calculated both in global search
and local search to test the effectiveness of embedding hierarchy in our OSim.

We conducted a case study of similarity measures on query 46477, which is the
global identification of Jiawei Han. By global searching, Table 1 shows top-5 most
similar author to Jiawei Han, where there is a comparison among OSim, SimRank and
P-PageRank). For OSim, the result is generated by using meta-path A-P-T-P-A in
global search. From the Table 1, we can see that three different similarity search
measures have significant differences in the top-5 results. The results of SimRank and
P-PageRank are similar, while the results calculated by OSim using a meta path of
Author-Paper-Term-Paper-Author are quite different. The authors that are ranked in the
top five by SimRank and P-PageRank do not show up in the top 5 results of OSim,
however if the list is extended to include more results, the names SimRank and
P-PageRank ranked in the top five will show up. This shows that OSim puts emphasis
on a different set of values then SimRank and P-PageRank. SimRank and P-PageRank
are developed for homogeneous networks, while OSim is for heterogeneous networks.

In OSim, the user can also specify a meta path. Each meta path used has a different
semantic meaning associated with it. For example, meta path of Author-Paper-Author
implies the similarity should calculated only based on co-authorship similarity. While a
meta of Author-Paper-Term-Paper-Author or Author-Paper-Conference-Paper Author
suggests a similarity search calculation is based on similar area of research.

Based on different meta-paths, the top-5 similarity rank in global search is also quite
different. Table 2 demonstrates different top-5 rank computed based on meta-path
A-P-A, A-P-T-P-A and A-P-C-P-A. Along with the author name is the related score. By
comparing the scores in the same rank among three meta-paths, we can conclude that the
longer meta-path will generate higher similarity score, which implies the more similar
that author is with Jiawei Han. The top five ranks for A-P-T-P-A and A-P-C-P-A may be
the same, but if the rank list is extended the results will show the difference. The reason
A-P-T-P-A and A-P-C-P-A are so similar is due to the synonymous semantic meanings

Table 1. Top-5 authors similar with Jiawei Han in OSim, SimRank and P-PageRank

Rank OSim SimRank P-PageRank

1 Philip S.Yu Jiong Yang Feida Zhu
2 Wei Wang Feida Zhu Yiwen Yin
3 Jian Pei David W.Cheung Xianghong Jasmine Zhou
4 Charu C.Aggarwal Xianghong Jasmine Zhou Petre Tzvetkov
5 Hongjun Lu Yifan Li Cheong Youn
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that these two paths imply. Both A-P-T-P-A and A-P-C-PA implies similarity based on
the closeness of the area of research two authors are in.

When the user specifies the detailed area they want to search, which is the local
search in our method, the OSim in global search and local search will generate different
results. Table 3 shows the exact rank in each area: database, machine learning, data
mining and information retrieval.

5 Related Works

Traditional OLAP techniques have previously been proven to be very successful in
handling structured data, and research efforts have been shifting to its applications in
unstructured text data during recent years. The Text Cube model in [5] constructs two
concept hierarchies, dimension hierarchy which is similar to those in traditional OLAP
and term hierarchy, a newly introduced hierarchy to explore the semantic levels of text
terms.

In [2], Topic Cube is proposed to integrate OLAP with Probability Latent Semantic
Analysis techniques so that data mining in structure data and unstructured text can be
performed simultaneously within a unified framework. However, neither of these
works considers the links among individual data tuples and information loss is very
likely. Graph OLAP [10] outperforms its previous work such that it uses the graph

Table 2. Top-5 authors similar with Jiawei Han based on different meta-path

Rank A-P-A (author,
score)

A-P-T-P-A (author, score) A-P-C-P-A (author, score)

1 Xifeng Yan 0.4274 Philip S.Yu 0.8243 Philip S.Yu 0.9540
2 Dong Xin 0.2881 Wei Wang 0.7248 Wei Wang 0.8034
3 Hong Cheng 0.2542 Jian Pei 0.6965 Jian Pei 0.7351
4 Philip S.Yu 0.2500 Charu C.Aggarwal 0.5532 Charu C.Aggarwal 0.6435
5 Xiaolei Li 0.2456 Hongjun Lu 0.5460 Hongjun Lu 0.6311

Table 3. Top-5 rank authors similar with Jiawei Han in areas:DB, ML, DM, IR

Rank DB ML DM IR

1 Philip S.Yu Lawrence J.
Henschen

Jian Pei ChengXiang
Zhai

2 Wei Wang Yixin Chen Charu C.
Aggarwal

Qiaozhu Mei

3 Haixun Wang Daniel P.
Huttenlocher

Ke Wang Xuehua Shen

4 Hongjun Lu Thomas S.huang Jiong Yang Xiaofei He
5 Laks V.S.

Lakshmanan
Yunbe Pan Martin Ester Deng Cai
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theory for data representation and provides a framework for multi-dimension and
multi-level navigation. A graph cube is constructed based on informational dimensions
and each cell in the cube corresponds to an aggregated graph which serves as a primary
measure of the cell. In contrast to overlaying corresponding snapshots of the graph,
Graph Cube in [6] mainly utilizes Topological-OLAP so that relation-ships between
different entity groups can be explored. In [8, 9], similar researches to Graph Cube are
conducted independently to enable graph summarization based on user-selected node
attributes.

On the other hand, similarity search is another popular research domain. In [3],
SimRank compares two objects based on their neighborhood similarity. Personalized
PageRank [4] proposes an asymmetrical measure to quantify the probability of having a
path from one object to the other. These two methods are mostly based on homoge-
neous information network and a more novel similarity search model, PathSim [7] is
constructed for applications in a heterogeneous network. PathSim proposes the concept
of peers; objects that are strongly connected to each other and have similar visibility.
Also, it respects the distinct semantic meanings behind different meta paths and enables
user to interpret similarity in various context.

However, PathSim only performs similarity search in global setting while more
specific user-defined search range is possible in reality. To address the limitations of
PathSim and to incorporate OLAP for the purpose of multi-granularity navigation, our
OSim model has two primary goals: (1) Consider object attributes in similarity search,
and (2) construct hierarchical attribute/dimension trees to provide views in different
resolutions.

6 Conclusions

In this paper, we design an attribute-enriched metapath and OLAP-based service,
namely OSim, to capture similarity based on object connectivity, visibility and features
in dynamic heterogeneous information networks. A set of common attribute dimen-
sions are defined across different types of objects. Each dimension forms a hierarchical
attribute tree. A path on the tree points from the highest to a lowest level node. An
object therefore can be described by a set of such node vectors. It’s an innovative
method to conduct similarity searches for object for different levels in a hierarchy tree.
By scrolling along the hierarchy tree, we can find top K similar objects not only in the
whole network but also within sub-networks. Further, OLAP are utilized in this
framework to provide analysis in multiple resolutions and to improve search efficiency.
Experiments show that OSim can improve both search efficiency and result granularity.
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Abstract. With the development of vehicular ad hoc network
(VANET), data dissemination has been widely studied and its perfor-
mance is expected to be greatly improved. Research on data dissemi-
nation generally focuses on how to utilize road infrastructures, such as
roadside units (RSUs), to facilitate the dissemination. In this paper, we
consider a VANET where a given number of RSUs are available for dis-
seminating information in an urban area. We formulate the problem as to
minimize the number of RSUs selected from the available RSUs to cover
a specific region. The paper proposes a c-street model and a city model.
Then we develop a greedy polynomial time covering algorithm under
the c-street model and a polynomial time approximation scheme is pro-
posed under the city model based on shifting strategy. By evaluating
the proposed solution in realistic urban environment, our simple greedy
algorithm is implemented and some simulation results are provided.

Keywords: VANET · RSU · Data dissemination · Polynomial time ·
Approximation

1 Introduction

Wireless communication for intelligent transportation system is intended for the
support of traffic safety and efficiency, as well as commercial applications [1].
Vehicular ad hoc network (VANET) is a modern intelligent transportation sys-
tem. A particularly important technical interest in VANET is data dissemina-
tion [2]. An important functionality of RSUs is to inform vehicles about the real
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time traffic status such that the vehicles can respond in time to avoid accidents.
Current research in data dissemination mainly focuses on how to fully utilize the
RSUs to facilitate the dissemination, particularly in urban areas [3].

In this paper, we study a fundamental data dissemination problem, to tackle
the important issue of deploying an intelligent transportation system in a specific
urban area, which can improve the dissemination efficiency.

To maximize the number of vehicles that drive under the coverage of one
or more RSUs in the area, this paper aims to fulfill a full coverage of the area.
According to this, the paper proposes the following problem: assume in an urban
area with a given number of RSU locations to choose, what is the best deploy-
ment strategy to fulfill the coverage over the area while select the minimum
number of RSUs? We formulate our problem as to minimize the number of RSU
selected, and our goal is to take advantage of the minimum number of RSUs
deployed to cover the area. Fewer RSUs can reduce redundant traffic informa-
tion while it also reduces system overhead.

To tackle the problem, we first introduce a c-street model, in which each RSU
covers at most c streets and it covers at most one interval in each of the c streets.
To cover a specific region, we propose a greedy polynomial time algorithm to
obtain the RSU deployment. The key idea is to use the minimum number of
RSUs to cover all the streets in the target area.

Second, to represent more geometric characteristics of urban areas, we intro-
duce a (r, d, f(.), g(., .))-city model, where r indicates RSUs’ transmission range,
d is an integer, f(.), g(., .) respectively denote the number of street intersec-
tions and RSUs. Based on the shifting strategy developed by Hochbaum and
Maass [4], a polynomial time approximation scheme is proposed. The scheme
uses the divide-and-conquer approach by dividing the target region into different
kinds of partitions. Then it obtains the approximate optimal RSU deployment
for each partition. Finally, select the most favorable resulting solution.

The remainder of this paper is organized as follows. Section 2 introduces
the network scenario and RSU deployment problem. Section 3 proposes a c-
street model and a greedy polynomial time algorithm. Section 4 proposes a city
model and a polynomial time approximation algorithm. Section 5 describes the
simulation environment and the results. Section 6 introduces the previous related
work. Section 7 concludes the paper.

2 Network Scenario and Covering Problem

In this section, we describe the network scenario and formulate the problem that
needs to be solved.

Here, the general system model of data dissemination in the VANETs is consid-
ered, where RSUs are the data resources, and vehicles are the receivers. Assume in
the area, RSUs are denoted by the setR = {R1, R2, · · · , Rn}. Each RSURi covers
an area D(Ri). In this paper, we use a set of street intervals {Ii,1, Ii,2, · · · , Ii,t} to
represent the region D(Ri), where each Ii,j is a continuous part of a street. There-
fore, here we haveD(Ri) = {Ii,1, Ii,2, · · · , Ii,k}. For the setR of RSUs, the covered
region is defined as C(R), which is the union ∪Ri∈RD(Ri).
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Fig. 1. An example of the geographic area

Besides, we assume that all the streets are on a plane to form a planar graph,
where each intersection is considered as a node. An example of the geographical
area can be shown as Fig. 1. The region inside the circle represents the target
area while the triangles represent the available RSU locations.

Consider an urban area B. Assume there are a set of RSUs R available in B,
which are randomly located. Our goal is to choose a minimum number of RSUs
to realize the coverage of the area.

3 Bounded Number of Street Intervals

In this section, we present a greedy-based algorithm. A street S can be defined
as one dimensional curve C(t) : [a, b] → (−∞,+∞) × (−∞,+∞) on a two
dimensional plane, where C(.) is a one-one smooth function. An interval of a
street S is a continuous area of the curve C(.) with t ∈ [a′, b′] ⊆ [a, b] for some
a ≤ a′ < b′ ≤ b. In this model, each RSU Ri covers a finite number of streets
intervals {Ii,1, Ii,2, · · · , Ii,k}.

The street coverage is transformed into interval coverage. Let I1, I2, · · · , Im
be a list of intervals, interval Ii has the longest leftmost coverage for interval
I = [a, b] if a ∈ Ii and Ii ∩ I is the longest among {It ∩ I : a ∈ It, 1 ≤ t ≤ m}.
For a interval I = [a, b], define Left(I) = a, and Right(I) = b.

We let Algorithm 1 be embedded in Algorithm 2 to give optimal coverage
for each street. Algorithm 2 shows the global covering solution.

3.1 Bounded Streets for Each RSU

In this section, we assume that each RSU covers at most c streets with at most
one interval in each of the c streets. It is called the c-street model.
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Algorithm 1. Interval covering algorithm
1: Input: an interval I = [a, b] to be covered and a list of intervals I1, I2, · · · , In with

I ⊆ I1 ∪ I2 ∪ · · · In, which is used to cover I.
2: Output: a sublist Ik1 , Ik2 , · · · , Ikm of intervals from I1, I2, · · · , In such that I ⊆

Ik1 ∪ Ik2 ∪ · · · Ikm .
3: Let C = ∅;
4: Let Uncovered = I;
5: Repeat
6: Find Ij that covers the longest leftmost of Uncovered interval

(Left(Uncovered) ∈ Ij , and (Ij ∩ Uncovered) is the largest);
7: Let Uncovered = Uncovered − Ij ;
8: Let C = C ∪ {Ij};
9: Until Uncovered = ∅;

10: Output C as a covering solution.
11: End of Algorithm

Algorithm 2. Covering algorithm
1: Input: a set of RSUs R and a set of streets S to be covered.
2: Output: a set of RSUs R′, contains a minimum number of RSUs that can cover the

streets.
3: Let s1, s2, · · · , sm be the list of the streets in S to be covered.
4: Let Uncoveredi = si for i = 1, 2, · · · ,m;
5: Let Ci = ∅;
6: for(i = 1, 2, · · · ,m)
7: Repeat
8: Find Rj ∈ R that covers the longest leftmost of Uncoveredi;
9: Let Uncoveredi = Uncoveredi − D(Rj);

10: Let Ci = Ci ∪ {Rj};
11: Until Uncoveredi = ∅;
12: Output C1 ∪ C2 ∪ · · · ∪ Cm as a covering solution for the streets.
13: End of Algorithm

Lemma 1. There is a O(n log n) time algorithm for the one dimensional inter-
val covering problem, where n is the number of intervals in the input.

Proof. The algorithm is described in Algorithm 1. Sort the intervals by left
boundaries of all intervals. It takes O(n log n) steps using merge sorting. Use the
greedy method. Cover the points with intervals from left to right. Every time
we pick up an interval that touches the leftmost uncovered point and covers
the maximal uncovered area. The total time is O(n log n). The correctness of
the algorithm is based on a simple induction. We claim that the first k selected
intervals produces the largest left coverage for the interval I among all k intervals
from the list. In other words, the following conditions are satisfied for the first
k sets Ij1 , Ij2 , · · · , Ijk generated by the algorithm.

1. Ij1 ∪ Ij2 ∪ · · · ∪ Ijk is an interval.
2. a ∈ Ij1 ∪ Ij2 ∪ · · · ∪ Ijk , where I = [a, b].
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3. |I ∩ (Ij1 ∪Ij2 ∪· · ·∪Ijk)| is the largest among all k sets that satisfy conditions
(1) and (2).

It is trivial when k = 1 since it follows from the Algorithm 1 at line 6.
Assume that first k selected intervals by Algorithm 1 satisfy conditions (1),
(2), and (3). Consider the case k + 1. Let Iu1 , Iu2 , · · · , Iuk+1 be a set of k + 1
intervals that produces the largest left coverage for I by satisfying conditions
(1), (2), and (3). Let Ij1 , Ij2 , · · · , Ijk be the first k intervals generated by the
algorithm. By inductive hypothesis, they satisfy conditions (1), (2), and (3). We
have I∩(Iu1∩Iu2∩· · ·∩Iuk

) ⊆ I∩(Ij1∩Ij2∩· · ·∩Ijk). Thus, Ij1∪Ij2∪· · ·∪Ijk∪Iuk+1

is an interval.
If Right(I∩(Ij1 ∪Ij2 ∪· · ·∪Ijk)) 	∈ Iuk+1 , then I∩(Ij1 ∪Ij2 ∪· · ·∪Ijk ∪Iuk+1) =

I ∩ (Ij1 ∪ Ij2 ∪ · · · ∪ Ijk).
If Right(I∩(Ij1 ∪Ij2 ∪· · ·∪Ijk)) ∈ Iuk+1 , then I∩(Ij1 ∪Ij2 ∪· · ·∪Ijk ∪Iuk+1) ⊆

I ∩ (Ij1 ∪ Ij2 ∪ · · · ∪ Ijk ∪ Ijk+1).
Thus, when Ijk+1 is selected by the algorithm, we have |I ∩ (Ij1 ∪ Ij2 ∪ · · · ∪

Ijk ∪Ijk+1)| ≥ |I ∩ (Iu1 ∪Iu2 ∪· · ·∪Iuk
∪Iuk+1)|. Therefore, Ij1 , Ij2 , · · · , Ijk , Ijk+1

satisfy conditions (1), (2), and (3).

Theorem 1. Under the c-streetmodel, there is a polynomial time c-approximation
algorithm for the region covering problem.

Proof. Let s1, s2, · · · , sm be all of the streets to be covered. Let Ci be an optimal
covering for si for i = 1, 2, · · · ,m. Let C1 ∪ C2 ∪ · · · ∪ Cm be the approximate
solution to be output.

Let C∗ be an optimal covering, and let C∗
i be the RSUs in C∗ to cover si.

We have the following inequalities:

|C1 ∪ C2 ∪ · · · ∪ Cm| ≤ |C1| + |C2| + · · · + |Cm| (1)
≤ |C∗

1 | + |C∗
2 | + · · · + |C∗

m| (2)
≤ c|C∗

1 ∪ C∗
2 ∪ · · · ∪ C∗

m| (3)
≤ c|C∗| (4)

As we know, Ci is an optimal covering for si, and C∗
i is the local covering for

Si in a global optimal covering. So, we have the transition from (1) to (2). The
transition from (2) to (3) is because of the condition that each RSU can touch
at most c different streets.

3.2 NP-Hardness

We have Theorem 2 to show that the area covering problem is still NP-hard
when each RSU covers three streets.

Let X,Y and Z be three finite, disjoint sets, and let T be a subset of X×Y ×Z.
That is, T is a set of triples (x, y, z) such that x ∈ X, y ∈ Y and z ∈ Z. Now
M ⊆ T is a 3-dimensional matching if the following holds: for any two distinct
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triples (x1, y1, z1) ∈ M and (x2, y2, z2) ∈ M , we have x1 	= x2, y1 	= y2 and
z1 	= z2.

The 3-matching problem is to determine if T ⊆ X × Y × Z with m = |X| =
|Y | = |Z| has a 3-dimensional matching M of size m. This is one of the classical
NP-complete problems [12].

Theorem 2. The covering problem in the c-street model is NP-hard for c ≥ 3
and there are only 3 streets.

Proof. Reduce 3-matching problem to it. Let T be a set of triples in X ×Y ×Z.
Consider three streets S1, S2 and S3. Partition each Si (i = 1, 2, 3) into m regions
Ii,1, Ii,2, · · · , Ii,m, where m = |X| = |Y | = |Z|. Let X = {x1, x2, · · · , xm}, Y =
{y1, y2, · · · , ym}, and Z = {z1, z2, · · · , zm}. For each (xa, yb, zc) ∈ T , construct
a RSU Rxa,yb,zc that covers I1,a, I2,b and I3,c. It is easy to see that there is
a 3-matching solution if and only if there are m RSUs to cover the streets.
Furthermore, it is impossible to have a covering solution with less than m RSUs
since each of the three streets has m regions and each RSU can only cover one
of the m regions in one street.

4 A Polynomial Time Approximation Scheme

In this section, we will show a polynomial time approximation scheme. The
scheme is based on the shifting strategy developed by Hochbaum and Maass [4].

To represent more geometric properties of urban area, we introduce a city
model for the covering problem. Here, we formally present some definitions used
in the model.

Definition 1. Assume that C is a city with some RSUs.

– A street graph for the city C is a planar graph such that every node in the
graph is the intersection of two streets in city C, and every edge (u, v) in G
is the part of streets connecting u and v.

– For path p = v1v2 · · · vk on a street graph G(V,E), an initial part q of p is
that for some node vi(1 ≤ i ≤ k), q is the union of v1v2 · · · vi and viu, where
u is a point on the street vivi+1.

– If there are at most k paths p1, · · · , pk (k ≤ d) through v in G(V,E), we call
there is a d-star through node v. RSU R’s coverage has the d-star property if
there is a d-star of k paths p1, · · · , pk (k ≤ d) each starts from v in G, and R
only covers a union of initial parts of p1, · · · , pk.
City Model: Let r > 0, d be an integer, f(.) be a function N → N , and

g(., .) be a function N × N → N . Let l > 0 be the integer parameter to control
the accuracy of approximation. In this (r, d, f(.), g(., .))-city model, assume the
following conditions:

1. Each RSU covers a region within a radius bounded by r.
2. There are at most f(l) street intersections within a 2lr × 2lr square region.
3. Each RSU has the d-star property for its coverage.
4. Each 2lr× 2lr square region has at most g(l, n) (g(l, n) ≤ n) RSUs deployed,

where n is the total number of RSUs.
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4.1 Shifting Strategy

We consider the (r, d, f(.), g(., .))-city model in this section. The shifting strat-
egy [4] used in our algorithm is described.

To solve the covering problem using shifting strategy, the specific target
region is subdivided into vertical strips of width 2r. Groups of l consecutive
strips, resulting in strips of width 2r · l each, are considered. Each partition can
be derived from the previous one by shifting to right with a distance 2r. Repeat-
ing the shift l times, we end up with the same partition we start from. The l
distinct shifting partitions are represented by Pi, i = 1 · · · l. In each partition, we
use a local algorithm to find out the deployment strategy in this partition. We
repeat the process to find the global deployment solution for the l partitions.
Choose the partition which can be mostly covered by utilizing the minimum
number of RSUs. It should be the approximate optimal solution.

According to the shifting strategy, region B is partitioned into vertical strips
of width 2r, denoted by B1, B2, · · · , Bk. Group every l consecutive strips into a
wider strip of width 2r · l. Each wider strip is Li = Bi ∪ Bi+1 ∪ · · · ∪ Bi+l−1 for
i = 1, · · · , k − l + 1, and Li = Bi ∪ Bi+1 ∪ · · · ∪ Bk for i = k − l + 2, · · · , k. We
also define L0

i = B1 ∪B2 ∪· · ·∪Bi−1, which is the union of first i−1 blocks. The
i-th shifting case has a set of wider strips Pi = {L0

i , Li, Li+l, Li+2l, · · · , Li+til},
forming a partition for B (B = L0

i ∪ Li ∪ Li+l ∪ · · ·Li+tl). We can get a simple
shifting conception from an example shown in Fig. 2.

Based on the shifting strategy, we propose a polynomial time approximation
algorithm. It is described as Algorithm 3. The i-th vertical partition Pi for B is
denoted by PV (B, i). The 0-th strip of PV (B, i) is L0

i , denoted by PV (B, i, 0).
The j-th strip of PV (B, i) is Lj

i for j ≥ 1, denoted by PV (B, i, j). Similarly, we
define PH(B, i) and PH(B, i, j).

Fig. 2. An example of a partition of Region B, assume k = 6, l = 3, B is partitioned
into vertical strips B1, B2, · · · , B6

Define optP (B) to be the set of the RSUs in an optimal solution for covering
the intervals of the set P in the region B. Let di =

∑
L∈Pi

|optP (L)|. The crucial
property of the shifting method [4] is that

∑l
i=1 di ≤ (1 + l)|optP (B)|. This
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implies that min1≤i≤l di ≤ (1 + 1
l )|optP (B)|. Assume we have a local algorithm

A for solving each local area Li with approximation ratio PA. The solution of
the algorithm A for the partition Pi is si =

∑
L∈Pi

A(L) ≤ PA · di. The shifting
method SA applies the algorithm A for each partition Pi, 1 ≤ i ≤ l, and outputs
the result SA(B) = minl

i=1 si. Therefore, SA(B) ≤ (1 + 1
l ) · PA · optP (B). This

discussion proves Lemma 2.

Lemma 2. Assume that a local algorithm A has an approximation ratio PA for
the covering problem. Then, the approximation ratio PSA of the shifting method
utilizing A satisfies PSA ≤ (1 + 1

l )PA.

Our result has some differences with the standard disc covering problem, in
which the disc positions are not fixed in the input. In the covering problem, the
RSU locations are given from the input.

5 Performance Evaluation

In this section, we first introduce the simulation environment, then present the
compared algorithms and performance metrics for performance evaluation of the
proposed algorithm. Finally, we give the experimental results.

5.1 Simulation Environment

To evaluate the performance of the proposed greedy polynomial time algorithm,
extensive simulations have been done.

For the performance evaluation, here, we evaluate the performance of the
algorithm in the regular generated urban maps. Without loss of generality, the
urban areas which the algorithm will be applied to should be some representative
downtown areas, so we construct an evaluation scenario which is equal to a
3 km × 4 km regional area. Each road segment has bidirectional traffic.

We conduct four sets of simulations. In the first set, the scenario is from
New York city, USA. We choose this area for it is a typical urban area with
intersections and most of its faces contain four vertices. For the second set, we
choose Shanghai, China. Without loss of generality, we also extract the maps
of the areas of Zurich and Winterthur, Switzerland, which are typical for their
irregular street shape.

5.2 Compared Algorithms

We compare the proposed algorithm with several alternative algorithms. The
evaluation metric is the coverage ratio, i.e., the size of area covered by selected
RSUs over the size of the entire target regional area.

The optimal algorithm (Optimal). The algorithm can always select the opti-
mal RSU locations from the candidate locations by exhaustive search.

The proposed greedy polynomial time c-factor algorithm (Greedy-c).
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Algorithm 3. Polynomial time approximation scheme
1: Input: target region B, the set of street intervals P , a set of RSUs R, a local

algorithm A
2: Output: a set SA(B) of RSUs that covers the intervals of streets.
3: Partition B into vertical strips B1, B2, · · · , of width 2r;
4: Form the vertical partitions PV (B, 1), PV (B, 2), · · · , PV (B,m);
5: Form the horizontal partitions PH(PV (B, i, j)) for each strip PV (B, i, j).
6: Find an optimal covering ai,j,s,t for each square PH(PV (B, i, j), s, t) of size 2rl×2rl;
7: for all i, j, s do
8: Compute ai,j,s =

∑
t ai,j,s,t;

9: end for
10: for all i, j do
11: Compute ai,j = mins ai,j,s;
12: end for
13: for all i, do
14: let ai =

∑
j ai,j .

15: end for
16: SA(B) = min ai

17: End of Algorithm

The uniform deployment algorithm (Uniform). With this algorithm, the
whole region is divided into grids of identical size. The algorithm deploys base
stations on grid points.

Random algorithm (Random). This algorithm needs a large number of RSUs
to be deployed in order to provide one contact or more to each vehicle.

5.3 Evaluation Results

We run the proposed polynomial time algorithm and the compared algorithms
on the four generated road topologies. In the simulation, we set up a relative
small number of candidate locations from 15 to 60.

The coverage ratio achieved by the different compared algorithms for each
street layout in New York is described as Fig. 3, and the other three regions
Shanghai, Zurich and Winterthur is respectively shown as Figs. 4, 5, and 6. For
the proposed deployment algorithm and the compared algorithms, the coverage
ratio is recorded versus the number of allowed RSUs k. The performance of
greedy-c is better than Uniform and Random while its coverage efficiency is
slightly inferior to Optimal. As expected, the coverage ratio increases as the
number of RSUs increases. The variability in the percentages above is due to
the different scenarios that we have considered.

As it can be easily seen, when the complexity of the road topology in the
downtown regions increases, it can possibly result in lower coverage ratios, espe-
cially in the case that there is just a few RSUs available in the region. It is also
obvious to see that in the regular downtown region, just a few RSUs may be
sufficient to cover most of the target region. We can easily come to a conclusion
that, in a smaller urban region, it is easier to cover a specific area by deploying
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Fig. 3. New York Fig. 4. Shanghai

Fig. 5. Zurich Fig. 6. Winterthur

just a few RSUs at strategic locations. Therefore, in large downtown areas, it is
much harder to cover the specific area with a limited number of RSUs.

6 Related Work

Extensive research has been conducted in data dissemination through vehicle-
to-vehicle communication with the help of roadside stations. Minimum required
transmission time was considered in [5] when planning roadside infrastructures,
whereas Liang et al. made a tradeoff between the number of hops in inter-vehicle
communication and the number of installed access points [6]. To improve driving
convenience, Lee aimed to maximize the connectivity of the network [7]. Given
the number of access points, the communication range and the collected vehicle
traces, the proposed algorithm calculated the locations to install access points
to cover most of the vehicle traces. An adapted generic algorithm was proposed
in [8] to select a minimum number of positions along the road to install access
points, such that the whole road was covered and any wireless device on the
road could communicate with one of the access points. To tackle the broad-
cast storm and network partition problems simultaneously, Akabane et al. [9]
proposed a suitable multi-hop broadcast protocol named as TURBO to deliver
messages under dense and sparse networks. Yan et al. [10] formulated the inter-
section selection problem and provided the adapted-bipartite-based heuristics
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(ABS). Mukherjee et al. [11] proposed a publish-subscribe based event notifica-
tion framework that used RSUs to deliver events to vehicles that subscribed to
them.

As mentioned before, coverage is considered as an important metric of com-
munication quality. Most research has been done in terms of coverage. Trul-
lols et al. [13] proposed a maximum coverage approach to solve the problem of
information dissemination in intelligent transportation systems. Zhu et al. [14]
considered the critical problem of base stations for maximizing delay-constrained
coverage of an urban area achieved by the vehicular network. The authors formu-
lated a new objective of maximizing the expected sensing coverage. They took
random vehicle mobility into account and exploited the regularity in vehicle
mobility. Yoon and Kim [15] studied the maximum coverage deployment prob-
lem in wireless sensor networks and proposed an efficient genetic algorithm. Lin
and Rubin [16] proposed a Vehicular Backbone Network (VBN) protocol and
developed an analytical model to characterize the maximum throughput rate.

7 Conclusion

To address the crucial problem of RSUs deployment to cover a specific urban
area, we formulate the region covering problem, which is proved to be NP-
hardness. We present a c-street model and then propose a novel greedy-based
polynomial time factor-c algorithm under the c-street model. To be more real-
istic, we also introduce a (r, d, f(.), g(., .))-city model which can represent more
geometric properties of the modern cities. According to the model, a polyno-
mial time approximation scheme is proposed based on the shifting method [4].
Finally, the proposed simple greedy-based algorithm is implemented and some
simulation results are provided.

Acknowledgements. The authors are very grateful to the anonymous reviewers for
their helpful comments on an earlier version of this paper.
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Abstract. In order to improve multicast performance in wireless mesh networks,
we consider both multicast tree construction and channel assignment in this paper.
To maximize the possibility of providing good service to the users, we treat the
user coverage of each destination as the top priority in channel assignment. In
addition, we propose the multicast tree constructing algorithm (namely CIOMT)
and channel assignment algorithm with the name CIOCA. In the CIOMT algo‐
rithm, each destination selects the minimum interference path to the constructing
tree and joins into the constructing tree. For QoS consideration, the source-to-
destination hop count is up bounded. In the CIOCA algorithm, the nodes are
assigned the sending channels by the descending order of priority. During the
channel assignment process, the channel with minimum interference to the whole
tree will be selected and assigned to the corresponding interfaces. Simulation
results have shown that the proposed solution outperforms the other existing
algorithms.

Keywords: Wireless mesh network · Multicast · Channel assignment ·
Interference

1 Introduction

Wireless Mesh Network (WMN) is an important technology for “last mile” Internet
access [1]. In the WMNs, there are three types of nodes, namely client, mesh router and
gateway. The mesh routers and gateways are often static and form a wireless mesh
backbone. The clients access the wireless mesh backbone through its associated mesh
router, and visit the Internet via gateways finally. Consequently, in a WMN, wireless
mesh backbone plays a key role in packets transmission directed to/from the Internet,
and has an important impact on the network performance.

Traditionally, in wireless mesh backbone, each node has one radio, and all nodes
share and compete for only one channel. Due to the interference among links trans‐
mitting simultaneously, the capacity and QoS of the network are severely limited [2].
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To solve this issue, an effective approach is to equip each node with multiple inter-
faces, and the nodes could transmit packets simultaneously with multiple channels.
With appropriate channel assignment, interference can be greatly reduced [3].

As we all know, multicast is a useful technology in Internet, especially to some
network applications such as online video, p2p transmission and so on. Due to the
importance of multicast and the effectiveness of multi-interface multi-channel tech‐
nology, we should develop the proper channel assignment strategy for multicast in
WMNs, and improve the multicast performance.

In this paper, we study channel assignment for multicast in multi-interface multi-
channel WMNs. More specifically, we consider both multicast tree construction and
channel assignment to reduce interference in multicast routing. By this means, we could
provide high quality multicast service to the users as much as possible.

2 Related Work

There are some works on channel assignment for multicast in WMNs. In [4], Zeng et al.
proposed a Multi-Channel Multicast (MCM) algorithm to optimize throughput for multi-
channel and multi-interface mesh networks. In MCM, channel assignment started from
the root of multicast tree, and the channel with minimum interference would be selected.
The total interference of each node was calculated from the interference caused by its
neighbouring nodes within one hop. However, due to the effect of hidden nodes, the
measurement accuracy of the channel interference will be con-strained if we only
consider one-hop interferences. To this end, Nguyen et al. [5] proposed a channel
assignment algorithm called M4, which eliminated the hidden channel problem by
adding to the optimization function the channel information of the two hop neighbours
of a node.

Elaheh [6] et al. proposed an algorithm based on genetic algorithm to build a delay
constrained minimum cost multicast tree with minimum interference. Farzinvash [7]
et al. proposed an optimal cross-layer model aiming to maximize the total number of
obtained layers by the receivers, and network coding was used to improve multicast
capacity. Network coding was also used in the work of Ning [8] to increase the utilization
of spectrum resource and improve network throughput.

Yang [9, 10] et al. proposed the channel assignment algorithm BBF, in which back‐
tracking and best first search strategies were developed to find channel assignment with
minimum interference. Tan [11] et al. converted the channel assignment problem into
a binary integer-programming model. Then, an algorithm was presented to find the
optimized multicast routing and channel assignment. Kumar [12] et al. proposed a
learning-automata-based channel assignment with topology preservation.

Unlike the aforementioned works, in this paper, we study both multicast tree
construction and channel assignment problems together to reduce the interference and
improve the network throughput. Moreover, we also take user priority of receiving
multicast service into consideration. In some cases, we may want to provide good multi‐
cast service for users as much as possible, and provide the users who have higher priority
with better service. Our work would make it possible to address both of these two issues.
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3 System Description

3.1 Network Model

The wireless backbone in a WMN can be modeled as an undirected graph G(V, E), where
V is the set of nodes,  is the total number of nodes. E is the set of edges. Each
node has the same fixed communication range r. For a node vi, we assume that pi is its

position. Then, the distance of node vi and vj can be denoted as . Therefore,
if , then , where eij is the link between vi and vj. In a multi-interface and
multi-channel WMN, each node can be equipped with some Network Interface Cards
(NICs), and these NICs could be tuned to different and non-overlapping channels, which
allow the node to perform more concurrent transmissions. Moreover, we also assume
that each node has two NICs, one is for sending multicast packets to its child nodes, and
the other is for receiving multicast packets from its parent node.

3.2 Multicast Routing Tree

In a mesh backbone G(V, E), a gateway would be the multicast source, and some mesh
routers are multicast destinations. Each destination is associated with many end users,
which is called user coverage in this paper. For a mesh router v ∈ V, the number of users
covered by v is defined as u(v). Consequently, if  and , then the node v
must be one of multicast destinations, and the set of multicast destinations can be denoted
as . For multicast in a WMN, we must construct a routing
tree, which is rooted at a gateway and covers all destinations.

3.3 Channel Assignment

As is shown in previous research, assigning non-overlapping (orthogonal) channels to
neighboring links is the best solution to reduce the interference among wireless links.
However, the number of non-overlapping channels is limited, and the interfered links
may be more than the non-overlapping channels. Therefore, we should make use of the
overlapping channels.

All channels in IEEE 802.11 b/g are shown in Fig. 1. As shown from the figure, the
spectrum separation of non-overlapping channels is at least 30 Hz, and consequently
there are 3 non-overlapping channels at most, which are channel 1, 6 and 11. To the
channels c1 and c2, if and only if , they don’t overlap with each other.

In experiments, it was found that the interfering distance between two links depends
on their channel separation. In [8], the authors found that given the interfering distance
Ic, and channel separation c, the relation of Ic/r and c is shown in Table 1 at 2 M, 5.5 M
and 11 M sending rate, where r is the communication range of nodes. The data in
Table 1 shows that Ic decreases with the increase of c.
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Table 1. Ic/r vs. c [8]

3.4 Problem Description

We denote the multicast tree as a directed graph T(VT, ET), where VT is the set of nodes
in multicast tree, and ET is the set of edges. In VT, each node is equipped with two NICs,
which are assigned with two channels for sending and receiving packets respectively.
There are h available channels for assignment, and the channel set is denoted as

. For a node vi, its sending and receiving channels are denoted as csi

and cri respectively with  and . If vj is one of child nodes of vi, there must
be a directed edge . It is supposed that the link eij is assigned channel cij, then

, that is, the receiving channel of a non-root node is the same as the
sending channel of its parent node. To a node vi, its child and offspring nodes sets are
separately denoted as CH(vi) and OP(vi), then we have . If vj and vk are
two child nodes of vi, that is , then two links eij and eik should have the
same channel assigned, i.e. . We assume that the binary variable xi represents
whether vi is interfered by other nodes, xi = 1 for true, while xi = 0 for false, as is shown
in Eq. (1). In Eq. (2), wi is the number of users covered by vi and its offspring nodes, and
called downstream user coverage of vi. In Eq. (3), Int(T) is the interference of multicast
tree T(VT, ET).

(1)

Fig. 1. Channel bandwidth of IEEE 802.11 b/g (GHz)
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(2)

(3)

In this paper, the problem is to construct a multicast tree T and minimize Int(T)
through channel assignment. Since the existing works have proved that the similar
problem is NP-Hard, we propose the heuristic algorithms to find the effective solution
of the problem.

4 User Coverage and Interference Optimization for Multicast

Our solution includes two stages. The first stage is to construct multicast tree, and the
second stage is to assign channels to the nodes in multicast tree.

4.1 Multicast Tree Construction

For each receiver, the shorter distance to source could ensure better service. Therefore,
the hop count between source and receiver has an upper bound in our multicast tree
construction process. In tree T(VT, ET), the hop count between a destination v and the
root s is denoted as , which satisfies the inequality (4). In order to ensure
multicast tree covering all destination nodes, the constant  is defined as the maximum
hop count of all shortest paths between each destination and source in G(V, E), as is
shown in Eq. (5), where  is the hop count of the shortest path between v
and s in G.

(4)

(5)

Furthermore, we aim to ensure that as many users as possible to have good multicast
service. For each user, the shorter distance to source means the better service. On the
whole, the sum of all distances could be used to measure the multicast QoS, and a smaller
sum represents the better multicast QoS.

In addition, the structure of routing tree also has a significant impact on the inter‐
ference among links. As is shown in Fig. 2, node 4, 5 and 6 are multicast destinations.
The original network is demonstrated in Fig. 2 (a), whereas two multicast trees are shown
in Fig. 2 (b) and (c), respectively. According to the positions of node 1, 2 and 3, link 1 -
> 4, 1 -> 5, 2 -> 5 and 2 -> 6 may be interfered with each other, while link 3 -> 6 having
no interference with 1 -> 4 and 1 -> 5. For interference optimization, multicast tree B
is better than A.
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Fig. 2. Interference relieved tree structure

Based on the above analysis, during the tree construction process, we set the
following goals: (1) high level link sharing, (2) up bounded hop count between each
destination and root, (3) most users having good service, and (4) interference relieved
tree structure. To achieve these goals, we propose a greedy algorithm CIOMT for the
construction of Coverage and Interference Optimization Multicast Tree. Taking original
network G(V, E) as algorithm input, CIOMT is described as follows, and a multicast
tree T(VT, ET) will be algorithm output.

Step 1 - Parameters Setting: Set VT = {s}, ET = {}, MT = M. Find all shortest paths
from all destinations to source in G(V, E), set  is the maximum hop count of all shortest
paths.

Step 2 - Tree Initialization: Scan each node in MT, if the node v has the only path
with hop count not more than  to s in G(V, E), then this only path joins into tree T(VT,
ET). To each destination node v which has joined into T, update MT = MT−{v}.

Step 3 - End Condition Checking: If MT is empty, the algorithm ends, and T(VT,
ET) is the expected multicast tree. Otherwise, go to Step 4.

Step 4 - Candidate Nodes and Paths Selecting: Find at most k shortest paths from
nodes in MT to the constructing tree T, and supposed these paths are Path1, Path2, …,
Pathk. The paths must meet the following pattern: each Pathi ( ) can be denoted
by , where , , and the intermediate node  and 
( ).

Step 5 - Tree updating: For at most k paths, based on Eq. (6), compute the interfer‐
ence of the paths to the constructing tree T, and denoted as (Path1), (Path2), …,

(Pathk). Supposed Pathx has the minimum interference to the constructing tree T.
Pathx joins into tree T, and the destination node in Pathx removes from MT. Go to Step 3.

(6)

In Eq. (6), the interference of a path  to tree T is denoted as 
( ). Since the interfered nodes can be similarly considered as the neighboring
nodes of the path, the interference is defined as the number of all nodes in T interfered
by the path. NT(vi) is the number of neighboring nodes of vi in the tree T.
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In CIOMT, a parameter k is used for trade-off between link sharing and interference
relieving. If k is 1, the shortest path will be selected to join into the tree. If k is large
enough, the path with minimum interference to tree will join into the tree.

For the tree construction process shown in Fig. 2, nodes s, 1, 4 and 5 have been in
the tree. If node 6 is going to join into the tree, there are two paths 6-2-s and 6-3-s between
node 6 and the tree with . For node 2 and 3 have 2 and 1 neighboring nodes in the
tree respectively, the path 6-3-s has less interference to the tree than path 6-2-s. There‐
fore, path 6-3-s joins into the tree, as is shown in Fig. 2 (c).

4.2 Channel Assignment with User Coverage Priority

We define the priority  of each node for channel assignment, which is shown
in Eq. (7) where wroot and wi are the related user numbers of root and vi in a multicast
tree T respectively, according to Eq. (2).

(7)

We propose the channel assignment algorithm for Coverage and Interference Opti‐
mization Channel Assignment, with the name CIOCA. In channel assignment, the nodes
are assigned channels in descending order of their priorities. In order to ensure a node
to have higher priority than its child nodes, the user coverage is assumed to be 0.5 for
the nodes with none user coverage. Thus, in the priority queue, a node is always ahead
of its offspring nodes, and the root has the highest priority among the nodes in a multicast
tree. CIOCA is described as the following four steps. Multicast tree T(VT, ET) and channel
set C = {1, 2, …, 12} are algorithm inputs.

Step 1 - Initialization: Set initial multicast tree as T(VT, ET), channel set as C = {1,
2, …, 12}. Set all links in T with channel 1. That is, each node’s sending and receiving
channels are 1. The nodes except the root in multicast tree T enter into a queue
node_queue1 in the descending order of their priorities. Moreover, create a backup of
node_queue1 as node_queue2. Go to step 2.

Step 2 - Channel Assignment: Assume that the first node in node_queue1 is vi. Its
receiving channel is assigned to the same channel as its parent node’s sending channel.
If vi is a leaf node, it does not need to be assigned a sending channel. Otherwise, its
sending channel csi is set to the channel with minimum tree interference Inf(T) based on
Eqs. (1), (2) and (3). It is supposed that  is the sending channel for vi with the minimum
tree interference Inf(T), which is shown in Eq. (8). Then, let . After channel
assignment for vi is completed, vi is removed from node_queue1. Go to step 3.

(8)

Step 3 - Iterating Condition: If node_queue1 is not empty, go to step 2. Otherwise,
go to step 4.
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Step 4 - Optimization: According the order of nodes in node_queue2, we find the
minimum interference sending channel cmin of each non-root and non-leaf node vi. If
csi ≠ cmin, then set it’s sending channel csi and its child nodes’ receiving channels as cmin.
Optimization runs until Inf(T) is fixed. Algorithm ends.

For the example shown in Fig. 3, node 4, 5 and 6 are destinations, and all nodes’ w
values are denoted on their upper right direction. The root (s) has highest priority for
channel assignment, and its sending channel and receiving channel of node 1 are both
assigned to be channel 1. Then, the sending channel of node 1 and its child nodes’
receiving channels are assigned to channel 6, which is non-overlapping with channel 1.
Since node 2 has higher priority than node 3, channel 11 is assigned to the sending NIC
of node 2. So far, the only 3 non-overlapping channels (channel 1, 6 and 11) are assigned
to the related nodes. Based on Eq. (1), we can find out whether or not there exists a
channel assigned to node 3 with no interference to its neighboring nodes. If there exists
no non-interference channel for node 3, channel 11 would be assigned to the sending
NIC of node 3. As we can see from Fig. 3, within all of its neighboring nodes, node 5
has minimum w value, and for minimizing the number of users affected by wireless
interference, node 3 with channel 11 as sending channel would only interfere with node
5 in this case.

Fig. 3. Channel assignment example

5 Simulation

We implement the proposed multicast routing and channel assignment algorithms in
NS-2 simulator, and evaluate CIOCA by performance comparison with MCM [4] and
M4 [5] from the following metrics:

Throughput: The throughput is the average number of packets each multicast desti‐
nation receives during a time unit.

Delay: The delay is the average time it takes for a packet to reach the destination after
it leaves the source.
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User Satisfaction Degree (USD): It is assumed that the destinations {v1, v2,…, vm}
have the user coverage {a1, a2,…, am}, the numbers of packets they received are {b1,
b2,…, bm}, and the total number of packets sent by source node is b. The USD of multicast
tree T is defined as Eq. (9). From the definition of USD, if all destinations can receive
the total b packets, the USD is 1, which means all users are satisfied. Otherwise, the
higher the USD value is, the more the users are satisfied.

(9)

From Fig. 4 (a), when the multicast group size is small, the three algorithms have
similar performance. With the increase of multicast group size, CIOCA has better
performance than M4 and MCM with average packet receiving rate increased by 6.8 %
and 14.1 % respectively. From Fig. 4 (b), compared with M4 and MCM, CIOCA has
the average source-to-destination delay decreased by 3.4 % and 6.7 % respectively.

(a) Throughput (b) Delay

 (c) USD

Fig. 4. Simulation results
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Based on USD definition Eq. (9) and the above experiment data, we can calculate out
average USD of the three algorithms with various multicast group sizes. The result is
shown in Fig. 4 (c). CIOCA has much better user satisfaction than M4 and MCM with
the USD increased by 23.7 % and 35.3 %.

6 Conclusion

In this paper, we focus on interference reduction and QoS improvement in multicast
routing. We take both multicast tree construction and channel assignment problems into
consideration, and treat the user coverage of each destination as a top priority for channel
assignment. Simulation results have shown that the proposed solution outperforms the
existing two widely used algorithms in the literature. In particular, the proposed solution
has much better performance than other algorithms in term of user satisfaction.
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Abstract. Vehicular transportation has received rapid growth in many areas
thanks to the increase in population density and massive city expansion. Such
advancement however leads to the loss of time, money and human lives due to
many reasons including driver distraction and serious roadway conditions. Recent
trends have shown improvement of vehicular safety on account of design and
manufacturing innovations such as additional airbags and pre-collision detection
and warning using sensors. Nonetheless, the national averages of fatality, injuries,
and property damages due to roadway vehicular crashes still remain at high levels.
For the purpose of saving lives, reducing fuel costs and travel time on road, it is
demanded to have a vehicular communication system that rapidly learns about
the environment and promptly respond and notify drivers for decision making.
Our research in this paper aims to design a system that utilizes the communica‐
tions among vehicles in a Vehicular Ad Hoc Network (VANET) and roadside
infrastructure-based devices. Our design and analysis indicate that such system
can be applied to assist drivers in adjusting their driving for better safety and
making route decisions to save time and fuel costs.

1 Introduction

The data released by the National Highway Traffic Safety Administration (NHTSA) in
2014 shows a total number of 32,675 fatal crashes in the United States. It can also be
found in the same set of data that 2.3 million injuries from vehicle accidents were
reported in the same year [1]. In addition to lives and injuries, two other major losses
on road are time and cost of fuel, which are typical in cities and metropolitan areas where
commuters loose great amount of time due to traffic congestions and road conditions
during peak time for their weekday commuting. A study released in 2015 by the Texas
A&M Transportation Institute indicates that annually the U.S. suffers a loss of $140
million due to time and fuel wasted in traffic congestions, and on average each commuter
spends an extra 42 h and wastes 19 gallons of fuel caused by traffic and road condi‐
tions [2].

The Vehicular Ad Hoc Networks (VANETs) are designed and implemented
primarily for improving road safety and driving efficiency. A VANET can be comprised
of a mixture of two network topologies: infrastructure-based and infrastructure-less (ad
hoc). In contrast to an infrastructure-based network such as the backbone
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telecommunication networks on the roadside, an ad hoc network allows a vehicular
communication device to quickly join and exit the network. Example technologies that
can be utilized for such network topology include Bluetooth, Wi-Fi and cellular, which
is embedded in every smart phone carried by a driver or passenger in a vehicle. In a
similar way, a vehicular system can also have the same functions of transmitting and
receiving vital roadway and traffic updates based on their current travel route and infor‐
mation received from surrounding vehicles and roadside units. VANETs are quickly
becoming critical for road safety thanks to its ability to quickly adapt, expand and
exchange information through a network formed using existing communication tech‐
nologies. With a VANET created with systems installed and running on multiple vehi‐
cles that share traffic and driving related information such as driving speed and road side
conditions, such abilities can make key contribution to improving road safety and driving
efficiency.

To support the aforementioned infrastructure-based and ad hoc network topologies,
the Dedicated Short Range Communication (DSRC) enabled IEEE 802.11p technology
allows On Board Units (OBUs) and Roadside Units (RSUs) for vehicle-to-vehicle
(V2V), Vehicle-to-Infrastructure (V2I) as well as Infrastructure-to-Infrastructure (I2I)
communications. While I2I communications are often considered beyond the scope of
VANETs and therefore are not further addressed here, V2I communications enable
nodes (communication devices on moving vehicles) to connect to the infrastructure
network through DSRC, cellular or Wi-Fi networks. V2V communication occurs over
a pure ad hoc network as all devices connected to one another are located in (moving)
vehicles without any stationary infrastructure. In contrast to V2I communications, V2V
may not always provide reliable direct path from one node to another. However, satis‐
factory connections can be expected in within the communication range under normal
weather and road conditions. Research has been conducted and solutions exist for
enhancing reliable and secure VANET communications borrowing mechanisms from
Mobile Ad-Hoc Networks (MANETs) and Wireless Local Area Networks (WLANs)
[3], however problems still exist in current VANET systems due to the changing volume
of connected devices and environment constraints.

In this paper, we investigate how much time can be saved by propagating the
upcoming traffic information to vehicles that are approaching the congested area with
an aim of avoiding traffic accidents as well as reducing congestion time and fuel
consumption because of traffic congestions.

The rest of this paper is organized as follows: Sect. 2 introduces the proposed
VANET system by discussing its design concept, design of VANET, and analyzing the
probability of Over- and Under-Crowded of the proposed system. Section 3 concludes
the research and plans for future research. References are listed at the end of this paper.

2 Proposed VANET System

We introduce the proposed VANET system in this section, starting with the design
concept for vehicular communication.
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2.1 Design Concept

One of the major causes of congested traffic is a sudden decrease of drivable pathways
for the volume of moving vehicles on the road. In order to accurately and promptly
exchanging information among vehicles and save time and costs, we postulate and
examine the probability of drivers being able and willing to take a detour from their
original route when the projected time for passing through the traffic via original route
is greater than that of the detour. As the number of surrounding vehicles increases, the
expected time to be spent by the drivers for slowly moving and/or completely stopping
will gradually increase. It can be modeled using Fig. 1 where vehicles on the road can
be divided into multiple groups or clusters, in this case groups A, B, and C, based on
how close they are approaching to an event or incident on road. In this scenario, group
A is the front group and is closest to the incident and is expected to experience the least
of travel time among all groups, while group C at the end of the growing queue is
expected to see longer travel time through the traffic ahead.

Fig. 1. Roadway with variable number of vehicles with event blocking pathway

Based on the above modeling, we present the traffic scenario as an “inch worm”.
During traffic peak time, and in the event or incident such as sports events and traffic
accidents, the queue of vehicles can be observed as multiple groups A, B, C, D, etc. The
number of vehicles in a group can be random, unless constraints exist, e.g. same queue
divided into more groups may potentially increase the amount of communication in the
VANET. In the figure, at the instant of stopped traffic (e.g. around vehicle Group A),
there will be a ripple motion causing all vehicles in Groups A through C to slow down,
leading to the happening of the “inch worm” effect. Consequently each forthcoming
vehicle group will slow down and all groups have to wait until they slowly move and
pass the root cause point of the traffic. It can be assumed that Group A will be close
enough to the incident that any amount of detour time will not be beneficial to them,
while groups behind A will be increasingly beneficial by detouring as farther away from
the start of the queue. In the case that some drivers in any groups decide to reroute and
take the detour (when such detouring exist), all vehicles behind them will have a more
open route while vehicles ahead of them will still be moving through the obstruction in
the case when rerouting is not worthwhile for these vehicles. By enforcing rerouting as
soon as changes to the queue occur, it is expected that all recent incoming traffic will
only slightly be or not be slowed down at all by the event.
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Here we give an example scenario to further explain how making decision of
detouring may affect the overall travel time. Suppose the travel time for vehicles in
Groups B and C extends to 30 min due to congestion, while the detour only takes 20 min.
In this case it is possible some of the drivers may decide to take the detour but the others
may not. In the scenario that most would take the detour, the traffic ahead of a new Group
D may see an update with reduced travel time, e.g. from 45~60 min down to 20~30 min.
This is illustrated in Fig. 2, where Groups B and C take the detour and free up the traffic
in the main pathway where the accident happened, and Group D will expect reduced
travel time due to the detour of vehicles ahead of it.

Fig. 2. Roadway where available detour is taken by Groups C and B

2.2 Analysis and Performance Evaluation

To evaluate the above design concept, we analyze the time delay that each group of
vehicle will expect in VANET using following mathematical expression

(1)

where TEN is the total delay time for the Nth group directly affected by the accident. The
time taken by the incident to clear the road block is TE. We plotted the variation of
average time that each vehicle cluster would take to cross the accident area (100 m) vs.
the distance as shown in Fig. 3. Each cluster has its average time to get to a given distance
when there is no accidents. This time increases when there is delay because of an acci‐
dent/congestion as shown in Fig. 3. Traffic event occurs for group A at 40 m away from
100 m (i.e., 60 m in Fig. 3) and then 50 and 60 m for groups B and C (i.e., 50 and 40 m
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in Fig. 3), respectively. When there is no alternative route, the delay time is added to
the original estimated time to get to the destination. Note that when there is no alternative
route for all clusters, the delay time due to event is 5 min (average) for the first/closest
cluster and therefore Groups A, B, and C will have 5, 10, and 15 min delay respectively.
Delays for clusters B and C are increased since they need to cross the longer distance
with slower speeds.
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Fig. 3. Variation of traffic delay with no alternative route for vehicle clusters/groups A, B and C
considered in our analysis.

Next, we considered another scenario plotted the variation of estimated time vs the
distance as shown in Fig. 4 where Group B has an alternative route to save 5 min without
having to wait in the congested traffic, then they would only be delayed by half of the
amount of staying to pass the event in the previous scenario. Likewise, Group C would
be able to save roughly 10 min of the travel time if they are promptly informed about
an alternative route. This trend would continue to all vehicles or clusters/group needing
to pass through the traffic event that is blocking the lanes of traffic.
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Fig. 4. Variation of traffic delay with an alternative route for vehicle clusters/groups B and C
considered in our analysis.

2.3 VANET Communications

In order to reliably exchange critical information such as accidents and road/weather
conditions, V2V and V2I networks must be properly connected. We look at the time
duration available for V2V communication for given relative speed and transmis‐
sion range of 1000 m (using t = 1000/v) as shown in Fig. 5 for different technolo‐
gies (ZigBee takes 30 ms for association, Wi-Fi takes about 550 ms for association,
Bluetooth takes about 1 to 4 s for association). ZigBee technology is not suitable for
relative speed greater than 10 mph, Wi-Fi is not good for relative speed greater than
90 mph as there is no time left for actual message transfer as shown in Fig. 5.

V2V and V2I communications use different technologies and protocols for infor‐
mation delivery [4]. Furthermore, the vehicle-assisted data delivery allows for low
delays in packet forwarding [5]. The time left for communication in Fig. 5 is used to
exchange information in VANET based on relative speed and association me used tech‐
nologies. The amount of information exchanged depends on the data rate that vehicles
use to exchange their information and time left in Fig. 5 for given relative speed. Note
that when vehicle travel in same direction, they will have low (or zero) relative speed
and thus they will have longer time to communicate.
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2.4 Probability of Over- and Under- Crowded for Connectivity

At any given time, the number of vehicles connected in VANET may range from one
to thousands. Two basic scenarios are considered: (1) when there is very limited number
of vehicles in the network, and (2) there are many vehicles in the network. Based on the
work in [6], it can be estimated that the probability of network connectivity (at least two
devices are within the communication range of each other), in regards to vehicle density
on highway, is around 3 %, 68 %, and 98 % with corresponding vehicle density of 3.9,
26, and 44.9 vehicles per kilometer respectively. Similar techniques described in [7] can
be adapted to increase the probability of connectivity. In the scenario that a group of
vehicles all travelling together, they can keep a stable and constant communication as
long as the distance among them are within the transmission range of each other. When
vehicles are assumed to be distributed according to a Poisson distribution, the probability
that the group of vehicles in a given density are all part of the network can be expressed
as

(2)

where p = M / (K + M) and is the ratio between network vehicle (M) and regular vehicle
(K); Pc is the probability of connectivity, and  is the traffic density (vehicles/meter); R1

is the distance across all of the networked vehicles and R2 is the network coverage for

Relative speed (mph)
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140

T
ra

ns
m

is
si

on
 ti

m
e 

du
ra

tio
n 

(s
ec

on
d)

10-2

10-1

100

101

102

Total time available (for association and data exchange)
Time after successful association using ZigBee
Time after successful association using Wi-Fi
Time after successful association using BlueTooth

Fig. 5. Variation of time duration vs the relative speed for different relative speed for information
exchange using V2V communications.
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the system. This equation gives the probability of connectivity compared to traffic
density, when the coverage area for regular vehicle (R1) is variable.

Fig. 6. Variation of probability of connectivity vs the traffic density for different R1 values

Fig. 7. A typical Scenario for vehicle (onboard unit or OBU) to road side unit (RSU)
communications

We consider that M = 40, K = 60, and R2 = 800 m to see the probability connectivity
as shown in Fig. 6. It can be seen in Fig. 5 that as the traffic density increases, the distance
the vehicles span across the network increases. This helps to increase the ability of
vehicles to communicate with other vehicles. The probability of connectivity higher for
higher R1 as shown in Fig. 6.
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In the case of over-crowded, each vehicle may have to adjust the transmission range
to reduce the broadcast storm problem. However when there are no sufficient vehicle
on the road (low vehicle density), each vehicle can carry the message until another
vehicle is found or we need to road side unit (RSU) as illustrated in Fig. 7. The RSU
can aggregate messages to avoid redundant transmissions and overloading the VANET.

3 Conclusion

In this paper, we have presented an analysis about how much time can be saved by
propagating upcoming traffic information in VANET. When options are available for
drivers they can reroute and save the drive time in case of congestion. This reduction in
time results in reduction in lost productive work hours and fuel consumptions.

All in all, VANET is emerging as a technology to save time, money and human lives
as well as reduce fatality, injuries, and property damages caused by traffic accidents and
congestions.
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