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      Introduction                     

     Tilo     Strobach      and     Julia     Karbach    

       Throughout the entire life span, individuals are required to adapt to the demands of 
changing contexts and dynamic  social environments  . The potential modifi ability of 
a person’s cognitive and neural system resulting from these adaptations has been 
referred to as  cognitive and neural plasticity  . One way to understand this plasticity 
is to apply training interventions and to measure the scope of their effects in order 
to identify the mechanisms underlying plastic changes in mind and brain (see 
Hertzog et al.  2008 ; Karbach and Schubert  2013 ; Lustig et al.  2009 ; Schubert et al. 
 2014 , for reviews). 

 Over the last decades, the literature on cognitive training interventions has been 
growing rapidly, demonstrating that cognitive training is a timely issue of high aca-
demic as well as societal relevance. For instance, a literature search for “cognitive 
training” in the abstracting and indexing databases PsychINFO and PubMed by 
February 19, 2016, demonstrated a total of about 1.407 peer-reviewed contributions 
since 1966/1.217 peer-reviewed contributions since 1973, respectively. Both  data-
bases   demonstrate that more contributions on cognitive training were published 
between 2010 and 2016 than in the more than 40 years before that (1966–2010). 
These impressive numbers raise the question why research on cognitive training 
became so popular in the second decade of this century? 

 Several  factors   may have contributed to this development. First—and this cer-
tainly infl uenced many psychological disciplines, including cognitive and experi-
mental psychology—recent decades were characterized by tremendous technical 
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advances. These technical advances also had a large impact on cognitive training 
research. For instance, they led to computerized experimental setups allowing to 
precisely assess changes in both  behavior and neural processing  ; such precise 
assessments may be particularly relevant for demonstrating the sometimes rather 
small effects sizes in cognitive training studies. Further, technical advances also 
allow the effi cient handling and sophisticated analyses of large longitudinal data 
sets that are very common in studies with extensive training protocols including 
numerous experimental sessions and groups of participants. With state-of-the-art 
software, data cannot only be analyzed at the group level but training-induced 
changes can also be modeled at the individual and latent level. 

 Second, interest in cognitive training has been spurred tremendously by fi ndings 
showing that cognitive and neural plasticity are present up to very old age. Earlier 
accounts assumed that the  brain   is capable of signifi cant plastic changes only early 
in life and becomes impervious to change afterwards (e.g., Wiesel and Hubel  1965 ), 
suggesting that basic processing capacities cannot be improved by training after 
early adulthood. However, recent work has clearly established that plasticity is not 
only present up to very old age (Bavelier et al.  2010 ; Green et al.  2014 ; Hertzog 
et al.  2008 ) but that the mind and brain of older adults can be as plastic as in young 
adults (Karbach and Verhaeghen  2014 , for a meta-analysis). 

 Another widely discussed issue in the fi eld of cognitive training research is the 
“ curse of specifi city  ,” that is, the transferability of training-induced performance gains 
to untrained tasks and abilities (Green and Bavelier  2008 ; Strobach et al.  2014 ). Early 
cognitive training studies showed that while individuals improved their performance 
on a task given appropriate training, little to no benefi ts of this training were seen on 
new tasks (even if they were seemingly similar to the trained task). Such task-specifi c 
learning has been shown in nearly all fi elds of psychology from motor control, to 
problem-solving, reasoning, general cognition, and education (Ball and Sekuler  1982 ; 
Barnett and Ceci  2002 ; Detterman and Sternberg  1993 ; Fahle  2004 ; Schmidt and 
Bjork  1992 ). Nevertheless, recent work suggests that training can indeed produce 
broad, generalizable effects. In fact, examples of general  transfer effects   are frequently 
reported in the literature, especially after cognitive training interventions focusing on 
basic processing capacities, such as working memory or executive  functions   (see Au 
et al.  2015 ; Hindin and Zelinski  2012 ; Karbach and Verhaeghen  2014 ; Karr et al. 
 2014 ; Schwaighofer et al.  2015 , for meta- analyses). Moreover, playing video games 
of the “action video game” genre has been shown to improve a variety of cognitive 
skills (e.g., Li et al.  2009 ; Strobach et al.  2012 ; see Toril et al.  2014 , for a meta-analy-
sis). Aside from these cognitive trainings, there is also ample evidence for positive 
effects of musical training (Schellenberg  2004 ) and particularly physical training (see 
Bherer et al.  2013 , for a review and Colcombe and Kramer  2003 , for a meta-analysis) 
on cognitive abilities across a wide range of ages. 

 At this point in cognitive training research (50 years after the fi rst publications in 
the domain of “cognitive training” according to PsycINFO), we aimed at summing 
up the current state of fi ndings of this fi rst era of cognitive training research. From 
our perspective, this era is generally  characterized   as a rather heterogeneous phase 
in which (1) many studies on cognitive research were published that included a 
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variety of designs, methods, and training protocols which unsurprisingly yielded 
very mixed fi ndings and (2) studies were often less theory driven and theoretical 
models describing the mechanisms underlying training and effects are mostly miss-
ing. Therefore, we aimed at integrating the state-of-the-art of different domains in 
the fi eld of cognitive training research accompanied by theoretical models describ-
ing the mechanisms underlying training and transfer effects. 

 The fi rst section of this book covers basic concepts, theory, and methodological 
issues from a very general perspective (i.e., relevant for different populations, age 
groups, and cognitive domains). Hence, Taatgen (this volume) presents and elabo-
rates general theoretical models of training and transfer effects. Researchers who 
investigate these effects can draw on a well-established methodology for the evalu-
ation of  psychological interventions  . Doing so, they face the equally well-estab-
lished long list of critical issues, reducing the validity of fi ndings in studies on 
cognitive training. Therefore, Schmiedek (this volume) discusses the most common 
and relevant issues as well as possible methodological solutions. 

 Cognitive training is relevant throughout the entire life span. Thus, the second sec-
tion of this book elaborates on the cognitive and neural plasticity in different age groups 
from a developmental perspective. Since effective cognitive skills are key to learning, 
socialization, and success to a wide range of real-world outcomes, Rueda et al. (this 
volume) present the great body of literature on the extent to which cognitive skills can 
be enhanced through training interventions during  childhood and adolescence  . 
Furthermore, probably the most prominent way of applying cognitive training is to use 
it as a tool against age-related decline in cognitive abilities. Guye et al. (this volume) 
illustrate promising avenues in this domain. 

 After starting with general perspectives on theory, methodology, and age groups 
of cognitive training, the third section provides details regarding specifi c cognitive 
domains targeted during training. Several prominent types of domain-specifi c train-
ing focused on  memory training  . Therefore, training and transfer effects are 
reviewed in the domain of working memory (Könen et al. this volume), episodic 
memory (Wenger and Shing this volume), and prospective memory (Umanath et al. 
this volume). The other training domain targeting higher-cognitive processes is 
executive functions (Karbach and Kray this volume). 

 Similar to the third section, the fourth section is structured by the type of train-
ing. However, in contrast to the theoretically well-defi ned training domains pre-
sented in section three, the chapters of this section are structured by more superfi cial 
characteristics. While trainings discussed in these chapters may look very similar, 
they often tap different cognitive domains (multi-domain training). For instance, 
video game training—more specifi cally “ action video games  ”—is characterized by 
complex visual displays, fast-paced speed, as well as motivational elements. 
Therefore, Green et al. (this volume) discuss the effects of playing these games on 
perception and attentional control, while Strobach and Schubert (this volume) rather 
focus on potential infl uences of action video game playing on executive functions. 
The following chapters cover the effects of mindfulness training (Verhaeghen this 
volume), music training (Swaminathan and Schellenberg this volume), and physical 
training (Pothier and Bherer this volume), respectively. 

Introduction
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 The focus of the fi fth book section is on the applied perspective. Katz et al. (this 
volume) present the state-of-the-art regarding individual differences in the effec-
tiveness of cognitive training and the role of  motivational processes  . Promising 
ways to apply cognitive training, especially working memory training, in the educa-
tional context are discussed by Alloway et al. (this volume). Focusing on cognitive 
training as a tool against age-related decline in cognitive abilities, Falkenstein and 
Gajewski (this volume) summarize training-related neurophysiological changes in 
older adults and relate them to a discussion of data from EEG training studies with 
elderly workers. Also with a focus on older adults, Belleville et al. (this volume) 
present different types of cognitive training and show their training and transfer 
effects in patients with  mild cognitive impairments (MCI)  . 

 While the previous sections largely focus on past fi ndings in cognitive training 
research with a strong theoretical perspective, the fi nal section draws conclusions 
for future research. That is, Colzato and Hommel (this volume) discuss future 
developments in this area. For instance, they emphasize the need to develop more 
specifi c theories guiding cognitive training programs. With this emphasis, they con-
clude the theoretical perspective of this book and pave the way for future studies on 
the effects of cognitive training. 

 The area of cognitive training is a dynamically and fast-growing research area 
that is increasingly incorporated into  scientifi c teaching and education  . The sections 
of this book should provide comprehensive overviews of state-of-the-art research in 
cognitive training. They address students and researchers of all academic levels 
(i.e., from undergraduates to professors) as well as professionals in applied contexts 
(e.g., teachers, clinicians) by outlining empirical fi ndings and methodological 
approaches of cognitive training research in different populations, age groups, and 
cognitive domains. We hope that this volume not only serves to summarize the cur-
rent state of research but also inspires new exiting, well-designed, and informative 
studies in this fast-growing scientifi c fi eld. One of the largest potentials in this area 
of research lies in the fact that it is very multidisciplinary, integrating research from 
cognitive, neuropsychological, developmental, educational, and medical science on 
a theoretical, methodological, and applied level. We believe that this potential may 
be used in future studies to uncover the cognitive and neural mechanisms underly-
ing training-induced performance benefi ts and to design adaptive, individually tai-
lored training interventions that can by applied in various contexts, including 
scientifi c, educational, and clinical settings.    
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      Methods and Designs                     

     Florian     Schmiedek    

          Introduction 

 Researchers who aim to investigate the effectiveness of cognitive trainings can 
draw on well-established methodology for the evaluation of behavioral inter-
ventions in psychology and education (Murnane and Willett  2010 ; Shadish et al.  2002 ). 
Doing so, they face a long list of potential issues that can be characterized as 
threats to different types of the validity of fi ndings. Here, the most common and 
relevant threats, as well as possible methodological approaches and study design 
elements to reduce or rule out these threats in the context of cognitive training 
studies, will be discussed. 

 The commonly preferred design for investigating cognitive training interventions 
is one with random assignment of a sample of participants to training and control 
groups with  pre- and posttest assessments   of a selection of tasks chosen to represent 
one or more cognitive abilities that the training might potentially improve. 
Signifi cantly larger average improvements on such outcome measures in the training 
than in a control group are taken as evidence that the training benefi ts cognition. 
Such a design indeed clears out a number of potential issues. Certain problems that 
arise when evaluating cognitive trainings, however, require solutions that go beyond, 
or modify, commonly used of-the-shelf study design elements. For example, the 
inclusion of no-treatment control groups for ruling out threats to internal validity and 
the use of single tasks as outcome measures of transfer effects are associated with 
certain defi cits. In the following, methodological problems and challenges will be 
discussed along the established typology of statistical conclusion validity, internal 
and external validity, as well as construct validity (Shadish et al.  2002 ).  

        F.   Schmiedek      (*) 
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     Statistical Conclusion Validity   

 Statistical conclusion validity refers to whether the association between the treatment 
and the outcome can be reliably demonstrated. Such demonstration is based on infer-
ential statistics, which can provide evidence that observed differences between exper-
imental groups in posttest scores, or in pretest-to- posttest changes, are unlikely to be 
due to sampling error (i.e., one group having higher scores simply by chance). Given 
that existing training studies mostly have relatively small sample sizes (with experi-
mental groups of more than 30–40 participants being rare exceptions), the statistical 
power to do so often is low, and fi ndings are in danger of being diffi cult to replicate 
and being unduly infl uenced by outliers and violations of statistical assumptions. 

 Furthermore, and in light of recent discussions about the replicability of fi ndings 
and defi cient scientifi c standards in psychological research (e.g., Maxwell et al. 
 2015 ), there is the problem that low power might increase researchers’ propensity 
to lapse into fi shing-for-effect strategies. Given that (a) the researchers’ desired 
hypothesis often will be that a training has a positive effect, (b) training studies are 
resource-intensive, and (c) the non- registered analysis of data allows for a number 
of choices of how exactly to be conducted (Fiedler  2011 ), it has to be considered a 
danger that such choices (like choosing subsamples or subsets of outcome tasks) are 
made post hoc in favor of “fi nding” signifi cant effects and thereby invalidate results 
of inferential test statistics. In combination with publication biases that favor statis-
tically signifi cant over nonsignifi cant results, such practices in a fi eld with typically 
low power could lead to a distorted picture of training effectiveness, even in meta-
analyses. A general skepticism should therefore be in place regarding all fi ndings 
that have not been replicated by independent research groups. Regarding the danger 
of fi shing-for-effects practices, preregistration of training studies, including the spe-
cifi c hypotheses and details of data preparation and analysis, are a possible  solution  , 
which is well established in the context of clinical trials. In general, effort should be 
invested to increase statistical power and precision of effect size estimates. Besides 
large enough sample sizes, this also includes ensuring high reliability of outcome 
measures and of treatment implementation.   

    Internal Validity   

 Internal validity, that is, a study’s ability to unambiguously demonstrate that the 
treatment has a causal effect on the outcome(s), deserves getting a strong weight 
when judging the quality of intervention studies. It involves ruling out alternative 
explanations for within-group changes (including, e.g., practice effects, maturation, 
or statistical regression to the mean from pretest to posttest) and/or between-group 
differences (e.g., systematic selection effects into the treatment condition). Common 
reactions to these problems are requests to (a) use a control group that allows to 
estimate the size of the effects due to alternative explanations and (b) randomly 
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assign participants into the different groups. While intact random assignment 
assures that the mean differences between groups can be unbiased estimates of the 
 average causal effect  of the treatment (Holland  1986 ), several cautionary notes are 
at place regarding this “gold standard” of intervention studies. 

 First, the unbiasedness of the estimate refers to the expected value. This does not 
rule out that single studies (particularly if sample sizes are small) have groups that 
are not well comparable regarding baseline ability or other person characteristics 
that might interact with the effectiveness of the training. Therefore, the amount of 
trust in effect size estimates should only be high for studies with large samples or 
for replicated (meta-analytic) fi ndings. For single studies with smaller samples, 
matching techniques based on pretest scores can help to reduce random differences 
between groups that have an effect on estimates of training effects. 

 Second, the benefi ts of randomization get lost if the assignment is not “intact,” 
that is, if participants do not participate in the conditions they are assigned to or do 
not show up for the posttest. Such lack of treatment integrity or test participation 
can be associated with selection effects that turn an experiment into a quasi- 
experiment—with all the potential problems of confounding variables that can 
affect the estimate of outcome differences. 

 Third, formal analysis of causal inference based on randomized treatment assign-
ment (Holland  1986 ) shows that the interpretation of mean group differences as 
average causal effects is only valid if participants do not interact with each other in 
ways that make individual outcomes dependent on whether or not particular other 
 participants   are assigned to the treatment or the control condition. While this is 
unlikely to pose a problem if training is applied individually, it could be an issue that 
has received too little attention in studies with group-based interventions—where 
interactions among participants might, for example, infl uence motivation. 

 Whenever treatment assignment cannot be random, due to practical or ethical 
considerations, or when randomization breaks down during the course of the 
study, careful investigation of potential selection effects is required. This neces-
sitates the availability of an as-complete-as-possible battery of potential con-
founding variables at pretest. If analyses of such variables indicate group 
differences, fi ndings cannot unambiguously be attributed to the treatment. 
Attempts to remedy such group differences with statistical control techniques is 
associated with strong conceptual (i.e., exhaustiveness of the available informa-
tion regarding selection effects) and statistical assumptions (e.g., linearity of the 
relation with the outcome) and should therefore be regarded with great caution. 
An alternative to regression-based control techniques is post hoc matching and 
subsample selection based on propensity score analyses (Guo and Fraser  2014 ). 
This requires sample sizes that are typically not available in cognitive training 
research, however. Benefi cial alternative design approaches for dealing with 
situations in which randomization is not possible, or likely to not stay intact, are 
available, like regression discontinuity designs or instrumental variable 
approaches (Murnane and Willett  2010 ), but have received little attention in cog-
nitive training research so far.  

Methods and Designs



12

     Construct Validity   

 While the demonstration of causal effects of the treatment undoubtedly is a necessity 
when evaluating cognitive trainings, a strong focus on internal validity and random-
ization should not distract from equally important aspects of construct validity. 
Addressing the question of whether the investigated variables really represent the 
theoretical constructs of interest, construct validity is relevant for both, the treatment 
and the outcome measures. 

 Regarding the treatment, high internal validity does only assure that one or 
more aspects that differentiate the treatment from the control condition causally 
infl uence the outcome. It does not tell which aspect of the treatment it is, however. 
Given the complexity of many cognitive training programs and the potential 
involvement of cognitive processes as well as processes related to motivation, self-
concept, test anxiety, and other psychological variables in producing improve-
ments in performance, the comparison to so-called   no - contact control conditions    
typically cannot exclude a number of potential alternative explanations of why an 
effect has occurred. In the extreme case, being in a no-contact control condition 
and still having to re-do the assessment of outcome variables at posttest is so 
demotivating that performance in the control group declines from pre- to posttest. 
Such a pattern has been observed in several cognitive training studies and renders 
the interpretation of signifi cant interactions of group (training vs. control) and 
occasion (pretest vs. posttest) as indicating improved cognitive ability very diffi -
cult to entertain (Redick  2015 ). As from a basic science perspective, the main 
interest is in effects that represent plastic changes of the cognitive system, “active” 
control conditions therefore need to be designed, which are able to produce the 
same non-focal effects, but do not contain the cognitive training ingredient of 
interest. This is a great challenge, however, given the number and complexity of 
cognitive mechanisms that potentially are involved in processing of, for example, 
working memory tasks and that can be affected by trainings (von Bastian and 
Oberauer  2014 ). For many of these mechanisms, like the use of certain strategies, 
practice-related improvements are possible, but would have to be considered 
exploitations of existing behavioral fl exibility, rather than extensions of the range 
of such behavioral fl exibility (Lövdén et al.  2010 ). If motivational effects are partly 
due to the joy of being challenged by  complex tasks, it also will be diffi cult to 
invent tasks of comparably joyful complexity but little demand on working mem-
ory. In addition to inventive and meticulous creation of control conditions, it is 
therefore necessary to assess participants’ expectations, task-related motivation, 
and noncognitive outcomes, before, during, and after the intervention. 

 Regarding the outcome variables, construct validity needs to be discussed in 
light of the issue of transfer distance and the distinction between skills and abilities. 
When the desired outcome of a training is the improvement of a specifi c skill or the 
acquisition of a strategy tailored to support performing a particular kind of task, the 
assessment of outcomes is relatively straightforward—it suffi ces to measure the 
trained task itself reliably at pre- and posttest. As the goal of cognitive trainings 
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typically is to improve an underlying broad ability, like fl uid intelligence or episodic 
memory, demonstrating improvements on the practiced tasks is not suffi cient, how-
ever, as those confound potential changes in ability with performance improvements 
due to the acquisition of task-specifi c skills or strategies. It is therefore common 
practice to employ transfer tasks that represent the target ability but are different 
from the trained tasks. The question of how different such transfer tasks are from the 
trained ones is often answered using arguments of face validity and classifi cations 
as “near” and “far” that are open to criticism and diffi cult to compare across studies. 
What seems far transfer to one researcher might be considered near transfer by 
another one. Particularly if only single tasks are used as outcome measure for a 
cognitive ability, it is diffi cult to rule out alternative explanations that explain 
improvements with a task-specifi c  skill , rather than with improvements in the 
underlying  ability  (see, e.g., Hayes et al.  2015 , or Moody  2009 ). 

 The likelihood of such potential alternative explanations can be reduced if the 
abilities that a training is thought to improve are operationalized with several het-
erogeneous tasks that all have little overlap with the trained tasks and are dissimilar 
from each other in terms of paradigm and task content. The analysis of effects can 
then be conducted on the shared variance of these tasks, preferably using confi rma-
tory factor models. This allows to analyze  transfer   at the level of latent factors that 
represent the breadth of the ability construct, replacing the arbitrary classifi cation of 
“near vs. far” with one that defi nes “narrow” or “broad” abilities by referring to 
well-established structural models of cognitive abilities (Noack et al.  2009 ). If 
transfer effects can be shown for such latent factors, this renders task-specifi c expla-
nations less likely.  

     External Validity   

 External validity encompasses the generalizability of a study’s results to other sam-
ples, as well as to other contexts, variations of the intervention’s setting, and differ-
ent outcome variables. As few training studies are based on samples that are 
representative for broad populations, mostly little is known regarding generalizabil-
ity to different samples. Furthermore, as fi ndings for certain training programs are 
only rarely replicated by independent research groups, we only have very limited 
evidence so far regarding the impact of variations of the context, setting, and of the 
exact implementation of cognitive trainings. As one rare exception, the Cogmed 
working memory training (  http://www.cogmed.com/    ) has been evaluated in number 
of studies by different research groups and with diverse samples. This has resulted 
in a pattern of failed and successful replications of effects that has been reviewed as 
providing little support for the claims that have been raised for the program 
(Shipstead et al.  2012a ). 

 Similarly, generalizations of effects for certain transfer tasks to real-life cogni-
tive outcomes, like everyday competencies and educational or occupational achieve-
ment, are not warranted, unless shown with direct measures of these outcomes. 
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Even if transfer tasks are known to have strong predictive validity for certain out-
comes, this does not ensure that  changes  in transfer task performance show equally 
strong relations to  changes  in the outcomes (Rode et al.  2014 ). Finally, relatively 
little is known about maintenance and long-term effects of cognitive  trainings  . Here, 
the combination of training interventions and longitudinal studies would be desir-
able. In sum, there is a need for studies that reach beyond the typically used conve-
nience samples and laboratory-based short-term outcomes, as well as beyond 
research groups’ common practice of investigating their own pet training pro-
grams—to explore the scope, long-term effects, and boundary conditions of cogni-
tive trainings in a systematic way.  

     Data Analysis   

 The standard data-analytical approach to the pretest–posttest control-group design 
in most studies still is a repeated measures ANOVA with  group  (training vs. control) 
as a between- and  occasion  (pretest vs. posttest) as a within-subject factor, and with 
a signifi cant interaction of the two factors taken as evidence that observed larger 
improvements in the training than in the control group indicate a reliable effect of 
treatment. If there is interest in individual differences in training effects (Katz et al. 
this volume), either subgroups or interactions of the within-factor with covariates 
are analyzed. This approach comes with a number of limitations, however. 

 First, the associated statistical assumptions of sphericity and homogeneity of 
(co)variances across groups might not be met. For example, when a follow-up occa-
sion (months or years after training) is added, sphericity is unlikely to hold across 
the unequally spaced time intervals. When the training increases individual differ-
ences in performance more than the control condition, homogeneity of variances 
might not be provided. Second, participants with missing data on the posttest occa-
sions have to be deleted listwise (i.e., they are completely removed from the analy-
sis). Third, analyses have to be conducted on a single-task level. This means that 
unreliability of transfer tasks can bias results and that, if several transfer tasks for 
the same ability are available, analyses have to be conducted either one by one or on 
some composite score. 

 All these potential problems can be cleared out by basing analyses on a struc-
tural equation modeling framework and using latent change score models 
(McArdle  2009 ). Provided large enough samples, multigroup extensions of these 
 models   (Fig.  1 ) allow testing all the general hypotheses typically addressed with 
repeated measures ANOVA—and more—while having several advantages: First, 
assumptions of sphericity and homogeneity of (co)variances are not necessary, 
as (co)variances are allowed to vary across groups and/or occasions. Second, 
parameter estimation based on full information maximum likelihood allows for 
missing data. If there are participants who took part in the pretest but dropped 
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out from the study and did not participate in the posttest, their pretest score can 
still be included in the analysis and help to reduce bias of effect size estimates 
due to selective dropout (Schafer and Graham  2002 ). Third, change can be ana-
lyzed using latent factors. This has the advantage that effects can be investigated 
with factors that (a) capture what is common to a set of  tasks   that measure the 
same underlying cognitive ability and (b) are free of measurement error. This 
provides estimates of training effects that are not biased by unreliability of tasks. 
It also allows investigating individual differences in change in a way that is supe-
rior to the use of individual differences scores, which are known to often lack 
reliability. For example, the latent change score factor for a cognitive outcome 
could be predicted by individual differences in motivation, be used to predict 
other outcomes (e.g., wellbeing), or be correlated with latent changes in other 
trained or transfer tasks (e.g., McArdle and Prindle  2008 ).

   Furthermore, these models can be extended using the full repertoire of options 
available in advanced structural equation models. These include multilevel analysis 
(e.g., to account for the clustering of participants in school classes), latent class 
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analysis (e.g., to explore the presence of different patterns of improvements on a set 
of tasks), item response models (e.g., to model training-related changes at the level 
of responses to single items), and more. 

 Besides a lack of awareness of these advantages, three requirements of latent 
change score models might explain why they have been used relatively little in 
cognitive training research so far (Noack et al.  2014 ). First, these models 
typically require larger sample sizes than those available in many training studies. 
When analyzed in a multigroup model with parameter constraints across groups, 
however, it may be suffi cient to have smaller sample sizes in each group than 
those typically requested for structural equation modeling with single groups. 
Second, the models require measurement models for the outcome variables of 
the training. As argued above, operationalizing outcomes as latent variables with 
heterogeneous task indicators also has conceptual advantages. If only single 
tasks are available, it still might be feasible to create a latent factor using parallel 
versions of the task (e.g., based on odd and even trials) as indicator variables. 
Third, these measurement models need to be invariant across groups and 
occasions to allow for unequivocal interpretation of mean changes and individual 
differences therein at the latent factor level (Vandenberg and Lance  2000 ). 
This includes equal loadings, intercepts, and preferably also residual variances, 
of indicator  variables  . While substantial deviations from measurement invariance 
can prohibit latent change score analyses, they at the same time can be highly 
informative, as they can indicate the presence of task- specifi c effects.  

    Summary and Outlook 

 The fi eld of cognitive training research is likely to stay active, due to the demands 
from societies with growing populations of older adults and attempts to improve 
the fundamentals of successful education and lifelong learning. As reviewed 
along the different  validity types  , this research faces a list of challenges, to which 
still more could be added (for other methodological reviews and recently dis-
cussed issues, see Boot and Simons  2012 ; Green et al.  2014 ; Schubert and 
Strobach  2012 ; Shipstead et al.  2012b ; Tidwell et al.  2014 ). At the same time, 
awareness of the methodological issues seems to be increasing so that there is 
reason to be optimistic that evaluation criteria for  commercial training programs   
(like preregistration of studies) will be established, methodological standards 
regarding research design will rise, and available advanced statistical methods 
and new technological developments (like ambulatory assessment methods to 
assess outcomes in real-life contexts) will be used. Together with basic experi-
mental and neuroscience research on the mechanisms underlying plastic changes 
in cognition, this should lead to better understanding of whether, how, and under 
which conditions different cognitive training interventions produce desirable 
effects.     
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      Theoretical Models of Training and Transfer 
Effects                     

     Niels     A.     Taatgen    

          Introduction 

 Despite the large increase in interest and research on cognitive training, there is very 
little theory that can explain the effectiveness or lack thereof of cognitive training. 
There are two reasons for this. The fi rst is the prevailing idea that cognitive training is 
similar to training muscles, and therefore requires little explanation. The second is 
that most detailed theories of cognitive training assume that what is learned in training 
is highly specifi c, which implies that general cognitive training is not really possible. 

 The muscle analogy of cognitive or “brain training” is quite pervasive. In 
particular, the term “ brain training  ” suggests that it involves a physiological sys-
tem that needs to become better or stronger (or has to be trained to prevent it 
from becoming weaker). It is also consistent with a tradition of viewing cogni-
tion as a collaboration between a set of cognitive functions or systems. For 
example, if we consider  working memory   as a system with a certain capacity, 
then the logical result of training working memory is the expansion of that capac-
ity. Following the analogy leads to the idea that the various cognitive systems 
make up the muscles of the mind. However, there are several reasons why the 
muscle analogy may not be the most appropriate. First of all, the brain is not a 
muscle, nor anything like a muscle. Moreover, if brain training is like muscle 
training, why are the results so inconsistent? Reports of unsuccessful training are 
as common as successful reports, even without considering the publication bias 
that favors success over null results. Perhaps the successful training or testing 
regimens fi nd some right combination, and the unsuccessful ones do not (see also 
Guye et al. this volume; Umanath et al. this volume). 
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 What makes humans such a successful species is not the strength of muscles, 
but the capability to fi t in almost every niche in nature. In other words, humans 
are almost infi nitely adaptable to different circumstances. Therefore, cognitive 
training can better be viewed as training and prioritizing of cognitive skills. For 
example, working memory training may not literally increase our capacity, but 
instead expand our cognitive strategies for maintaining information for relative 
short periods of time. This was defi nitely the case with subject SF in Chase and 
Ericsson’s digit span training, where  SF   managed to expand his digit span from 
an average 7 to around 80 after 44 weeks of practice (Chase and Ericsson  1982 ). 
However, SF was not able to use this skill for anything else but digits. This 
brings us to the second reason why there is little theory about cognitive training, 
which is the strong belief that skills are seldom transferrable. The origin of this 
idea stems from Thorndike, who proposed the   identical elements  theory   of trans-
fer (Thorndike and Woodworth  1901 ). Only when the knowledge components 
are identical between two skills can there be transfer. Although Thorndike pro-
duced some evidence for lack of transfer between certain tasks, his methodology 
would not be considered as convincing when viewed in the context of today’s 
standards. Singley and Anderson ( 1989 ) introduced a modern version of this 
theory where they specifi ed the  production rule  as the element that has to be 
identical between tasks in order to produce transfer.  Production rules   are a form 
of knowledge representation that specifi es how to achieve goals that take multi-
ple actions. For example, to represent the skill of doing multi-column addition, 
production rules are needed that specify the different steps in performing that 
skill: focusing on a particular column, retrieving arithmetic facts from memory, 
writing down an answer underneath a column, remembering that there is a carry, 
and then handling that carry in the next column. To properly sequence these pro-
duction rules, each of them has several conditions that need to be satisfi ed before 
they can be carried out. For example, having just fi nished a column is a condition 
for moving to the next column. The modern production rule assumes that it coor-
dinates the exchange of information between more specialized cognitive mod-
ules (Anderson  2007 ). For example, a production  rule   may route information 
from visual perception to the memory retrieval system, route information from 
the memory system to the working memory, or an item from working memory to 
the motor system. 

 Typical procedural representations are quite specifi c for a particular  task  : the 
production rules for multi-column addition cannot be used in multi-column sub-
traction, despite some similarity between the two. This is why the Singley and 
Anderson theory, following Thorndike, predicts that transfer is a limited phenom-
enon. Empirical research followed this tradition with several studies that showed 
limited transfer through the use of  analogy   (e.g., Gick and Holyoak  1980 ). 
However, the existing methods are insuffi cient to explain result of many recent 
training studies. This means we need a new model paradigm to explain general 
effects of cognitive training.  

N.A. Taatgen



21

    The PRIMs Theory 

 If the effects of cognitive training can be explained by neither the  muscle analogy   
nor the transfer of knowledge between tasks, what alternatives are left? Fortunately, 
there is another possible solution. The assumption of this solution is that when peo-
ple learn  specifi c  cognitive skills, the by-product of the learning process consists of 
 general  cognitive skills. The general skills can be reused for different tasks without 
the need of explicit transfer between tasks. Moreover, the two tasks that share gen-
eral skills can be quite different: they just share the same patterns of routing infor-
mation through the cognitive system. 

 To implement a system along those lines, a more fi ne-grained representation than 
production rules is needed.  Production rules   typically carry out multiple smaller 
steps, only some of which are specifi c to the task. The PRIMs theory ( Taatgen 
2013b ) breaks up production rules into these basic elements of information process-
ing (PRIM = Primitive information processing element), and separates the task- 
specifi c from the task-general steps. What is called a rule in most production systems 
is an  operator  in PRIMs. Although it typically takes a single cycle to carry out a 
standard rule, an operator in PRIMs can take many more cycles, depending on the 
complexity of the operator, and the experience the system has with that operator. 
Operators are carried out by rules themselves which I will refer to as PRIM rules. 
PRIM rules operate at a smaller scale than standard production rules. 

 For example, in a model of multi-column addition, a production rule might take 
the two values in the column that has just been attended, and retrieve an addition 
fact from memory to calculate the sum. Such a rule would be useless in multi- 
column subtraction or multiplication, because the goal is different (and production 
rules a linked to the goal), and because a different kind of arithmetic fact has to be 
retrieved. However, part of the  information exchange   is the same: two elements of 
information from the visual system have to be transferred to the  memory retrieval 
system  , along with the information that we are trying to retrieve the sum of these 
two. We only do this when certain conditions are met: in this case the condition that 
we are attending a column with two numbers with nothing underneath it. 

 In PRIMs, this production rule would be represented by an operator that specifi es 
the individual information processing steps. Before any learning has occurred, each 
of these steps is carried out by a separate PRIM rule (the production rule that initi-
ates a memory retrieval in multi-column addition consists of six of these steps, and 
therefore needs six PRIM rules initially). However, once a particular sequence of 
two steps is used often enough, the learning mechanism called  production compila-
tion   (Taatgen and Anderson  2002 ) combines them into a single new PRIM rule. This 
means that after some repetitions, the initial six PRIM rules have been combined 
into three composite PRIM rules that each carry out two basic steps. But this learn-
ing process continues when composite rules compile into larger composite rules 
that carry out four elementary steps, that then compile into a PRIM rule that carries 
out the whole operator at once. Figure  1  illustrates the  learning sequence  .

Theoretical Models of Training and Transfer Effects



22

   The PRIM  rule   at the bottom-right of Fig.  1  is a composite rule that carries out a 
relative complex pattern of information exchange, but is still independent of the 
particular task. This PRIM rule, or any of the other PRIM rules higher in the tree, 
can be reused for other tasks that need the same pattern of information exchange. 

 Multi-column  addition   consists of six operators that deal with retrieving arithmetic 
facts, writing down answers, moving from one column to the next, and dealing with 
carries. Multi-column multiplication needs eight operators to do the multiplication 
part, and another six to add up the results. The latter six are, of course, identical to 
multi-column addition. However, there is also partial overlap between the multiplica-
tion part and multi-column addition, because the procedure also deals with columns, 
carries, and the retrieval of arithmetic facts, but in a slightly different way. 

 Figure  2  shows a graphical representation of the two models. The six red nodes repre-
sent the six operators for multi-column addition. The bottom-right red node (retrieve 
addition fact) represents the operator we discussed in detail: it has three condition PRIMs 
(the string of three gray nodes), and three action PRIMs (the string of three white nodes). 
When we subsequently add the multi-column multiplication task, we only need an addi-
tional fi ve operators instead of 14. We, of course, save the six operators that implement 
the multi-column addition subtask in multi-column multiplication. In addition, three 
more operators from multi-column addition can be directly reused for multi-column mul-
tiplication. In the fi gure these are the red nodes that are pointed to by an arrow from 
central multi-column multiplication node, for instance the “write answer” operator that 
writes the result of an arithmetic retrieval underneath a column. But even  operators   that 
are new can benefi t from prior  knowledge: the “retrieve multiplication fact” operator has 
the same PRIMs as the “retrieve addition fact” operator. This means that if the model has 

  Fig. 1    Illustration of how a composite PRIM  rule   in multi-column addition ( bottom right box ) 
is learned from six elementary PRIM rules ( top row ). The three smaller boxes in each larger box 
represent the interface to the goal representation, to the long-term memory system (“retrieval”), 
and to the visual system. Rules carry out checks and transformations between these systems. Rules 
in the  top row  just carry out a single check or transformation, but after learning rules are composed 
that can do several of these at once       

 

N.A. Taatgen



23

learned the composite rule shown in Fig.  1 , it can also use this rule to carry out the 
“retrieve multiplication fact” operator. The only reason we need a separate operator in this 
case is that one operator sets the value in the goal to “addition,” while the other sets it to 
“multiplication.” Partial overlap is also possible: the “check carry  addition  ” and “check 
carry multiplication” operators differ by one PRIM, but share the others.

   Figure  2  already shows that learning multi-column multiplication is much easier 
after fi rst learning multi-column addition. Only fi ve new operators have to be 
learned, but also the rules learned in multi-column addition can be reused. As a 
consequence, this model predicts that it is easier to learn multi-column multiplica-
tion after mastering multi-column addition. Moreover, it predicts that learning 
multi-column addition is harder than learning multi-column multiplication (assum-
ing multi-column addition is learned fi rst). But PRIMs does more than allow us to 
analyze the structure of the knowledge. Because it is based on the powerful  ACT-R 
cognitive architecture   (Anderson  2007 ), it can simulate how humans carry out these 
tasks, and make predictions about reaction times, errors, learning curves, and pre-
cise characteristics of transfer.  

  Fig. 2    Illustration of the operators for multi-column addition ( red nodes ), multi-column  multipli-
cation   ( blue nodes ), and the primitive steps (PRIMs) connected to each of these operators ( white  
and  gray ,  gray nodes  are conditions, while  white nodes  are actions). PRIMs that are used by both 
tasks, and therefore produce transfer, are indicated by a  yellow  halo. The two colored central nodes 
(multi-column multiplication and multi-column addition) are not operators but just nodes that con-
nect to all the operators       
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    PRIMs Current Scope 

 The multi-column addition and multiplication example is a good illustration of 
the essence of PRIMs, but does not give us clear testable hypotheses. However, 
PRIMs has been successful in modeling several phenomena related to transfer and 
cognitive training. 

    Reuse of Skills in  Text Editing   

 A fi rst example is an experiment involving text editors that Singley and Anderson 
( 1985 ) used to support their identical productions theory. In that experiment, sub-
jects with no prior computer experience were trained on using three different text 
editors. Two of these were very similar in use (ED and EDT, both so-called  line 
editors  ), while the third was different ( Emacs  , a screen-based editor). During the 
six-day experiment, subjects switch editors one, twice, or never at all, depending on 
which of the fi ve conditions of the experiment they were. This design allowed 
Singley and Anderson to determine how much of the knowledge of one editor could 
be used for another editor. The amount of transfer between ED and EDT turned out 
to be very high, around 95 % of the knowledge for one editor could be used for the 
other editor. The Singley and Anderson model based on identical productions was 
able to capture this to a large extent (85 %). However, the experimental data also 
showed decent transfer between ED/EDT and Emacs, around 60 %, of which the 
identical productions model could only explain 33 %. The PRIMs model ( Taatgen 
2013b ) that was based on roughly the same productions (translated into PRIMs 
operators) was able to fi t the data much more precisely (predicting around 90 % 
transfer between ED and EDT, and 63 % between ED/EDT and Emacs). The reason 
is that PRIMs predicts transfer even if productions are not completely, but only 
partially identical. This meant that a large part of the knowledge gained by training 
on ED and EDT that was not directly applicable to  Emacs   could still be reused.  

    Training Skills in  Brain Training   

 In the two examples that we have examined, arithmetic and text editing, the overlap 
between the tasks was quite substantial, and directly determined the amount of 
transfer between tasks. Another possibility is that the overlap between tasks is rela-
tively small, but critical in determining a difference in performance. This is the case 
when there are multiple strategies to perform a task, and prior training leads to the 
selection of a better strategy than the one that would normally be preferred. 

 An example of this is a model of an experiment by Karbach and Kray ( 2009 , see 
also Karbach and Kray this volume). In that experiment, subjects were trained on 
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a particular variation of task switching. The training was effective in improving 
performance on several tasks, among which the Stroop task and a complex work-
ing memory task. All three of these tasks are considered to be tasks that measure 
 cognitive control , but they are also tasks that have different strategies. We can 
broadly categorize the strategies as either  proactive  or  reactive  (Braver  2012 ). A 
reactive strategy means that behavior is driven by the stimuli in the experiment. 
For example, in the Stroop task a reactive strategy involves waiting for the stimu-
lus, attending it, and then naming the color of the letters. During the attending step 
the identity of the word has the opportunity to interfere with the color of the letters, 
producing the  Stroop effect  . However, a proactive strategy can reduce this effect. 
Proper preparation before the stimulus appears can change the “default” attention 
step to be replaced by an attending step that focuses on just the color of the letters, 
strongly reducing the interference. Proactive strategies are therefore characterized 
by task- related processing or preparation that is not directly cued by the stimuli. 
Proactive strategies tend to be more complex than reactive strategies in the sense 
they need more operators when modeled, and also more vulnerable to mental dis-
traction, because there is no external cue that triggers the proactive step. 

 In most task-switching paradigms subjects also have a choice to proactively pre-
pare for the next stimulus, or to wait for the stimulus and then decide what to do (De 
Jong  1995 ). However, in the Karbach and Kray experiment subjects were forced to be 
proactive, because there was no external cue from which the current task could be 
deduced. As a consequence, whether by accident or design, task switching effectively 
trained a proactive strategy. In the PRIMs  model  , the proactive strategy consisted of 
an operator that initiated task preparation before the stimulus appeared ( Taatgen 
2013b ). A subsequent operator would react to this preparation after the stimulus 
appeared. In the case of the Stroop task, the subsequent operator would focus attention 
on the color of the stimulus, overruling the default operator that would attend all attri-
butes of the stimulus. In the case task switching, the preparing operator would adjust 
the task goals before the stimulus, after which the subsequent operator immediately 
carry out the task goal. Training on task switching was effective, because the proactive 
operators were trained and therefore became more effi cient to use. After training the 
choice for a proactive strategy on the Stroop task became more attractive, because that 
strategy could use the same operators. 

 The model can also explain the improvement on the complex working mem-
ory task. In complex working memory tasks, subjects typically have to remember 
a sequence of items, but between the presentation of these items they have to 
perform another task. In order to be successful on the memory part of the task, it 
is necessary to perform maintenance rehearsal, but due to the continuous nature 
of the task as a whole there is no natural moment to do this. Subjects therefore 
need to force themselves to do rehearsal at moments that new stimuli also demand 
their attention. Therefore, in a complex working memory task, a reactive strategy 
is to not rehearse at all, or only in brief moments that there is no stimulus, 
whereas a proactive strategy tries to insert a rehearsal even in the presence of 
stimuli that demand a response. 
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 If the model of training in the Karbach and Kray  experiment   is correct, this has 
repercussions on the effectiveness of brain training. It predicts that brain training is 
only effective if the cognitive skill that is trained is useful for the tasks that the subjects 
are tested on, and also effective if the skill in question isn’t one that subjects would 
normally have preferred anyway.  

    Diminishing Return in  Expertise   

 If we reject the notion of the muscle analogy to cognitive training, we should also 
question cognitive training regimens in which the same task is repeated very often, 
even if that task is gradually increased in diffi culty. It is generally assumed that 
cognitive training adheres to the laws of diminishing returns. For example, there is 
some evidence that if children learn chess, this has a positive impact on cognitive 
performance in other areas. However, a chess grandmaster probably has much less 
benefi t of the more advanced strategies in chess (Doll and Mayr  1987 ). 

 A study by Frensch ( 1991 ) demonstrated this in a study in which subjects 
repeatedly solved a set of six equations. Some subjects received the training in 
a blocked paradigm, which means they were trained on equation 1 a number of 
times, then equation 2 a number of times, etc. A second group would have to 
solve the equations in a fi xed order: equation 1 fi rst, then equation 2, equation 
3, etc., and after the last equation back to equation 1. The third group would 
have to solve the equations in random order. After a certain amount of training 
in one of the three conditions, all conditions switched to the fi xed order version 
of the task. Frensch found that if the switch took place after a modest amount of 
training (25 × 6 equations), subjects all performed equally well after the switch 
to the fi xed order. However, if the switch appeared after a large amount of train-
ing (75 × 6 equations), the pattern was different: subjects who were trained in 
the fi xed condition now performed much better than those trained in the other 
conditions. In particular, in the blocked condition performance after short train-
ing was identical to performance after long training. In other words, the training 
between 25 and 75 blocks was only helpful for solving the equations in a par-
ticular order. 

 A PRIMs model of this task ( Taatgen 2013a ) shows a large overlap in operators 
that are needed to solve the equations. They generally consist of operators that sub-
stitute variables by values, and operators that do basic arithmetic. Because of this 
overlap, the model will rapidly become more effi cient at solving the particular  equa-
tions  . The difference between the conditions is mainly in terms of task control. In 
the fi xed order condition, control mainly involves anticipating and moving to the 
next equation. This operation is less frequent than the operators that solve equa-
tions, and is therefore learned more slowly. Early transfer is therefore characterized 
by transfer in solving the equations. Late transfer is characterized by control, which 
is different for each of the conditions. 
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 Apart from the specific prediction the model makes for this experiment, 
generally longer training on the same task leads to rules that are able to handle 
longer chains of PRIMs. The probability that such a long, specialized chain can 
be transferred to another task becomes smaller (see also Newell and Rosenbloom 
 1981 , for a similar argument).  

    Stages or Phases in  Development   

 There is an ongoing debate in developmental psychology on the status of stages 
or phases in development (Piaget  1952 ). Although few now believe children prog-
ress from one stage to another across the board, a process that could explain a 
sudden progression in different areas of development is the acquisition of general 
cognitive skills that are useful for many different things. For example, van Rijn 
et al. ( 2002 ) built a cognitive model that described the progression through vari-
ous stages of the balance beam task. In that task, children have to determine which 
side of a balance goes down, taking into account both weight and distance from 
the middle of the balance. In order to reach the higher stages of performance, 
children have to be able to integrate the two dimensions (weight and distance) in 
this task. Van Rijn et al. needed to assume in their model that this multidimen-
sional integration skill was one that the child discovered elsewhere, and could 
then apply it in the balance beam task. 

 To explore this idea, Gittelson and Taatgen ( 2014 ) reimplemented three of the 
stages of the van Rijn model in PRIMs, along with three models of decision mak-
ing of increasing complexity that follow the heuristics of Gigerenzer and Goldstein 
( 1996 ): the recognition heuristic, the take-the-best-heuristic, and the weighed 
averages heuristic. These heuristics are used to make choices between two options, 
for example which of two cities is larger. The take-the-best heuristic prescribes 
that you take the most important attribute of each of the cities (e.g., does the city 
have an airport), and base your decision on that attribute. If you cannot make a 
choice on the basis of the most important attribute, you move to the second most 
important attribute (e.g., does the city have a premier league soccer team). This 
heuristic is similar to stage 2 in the balance beam task, where children fi rst look 
at weight, and only if the weights are equal pay attention to distance. 

 The models showed considerable transfer, not just  vertical transfer , in the 
sense that it is easier to learn the second stage of the balance beam task once the 
fi rst stage is mastered, but also  horizontal transfer , in the sense that mastery of 
the take-the- best heuristic makes it easier to learn the second stage of the balance 
beam task. This means that  discovery   of the take-the-best heuristic also facili-
tates moving from stage 1 to stage 2 in the balance beam task, and maybe other 
tasks as well. Therefore discovery of a “stage 2” strategy may trigger advances 
in several different tasks, giving the impression of an across-the-board stagewise 
developmental transition.   
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    Conclusions 

 The central idea of PRIMs is that general cognitive strategies are learned as a 
by-product of task-specific learning. This principle can explain classical trans-
fer effects, the effects of brain training, the limitations of expertise, and poten-
tially aspects of cognitive development. PRIMs software, including the models 
described in this chapter, is available on:   http://www.ai.rug.nl/~niels/actrans-
fer.html    .    
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      Childhood and Adolescence                     
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          Introduction: Promoting Cognitive Skills During  Development   

 Fostering the mental and emotional potential of people is an important endeavor of 
developmental psychologists and other professionals in the fi eld of  Human 
Development and Education  . There is great consensus on the idea that a society is 
in the tracks toward economic and social fl ourishing when it can provide the means 
to make the most of cognitive abilities and emotional well-being of its members 
(Beddington et al.  2008 ). 

 Throughout generations of researchers, the question of whether experience and/
or environmental factors infl uence children’s cognitive capacities has been funda-
mental in the study of human development. This question brought about an intense 
debate on the extent to which the development of cognitive capacities is determined 
by genes or else depends on experience. Precisely quantifying the contribution of 
these two factors to development is very diffi cult. However, research suggests that 
nurture matters and that both  genetic and environmental factors   impact the develop-
ment of brain and cognition. Aware of the fact that there is a large scope for improv-
ing cognitive abilities by means of experience, there have been an increasing number 
of studies in the last decade aiming at examining the impact of training programs in 
children’s cognitive capacities. In the light of the substantial evidence provided by 
this research, the query of whether it is possible to enhance children’s cognitive and 
emotional capacities becomes a question of what are the most benefi cial methods, 
as well as a question of what are the periods of development in which  intervention   
may be more effective. 

 In this chapter, we fi rst discuss about the importance of early interventions in 
relation to possible developmental differences in brain plasticity. Next, we present 
an overview of the multiple studies that have been conducted in the past years to 
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examine training-related gains in diverse cognitive domains through randomized 
controlled trials. In the last section of the chapter, we discuss the relevance of this 
line of research for education and clinical practice.  

     Plasticity   During Development 

 Cognitive training thrives on the lure of the plastic nature of the brain. It is well 
known that the brain changes in response to experience or environmental stimula-
tion. Many studies have shown the impact of family/school environment on a vari-
ety of cognitive skills, including executive attention, working memory, and 
intelligence, as well as the function and structure of the brain networks supporting 
them (Hackman and Farah  2009 ). All these skills are crucial to school learning, and 
their vulnerability to poverty very likely explains the largely documented robust 
association between low family socioeconomic status and children’s poor academic 
outcomes. Yet, the same plastic nature of the cognitive system that enables negative 
experience to undermine cognitive skills also opens a window to benefi cial effects 
of positive environment and developmental intervention. A large bulk of evidence 
shows that a good number of factors, from lifestyle (e.g., exercise, sleep, exposure 
to nature) to intervention and education, causes physiological, structural, and func-
tional changes in the brain, which promote the development and enhancement of 
cognitive processes (Beddington et al.  2008 ). 

 In humans, the development of brain structures underlying superior cognitive 
abilities shows a developmental trajectory that extends during the fi rst and a large 
proportion of the second decades of life. Developmental trajectories are not equal for 
brain regions supporting different cognitive skills. While structures that support 
more basic perceptual and sensory processes develop earlier in life, structures that 
support more complex processes (e.g., language, executive  functions  , social cogni-
tion) continue developing during late childhood and adolescence (Shaw et al.  2008 ). 
Due to this principle of  brain development  , the potential for brain plasticity varies 
over development and across brain regions. Sensitive periods of development (i.e., 
times during which a neural system is maximally sensitive to environmental infl u-
ences) have been long believed to run in the fi rst and second years of life. Although 
this might be the case for sensory systems such as vision, hearing, and aspects of 
language, sensitive periods for higher cognitive functions that rely on prefrontal 
regions are thought to stretch late into childhood and adolescence (Rice and Barone 
 2000 ). For these reasons, a child’s brain is believed to be more plastic than an adult’s; 
however, it is not the case that inputs to the system after the end of sensitive periods 
can no longer infl uence cognition. There are examples in different domains of a high 
degree of plasticity outside the sensitive period. In fact, some authors consider that 
the protracted development of the neural system constitutes a sustained sensitive 
period, where environmental  infl uences   support the fi ne-tuning and  shaping of corti-
cal circuits that underlie higher-order cognitive processes (Johnson  2011 ).  
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    Training of Diverse Cognitive Skills in Childhood 
and  Adolescence   

 A large bulk of studies have been carried out in the past decade in order to examine 
the potential benefi ts of cognitive training programs on the development of cogni-
tive skills and the brain mechanisms that support them. Although studies often dif-
fer in methods, length, and intensity of intervention, most of them have targeted 
cognitive processes that fall under the umbrella of  executive functions (EFs)  , 
namely, working memory (WM), inhibitory control, executive attention, and cogni-
tive fl exibility (see Karbach and Kray this volume). The development of  EFs   enables 
the top-down coordination and regulation of thoughts, behaviors, and emotions nec-
essary to fl exibly adapt to the demands of a changing environment. EFs have been 
particularly stressed in training research because of the role they play on several 
aspects of children’s and adolescents’ development such as social adjustment, aca-
demic competence, and mental health (Checa et al.  2008 ; Rothbart and Posner 
 2006 ). 

 Generally,  cognitive training   refers to programs designed to improve the effi -
ciency of cognitive and brain mechanisms through practice and/or intentional 
instruction. Most training studies have taken a process-based approach, which con-
sists on training specifi c cognitive processes by means of practicing with tasks that 
entail such processes. A different training strategy consists on providing instruc-
tions to develop metacognitive knowledge about task relevant procedures, an 
approach that remind of the  Vygotskyan concept   of scaffolding, or providing infor-
mation about particular strategies that may enhance task performance (e.g., using 
visuospatial cues to improve memory; Karbach and Unger  2014 ). 

 Mostly the effects of cognitive training are studied on the performance of tasks 
that tap the same process or processes targeted with the intervention (near transfer), 
although often effects are also measured in the performance of tasks that engage 
processes different from, albeit related to, those being trained (far transfer). For 
instance, given that EFs are central to the development of  higher-order executive 
functions   such as reasoning, problem solving, and planning, several studies have 
addressed the generalization of EF training to other functions such as fl uid intelli-
gence, schooling skills, or the improvement of symptoms in the case of children 
with  attention-defi cit/hyperactivity disorder (ADHD)  . 

 In the following sections, we provide an overview of the empirical evidence 
derived from studies that have examined the impact of cognitive training in infants, 
children, and adolescents in the past decade. We mostly cover studies using a 
 process- based approach  , a large amount of which used computer-based training 
programs. Also, we describe other studies that have used non-computerized 
 programs, some of which used scaffolding or a different type of coaching (e.g., 
mindfulness). The evidence reviewed covers behavioral and neuroimaging data of 
the impact of training programs on three main domains of the EFs in typically 
developing children and clinical populations. 
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    Working  Memory      

 Working memory is perhaps the EF domain with the largest amount of training 
studies. Most studies involve the use of computer-based programs aiming at practic-
ing the ability to monitor, update, and manipulate information in memory for short 
periods of time by performing n-back or memory span tasks in increased levels of 
diffi culty. In a typical n-back exercise, children are presented with sequences of 
stimuli, and their task is to report whenever the current stimulus is similar to the one 
presented  n  items back in some particular dimension (e.g., location, color, sound, 
etc.; Jaeggi et al.  2011 ). Memory span exercises require children to retain series of 
visuospatial or verbal stimuli in memory and repeat them after a brief delay either 
in the same or the reversed order of presentation. Using this type of exercises for 
training, several studies have demonstrated enhancements of WM capacities in typi-
cally developing children (Alloway et al.  2013 ) as well as in children and adoles-
cents diagnosed with attention-defi cit/hyperactivity disorder ( ADHD  ; Holmes et al. 
 2010 ;  Stevens et al. 2015 ). 

 Besides near-transfer effects, there is evidence that WM training also translates 
into signifi cant benefi ts in different domains of children’s lives. With children and 
adolescents (7–15-year-olds) diagnosed with ADHD, Klingberg and colleagues 
have shown signifi cant improvements on measures of nonverbal reasoning ability 
and inhibitory control in trained children compared to an active control group (i.e., 
children who only performed the initial levels of the training program; Klingberg 
et al.  2002 ,  2005 ). Using the same or similar training protocol, parents of children 
who received the treatment reported amelioration on the severity of inattentive and 
impulsivity/hyperactive symptoms exhibited by their children (Klingberg et al. 
 2005 ;  Stevens et al. 2015 ). 

 Additionally, a few studies have tested the generalization of WM training effects 
into measures of verbal competence and reading performance in typically develop-
ing children. In one of such studies, Alloway et al. ( 2013 ) reported higher scores on 
fl uid intelligence as well as a signifi cant improvement on measures of verbal com-
petence and spelling following 32 sessions of WM training. Importantly, WM gains 
and transfer to verbal competence and spelling were still maintained in a follow-up 
assessment carried out 8 months after the intervention. Transfer of WM training to 
reading performance has also been reported with shorter interventions (Karbach 
et al.  2015 ; Loosli et al.  2012 ), suggesting that the length of the program may not 
determine the generalization of WM training to children’s reading competence. 

 Some studies have also explored the neural mechanisms that underlie training- 
related improvements of WM in children and adolescents. Jolles et al. ( 2012 ) found 
that, after 6 weeks of WM training, children showed signifi cant pre- to post-training 
increases of activation in frontoparietal structures. Likewise, in a different study 
conducted with adolescents diagnosed with ADHD, it was found that the magnitude 
of the pre- to post-training increase of  frontoparietal      activation predicted partici-
pants’ gains in WM following training. More importantly, the observed changes in 
neural activation were distinctly correlated with the reduction of inattention and 
hyperactive/impulsive symptoms after training ( Stevens et al. 2015 ).  
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     Executive Attention and Inhibitory Control   

 Because of its involvement in perceptual processing and behavioral regulation, 
attention is central to most of our activities in daily life. Out of the broad concept of 
attention, executive attention refers to goal-directed behavior and action regulation 
and involves processes such as inhibitory control, confl ict resolution, and atten-
tional fl exibility. Given that  executive attention   strongly develops during the fi rst 
years of life (Rueda  2014 ), many training studies have focused on the behavioral 
and neural effects of cognitive interventions during the preschool years. 

 Although the number of studies targeting executive attention processes is still 
small, the evidence that has been gathered in the past decade suggests that these 
interventions translate into near- (Thorell et al.  2008 ) and far-transfer effects, par-
ticularly to measures of fl uid intelligence (Liu et al.  2015 ; Rueda et al.  2012 ). In 
order to assess the infl uence of training in the plasticity of brain dynamics, some of 
these studies have also recorded brain activity measures using  electroencephalogra-
phy (EEG)  . Results show that training induces enhanced amplitude of attention- 
related ERP components (Liu et al.  2015 ), as well as a reduction in latency of brain 
responses while performing executive attention tasks (Rueda et al.  2005 ,  2012 ). 
Importantly, these effects are still observed two months after intervention without 
further training (Rueda et al.  2012 ). Additional research is needed to examine to 
what extent pre- to post-training changes in the patterns of brain function are related 
to the generalization of  training   effects to other cognitive domains. Also, research 
covering different age groups is needed in order to characterize the effect of training 
across development.  

     Cognitive Flexibility      

 Cognitive fl exibility is the ability to change the course of action to adapt effectively 
to the changing demands of a given task or situation. This skill greatly relies on the 
capacity to update information in WM and implement attentional and behavioral 
control mechanisms. In fact, developmental studies have shown that among the 
executive domains, cognitive fl exibility emerges later and exhibits a more protracted 
development, extending to late adolescence (Cepeda et al.  2001 ). 

 Most of the training studies on cognitive fl exibility have been carried out with 
groups of school-aged children, usually starting at the age of 7 years, using a variety 
of exercises based on the classical task-switching paradigm. Switching tasks often 
involve responding to stimuli according to particular rules, which can change from 
one trial to the next. For example, series of numbers are presented, and the partici-
pant is asked to indicate whether the number is odd or even (task A) if printed in red 
ink (cue for task A) or indicate whether the number is larger or smaller than 5 (task 
B) if printed in blue ink (cue for task B). The task requires fl exibly switching 
between sets of rules and adjusting response-mapping representations accordingly. 
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 Although the number of studies is still small, evidence indicates that after 
switching training, children and adolescents show improvements in cognitive 
fl exibility measures, as well as far-transfer effects to other cognitive domains. 
For instance, Karbach and Kray ( 2009 ) reported that task-switching training 
results in signifi cant transfer to measures of response inhibition, verbal and spa-
tial WM, and fl uid intelligence. Similar results have also been reported in studies 
that trained children diagnosed with ADHD. Together with improvements on 
cognitive fl exibility, children trained in task switching showed better perfor-
mance on measures of inhibitory control and verbal WM (Kray et al.  2012 ), as 
well as faster choice reaction times and a tendency toward faster responses when 
performing an updating task (Zinke et al.  2012 ), compared to children who 
received different training protocols. 

 Despite the small number of studies that have been conducted, the evidence 
presented here suggests that cognitive fl exibility can be enhanced during devel-
opment and that such benefi cial effects translate into the improvement of other 
cognitive functions. However, given the lack of studies that investigate changes 
of brain  function      following switching-based interventions, information neces-
sary to characterize the neural mechanisms that underlie the observed behavioral 
effects is lacking.  

     Multi-domain Training      

 In view of the overlapping neuroanatomy of executive functions in the prefrontal 
cortex, a number of studies have approached cognitive training implementing a 
multi-domain strategy. For example, Wass et al. ( 2011 ) studied the infl uence of a 
multi-domain training protocol based on a number of gazed-contingent exercises 
that aimed to train executive attention (focused/selective attention, interference res-
olution, visual search) as well as WM and cognitive fl exibility in infants. They 
found that infants signifi cantly improved their performance on measures of cogni-
tive control, sustained attention, and attentional control following training, although 
no gains were found in WM. 

 Also, given that children diagnosed with ADHD exhibit cognitive and behav-
ioral symptoms related to the different EF domains, several studies have imple-
mented training protocols that target two or more executive-related processes. 
In one of the studies, near-transfer effects were limited to measures of visuospa-
tial WM and inhibitory control, while no signifi cant differences were observed 
for measures of verbal WM and cognitive fl exibility (Dovis et al.  2015 ). 
Furthermore, training also led to the amelioration of the frequency and severity 
of the ADHD symptoms (Johnstone et al.  2012 ). Transfer between EF tasks in 
multi-domain training is expected given the overlapping neuroanatomy, yet fur-
ther research is needed for a detailed understanding of the neural dynamics 
underlying training benefi ts.  
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     Non-computerized Training Programs   

 So far, we have described studies using process-based training interventions mostly 
based on computerized exercises designed to target specifi c cognitive functions. 
However, other studies have examined the effects of interventions implemented in 
the classroom, either as incorporated to the school curricula or as extracurricular 
activities performed in the school context. 

 An example of school curricula that incorporates exercises aimed at increasing 
EFs is the so-called   Tools of the Mind  program   (Bodrova and Leong  2007 ). This is 
a program based on Vygotsky’s insights into development of high cognitive func-
tions, emphasizing training of EFs through guided social interactions in the class-
room. Diamond and colleagues ( 2007 ) were able to evaluate the impact of the  Tools  
program in children’s EF skills during the second year of preschool, in comparison 
to a different curriculum implemented by the school district, which had the same 
academic content but did not emphasize EFs. Data revealed better performance of 
children in the  Tools  program in executive control tasks, an effect that was bigger in 
task conditions with higher executive demands. 

 Hermida and colleagues ( 2015 ) took a somewhat different approach in a recent 
study. They trained teachers to include activities to promote executive functions 
(WM, attention, inhibitory control, and planning) in the classroom and tested both 
near- and far-transfer effects of intervention to behavioral tests of EF and academic 
achievement, respectively. Results failed to show signifi cant differences in EF per-
formance between children in the intervention and control groups; however, they 
found signifi cant differences in four of the six academic achievement areas evalu-
ated: language and mathematics, autonomy, and socialization with peers. Similarly, 
Tominey and McClelland ( 2011 ) conducted a randomized trial with a group of 65 
preschool children. Half of the children were assigned to participate in 16 play-
ground sessions in which children played different games designed to promote 
WM, attention, and inhibitory control. They found benefi ts of the intervention in 
letter-word identifi cation for all children in the treatment group, but gains in self- 
regulation skills were only observed for the group of children with lower initial 
scores in those skills. 

 A different approach to promoting self-regulatory skills at school that is generat-
ing promising results is mindfulness practice. Mindfulness is a contemplative exer-
cise that aims at improving the ability to have a nonjudgmental awareness that arises 
by paying attention to the present moment (Malinowski  2013 ). In a randomized 
control study with 7–9-year-old children, Flook and colleagues ( 2010 ) examined 
the effects of mindful awareness practice on parent- and teacher-reported measures 
of EF. They reported gains in behavioral regulation, metacognition, and executive 
control scores after mindfulness training for children who were less regulated before 
intervention. Improvements were found with both teacher- and parent-reported 
measures, suggesting that benefi ts of practice in children’s regulation generalized 
across different settings. 
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 Overall, these interventions show promising results and point to the importance of 
incorporating interventions to promote cognitive and self-regulation skills into school 
curricula (see Alloway et al. this volume). Importantly, stronger effects of interven-
tions are consistently found on children with greater diffi culties. This suggests that 
there exist  individual   differences in windows of improvement. Knowing whether 
upper boundaries of these improvement windows depend on the developmental stage 
of the individual remains a future research question.   

    Implications of Training for the School and Clinic 

     Education   

 Children’s academic learning and school adjustment are supported by cognitive 
 abilities such as attention, memory, and intelligence. We know that attention and 
self-regulation skills are key to school readiness because of their power to predict 
later achievement in school (Duncan et al.  2007 ) and many other life outcomes 
(Moffi tt et al.  2011 ). Age (developmental stage) and constitution (temperament and 
genes) are two important sources of inter-individual variability that are to be taken 
into account to optimize learning and adjustment in schools. Abundant evidence 
presents attention as an integral component in the academic success of children. 
Variability in attentiveness and self-regulation accounts for differences in learning 
and socio-emotional competencies displayed in the classroom (Checa et al.  2008 ). 
Moreover, there is evidence showing that neural markers of executive attention con-
tribute to predict children’s grades in mathematics (Checa and Rueda  2011 ). This 
evidence speaks up for the importance of promoting children’s cognitive capacities 
as part of the educational curricula. 

 The usefulness of training tools for education will increase to the extent that their 
development is evidence-based and guided by scientifi c principles. Hence, the 
design of training programs must align with known processes of children’s learning 
and cognitive development. Literature in psychological science suggests that chil-
dren learn best when they are cognitively active and engaged, when learning experi-
ences are meaningful and socially interactive, and when learning is guided by a 
specifi c goal (Hirsh-Pasek et al.  2015 ). With the foundation of these learning pillars, 
 psychologists   and educators can take a proactive approach to the development and 
evaluation of intervention tools aimed to enhance children’s odds to successful 
learning and socio-emotional outcomes.  

     Prevention and Intervention   

 The understanding of pathophysiological mechanisms of developmental diseases 
offers a way through which a particular pathology may be changed. The develop-
ment of effi cient treatments is greatly facilitated by knowing the pathological 
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mechanisms of diseases, because once pathological mechanisms are identifi ed, they 
become putative targets of intervention (see Belleville et al. this volume). 

 Comorbidities are common in developmental disorders. For instance, defi cits of 
executive attention appear to underlie both  autism spectrum disorder (ASD)   and 
 ADHD   (van der Meer et al.  2012 ). In this context, process-based training may 
constitute a suitable method for disease prevention and treatment. Early interven-
tion to train executive attention in children at risk for developing these disorders 
may act as a general positive or protective factor such that children with strong 
executive attention skills have better developmental outcomes. This approach has 
already proven to be benefi cial for children with ADHD. As discussed earlier, sev-
eral studies have shown that working memory and executive control training in 
children with ADHD improve performance and increase neural effi ciency in rele-
vant brain circuits, although with limited transfer to behavioral symptoms and aca-
demic outcomes, although additional studies with more extended interventions are 
needed. 

 In addition, studying the impact of training on the targeted function at the brain 
and behavior level, and the subsequent relationship of the training effect to the 
clinical outcome, facilitates an understanding of mechanisms of action of particu-
lar interventions. Importantly, effectiveness of treatment has to be tested with 
randomized trials including treatment and placebo groups. In such studies, inter-
ventions can be considered effi cient to the extent that they revert or palliate patho-
logical mechanisms. In turn, information on individual  differences   in effectiveness 
has the potential to help building more putatively more potent, personalized 
interventions.   

    Conclusions and Future Research 

 One of the biggest challenges of modern societies is to fi nd methods to foster 
 children’s cognitive and emotional skills. In an increasingly technological world, 
 nurturing mental wealth   is a major way to prosper both economically and socially. 
To accomplish this objective, psychologists and educators must work together to 
provide individuals with tools that can optimize cognitive skills and prevent or pal-
liate the development of psychopathologies. 

 Future research will be key for identifying risk factors and behavioral, cognitive, 
and neural markers of learning diffi culties and neurodevelopmental disorders, as 
well as to studying the factors (e.g., genetic, temperamental, etc.) that determine the 
effectiveness of interventions designed to fi ght these harmful conditions. Crucially, 
multidisciplinary longitudinal studies are needed in order to deepen our understand-
ing of the complex processes supporting typical and atypical development and use 
this knowledge to improve developmental interventions.    
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          Introduction 

 There is robust longitudinal evidence for age-related decline in cognitive abilities. 
Fluid abilities are affected earlier than crystallized abilities, but with varying onset 
and slope between individuals (e.g., Salthouse  2010 ). These negative age-related 
changes have sparked early interest in the possibility of preventing or counteracting 
this decline and thus maintaining cognitive health into later life with  cognitive train-
ing interventions  . In this chapter, we review the literature regarding training-induced 
plasticity in healthy older adults. 

 Many of the early training interventions focused on improving (episodic) mem-
ory  ability  , given that subjective changes in one’s memory functioning are fre-
quently voiced concerns from older adults (see also Wenger and Shing this volume). 
Using a  testing-the-limits paradigm  , these training interventions typically instructed 
participants in a specifi c memory strategy, such as the method of loci, trying to 
uncover the strategy-independent latent performance potential and the boundary 
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conditions for such latent reserve capacity of the  aging cognitive system  . The sec-
ond generation of cognitive training interventions consisted of process- based 
 approaches   that focused on broader, more basic cognitive processes including 
working memory (see also Karbach and Strobach this volume) or executive func-
tions (see also Karbach and Kray this volume). As a special form of  process- based 
training  , newer approaches target multiple cognitive domains simultaneously to 
achieve broader and larger transfer and greater ecological validity. 

 In the fi rst part of this chapter, we review empirical evidence regarding the ben-
efi ts of cognitive training interventions in healthy older adults separately for train-
ing gains, transfer, and their maintenance, as well as fi ndings regarding brain 
structure and function. In the second part, we will outline key points to consider in 
future research to design more effective training interventions for  healthy older 
adults   to help maintain cognitive functioning.  

    Benefi ts of Cognitive Training Interventions 

 Cognitive training studies differ on a multitude of design choices (e.g., type of train-
ing and its administration, cognitive domain, setting, intensity and duration, type of 
control group, and type of outcome measure to assess training effectiveness). In 
addition, the systematic reviews and meta-analyses available also differ substantially 
in their scope and inclusion criteria, and whether they distinguish between training 
gain and transfer effects and between different types of control groups. Thus, conclu-
sions from these overview analyses are not straightforward to compare. 

    Evidence for Training Effects 

   Training Gains   :   Passive vs. Active Controls   . Training effects are typically operation-
alized as pre- to post-training performance increases on the trained tasks compared 
to pre- to post-training performance changes in  passive  (i.e., with no instructed 
activity) or  active  control groups (i.e., with an instructed activity, but clear differen-
tiation in the involved cognitive processes; Shipstead et al.  2012 ). Findings across 
different kinds of interventions indicate cognitive plasticity in terms of training 
gains (e.g., Baltes and Kliegl  1992 ). For example, in their meta-analysis on process- 
based working memory and executive functioning  training  , Karbach and Verhaeghen 
( 2014 ) reported raw training gains of 0.9  SD , which remained almost equal in size 
when compared to passive controls (0.8  SD ; see also Kelly et al.  2014  for similar 
effect sizes in working memory and speed training interventions). Interestingly, 
however, training gains were found as reduced to 0.5  SD  (Karbach and Verhaeghen 
 2014 ) or even zero (Martin et al.  2011 , see also Kelly et al.  2014  for replication) after 
comparing to active controls. Promising training gains emerge for  multi-domain 
training interventions   (Park et al.  2014 , see also Green et al. this volume). 
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  Age - Related Differences in Training    Gains   . In contrast to fi ndings from strategy- based 
training interventions indicating a magnifi cation of age differences in cognitive per-
formance and limits to training-induced plasticity in the very old (e.g., Verhaeghen and 
Marcoen  1996 ), no such age differences in training gains were observed for process-
based working memory and executive functioning training interventions (Karbach and 
Verhaeghen  2014 ). The implementation of complex cognitive strategies may require a 
higher level of cognitive functioning than is true for the elementary cognitive pro-
cesses targeted in process-based training interventions (Verhaeghen  2014 ). While 
research concerning multi-domain training is still in its  infancy  , there is initial evi-
dence for greater video game training benefi ts for older-old compared to younger-old 
adults, but the underlying reasons are yet poorly understood (see also Green et al. this 
volume,  Strobach   and Schubert this volume). 

   Moderators of Training Effectiveness   . Group-based lab settings show greater effects 
than home-based training interventions (Kelly et al.  2014 ; Lampit et al.  2014 ), but it 
remains unclear whether these differences are due to formal vs. informal instruction 
or to the social setting vs. being alone. The same is true for training frequency and 
duration, where there is confl icting evidence about whether shorter or longer duration 
is most benefi cial (Karbach and Verhaeghen  2014 ; Kelly et al.  2014 ).  

    Evidence for Transfer Effects 

 As discussed in the paragraphs above, training interventions improve performance 
on the trained task, with greater gains compared to passive than active controls, and 
more robust effects for process- than strategy-based training interventions. Some of 
the training gains reported were of equivalent size as normal age-related declines 
across various cognitive domains, suggesting that training interventions likely help 
to reverse age-related declines and thus to stabilize cognitive functioning (Ball et al. 
 2002 ). The question is, however, if these improvements transfer to untrained tasks 
measuring either the same ability (i.e., near transfer) or to tasks measuring different 
abilities sharing underlying cognitive processes (i.e., far transfer; see, e.g., Noack 
et al.  2009 ; Shipstead et al.  2012 ). 

  Transfer to Other Cognitive Tasks    Assessed     in the Laboratory . For  strategy- based 
trainings  , little to no transfer effects have been found (e.g., Martin et al.  2011 ). It has 
been argued, though, that in contrast to the acquisition of specifi c memory strate-
gies, practice effects from process-based training would be more prone to induce 
transfer to other cognitive tasks sharing the same core processes as the ones targeted 
in the intervention (e.g., Shipstead et al.  2012 ). Indeed, most process-based cogni-
tive training interventions successfully lead to small to moderate near transfer 
effects when the training is adaptive and of longer duration (Kelly et al.  2014 ). For 
training interventions targeting working memory and executive functioning, for 
example, Karbach and Verhaeghen’s ( 2014 ) meta-analysis indicated a net gain in 
near transfer tasks compared to active controls of 0.5  SD . However, far transfer 
effects were very small (net far transfer effects 0.2  SD  in Karbach and Verhaeghen 
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 2014 ). The few available  multi-domain training interventions   including cognitively 
complex group activities (e.g., Park et al.  2014 ), problem solving (Stine-Morrow 
et al.  2008 ), or video games (see Green et al. this volume, Strobach and Schubert 
this volume) have also shown small to moderate transfer effects to some cognitive 
functions, including executive  functioning  , episodic memory, or processing speed. 
However, in order to design effective training interventions in the future, the under-
standing of the underlying processes, the cognitive functions targeted, and a high 
degree of ecological validity are necessary (see also Binder et al.  2015 ). 

  Transfer to    Everyday Life   . Transfer to everyday life has been examined in only few 
studies, and some recent reviews have even excluded studies with everyday transfer 
from their analysis (e.g., Lampit et al.  2014 ). When examined, everyday life has 
mainly been operationalized in terms of self-reported basic or instrumental activi-
ties of daily living (BADL/IADL)    and, thus, measures of everyday competence 
impairments that are not necessarily optimal indicators of everyday functioning in 
healthy older adults due to ceiling effects. In the ACTIVE trial, the speed of infor-
mation processing in everyday life was assessed by tasks such as looking up a tele-
phone number, fi nding a respective food item on the supermarket shelf, identifying 
the ingredients on food labels, as well as self-reported driving ability. Not surpris-
ingly, little to no evidence of transfer of the memory, reasoning, and processing 
speed training interventions to impairments in everyday functioning has been found 
immediately after training (Ball et al.  2002 ).  

    Evidence for Maintenance Effects 

 Most studies assess pretest and immediate posttest performance and transfer, but do 
not follow up on these effects over extended periods of time. Many studies examine 
maintenance only across a few months, even though it has been proposed that a 
3-year interval is more appropriate for a sensitive test of maintenance and differen-
tial stability and change effects (Salthouse  2006 ). 

  Maintenance of    Training Gains   . Kelly et al. ( 2014 ) report maintenance effects 
examined after up to 6 months, indicating maintenance of training gains following 
executive functioning and memory training interventions. Longer follow-up inter-
vals have been included in selected studies, such as the ACTIVE trial (Rebok et al. 
 2014 ; Willis et al.  2006 ), covering 5-year and 10-year post-training assessments. In 
the ACTIVE study, training gains observed in each training group were maintained 
over 5 years, with indication of positive additional effects through intermediate 
booster training (Willis et al.  2006 ). After 10 years, training effects were maintained 
in the reasoning and processing speed domains, but no longer in the episodic mem-
ory domain (Rebok et al.  2014 ). 

  Maintenance of    Transfer Effects   . Even though immediate or shorter-term effects 
after 2 years were not found in the ACTIVE trial (Ball et al.  2002 ), there are promis-
ing transfer effects to everyday functioning after longer periods for particular train-
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ing conditions and everyday outcomes: (process-based) speed training was related 
to better driving performance and self-reported driving experience after up to 6-year 
intervals (Ball et al.  2010 ). In addition, there is evidence for effects of training on 
the slope of change trajectories in everyday functioning: across a 5-year interval, 
participants in the (strategy-based) reasoning training group showed less steep 
declines in BADL/IADL competence and a 50 % reduced risk of experiencing a car 
accident compared to the passive control participants (Willis et al.  2006 ). After an 
extended time period of 10 years, ACTIVE data showed transfer to everyday func-
tioning in terms of BADL/IADL for all three training conditions, suggesting that 
trained individuals experienced fewer impairments in their independent functioning 
in everyday life. Interestingly, at the long-term follow-up and an average age of 82 
years, 60 % of the trained participants were at or above their baseline everyday com-
petence level, which was true for only 50 % of the passive control participants. The 
summarized fi ndings indicate that transfer effects on the ability to live indepen-
dently apparently can become detectable or play out in the long run rather than 
immediately following the training intervention. Outcome measures assessing 
everyday performance above impairment level or everyday  cognitive   activities 
instead of abilities have hardly been used in the literature so far, but may be more 
promising to detect transfer to real life.  

    Evidence for Effects on Brain Structure and Function 

 Normal aging is accompanied by brain tissue loss and neurophysiological changes 
(Raz and Rodrigue  2006 ). While the loss of gray matter manifests itself as general 
volume decline and cortical thinning (Fjell and Walhovd  2010 ), the degradation of 
white matter is refl ected in reduced integrity and the incidence of so-called  white 
matter hyperintensities  . With respect to brain function, aging has been linked with a 
complex pattern of local over- and under-recruitment of neural resources. 

  Effects on    Brain Structure   . A growing number of structural neuroimaging studies in 
healthy older adults provide evidence for benefi cial effects of cognitive training on 
brain structure, especially for the domains of memory and working memory, where 
most of the work has been carried out. These effects (compared to a control group) 
comprise reduced decreases, maintenance or even increases in volume or cortical 
thickness of brain structures relevant for the trained function (e.g., Raz et al.  2013 ; 
Lövdén et al.  2012 ). The integrity of white matter, which can be qualifi ed by differ-
ent measures of water diffusion (e.g., fractional anisotropy, FA) on the basis of  dif-
fusion tensor imaging (DTI)  , can also be maintained or even increased by cognitive 
training interventions (e.g., Engvig et al.  2012 ). The reported effects refl ect pro-
cesses of structural neuroplasticity, which (partly) counteract the tissue degradation 
normally observed with aging. However, as most of the previous studies used pas-
sive control groups only, future studies including active control groups need to con-
fi rm the specifi city of such effects. 
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  Effects on    Brain Function   . The evidence emerging from studies investigating the 
effects of cognitive training interventions on brain function is less conclusive. On 
the one hand, studies adopting strategy-based training interventions report increased 
brain activity during post-training task performance (e.g., Nyberg et al.  2003 ). 
Based on the observed correlations between neurophysiological and behavioral 
changes, the activation increase has been attributed to an enhanced recruitment of 
task-specifi c regions that enables behavioral gains. On the other hand,  process- 
based training   studies, particularly in the domains of working memory or executive 
functioning, showed decreased brain activity at post- compared to pre-training 
assessment, indicating improved neural effi ciency during post-training task perfor-
mance (e.g., Brehmer et al.  2011 ). This discrepancy in the pattern of activity might 
be due to the different neural mechanisms initiated by the different training types. 
However, there is evidence in younger adults that the activity decrease seen at later 
phases of process-based training interventions is actually preceded by an increase of 
activity in early training phases (Hempel et al.  2004 ). Future studies need to confi rm 
whether this trajectory holds for older adults and whether strategy-based training 
interventions would also lead to increased neural effi ciency after an extended period 
of implementing the acquired strategies. 

 Using  electroencephalography (EEG)  , recent studies in older adults have demon-
strated facilitative effects of cognitive training on early electrophysiological mark-
ers of the trained cognitive  function   with the extent of the ERP change predicting 
post-training performance (e.g., Berry et al.  2010 ).   

    What to Consider When Developing Future Training 
Interventions 

 Despite several promising results emerging from the fi eld, a number of contradic-
tory fi ndings about training and transfer effects exist. However, the nature of this 
inconsistency remains unclear, and studies on key areas of  training evaluation  , 
including transfer to everyday performance and the embedding of training interven-
tions into real-life contexts, are scarce at best. This section gives an overview on 
some methodological factors and individual differences that potentially infl uence 
training outcomes (see also Schmiedek this volume, and for reviews see Noack 
et al.  2009 ; Shipstead et al.  2012 ; von Bastian and Oberauer  2014 ). Moreover, this 
section highlights the importance of capturing daily life functioning in the context 
of cognitive training interventions and transfer assessments. 

    Methodological Issues 

   Suffi cient Power   . Low statistical power due to small sample sizes is a prevailing 
issue in training studies, which is especially pronounced in the fi eld of gerontology. 
In Kelly et al.’s ( 2014 ) meta-analysis, nearly 60 % of the included studies based 
their analyses on group sizes smaller than 40 participants. Bogg and Lasecki ( 2015 ) 
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concluded that the mean power estimate across working memory training studies is 
11 %. This fi nding emphasizes that low statistical power increases the risk of false- 
negative results (i.e., missing effects by erroneously accepting the null hypothesis). 
Consequently, to correctly estimate the effectiveness of cognitive training interven-
tions, it is crucial to conduct well-powered studies despite the logistical and fi nan-
cial challenges. 

   Active Control Groups   . Using active control groups is still not common practice. 
Again, Kelly et al. ( 2014 ) reported that only 10 out of 24 studies included active 
control groups, whereas 14 studies relied on a no-intervention control group. 
However, passive control groups do not control for non-specifi c sources of improve-
ment such as motivational aspects, expectancy effects, or effects from general cogni-
tive stimulation. Consequently, passive controls do not allow to test for training-specifi c 
effects, but only control for test-retest effects. Thus, it is important that active control 
groups only differ in the process that is being trained, but are identical in all other 
intervention-specifi c factors that could potentially infl uence the size or scope of 
transfer in order to make a true evaluation of unique training effects possible. 

   Abilities Instead of Skills   . The ultimate goal of cognitive training interventions in 
older age is to stabilize or enhance cognitive abilities relevant to everyday life. To 
ensure that training and transfer effects refl ect changes in the underlying cognitive 
ability and not just particular task-specifi c skills, it is necessary to demonstrate 
transfer on the level of abilities by assessing it with multiple indicators (e.g., Noack 
et al.  2009 ). Ideally, change is evaluated on the latent level using structural equation 
modeling. Latent variables have the advantage of containing only the common vari-
ance (without the measurement error) among the tasks that are used as indicators, 
thus increasing the measurement validity.  

     Inter- and Intraindividual Differences   

 Although the effectiveness of cognitive training interventions is typically examined 
at the group level, there is evidence indicating that individual differences such as 
 personality traits   (e.g., lower levels neuroticism and higher levels conscientious-
ness) and lower baseline cognitive ability are related to higher training and/or trans-
fer effects (see Katz et al. this volume, and for a review see von Bastian and Oberauer 
 2014 ). Further, at least in young adults, intraindividual couplings between affect 
and cognitive performance have been reported (e.g., Brose et al.  2012 ). However, it 
is important to note these concepts are not immutable, but underlie dynamic pro-
cesses across the lifespan. For instance, personality undergoes changes from child-
hood until very old age. Interestingly, the trajectories across different personality 
traits are rather heterogeneous: whereas some traits show continuous mean-level 
increases (e.g., conscientiousness), others remain stable (e.g., social vitality; Roberts 
and Mroczek  2008 ). Further, when it comes to affect, young and older adults show 
small differences in their average level of negative or positive affect typically favor-
ing older adults, but they differ signifi cantly in the amount of intraindividual 
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affective  variability and reactivity   to daily events (e.g., Röcke et al.  2009 ). Still, 
studies investigating individual differences in the context of training in older adults 
are scarce. 

 To  summarize  , assessing inter- and intraindividual differences in the context of 
evaluating training-related effects is important for two reasons. Firstly, it deepens 
the understanding of possible moderators of the effectiveness of cognitive training 
interventions in older adults. Secondly, the identifi cation of moderators is an impor-
tant step toward individually tailored training approaches (see also Colzato and 
Hommel this volume).  

    Capturing Daily Life in Training and  Transfer   

 The majority of training studies has focused primarily on lab-based measures when 
examining cognitive abilities in older age. However, psychometric properties of 
commonly used transfer tasks measure  maximum performance , that is, how partici-
pants perform when expending their maximum effort. Despite the consistent fi nding 
that younger adults outperform older adults in many of these lab-based tasks, many 
older adults report high levels of sense of control and life satisfaction, indicating 
that they successfully manage their daily lives (e.g., Scheibe and Carstensen  2010 ). 
The disconnection between fi ndings in cognitive functioning emerging from the lab 
( maximum - level  cognition) and observations in daily life ( activity - based  cognition) 
is still understudied and not well understood (Verhaeghen et al.  2012 ). 

 In order to assess the effectiveness of a training intervention in older adults, it is 
therefore important to investigate cognitive improvements by including lab-based 
measures closer to everyday life. Preferably, though, it should be standard to sys-
tematically assess transfer in real life in addition to lab-based measures (e.g., Rebok 
et al.  2014 ). Similarly, a large part of the computer-based cognitive training inter-
ventions contain standard cognitive tasks. Another way to go  from lab to life  is to 
adopt video games or serious games containing tasks that more appropriately match 
everyday life challenges (Binder et al.  2015 ) or to directly engage in novel and cog-
nitively demanding activities such as quilting or digital photography (Park et al. 
 2014 ; Stine-Morrow et al.  2008 ). 

 Cognitive training interventions often lack ecological validity, and comprehen-
sive, reliable, and valid test batteries for assessing training-related improvements in 
real life are scarce (but see Mazurek et al.  2015 ). In this vein, it could be benefi cial 
for training researchers to join forces with aging researchers in examining the 
effects of older adults’ living environments on cognition and overall  functioning   to 
fi nd appropriate daily life training and transfer tasks (Wahl et al.  2012 ).      
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         Introduction: Defi nition, Models, and the Signifi cance 
of Working Memory 

 Working memory (WM) allows for simultaneously maintaining and processing 
information in a controlled manner (Baddeley and Hitch  1994 ). Several competitive 
theoretical models of WM are existing and are still vividly  discussed   (Baddeley 
 2012 ; Wilhelm et al.  2013 ; for reviews). Most WM models contributed substantially 
to our current understanding of WM and largely agree on the basic assumptions that 
WM capacity is limited and that reliable individual differences in this capacity exist, 
which place limiting constraints for performing a wide range of other cognitive 
activities (e.g., Baddeley  2012 ; Oberauer  2009 ). In other words, WM is a  limited 
capacity system   providing the temporary storage and manipulation of information 
that is necessary for higher cognitive functioning (e.g., for reasoning; Baddeley 
 2012 ). The WM models do, however, signifi cantly differ in the assumptions about 
the structure of this limited capacity system. We will shortly introduce the main 
ideas of the  models   of Oberauer, Baddeley, Miyake, and colleagues because they are 
particularly helpful for understanding well-known WM training paradigms. 

 Oberauer defi nes WM as the cognitive system that allows for building, maintain-
ing, and updating structural representations via dynamic bindings (cf. Oberauer 
 2009 ; Wilhelm et al.  2013 ). This WM system consists of two  parts  : bindings tempo-
rarily organize information such as words, objects, or events in a declarative part 
and connect this information to allowed or inhibited responses in a procedural part 
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(Oberauer  2009 ). Baddeley, however, defi nes WM as a cognitive system with at 
least three  components  : the central executive, which is responsible for focusing and 
dividing attention and for coordinating the information fl ow between at least 
two temporary storage systems, one for phonological and one for visuospatial infor-
mation (Baddeley and Hitch  1994 ). Miyake emphasizes the special role of WM 
 updating   (i.e., monitoring and refreshing information held in WM) as an executive 
function (Miyake et al.  2000 ; Karbach and Kray this volume; Strobach and Schubert 
this volume). 

 Taken together, these WM models differ in the assumed underlying structure of 
the WM system but agree that it allows for simultaneously maintaining and pro-
cessing information. Because of this fundamental function, it is not surprising that 
WM has shown to be a central determinant of fl uid intelligence (e.g., Kane et al. 
 2004 ), school achievements in various domains (Titz and Karbach  2014 ), and a 
large number of other cognitive tasks that are highly relevant in  daily life   (e.g., 
language comprehension, following directions, and writing; see Barrett et al. 
 2004 , for a review).  

    The Rationale Behind Working Memory  Training   

 The idea that WM capacity is the main limiting factor for performing a wide range 
of cognitive activities (e.g., Baddeley  2012 ) has the implication that WM training 
could not only benefi t WM functioning but a wide range of cognitive functions. 
Thus, in addition to performance improvements on the trained WM tasks and near 
transfer to other non-trained WM tasks, one might even expect far transfer to a 
range of alternative functions. For example, given the close relation of WM capacity 
and fl uid intelligence (e.g., Kane et al.  2004 ), one could assume that WM training 
might also benefi t reasoning. Improving WM functioning even slightly might there-
fore have enormous practical implications relevant to everyday life. 

 Two general mechanisms could mediate transfer effects: enhanced WM capacity 
and/or enhanced effi ciency using the available WM capacity (cf. von Bastian and 
Oberauer  2014 ). Enhancing WM capacity is the traditional goal of WM training and 
a classic explanation for transfer effects (see Klingberg  2010 , for a review). 
Enhanced effi ciency has long been considered to be largely material or process 
specifi c, for example, through the acquisition of strategies suited for a specifi c task 
paradigm only. Although recent evidence suggests that enhanced effi ciency could 
also work on a more general level, such as faster visual encoding or faster atten-
tional processes (von Bastian and Oberauer  2014 ), enhancing WM capacity remains 
the aim and focus of most training studies. WM training is assumed to enhance 
general WM capacity if there is evidence for transfer effects to multiple WM tasks 
varying in the type of material and mode of testing (Klingberg  2010 ). 

 Enhanced WM capacity can theoretically be explained with training-induced cog-
nitive plasticity (Lövdén et al.  2010 ; see also Karbach and Kray this volume). Plasticity 
denotes that a prolonged mismatch between cognitive resources and situational 
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demands can foster reactive changes in the possible ranges of individual  cognitive   
performance – such as changes in WM capacity (cf. Lövdén et al.  2010 ). To create a 
prolonged mismatch, WM training needs to be challenging but manageable with a 
high degree of effort. No mismatch arises if the WM tasks can either be solved with 
the existing WM capacity or if they are so frustrating that participants give up. 
Therefore, WM training groups are often assigned to adaptive task- diffi culty condi-
tions to foster plasticity by keeping WM demands perpetually at the individual limit, 
whereas active control groups are assigned to consistently low WM task- diffi culty 
conditions or tasks tapping on functions alternative to WM (cf. Lövdén et al.  2010 ).  

    Selected Training Regimes 

 A basic distinction can be drawn between single-paradigm training regimes, focus-
ing on one WM paradigm,  multi-paradigm regimes   including multiple WM para-
digms, and multi-domain regimes including not only WM tasks but also tasks 
drawing on other abilities (e.g., on processing speed; von Bastian and Oberauer 
 2014 ). Naturally,  single-paradigm regimes   have the advantage that training and 
transfer effects can be attributed to specifi c mechanisms more easily. Multi- 
paradigm or multi-domain regimes could in theory be more effective because they 
require more heterogeneous cognitive processes, but the effects cannot be isolated. 
However, there is rarely any empirical evidence directly comparing different WM 
training regimes (but see von Bastian and Oberauer  2013 ). Most studies investigate 
the effectiveness of a specifi c regime. We will shortly introduce a selection of well- 
known WM training regimes. 

   Simple Span Training   . In simple span tasks, participants have to recall a list of 
stimuli (e.g., digits or colors) after a brief retention interval. In case of successful 
recall, they are given a longer list of stimuli. Recall takes place in either the pre-
sented order (e.g., digit span forwards) or in reverse order (e.g., digit span back-
wards). Recall in the presented order requires temporary storage and thus draws on 
the storage systems assumed in Baddeley’s WM model. Backward span tasks draw 
on central executive functioning. Therefore, training regimes based on Baddeley’s 
WM model usually include both forward and backward span tasks to train all com-
ponents of WM. The probably best known regime based on simple span tasks is 
 Cogmed  WM training (  www.cogmed.com    ), which is very common, particularly for 
children with ADHD.  Cogmed  has been tested in a large number of studies and is the 
topic of several ongoing discussions and current reviews (e.g., Shinaver et al.  2014 ). 

   Complex Span Training   . Complex span tasks combine simple span tasks with a 
simultaneous and often unrelated secondary task, such as evaluating equations or 
pictures. Thus, they draw on both storage and processing, which particularly cor-
respond with Baddeley’s WM model (which includes storage and processing units). 
Recent empirical evidence suggests that they are almost perfectly correlated with 
binding and updating tasks (e.g., Wilhelm et al.  2013 ) and can thus also be mapped 
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to Oberauer’s WM model. Complex span tasks are well-established and popular 
indicators of WM capacity (e.g., Kane et al.  2004 ), which are regularly used as 
training tasks in cognitive training. For example, they are implemented in the WM 
training battery  Braintwister  (Buschkuehl et al.  2008 ) and the WM tasks in  Tatool  
(von Bastian et al.  2013 ). 

   N - Back Training   . In the  n -back task, participants are presented with sequences of 
stimuli and must decide whether the current stimulus matches the one presented  n  
items back in a given modality (e.g., visuospatial or auditory). Importantly,  n  is a 
variable number that can be adjusted to increase or decrease task diffi culty. Dual 
 n -back tasks combine two modalities and are considered to be more diffi cult and 
effective than single  n -back tasks. The  n -back task is a valid indicator of WM capac-
ity (e.g., Wilhelm et al.  2013 , but see Jaeggi et al.  2010 ) and particularly corre-
sponds with the theoretical understanding of Oberauer and Miyake as it requires the 
updating of information in WM. Cognitive training with  n -back tasks is common in 
various age groups and is implemented in, for example, the  Braintwister  WM 
training battery (Buschkuehl et al.  2008 ) and the  Lumosity  cognitive training battery 
(e.g., Hardy et al.  2015 ).  

    Training and Transfer Effects 

 To evaluate the effectiveness of WM training, one considers whether a training 
group (compared to a control group) showed (1) performance improvements on the 
trained WM tasks, (2) near transfer to non-trained WM tasks, and (3) far transfer to 
different cognitive functions. 

   Training Effects   . WM training studies ubiquitously report that trained participants 
signifi cantly improve their performance on the trained WM task(s) over the course 
of training (cf. Morrison and Chein  2011 ). This applies to a wide variety of training 
regimes and age ranges of the participants. Even generally critical reviews acknowl-
edge that participants typically advance considerably (e.g., Shipstead et al.  2012 ). In 
a meta-analytical integration of 12 WM training effects derived from studies with 
older adults, we found a large average standardized increase between pre- and post-
test of  d  = 1.1 compared to the control groups (Karbach and Verhaeghen  2014 ). 
While average comparisons of standardized pre- and posttest performances are a 
classical requirement in WM training studies, analyzing individual performance tra-
jectories over the course of training sessions can even provide additional informa-
tion. For example, by comparing the individual performance growth of younger and 
older adults, Bürki and colleagues ( 2014 ) demonstrated that older adults showed on 
average a slower WM performance growth during training than younger adults. 

 However, improved performance on a training task does not necessarily imply an 
enhanced WM capacity (Shipstead et al.  2012 ). The conclusion of training-induced 
increases in WM capacity is only valid in comparison to an adequate control group (e.g., 
see Green et al.  2014 , for a review) and with evidence for near transfer effects to multi-
ple WM tasks varying in the type of  material   and mode of testing (Klingberg  2010 ). 
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   Near Transfer Effects   . A large number of recent meta-analyses and reviews 
agree that WM memory training produces near transfer to non-trained WM tasks in 
children, younger adults, and older adults (e.g., Karbach and Verhaeghen  2014 ; 
Melby- Lervåg and Hulme  2013 ; Schwaighofer et al.  2015 ). For example, in a 
meta-analytical integration of 18–21 near transfer effects derived from studies with 
children and adults, Melby-Lervåg and Hulme ( 2013 ) found moderate and large 
average standardized increases on visuospatial/verbal WM tasks of  d  = 0.5/0.8 
between pre- and posttest compared to control groups. Age was a signifi cant 
moderator of the effect on verbal WM, with children showing larger benefi ts 
than adolescents (Melby- Lervåg and Hulme  2013 ). Notably, near transfer effects 
are usually smaller than training effects. For example, with  Cogmed  training for 
children, improvements in trained tasks were about 30–40 %, whereas improve-
ments in non-trained WM tasks were about 15 % (cf. Klingberg  2010 ; see also 
Karbach and Verhaeghen  2014  for similar fi ndings on older adults). 

 Despite this promising evidence, it is important to consider that not all studies 
have minimized task-specifi c overlaps between the training and near transfer tasks 
(cf. Shipstead et al.  2012 ). Ideally, transfer should be evaluated on the latent ability 
level (see Schmiedek this volume for details). Evidence for near transfer on the 
latent ability level would be strong evidence for training-induced increases in WM 
capacity and thus an optimal foundation for the investigation of far transfer effects. 

   Far Transfer Effects   . The question whether valid far transfer effects to different 
cognitive functions exist is highly controversial. They would be a central determi-
nant of the value of WM interventions because training outcomes need to generalize 
to other cognitive abilities to optimally support participants in their  daily life  . Most 
views on transfer suggest that the likelihood and strength of far transfer varies as a 
function of the similarity in processing demands between the training and transfer 
tasks (see Taatgen this volume for details). Thus, one would expect transfer to abili-
ties that are generally known to be strongly related to WM, such as, for example, 
fl uid intelligence, executive functions, and academic achievement. The evidence for 
far transfer effects, however, is mixed. Recent meta-analyses on WM training dif-
fered in the conclusion on the presence (Au et al.  2015 ,  2016 ; Karbach and 
Verhaeghen  2014 ; Schwaighofer et al.  2015 ) or absence of far transfer effects 
(Melby-Lervåg and Hulme  2013 ,  2016 ). 

 For example, the meta-analysis of Au and colleagues ( 2015 ) focused on  fl uid 
intelligence   as transfer outcome. They integrated 24 effect sizes of  n -back training 
with healthy adults (18–50 years of age) and found small average standardized 
increases on fl uid intelligence tasks of Hedges’s  g  = 0.2 between pre- and posttest 
compared to control groups. The meta-analysis of Schwaighofer et al. ( 2015 ) on this 
issue comes to a similar conclusion, while another one does not (Melby-Lervåg and 
Hulme  2013 ). This is not surprising because different selection criteria can result in 
different samples and fi ndings. For instance, Melby-Lervåg and Hulme ( 2013 ) 
included studies investigating different age groups from all over the lifespan (up to 
75 years of age), and they did not differentiate between healthy and cognitively 
impaired participants. Considering the large individual differences in the magnitude 
of transfer effects and the evidence that low-performing individuals tend to benefi t 
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more from WM training than high-performing individuals (see Karbach and Unger 
 2014 , for a review), it is not surprising that data averaged over these very diverse 
groups do not show any signifi cant far transfer effects on the group level. However, 
more evidence is needed before a converging view on far transfer to fl uid intelli-
gence can evolve in the fi eld. Interestingly, Bürki and colleagues ( 2014 ) analyzed 
the individual performance growth in WM training with younger and older adults 
and found that those who improved more during training showed higher gains in a 
fl uid intelligence transfer task. This is a correlational and by no means a causal fi nd-
ing, but it can help to understand individual differences in transfer outcomes. 

 Further, fi rst evidence shows far transfer to executive functions (e.g., Melby- 
Lervåg and Hulme  2013 ; Salminen et al.  2012 ), but a complete picture with fi ndings 
on all age ranges and all executive functions is yet missing. For example, the meta- 
analyses of Melby-Lervåg and Hulme ( 2013 ) including children and adults demon-
strated small transfer effects to inhibition (Stroop task,  d  = 0.3, 10 effect sizes) but 
did not include updating or task switching. 

 Concerning far transfer to academic achievement, the present fi ndings on 
children demonstrate converging evidence for positive effects on reading but not 
mathematics (see Titz and Karbach  2014 , for a review). Findings of children and 
adults combined, however, do not show  transfer   effects to either reading or mathe-
matical abilities (Melby-Lervåg and Hulme  2013 ; Schwaighofer et al.  2015 ). Future 
meta- analyses including only children have to decide whether this transfer effect 
might be only valid for children who are still developing their reading skills. 

   Moderating Variables   . The current controversy about the existence of far transfer 
effects demonstrates the importance of considering moderating variables in evaluating 
training and transfer effects. Possible moderating variables are training-specifi c 
features (e.g., type, intensity, and duration of training; see von Bastian and Oberauer 
 2014 , for a review), individual differences (e.g., baseline performance, age, personality; 
see Katz et al. this volume, for a review), and within-person processes during train-
ing (e.g., the strength of the relation between daily motivation and WM performance; 
Könen and Karbach  2015 ). As elaborate reviews on these issues do already exist (see 
above), we do not repeat their empirical fi ndings here. We are, however, strongly 
convinced that the failure to consider moderating variables—not only in meta-analy-
ses but also in primary studies—could mask training and transfer effects. 

   Maintenance   . The longevity of training-induced benefi ts is a key aspect of the 
value of WM interventions. Near transfer effects appear to be mostly stable, which 
is even acknowledged by generally critical reviews (e.g., Shipstead et al.  2012 ). A 
recent meta-analyses on studies with children and adults provided valuable evi-
dence as it included 42 immediate effect sizes of near transfer to verbal WM and 11 
long-term effect sizes derived from follow-up tests conducted on average eight 
months after the posttests. After the removal of outliers, immediate near transfer 
effect sizes were moderate (Hedges’s  g  = 0.3–0.6), and long-term effect sizes were 
small to moderate (Hedges’s  g  = 0.2–0.4). The meta-analyses further demonstrated 
comparable immediate and long-term effects for visuospatial WM, albeit based on 
fewer effect sizes (Schwaighofer et al.  2015 ). Thus, even several months after WM 
training, near transfer effects to other WM tasks are still valid. 
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 The longevity of far transfer effects, however, is strongly discussed. Important 
evidence comes from the COGITO study (Schmiedek et al.  2014 ), in which a sample 
of younger adults practiced 12 tests of perceptual speed, WM, and episodic memory 
for over 100 daily 1-h sessions. The fi ndings demonstrated a net far transfer effect of 
.23 to a  latent factor  of reasoning 2 years later (compared to a passive control group), 
which did not differ in size from the immediate effect 2 years earlier. This shows that 
intensive cognitive training interventions can have long-term broad transfer at the 
level of cognitive abilities. However, as this was a multi-domain training, the contri-
bution of the WM training component cannot be isolated. This is essential, since a 
recent meta-analysis on single-domain WM training studies provided no evidence 
for the longevity of far transfer effects (Schwaighofer et al.  2015 ). 

   Neuropsychological and Everyday Correlates   . Identifying correlates to both neu-
ral functions and behavior in everyday life is another key aspect when assessing the 
value of WM interventions. A couple of neuroimaging studies provided fi rst evi-
dence that training-induced increases of WM performance were related to changes 
within a network of brain regions generally known for its association with WM func-
tioning (i.e., dorsolateral prefrontal cortex, posterior parietal cortex, and basal gan-
glia; see Morrison and Chein  2011 , for a review). Training-induced transfer was 
related to changes within networks of brain regions associated with performance on 
both the training and transfer tasks (cf. Morrison and Chein  2011 ). This could indi-
cate that far transfer is more likely if the training and transfer tasks engage specifi c 
overlapping neural processing mechanisms and brain regions (Dahlin et al.  2008 ). 

 Correlates to behavior in everyday life are mostly tested in the context of ADHD 
symptoms. A recent meta-analysis integrated 13 effect sizes of studies with children 
and adults and indicated a moderate training-induced decrease of inattention in 
 daily life   ( d  = −0.5). Seven effect sizes from follow-up tests conducted 2–8 months 
after the posttests suggested persisting training benefi ts for inattention ( d  = −0.3; 
Spencer-Smith and Klingberg  2015 ). Thus,  benefi ts   of WM training might general-
ize to improvements in everyday functioning.  

    Current Discussion 

 As the fi ndings on far transfer reviewed above already indicated, the fi eld is cur-
rently in the middle of a huge controversy on the effectiveness of WM training. 
Many arguments apply to cognitive training in general but are largely discussed in 
the context of WM training. We briefl y review three main discussion points (see 
Schmiedek this volume for more details). 

   Adequate Control Groups   . A major concern in the fi eld of WM training is the 
appropriateness of the control condition(s). The fi eld fundamentally agrees on the 
advantages of active control groups and the necessity of considering the type of 
control group in interpreting fi ndings (passive control groups receive no treatment, 
and active control groups receive a treatment that does not qualify as WM training). 
The type of control group is a standard moderator tested in meta-analyses and topic 
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of several reviews (e.g., Green et al.  2014 ). The fi eld does, however, disagree on the 
potential benefi t of passive control conditions. Some emphasize the risks of 
overestimating training and transfer effects and false claims of causality in passive 
control designs (they cannot control for expectancy and other non-focal effects, 
e.g., Melby- Lervåg and Hulme  2016 ). Others in turn emphasize the diffi culty of 
fi nding an adequate active control condition, which produces the same non-focal 
effects (e.g., which is motivating and challenging) but does not draw on WM (cf. 
Oberauer  2015 ). If the active control condition does draw signifi cantly on WM, an 
underestimation of training and transfer effects is likely. A self-evident consequence 
of all risks would be to include both passive and active control groups and assess 
motivation and expectancy in  active   control groups. 

   Underpowered Studies   . Underpowered studies with too few participants per 
training group are a common problem in the fi eld. Naturally, null fi ndings in 
underpowered studies should not be interpreted, but underpowered studies can theo-
retically produce spurious signifi cant effects, too. Meta-analytic procedures typi-
cally adjust effect sizes for the sample sizes of the included studies, but the estimates 
can still be affected. The only solution for this issue would be a more consequent 
peer- review system requesting power estimates. A couple of notable exceptions 
exist, for example, a study on a multi-domain online training (including WM 
training) with  N  = 4715 participants. It demonstrated moderate transfer effects to 
several cognitive functions such as WM and reasoning compared to an active con-
trol condition (Hardy et al.  2015 ). 

   Research Bias   . It is obvious that the present research labs fundamentally differ in 
whether they have an optimistic or pessimistic view on WM training outcomes, 
particularly on far transfer. This could be very valuable because it could be the foun-
dation of a fruitful discussion. However, the current debate is far too heated, which 
could—in the worst case—result in biased research. That is, it could result in a 
biased publication of one’s own work and a biased reading of other work. In our 
view, three things are helpful to address this issue: (1) consideration of labs/authors 
as moderating factor in meta-analyses (e.g., in Au et al.  2015 ), (2) reports of 
Bayesian analyses which allow for quantifying the strength of evidence in favor of 
both the null and the alternative hypothesis (e.g., Dougherty et al.  2016 ), and (3) 
endorsement of a more differentiated perspective and language through senior 
researchers (e.g., Oberauer  2015 ) and peer review. Taken together, the necessary 
tools to overcome research bias already exist and should be applied.  

    Conclusion 

 In summary, consistent evidence suggests signifi cant average training effects and 
signifi cant near transfer to non-trained WM tasks. However, evidence for far transfer 
to other cognitive functions is mixed, which caused a vivid controversy in the fi eld. 
Still, the prospect of successful WM training has so many signifi cant theoretical and 
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practical outcomes that we should be more than motivated to investigate confl icting 
fi ndings. If the existing evidence for transfer could be further validated, it would 
signifi cantly impact our theoretical understanding of both WM and the transfer 
constructs (e.g., in terms of plasticity). It could also positively impact intervention 
programs, where even small gains in WM capacity and transfer constructs could 
actually make a difference relevant to everyday life (e.g., for school children relying 
on WM capacity to improve learning processes). Further, the large individual differ-
ences in training outcomes (Katz et al. this volume) should also motivate us to 
understand these differences. We agree with Colzato and Hommel (this volume) that 
the current controversy about the effectiveness of training is likely partly due to the 
failure to consider individual differences. Not considering the personality of the 
trained participants, their experiences, and their life contexts during training could 
mask training effects. We should not only ask whether WM training works on aver-
age but also for whom it works and in which contexts and situations it works.     
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      Episodic Memory                     

     Elisabeth     Wenger      and     Yee     Lee     Shing    

          Introduction 

 Episodic memory circumscribes the ability to remember events, occurrences, and 
situations embedded in their  temporal and spatial context  —in other words, the 
memory of “what,” “where,” and “when” (Tulving  2002 ). It is the unique ability of 
humans to travel back in time and re-experience past events. To achieve this, ele-
ments belonging to the same event need to be associated with each other while 
being separated from other elements belonging to other events (Tulving  2002 ). 

 Throughout the  lifespan  , episodic memory functioning continuously undergoes 
extensive change, with rapid increases during childhood, decreases in adulthood, 
and accelerated decline in very old age (Shing et al.  2010 ). Given the important role 
that episodic memory plays in our daily lives, the prospect of potential  trainability   
of episodic memory is a highly attractive idea. This applies to younger adults hop-
ing to optimize their episodic memory ability, but probably even more to older 
adults, who generally experience a profound decline in episodic memory function-
ing that can seriously affect their well-being and quality of life. Therefore, it makes 
sense to incorporate studies of older adults into our consideration of episodic mem-
ory and training. In the following, we fi rst provide a brief account of the defi nition 
and processes that are involved in episodic memory. We then discuss  two theoretical 
frameworks  , one concerning the components of episodic memory across the  lifespan 
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and the other concerning the conception of plasticity. These theoretical frameworks 
help to guide us through the large body of memory training literature. We then sum-
marize and integrate the behavioral literature on  memory training and aging  , fol-
lowed by the more recent neuroimaging literature on the topic. Building upon some 
key points extracted from these sets of literature, we fi nally discuss the utility of 
multifactorial types of memory training and potential future work in this direction.  

    Episodic Memory:  Defi nition and Processes   

 Following Squire’s taxonomy of memory (Squire  1986 ), long-term memory can be 
divided into two profoundly different parts: declarative memory and nondeclarative 
memory. Nondeclarative memory refers to information that is diffi cult to articulate 
and does not require conscious awareness. Traditionally, it is thought to comprise 
procedural memory, classical conditioning, and priming. Declarative memory as 
our capacity to recollect events and facts, on the other hand, is the umbrella term for 
both episodic memory and semantic memory. Semantic memories are generalized 
and encyclopedic and not tied to a specifi c time or place. In contrast, episodic mem-
ories refer to specifi c episodes or events in a person’s life. These memories are tied 
to the time and place in which the information was acquired. It follows that episodic 
memory, as a form of explicit memory, involves encoding, consolidation, and 
retrieval of events. When new declarative information is processed by the brain, it is 
presumed to be  encoded  by the  medial temporal lobe (MTL)   and then preserved in 
different cortical parts in the brain (Paller and Wagner  2002 ). The   consolidation    of 
memory traces is a process that stabilizes memory traces so they are preserved and 
typically takes place during post-learning periods when the brain is not consciously 
encoding or retrieving a certain memory (McGaugh  2000 ).   Memory retrieval    is 
assumed to approximate encoding processes in terms of activated brain regions 
(Nyberg et al.  2000 ) and is generally found to be dependent on the MTL as well as 
 prefrontal cortex (PFC)  .  

    Two-Component Framework of  Episodic Memory   

 We introduce the two-component framework of lifespan episodic memory here 
because, as we will demonstrate, the framework helps to orient and organize predic-
tions as well as fi ndings from the large body of literature on memory aging and 
plasticity. It has been proposed that episodic memory embodies two interacting 
components:

    1.    The  strategic  component refers to control processes that assist and coordinate 
memory processes at both encoding and retrieval. These processes may include 
elaboration and organization of memory content at encoding and specifi cation, 
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verifi cation, monitoring, and evaluation of relevant information at retrieval 
(e.g., Simons and Spiers  2003 ). On the neural level, the strategic component 
relies mostly on regions in the PFC and parietal lobes.   

   2.    The  associative  component, on the other hand, refers to mechanisms of binding 
together different features of a memory item, different memory items, or a given 
memory episode and its  context  , into coherent representations, and is mediated 
by areas of the MTL.     

 Several behavioral experiments have indicated that these two components 
develop independently across the lifespan (Brehmer et al.  2007 ). In short, the asso-
ciative component has been found to be relatively functional by middle childhood, 
but exhibits age-related decline in older adults. In contrast, the strategic component 
has been found to function at a level below that of young adults in children and older 
adults, most likely due to protracted maturation of PFC regions (and to some extent, 
of parietal regions as well) across childhood and early age-related decline in PFC 
regions across later part of adulthood (Shing et al.  2010 ).  

    The Concept of  Plasticity   

 Research has shown that the persistent view of an adult brain incapable of change is 
too pessimistic: the brain remains fl exible throughout the lifespan and can adjust to 
new experiences and challenges, albeit to varying degrees (for a review, see Lövdén 
et al.  2013 ). In the conception that we subscribe to, plasticity denotes the capacity 
for change in brain structure induced by a mismatch between the demands of the 
environment and the current functional supply the brain can momentarily offer 
(Lövdén et al.  2010 ). If the system is capable of a response to altered requirements 
through previously existing fl exibility alone, then no mismatch is experienced, and 
no plastic change is necessary. On the other hand, if the mismatch is too large, that 
is, if new requirements are far too high for the momentary functional level of the 
brain, the system will not be able to assimilate in any way, and plastic changes will 
also not evolve. In other words, this model emphasizes that the system needs to 
experience mismatch, which means that the new  environmental requirements   need 
to lie between certain boundaries of task diffi culty being too high and too low in 
order to evince experience-dependent plastic changes. Such changes can then help 
the  system   to adapt to new circumstances.  

    Plasticity in Episodic Memory 

  Behavioral Evidence Demonstrating Plasticity Throughout the    Lifespan    .  Training 
programs designed to enhance memory performance have proliferated over the past 
decades, and meta-analytic reviews support the effi cacy of at least some of these 
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types of memory training across a broad array of memory tasks (Lustig et al.  2009 ; 
Verhaeghen et al.  1992 ). Episodic memory can be trained by instructing people to 
use a specifi c strategy, such as the Method of Loci, name–face mnemonics, number 
mnemonics, or story and sentence mnemonics, strategies altering the organization 
of material (categorization, chunking, associations, imagery) or optimizing basic 
processes like rehearsal or concentration, or even strategies making the best use of 
external memory cues (for a review, see Gross et al.  2012 ). In contrast to attempts 
to train episodic memory via strategy instruction, there have also been endeavors to 
target the process of memory without strategy instruction, for example, via recollec-
tion training (Jennings and Jacoby  2003 ). In this study, participants were given sev-
eral trials of a continuous recognition task in which they had to use recollection to 
identify repeated items. After each trial, the number of intervening items between 
repetitions increased gradually. This incremented-diffi culty approach has been 
shown to enhance the ability to recollect information across increasing delay inter-
vals and has also been replicated and shown to generalize to at least some working 
memory tasks. Thus far, a variety of training routes have been shown to improve 
episodic memory performance in younger as well as older adults. 

 The next question is whether there are  age-related differences   in the effi cacy of 
memory training and to which extent memory training may help older adults to 
reduce age defi cits in memory performance. Importantly, cognitively healthy older 
adults are able to acquire and utilize memory strategies, even up to their 80s and can 
indeed improve their memory performance through this form of contextual support 
(for a review, see Brehmer et al.  2014 ). Older adults often show much improvement 
in memory performance, bringing them to the initial level of performance of younger 
adults before training. However, in terms of plasticity, younger adults seem to profi t 
more from strategy-based memory-enhancing interventions than older adults do 
(e.g., Brehmer et al.  2007 ; see also Guye et al. this volume). This is clearly visible 
in the so-called testing-the-limits approach: after extensive training in serial recall 
word lists with the  Method of Loci   1  (i.e., after 17 training sessions distributed over 
the course of more than 1 year), there is an almost perfect separation of age groups—
a magnifi cation of age differences in performance after training (Baltes and Kliegl 
 1992 ). Thus, while older adults can clearly benefi t from strategy-based memory 
training, sometimes approaching or even reaching the initial performance level of 
younger adults, they do not benefi t as much as younger adults do, leading to a mag-
nifi cation of age differences after training (see Fig.  1 ).

   There may be several reasons for the above fi ndings. For one, older adults may 
have diffi culties in forming novel associations between landmarks and the to-be- 
remembered information, for example, due to age-related decline in MTL regions, 
which are known to be crucial for associative memory formation. They may also 
have diffi culties in the use of  mental imagination   for memorization and fi nd it 

1   In the Method of Loci, participants are presented with lists of words, which are learned by form-
ing visual associations between the  n th word and the  n th place (locus) of a fi xed trajectory of 
places (loci) scanned mentally by the participant. Retrieval occurs by taking a mental walk along 
the trajectory, retrieving the associated image at each locus, and deriving the original word from it. 
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 diffi cult to form bizarre or unnatural images, which is important for the effi cacy of 
the Method of Loci. Both of these explanations would add up to being a barrier when 
using rather than acquiring the mnemonic. Age differences in compliance regarding 
the use of the taught strategy may also play a role. In addition, all of the variables 
associated with learning in old age (e.g., the speed of mental operations) are charac-
terized by large age differences favoring the young. Age differences in episodic 
memory performance could then be magnifi ed by training (as in an  amplifi cation 
model  ) partly because the abilities associated with plasticity are reduced with 
advancing age (Verhaeghen and Marcoen  1996 ). While between-person and there-
fore age differences can be reduced after initial mnemonic instruction (i.e., compen-
sation), age differences are magnifi ed after extensive adaptive practice because 
baseline performance and general cognitive resources correlate positively with train-
ing gains, leading to reduced memory plasticity in older adults (Lövdén et al.  2012 ). 

 It is interesting to note that children’s episodic memory performance can also be 
improved through instruction and practice and even more so than older adults: chil-
dren can advance to the trained level of young adults when they have the chance to 
practice the newly learned strategy extensively (Brehmer et al.  2007 ). In this case, 
instruction gains may primarily refl ect developmental and individual differences in 
the strategic component of  memory  —that is, the current ability of individuals to 
make use of the newly learned mnemonic strategy to actively organize (or categorize) 
the to-be-remembered material. Practice gains on the other hand, which are much 
stronger in children than in older adults, may then refl ect developmental and indi-
vidual differences in the associative component of episodic memory more than differ-
ences in the strategic component—that is, individuals’ latent potential in  fi ne- tuning 
mechanisms   involved in the execution of the mnemonic strategy to optimize the 
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  Fig. 1    Training effects and magnifi cation of age  differences  . Older adults can benefi t from mem-
ory training, thereby reaching initial performance levels of younger adults. However, younger 
adults benefi t even more, leading to a magnifi cation of age differences after training (Adapted from 
Baltes and Kliegl  1992 )       
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 formation and retrieval of new associations. Taken together, this evidence reveals that 
while both children and older adults benefi t from memory strategy instruction, only 
children can improve signifi cantly more through extensive training and practice 
because they can rely upon the associative component of memory, which is relatively 
mature. Older adults, on the other hand, show deterioration in the associative compo-
nent such that even after the strategic defi cit has been reduced by strategy instruction, 
they are limited in their memory improvement. 

  Training-Related Changes on the    Neural Level    .  Given the improvement in behav-
ioral performance, it is unsurprising that some studies (mostly employing the 
Method of Loci training) have found associated change in brain activation. A com-
parison of encoding before and after instruction revealed increased activity in fron-
tal areas and fusiform gyrus, and recall after instruction additionally showed 
signifi cant activation in parahippocampal gyrus and parietal regions as compared to 
recall before instruction (Kondo et al.  2005 ). Maguire and colleagues investigated 
superior memorizers in contrast to control subjects and found increased activation 
during encoding in very similar regions, namely, medial parietal cortex, retrosple-
nial cortex, and right posterior hippocampus (Maguire et al.  2003 ). Importantly, 
nearly all of the superior memorizers in this study happened to use a spatial learning 
strategy like the Method of Loci. In general, the activation of frontal regions in these 
studies underlines the increased engagement of control processes and thus the stra-
tegic component, with more posterior, parietal activation pointing to the specifi c 
involvement of imagery due to the nature of the training, while activation in tempo-
ral lobe indicates increased engagement of the associative component. 

 In the context of an aging study, Nyberg and colleagues demonstrated increased 
activity during memory encoding in occipital-parietal and frontal brain regions after 
learning the  Method of Loci   in young adults. Older adults did not show increased 
frontal activity, and only those older participants who had benefi ted from the mne-
monic exhibited increased occipital-parietal activity (Nyberg et al.  2003 ). Therefore, 
age-related differences in memory plasticity may refl ect both a frontal processing defi -
ciency (diminished processing resources) and a posterior production defi ciency. 
Interestingly, a study focusing on encoding success (i.e., successful memory forma-
tion) instead of encoding processes generally, regardless of outcome (as in the case of 
Nyberg et al.  2003 ), found no age differences in neural activation but rather compara-
ble training-induced activation changes across the lifespan (Brehmer et al.  2015 ). This 
might speak to the proposition that brain areas supporting successful memory encod-
ing following strategy instruction and practice remain quite stable across the lifespan, 
particularly in those older adults that have more youth-like brains, such as the posi-
tively selected study sample in the Brehmer et al. study (brain maintenance hypothesis 
of cognitive aging; Nyberg et al.  2012 ; see also Schmiedek this volume). 

 Instructions for the use of a new strategy to improve episodic memory perfor-
mance can be viewed as a case study for the plasticity model introduced above 
(Lövdén et al.  2010 ,  2013 ). Can we regard functional changes as evidence for 
 plasticity when participants show improved performance after instruction for strategy 
use? Following the theoretical defi nition laid out above, a more or less immediate 
change in behavioral performance and its accompanying change in functional 
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 activation due to strategy instruction would not be considered as manifested plasticity 
but rather as fl exibility. In the words of Paul Baltes, this improvement following 
instruction could be termed   baseline reserve capacity      , namely, what an individual is 
capable of when the conditions of assessment are optimized, in other words, provid-
ing for an extended range of possible performances with additional resources (Baltes 
 1987 ).   Developmental reserve capacity      , on the other hand, would then be the plastic-
ity as defi ned in our theoretical model above, namely, a further extension of perfor-
mance range after conditions have been altered, with the aim of full activation, and 
possibly expansion, of an individual’s task-relevant cognitive or neural resources. 
The strongest evidence for such developmental reserve capacity or plasticity would 
then be given if memory performance as such  generally  improved after strategy train-
ing, even if the newly acquired strategy was not used at this specifi c moment. 
Theoretically, the extensive use of such a mnemonic technique as the Method of Loci 
may enable an aged individual to rechallenge brain regions important for episodic 
memory tasks that have become under-challenged due to age- related decline. The 
heightened recruitment and engagement of these brain regions may then evoke mac-
roscopic changes in brain structure—hence, manifestations of plasticity. 

  Combination of Training Types to Enhance    Generalizability and Maintenance    .  In gen-
eral, it seems to be benefi cial, if not necessary, for the enhanced magnitude and pres-
ervation of behavioral effects to combine training of mnemonic techniques with other 
important factors affecting memory performance. A crucial limitation of targeted 
training interventions has been the widespread inability to sustain and generalize (i.e., 
transfer) the benefi ts of training in a specifi c strategy beyond the tasks actually used 
for training (Noack et al.  2014 ; see Schmiedek this volume). The most promising 
results have been provided by multifactorial interventions, in which different memory-
enhancing techniques were combined with training of other skills (e.g., attention, 
relaxation; see Verhaeghen this volume). Under these circumstances, memory perfor-
mance can improve and can be sustained for up to 3.5 years (Stigsdotter Neely and 
Bäckman  1993 ). Stigsdotter Neely and Bäckman provide well-founded arguments for 
the benefi t of involving several critical aspects of memory functioning in memory 
training programs if they are to be maximally effective. Age-related defi cits in episodic 
memory have an array of different sources (Bäckman  1989 ). Defi cient retrieval mech-
anisms alone or impaired encoding and retrieval mechanisms could just as well play a 
role as attentional defi cits. Older adults also seem to be disadvantaged with respect to 
a number of  noncognitive factors  , such as laboratory anxiety and level of arousal. As 
memory defi cits accompanying the aging process have several origins, efforts to alle-
viate these defi cits should ideally be multifactorial as well, to best target the problems 
(see Colzato and Hommel this volume). Training of encoding operations to provide 
effective strategies for organization and visualization of the material could then be 
combined with training of attentional skills—to improve concentration, focusing of 
attention, and vigilance, all of which are necessary to meet the attentional demands of 
remembering—and should additionally be combined with training to reduce levels of 
situational anxiety. Specifi c pretraining techniques focusing on image elaboration, 
verbal judgment, and relaxation have also been shown to enhance the application of a 
 mnemonic technique      and helped to maintain its effi cacy (Sheikh et al.  1986 ).  
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    Boosting Memory Training: A Promising 
Future Training  Paradigm   

 Furthermore, reaching beyond the rationale for multifactorial combined  training  , 
we would like to emphasize that physical exercise intervention also needs to be 
taken into consideration (see Pothier and Bherer this volume). In particular, this 
applies to older adults whose bodily functioning is also undergoing senescent 
changes that may have strong implications for cognition. Observational studies con-
tinue to suggest that adults who engage in physical activity have a reduced risk of 
cognitive decline and dementia (for a review, see Duzel et al.  2016 ). Exercise can 
exert a protective effect, even if initiated in later life. Although the mechanisms 
through which physical exercise affects cognition, and especially episodic memory, 
are not yet fully understood, there is growing evidence that selected aspects of cog-
nition are responsive to increases in physical exercise (Cotman and Berchtold  2002 ). 
For example, Erickson and colleagues observed that the hippocampus increased in 
size after 1 year of moderate exercise and this structural change was correlated with 
changes in spatial memory performance (Erickson et al.  2011 ; but note that memory 
changes did not differ between the experimental and the control group). Another 
study reported selective increases in cerebral blood volume in dentate gyrus—pos-
sibly an indicator for exercise-induced neurogenesis—after 3 months of exercising, 
which correlated with changes in cognitive performance (Pereira et al.  2007 ). In an 
earlier study, a combination of mental and physical training led to greater effects on 
a memory score than either activity alone (Fabre et al.  2002 ). The mental training 
program was multifactorial and comprised tasks involving perception, attention, 
association, and imagination. 

 Taken together, we propose that future studies should focus on such multi- 
domain training approaches based on fi ndings from the animal literature. Researchers 
examining rodents have emphasized both cognitive enrichment and enhanced phys-
ical activity as the driving forces behind plastic changes (Kempermann et al.  2010 ). 
One can speculate that physical activity may not only enhance cognition directly but 
also improve plasticity as the capacity for change per se. Physical activity may 
therefore boost the effects of cognitive enrichment or training on both the behav-
ioral and the neural level. Such an additive effect of physical exercise and environ-
mental enrichment has been shown before in the mouse hippocampus (Fabel et al. 
 2009 ). Voluntary physical exercise and environmental enrichment both stimulate 
adult hippocampal neurogenesis in mice, but via different mechanisms. That is, 
 running in a wheel induces precursor cell proliferation, whereas environmental 
enrichment exerts a survival-promoting effect on newborn cells. Fabel and col-
leagues reported an increased potential for neurogenesis in that proliferating precur-
sor cells were activated by running and then received a survival-promoting stimulus 
due to environmental enrichment following the exercise. Ten days of running fol-
lowed by 35 days of environmental enrichment were additive such that the com-
bined stimulation resulted in a 30 % greater increase in new neurons as compared to 
either paradigm  alone   (see Fig.  2 ; Fabel et al.  2009 ). Translated to the human 
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 hippocampus, this may mean that physical exercise could stimulate proliferating 
precursor cells that would then be more likely to survive if challenged by appropri-
ate cognitive enrichment relying on the hippocampal structure, as, for example, 
memory demands. In this way, physical  exercise   could fi rst “prepare” the aged MTL 
for increased usage. Hypothetically, any ensuing strategy instruction and specifi -
cally the practice of memory strategies could then—and perhaps only then—be 
successfully and fully exploited. As the associative and strategic components of 
memory function in intricate ways and are critically important for episodic memory 
performance, it seems to be a promising route to target both components and the 
neural regions underlying their functioning, namely, MTL and frontal lobe, in a 
combined multi-domain training paradigm.

       Concluding Remarks 

 Put simply, episodic memory can be trained. Children as well as younger and older 
adults profi t from strategy instruction, and it is encouraging to see that older adults can 
reach initial performance levels of younger adults after strategy instruction. Importantly, 
such performance gains most likely refl ect manifestations of fl exibility—defi ned as 
the adaptive reconfi guration of the exisiting functional and structural repertoire—and, 
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  Fig. 2    Additive effect of physical exercise and environmental enrichment in the  mouse hippocam-
pus  . Voluntary wheel running and enriched housing have each been shown to result in an increased 
number of cell labels with bromodeoxyuridine (BrdU) and new neurons compared to no running 
in standard housing. Combined running and enriched housing result in an even greater increase of 
BrdU-positive cells and newborn neurons. BrdU is commonly used to detect proliferating cells in 
living tissue (Adapted from Fabel et al.  2009 )       
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if implemented correctly, rely most heavily on the strategic component of memory, 
that is, on prefrontal regions of the brain. Further performance gains following exten-
sive practice are then most likely to be manifestations of plasticity. Unlike fl exibility, 
plasticity does not only make use of preexisting neural resources but also changes 
them fundamentally. Here, older adults show reduced levels of plasticity compared to 
children and younger adults, as indicated by their lower performance gains following 
practice. In our view, one promising route for intervention is to provide older adults 
with memory training in combination with physical exercise to revitalize plasticity and 
thereby boost training effectiveness. Strategy training alone may be too narrow an 
intervention to result in substantive transfer and lasting maintenance of acquired skills. 
Currently, combined  memory training types  , most promisingly in concert with physi-
cal exercise, seem to be the best bet to not only target the strategic but also the associa-
tive component of memory, thereby hopefully having a widespread and lasting effect 
on memory functioning.     
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         Introduction 

  Prospective memory (PM)   refers to tasks in which one must remember to carry out 
an intended action at some point in the future. Good PM is vital in everyday life 
(McDaniel and Einstein  2007 ), whether remembering an appointment, paying a bill, 
or taking a prescription. While PM is important for everyone, the consequences of 
failure can be much greater for older adults. A missed doctor’s appointment or a 
forgotten pill can have dire repercussions. In addition, older adults complain most 
about PM failures compared to other memory issues (McDaniel and Einstein), and 
PM ability declines with age, at least for some types of PM (for a review, see Henry 
et al.  2004 ). Given the potential benefi cial impact, PM is an ideal target for training, 
especially in older adults. Yet, very few cognitive training programs in general, or 
specifi cally for older adults, have attempted to train PM (see Waldum et al.  2014 , for 
a review). Here, we fi rst discuss the theoretical approach—including  what  to train 
and  how  to train it—that has guided our attempts to train PM. We then provide evi-
dence from existing data and current preliminary work supporting and informing 
this approach.  
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    Theoretical Approach 

 The fundamental  goal   in developing a training protocol for PM and a standard goal 
in cognitive training is to promote transfer or generalization beyond the context of 
learning. That is, training that learners undergo should be helpful beyond the labora-
tory and applicable in the real world (see also Guye et al. this volume, Karbach 
and Kray this volume, Strobach and Schubert this volume, Swaminathan and 
Schellenberg this volume). However, transfer following cognitive training has been 
elusive (see Hertzog et al.  2009 ; McDaniel and Bugg  2012 ). With this challenge in 
mind, our broad approach is to look at existing literature and focus on identifying 
effective PM strategies that learners can be explicitly taught to apply and generalize 
more broadly. This is a somewhat innovative approach as other cognitive training 
protocols have embraced different underlying assumptions. For example, some cog-
nitive training has taken a  restorative   approach  , attempting to enhance the underly-
ing neural physiology to improve cognition (see Lustig et al.  2009 , for a review; 
Taatgen this volume; Wenger and Shing this volume). Other cognitive training pro-
grams include only practice of relevant tasks rather than explicit instruction on how 
to approach them (e.g., for attentional control, Karbach and Kray  2009 ; Kramer 
et al.  1995 ; Mackay-Brandt  2011 ; for retrospective memory control, Jennings and 
Jacoby  2003 ; for working memory, Harrison et al.  2013 ; Redick et al.  2013 ). Even 
one of the very few training programs aimed at improving PM used only practice 
and was only somewhat successful in producing transfer (Rose et al.  2015 ). In con-
trast, rather than attempting to modify the nervous system or rely on learners gain-
ing spontaneous insights into how to best handle PM tasks through repetitive 
practice, our approach is to teach effective, effi cient strategies with which learners 
can tackle PM tasks. 

 We adopted such an approach for several interrelated reasons. First, the PM lit-
erature has revealed that dissociated processes underlie different PM  tasks   
(described below), as opposed to perhaps more unitary skills (tasks) that seem to 
submit to restorative or practice-alone regimens (e.g., attentional control, working 
memory). Second, PM strategies have been identifi ed that we assume are directly 
useful in everyday PM tasks (unlike some trained retrospective memory strategies; 
cf. McDaniel and Bugg  2012 ). Of note is that PM in the laboratory is quite different 
than PM in the real world. PM tasks that are encountered in everyday life are widely 
variable and occur in a myriad of contexts; for example, they include remembering 
to put a rent check in the mail every month, remembering to pick up a friend at the 
airport, and remembering to give a housemate a message. By contrast, laboratory 
PM tasks involve remembering to press a particular key when a given target appears 
(the word  president  or the syllable  tor ) during an ongoing task (answering trivia 
questions; Einstein et al.  1995 ). Thus, a challenge for a PM training program is 
creating strong connections between the laboratory training context and the situa-
tions learners are faced with in their daily lives (see also Guye et al. this volume). 
Because practice alone can produce brittle skills that are tightly tied to training 
(e.g., Healy et al.  2005 ), we felt that appropriately selected strategies and training 
could better allow learners to link the laboratory context to everyday PM situations. 
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In fact, Bottiroli et al. ( 2013 ) found benefi ts of a strategy approach for promoting 
transfer—on retrospective memory tasks—specifi cally with older adults (see also 
Wenger and Shing this volume; PRIMs theory in Taatgen this volume). Third, avail-
able evidence suggested that these strategies might help override age-related cogni-
tive limitations that attenuate PM performance for older adults (e.g., Liu and Park 
 2004 ). In sum, for PM our aim has been to create and test a cognitive  training   
intervention that is applicable for improving PM in the real world and teaches learn-
ers effective practical strategies informed by the basic PM literature. 

 Despite little work on  training  PM, the broader PM literature indicates a number 
of strategies that learners could use to improve their PM. As just noted, there are dif-
ferent  types   of PM that rely on different processes (McDaniel and Einstein  2007 ) and 
accordingly are associated with different effective strategies. Focal PM tasks involve 
cues that are presented in the focus of attention and thus are easy to recognize as a 
cue for performing the related task. For example, seeing a coworker in the hallway 
can act as a focal cue to give that person a message. In other words, simply seeing 
that coworker might automatically bring to mind the PM task of relaying the mes-
sage. Because PM intentions like this are associated with focal cues that can stimu-
late spontaneous retrieval of the intention, they can be performed without actively 
looking for the cue. Previous research indicates that creating a strong association 
between the anticipated cue and the PM intention (an implementation intention strat-
egy) can improve performance on focal tasks (e.g., McDaniel and Scullin  2010 ). 

 In contrast,  non-focal tasks   involve cues that occur outside the focus of attention 
and are therefore more diffi cult to notice. For instance, one may need to stop at the 
grocery store after work, but the store itself is not easy to notice in the midst of a rou-
tine drive home where one must pay attention to traffi c, etc. Here, actively monitoring 
for the cue is needed in order to successfully notice (Einstein et al.  2005 ), otherwise 
one might drive right by the store. The implementation intention strategy that is effec-
tive for focal tasks would not be as helpful in non-focal PM tasks since the key is to 
notice the cue in the fi rst place (Breneiser  2007 ). Thus, the best strategy for non-focal 
tasks may be to simply check for the cue frequently and actively attend to that inten-
tion (an event-monitoring strategy; see also Wenger and Shing this volume). 

 Similarly, time-based PM  tasks  , wherein an intended action must occur at a par-
ticular time, require this type of active monitoring. Furthermore, the only cue is the 
time itself, whereas in focal and non-focal tasks, events are the cues. This type of 
task is especially challenging for older adults (Einstein et al.  1995 ). Prior work indi-
cates that learners who check the clock more often as the target time nears perform 
intended actions more frequently (Einstein et al.). Consistent with this fi nding, older 
adults are less likely than younger adults to ramp up their monitoring as the target 
time approaches (Einstein et al.  1995 ; Park et al.  1997 ). Teaching older adults to use 
this strategic clock checking may be the most effective strategy for improving their 
performance on time-based tasks. 

 Beyond strategies to teach older adults, an important question is how to implement 
the training. In what form should these strategies be taught such that older adults learn 
them well and learn to apply them outside the context of learning? Several key factors 
may be critical for designing the most benefi cial training program.  
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    Key Factors for Training: The  EXACT Study   

 As part of a larger cognitive training and aerobic exercise program (EXercise And 
Cognitive Training project–EXACT; McDaniel et al.  2014 ), McDaniel and col-
leagues developed a protocol specifi cally aimed at improving PM through strategy 
use (Waldum et al.  2014  describe this protocol in detail; see also Pothier and Bherer 
this volume). Five main components were implemented in an 8-week intensive inter-
vention. First, learners were given explicit instructions about effective strategies to 
use in PM tasks, specifi cally tailored for each type of task. Second, both to increase 
the generalizability of training and capitalize on previous memory research, the 
training context varied greatly. In terms of generalizability, as mentioned above, PM 
tasks are widely variable, both in task type (focal, non-focal, time based) and in con-
text. Accordingly, learners were trained using several ongoing tasks that tapped dif-
ferent types of PM. Encountering various scenarios during training might make 
learners’ approach more fl exible and resilient in the face of new PM challenges. 
Additionally, learners may start to be able to identify the different types of PM tasks 
and then transfer the appropriate strategies accordingly. This line of reasoning is also 
consistent with memory research on encoding variability wherein multiple contexts 
at the learning stage can improve later memory for the to-be-remembered material 
(Hintzman and Stern  1978 ). 

 Third, combined with the wide variety of laboratory tasks, homework was added 
to the program. That is, learners were given assignments to complete outside the 
laboratory regarding PM situations they faced in daily life. Explicit practice apply-
ing the training they received in the lab to their regular lives is likely to be benefi cial 
for later transfer (e.g., Schmidt et al.  2001 ). Fourth, as the training program went on, 
the diffi culty of the tasks increased. Learners were asked to keep in mind more PM 
objectives, and the nature of the tasks also became more challenging. Simultaneously, 
the trainer’s involvement decreased from initially providing explicit strategy instruc-
tion prior to each training task to later expecting the learners to use the relevant 
strategies without prompting. This idea of increasing the diffi culty across the train-
ing program is consistent with the broader literature on cognitive training. In the 
restorative approach, the demands of the task are incrementally increased to push 
the  ultimate   level of acquisition of the trained skill (e.g., retrospective memory 
training, Jennings and Jacoby  2003 ; attentional training, Mackay-Brandt  2011 ). 
Additionally, in the occupational therapy domain, strategies are trained such that 
learners are required to initiate and apply the strategies across activities that system-
atically differ in physical similarity and context but remain at the same level of 
complexity. In this sideways approach, task diffi culty is only increased after strat-
egy transfer has been observed (Toglia  2011 ). Again, intervention is designed to 
encourage transfer and generalize the training to learners’ everyday lives. 

 Fifth, a key component of the EXACT project was to evaluate the training effects 
with computer simulations of cognitively challenging real-world tasks (e.g., cook-
ing breakfast, Craik and Bialystok  2006 ; remembering health-related information 
and the sources of that information). Older adults completed (pre- and post- training) 
a simulation of going through the course of a day for three successive days (the 
 Virtual Week (VW)   task; Rose et al.  2010 ). During the course of each day, the older 
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adults have to remember a number of prospective tasks, such as “remember to drop 
off dry cleaning when you go shopping” and “remember to take asthma medication 
at 11 a.m. and 9 p.m.” (in the game, a person’s token passes squares that indicate the 
virtual time for the day). 

 The results of the EXACT study were especially encouraging with regard to 
training PM (see McDaniel et al.  2014 ). Eight weeks of cognitive training on labo-
ratory PM tasks with the components discussed above produced signifi cant gains 
(from pre- to posttests) in remembering to perform the real-world VW PM tasks 
relative to a control that did not receive PM training or an aerobic exercise control 
(a real clock time-based task did not show training effects). By contrast, cognitive 
training did not produce signifi cant gains for the cooking breakfast or memory for 
health information tasks. However, the EXACT study was not designed to isolate 
the impact of particular training components to the success of the training protocol 
for improving PM; accordingly, many basic issues remain unanswered (see Waldum 
et al.  2014 , for detailed discussion). 

 Briefl y, the cognitive training included  attentional   control training tasks and ret-
rospective training tasks in addition to PM training; thus, though plausible, it remains 
uncertain that the PM training alone would be suffi cient to produce transfer to the 
real world like VW tasks. Also, the PM training protocol included a number of com-
ponents—including using a different laboratory task each week (variable training) 
and explicit strategy instruction—either or both theoretically could have been instru-
mental in promoting transfer. Initial support for the value of these components comes 
from noting that in the EXACT protocol, the attentional control training and the 
retrospective memory training, following the precedent from the literature, generally 
did not include explicit strategy instruction and repeatedly used the same training 
task over the course of the eight weeks. As just mentioned, there was no signifi cant 
transfer of training to the real-world attentional control task (cooking breakfast) or to 
the real-world retrospective memory task (memory for health information). Clearly, 
experiments that directly compare variable training (varying the parameters of the 
practice task rather than keeping it constant; e.g., Kerr and Booth  1978 ; Goode et al. 
 2008 ) to training with a single task and directly compare explicit strategy instruction 
with a typical practice-only procedure (e.g., Kramer et al.  1995 ; Jennings and Jacoby 
 2003 ) would provide valuable insights as to the importance of these factors in pro-
moting the generalizability of cognitive training. In the next section, we describe our 
ongoing research doing just that in PM training. 

 Finally, a feature of the EXACT project that poses practical limitations is that the 
cognitive training was a huge undertaking, requiring a great deal of commitment 
and investment from the trainers and the learners. A major practical issue is whether 
a more effi cient training program focusing on PM per se and restricting training to 
one session (rather than multiple sessions as in EXACT) could support transfer of 
strategies to real-world PM tasks. Initial studies have reported signifi cant improve-
ments with older adults in everyday-like PM tasks using a brief implementation 
intention instruction for the target PM task (Liu and Park  2004 ; Shelton et al.  2016 ). 
Accordingly, it seemed possible that a single PM strategy training session could 
support transfer, and if so, then an effi cient and nondemanding training protocol 
could be provided to older  adults   to improve their everyday PM success.  
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     Ongoing Research   

 Our ongoing research aims to address the questions raised above. Specifi cally, our 
focus is on evaluating the success of PM training within a single 60–90 min training 
session that uses variable training tasks versus a single training task and that uses 
explicit strategy instruction versus practice alone. At present, we have completed 
testing on only a handful of participants (up to three in each condition of four condi-
tions defi ned by the factorial combination of strategy instruction versus practice 
alone and variable versus a single training task). Overall, for the transfer task 
(Virtual Week), those who trained with variable training tasks and received explicit 
strategy instruction showed the most improvement in performance (19 % improve-
ment from pretest to posttest compared to an average of just 10 % across all other 
conditions). We caution that these data simply show some initial trends that may 
hint at what aspects of training are the most benefi cial for improving prospective 
memory in older adults.  

     Metacognitive Strategy Training   

 It may be that neither explicit strategy instruction nor practice alone (such that learn-
ers might not discover their own strategies) is most optimal. Instead, guided use of 
effective strategies that integrates metacognitive components may extend benefi ts of 
strategy training by helping a person recognize when and why a particular strategy 
is applicable and thus increase probability of generalization. Metacognitive strategy 
training focuses on the general process of how to go about a task, including analyz-
ing task demands, strategy generation and selection, and self- monitoring and self-
evaluation of performance (Toglia  2011 ). A learner-centered approach that actively 
engages the participant in a collaborative process of planning or choosing strategies 
and evaluating effectiveness can be integrated with metacognitive strategy training 
by using systematic questions and guided prompts to facilitate self-generation of 
strategies (Polatajko et al.  2011 ; Toglia  2011 ). Learner- centered approaches, such as 
guided discovery, are rooted in constructivism theories of learning that suggest that 
learning is enhanced when the learner is actively engaged in the process of discover-
ing solutions themselves. 

 Preliminary evidence supporting use of guided metacognitive strategy techniques 
in enhancing transfer of learning or generalization has been reported for older adults 
(Bottiroli et al.  2013 ; Dawson et al.  2013 ) as well as for cognitive rehabilitation of 
executive functions in individuals with stroke or brain injury (Skidmore et al.  2014 ; 
Toglia et al.  2010 ). For example, Bottiroli et al. ( 2013 ) found that transfer of learning 
was facilitated in older adults by encouraging active involvement in analyzing mem-
ory tasks involving lists, stories, locations, or paired associates and adapting strate-
gies to meet task demands. Guided metacognitive strategy training, however, has not 
been applied to PM training. Another important question therefore is whether PM 
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strategies are best learned through explicit instruction or through guided metacogni-
tive methods. 

 We adapted a guided metacognitive strategy framework described by Toglia 
( 2011 ) to the training of PM. The framework is outlined in Table  1  and consists of 
three components: (1) pre-activity discussion on analyzing task demands, identify-
ing similarities with meaningful activities, and self- generation of  strategies  ; (2) 
mediation during the task to facilitate self-monitoring and use of alternative strate-
gies when needed; and (3) after-task questioning aimed at promoting self-evaluation 
of performance and strategy use. We conducted a pilot pre-post intervention study 
with 15 healthy older adults, ranging from age 60–90 with a median age of 66, to 
further develop and test the feasibility and effectiveness of a guided metacognitive 
strategy approach for PM training. All participants were living independently in the 
community and scored above the cutoff of 26 on the Montreal Cognitive Screening 
Assessment. The Virtual Week task (VW task previously described) was used 5–8 
days before and after a single guided metacognitive strategy training session to 
determine whether there was a signifi cant increase in proportion of completed PM 
tasks following intervention. Participants returned 1 week later for the training ses-
sion. This session includes three different computerized PM games (“famous faces,” 
“general knowledge trivia”, and “Where’s Waldo”), previously described by 
Waldum et al. ( 2014 ). The games were counterbalanced and involved different types 
of PM with increasing diffi culty across the tasks (focal + time based, non-focal + time 
based, a combination of all three or focal, non-focal, and time based).

   After a general introduction to types of PM, the participant was then presented 
with PM trial tasks and asked to identify the type of PM required by the task (focal, 
non-focal, time based). The trainer followed a script and used systematic question-
ing to guide the person to the correct response. Next, guided questioning was used 
to help the person identify how the PM training task was similar to everyday activi-
ties or situations. They were then encouraged to identify strategies or the best meth-
ods to optimize performance. If the individual was unable to generate strategies 

   Table 1    Guided metacognitive strategy framework for prospective memory  training     

 Treatment session components  Metacognitive focus 

 Pre-activity 
discussion 

 Identify type of PM  Analysis of task demands 
 Identify everyday activities that 
involve similar PM requirements 

 Connect PM task with everyday 
activities. Identify similarities of task 
characteristics 

 Generate strategies for PM  Plan and choose strategies that match 
task demands 

 During task  Stop and mediate after errors are 
observed 

 Self-monitoring skills 

 Guide generation of alternate 
strategies if needed 

 Strategy adjustment based on 
performance 

 After task  Participant summarizes methods 
used and comments on strategy 
effectiveness 

 Self-evaluation of performance 
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with prompts or chose strategies that were judged as ineffi cient by the examiner, the 
examiner did not provide comments. Instead the person was given the opportunity 
to try the activity using their own methods. 

 During the activity, the examiner stopped and mediated performance as errors 
occurred and guided the person to reassess the effectiveness of their method. If 
needed, the person was encouraged to adjust or generate alternative strategies. At 
the end of the activity, the participant was asked to identify the methods they used 
to help themselves remember, comment on strategy effectiveness, and whether they 
would change the way they went about the activity if they did the activity again. One 
week after training, participants completed 3 days of the VW task and a question-
naire regarding the use of strategies during VW as the fi nal assessment. 

 Our pilot results show promise for a single-session  metacognitive   strategy 
approach. Results of paired sample  t -tests between pre- and posttest scores for time- 
based VW tasks revealed signifi cant  differences   (see Table  2  for means and  t - 
values). Event-based tasks demonstrated marginal differences, with  t -values just 
below signifi cance levels. This trend is consistent with fi ndings by Waldum et al. 
( 2014 ), who found a treatment effect for time-based but not event-based PM tasks. 
Although preliminary fi ndings are encouraging, conclusions cannot be drawn with-
out a control group comparison, which is presently in progress.

       Conclusions 

 All in all, our preliminary results suggest that a relatively brief training session can 
produce transfer of learned PM strategies to at least a simulation of real-world PM 
tasks. A unique aspect of our research is the appreciation of different types of PM 
tasks, with training oriented toward informing learners of these differences and 
highlighting particular strategies targeted at the different type of  tasks  . It seems that 
a parallel approach for retrospective memory training might be considered to 
improve outcomes for assisting older adults with their everyday retrospective mem-
ory challenges (cf. McDaniel and Bugg  2012 ). Clearly, a defi nitive conclusion 
awaits more complete experimental fi ndings, but at this point, we are encouraged 
that the present training approach might benefi t older (and younger) adults in 
improving their everyday prospective remembering. 

   Table 2    Means as a function of type of prospective memory task and time of test, with paired 
 t -tests of  pre-post differences   ( n  = 15)   

 Outcome 

 Pretest  Posttest 

  t    M   SD   M   SD 

 Regular event based  .623  .35  .845  .25  −2.06 
 Regular time based  .555  .43  .823  .22  −2.92* 

 Irregular event based  .667  .67  .823  .21  −1.87 
 Irregular time based  .333  .36  .667  .36  −2.39* 

  * p  < .01  
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 More generally, our research is attempting to examine and identify essential 
ingredients of cognitive training that enhance successful outcomes and generaliza-
tion. There are many choices to be made in developing cognitive training, and as 
researchers, we need to be confi dent that those decisions will provide the greatest 
improvement (Schmiedek this volume). Fundamentally of interest is what we are 
trying to train. Many programs have targeted cognitive capacities themselves (see 
Guye et al. this volume). Instead, our approach is to focus on  teaching effective 
strategies   that older adults can use to tackle the PM situations they face. 

 One concern is how to implement this kind of  strategy training  , starting with how 
extensive the training ought to be. Though several sessions may be benefi cial, the 
right kind of single training session may help older adults, which is a more practical 
proposition. In such a single session, the variability of the tasks that participants are 
exposed to in training is likely to be critical to later generalizability; experiencing a 
few different tasks may allow for more robust and fl exible strategy development 
and application. In strategy training, we are also investigating whether explicit strat-
egy instruction or guided metacognitive strategy training might be best. It appears 
that having such support in instruction does benefi t older adults over allowing them 
to try and develop their own approach to PM tasks (practice alone). 

 Finally, the  ecological validity   of the training and the assessments of learning 
and transfer are critical. PM looks quite different inside and outside the laboratory. 
Thus, it is an important goal to foster the transfer of effective strategy use from 
training to the real world. As such, training programs must consider the balance and 
inclusion of laboratory training, homework, and simulated real-world activities dur-
ing training such as the VW task. As these different considerations are explored, we 
are confi dent that an effective and effi cient PM training for older adults will emerge, 
one that promotes transfer and generalizability to the real-world PM challenges.     
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      Executive Functions                     

     Julia     Karbach      and     Jutta     Kray    

         Introduction 

 The ability to control behavioral activity and to adapt to changing environmental 
demands is described as executive functions and includes a set of higher-level 
 cognitive control   processes. Many of these control processes gradually develop 
over childhood and well into adolescence while declining in older age. In this chap-
ter, we will review evidence indicating that executive control functions can be 
improved by training across a wide range of ages. In the fi rst section, we introduce 
defi nitions and models of executive functions and present their  implications   for the 
training of executive control. Secondly, we review fi ndings from studies focusing on 
the training of multitasking, inhibition, and cognitive fl exibility and discuss indi-
vidual differences in the effects of these training interventions. The last section sum-
marizes the current state of research and suggests important issues for future research.  

     Defi nition and Models   

 The term executive functions (EFs) refers to a set of cognitive processes serving to 
guide thoughts and actions along internal or external goals, tasks, and intentions in 
order to optimally adapt to changes in the environment. There is relative consensus 
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in the literature what kind of tasks and situations require EF, such as multitasking, 
task switching and scheduling, and performance monitoring. However, there exist 
different views on the structure of EF and the question of whether they are better 
described as a unitary or modular construct. Within traditional models from work-
ing-memory research, EF is often conceptualized as a unitary system that is involved 
in coordinating and controlling of processing and storing of information in working 
memory. For instance, in the well-known working-memory model by Baddeley 
( 1996 ), a central executive system is considered to be responsible for coordinating 
the information fl ow between the phonological loop, visual–spatial sketchpad, and 
the episodic buffer. Hence, different functions need to be coordinated such as the 
active maintenance of task-relevant information, retrieval from long-term memory, 
attending to relevant information and inhibiting irrelevant ones, and scheduling of 
multiple tasks. Coming from a neuropsychological research tradition, Norman and 
Shallice ( 1986 ) suggested the supervisory attentional model that distinguishes 
between automatic and controlled information processing modes by assuming two 
separate systems, the contention scheduling and the  supervisory attentional system 
(SAS)  . The SAS is especially required, for instance, in situations in which tasks and 
demands are novel, diffi cult, and dangerous or in situations in which the suppressing 
of a dominant but currently inappropriate behavior and action tendency is needed. 
Hence, its main function is to bias the contention-scheduling system in a way that 
task-relevant information is activated while task-irrelevant information is inhibited. 

 In contrast to the view of a unitary system of EF, other researchers have stressed 
a modular view assuming a set of several distinct functions. These  functions   include 
(a) initiation of complex behavior, (b) actively maintaining of task-relevant  infor-
mation  , (c) shifting between tasks and mind sets, (d) planning and scheduling of 
multiple steps of complex tasks and events, (e) inhibition of inappropriate behavior 
and response tendencies, (f) performance monitoring and adjustment, and (g) coor-
dination of multiple task requirements, and so on (cf. Miller and Cohen  2001 ; Smith 
and Jonides  1999 ). Such a modular view was further supported by empirical evi-
dence of discrete neuronal systems involved in these different functions that were 
reported in clinical studies including patients with particular lesions as well as in 
neuroimaging studies. For instance, it has been found that maintaining and biasing 
task-relevant task sets during task preparation were specifi cally associated with 
activity changes in the dorsolateral prefrontal cortex, while processing of response 
confl ict during task execution was specifi cally associated with activity in the  ante-
rior cingulated cortex (ACC)   (Botvinick et al.  2001 ). Such double dissociations of 
neuronal activations in different executive functions contributed to a modular view. 

 Using a structural equation modeling approach, Miyake and colleagues ( 2000 ) 
integrated these opponent theoretical views on EF. They found evidence supporting 
both the unity and diversity of executive control by investigating individual differ-
ences in indicators of three core components of EF, working memory, shifting, and 
inhibition. Results of this fi rst modeling study revealed that all three constructs were 
separable but moderately correlated, indicating that they were not fully independent 
of each other. 

 Interestingly, this theoretical view is now also supported by meta-analytic evidence 
on the basis of neuronal data. In this study, Niendam et al. ( 2012 ) included about 200 
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neuroimaging studies on EF examining shifting, planning, working memory, initia-
tion, and vigilance and determined common as well as domain-specifi c brain activa-
tions across these functions. The results indicated a common pattern of activation 
including the prefrontal, dorsal anterior cingulate, and parietal cortices in line with the 
idea of the higher-order control system. At the same time, they also found evidence for 
domain-specifi c activation depending on the involved executive task in anterior  pre-
frontal  , anterior, and midcingulate as well as subcortical brain regions. Note that indi-
vidual variation in fl uid intelligence has been linked to EF and the effi ciency of 
recruiting the dorsolateral prefrontal cortex (e.g., Miller and Cohen  2001 ).  

    Implications for the Expected Effects of Executive 
Function  Training   

 Considering the different theoretical views on EF described above, which positive 
effects are to be expected after a training of EF? As discussed in detail in this volume 
(e.g., Schmiedek this volume; Taatgen this volume), a  cognitive training   intervention 
should not only result in performance gains on the trained components of EF; it 
should also generalize to other cognitive functions or even to everyday activities and 
school and academic performance. Finally, these gains should also persist over lon-
ger periods of time. However, if and to what degree transfer of training in cognitive 
functioning is possible has fueled a heated debate in recent years, especially regard-
ing working-memory training (e.g., Melby-Lervåg and Hulme  2015 ; Shipstead et al. 
 2012 ; see also Katz et al. this volume; Könen et al. this volume). 

 From the perspective of a unitary view on EF, we would expect to see relatively 
broad transfer of EF training to a large variety of other aspects of EF because train-
ing the higher-order control system should enhance a broad range of different 
EF. Taking a more modular perspective, the generalization of training gains in one 
EF should not necessarily result in benefi ts in another EF, and the scope of transfer 
should depend on the degree of domain-specifi c overlap (processing and neural) 
between the trained and the transfer task (i.e., the more shared resources, the more 
likely transfer should be). Assuming both common and domain-specifi c aspects of 
EF, we would expect to see larger transfer if the prefrontal–dorsal–parietal control 
network is trained. 

 Aside from the transfer scope, Lövdén and colleagues ( 2010 ) proposed a funda-
mental precondition for the success of a training intervention in their theoretical 
framework of cognitive plasticity: They assumed that the environmental demands 
during training should cause an imbalance with the actual brain supply. In case of a 
substantial and prolonged mismatch between environmental demands and brain 
supply, the brain will react to this mismatch with functional or structural brain 
changes. Taking a lifespan view, age-related defi cits in EF that are typically present 
in childhood and older age suggest that this mismatch will occur more often in these 
age groups, indicating that especially children and older adults may gain from a 
moderate mismatch induced by training interventions targeting EF. As a conse-
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quence, they will benefi t more than younger ones from brain alteration in their less- 
effi cient prefrontal lobe system (see below). 

 To sum up the theoretical considerations, a training intervention enhancing a 
superordinate fronto–cingulo–parietal network in groups showing alterations in 
these brain regions should have a good chance to generalize to other EF and even to 
fl uid abilities. As most of the training studies on EF in the last decade aimed at 
enhancing working  memory  /updating and various reviews and meta-analyses exist 
(see also Könen et al. this volume; Rueda et al. this volume; Guye et al. this vol-
ume), we will focus our summary of research fi ndings on recent evidence regarding 
the effectiveness of training in multitasking, task switching, and inhibition and will 
discuss them in the light of the theoretical considerations presented above.  

     Multitasking Training      

 The majority of multitasking training studies has applied dual-task trainings and 
reported robust practice-related improvements in the ability to coordinate two 
simultaneously presented and overlapping component tasks (for a review, see 
Strobach et al.  2014 ). These training-induced gains generalized to new, untrained 
dual-task situations. While no such gains were found after single-task practice (i.e., 
practice on the component tasks one at a time), hybrid training including both 
single- task and dual-task situations increased transfer to a visual–auditory dual task 
(e.g., Liepelt et al.  2011 ). The second auditory response selection started earlier and 
more effi ciently after hybrid training than after single-task practice, resulting in 
reduced dual-task costs. This suggests that the training indeed resulted in an opti-
mized and effi cient processing of two simultaneously presented tasks. 

 While these and other fi ndings provided evidence for the acquisition of transfer-
able task-coordination skills, the specifi c nature of such mechanisms is still under 
debate. One recent model, the  Effi cient Task Instantiation (ETI)   model (Strobach 
et al.  2014 ), assumes that dual-task performance improves after dual-task practice 
because relevant task information (such as stimulus–response mapping rules) is 
effi ciently and conjointly instantiated in working memory at the onset of a dual-task 
trial. Several fi ndings from the dual-task literature support the ETI model. First, De 
Jong ( 1995 ) showed that incomplete instantiation of relevant task information 
resulted in impaired dual-task performance. Second, investigating older adults with 
age-related working-memory impairments and younger adults without these defi cits 
showed signifi cant age differences: in contrast to younger adults, older participants 
did not learn the instantiation of a complex second task unless its complexity, and 
therefore the associated working-memory load, was reduced (Maquestiaux et al. 
 2004 ). Third, the effi cient instantiation of task information during training was 
impaired in young adults when a working-memory overload was induced by highly 
complex training tasks (Ruthruff et al.  2006 ). These fi ndings are also in line with 
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the theoretical framework outlined above as they underline that  training      demands 
have to induce a moderate mismatch that differs across age in order to induce 
practice- related improvements in EF. 

 Aside from working-memory processes, the ability to resolve task interference 
plays an important role for the effectiveness of dual-task training. Evidence for this 
view comes from a recent study by Anguera and colleagues ( 2013 ). They examined 
the effectiveness of dual-task training in older adults by embedding the training in 
an adaptively designed game simulation called  NeuroRacer  . The authors compared 
training and transfer gains in a group of older adults in three training conditions: 
participants were (1) to perform both tasks simultaneously (dual-task training con-
dition), (2) to perform each task separately (single-task condition, active control 
group), or (3) to perform none of the tasks (passive control group). Importantly, the 
dual-task condition included stimuli that were relevant for both tasks, and partici-
pants were to constantly control interference from one task in order to correctly 
perform the other. Results revealed a larger reduction of dual-task costs under the 
dual-task training condition than under the active or passive control condition. After 
12 h of training, older adults even performed better in this task than untrained 
younger adults. Moreover, training gains not only generalized to a new, untrained 
dual task but also to measures of sustained attention and working memory. 
Importantly, the study also revealed the fi rst robust correlations between behavioral 
improvement and changes on neural signatures of  cognitive control   (enhanced mid-
line frontal theta  power      and frontal–posterior theta coherence).  

     Task-Switching Training      

 Most of the studies that aimed at enhancing cognitive functioning by means of a 
task-switching training have applied a pretest-training-posttest design with one or 
more treatment groups that practiced to switch between tasks in random or predict-
able task orders. Active control groups often performed the same tasks but practiced 
them in separate blocks (i.e., single-task blocks) (see Minear and Shah  2008 , who 
introduced this type of design). 

 Meanwhile, there is quite a number of training studies that demonstrated robust 
and substantial improvements in task-switching performance across various ages 
ranging from children and adolescents (for a review, see Karbach and Unger  2014 ; 
Rueda et al. this volume) to younger and older adults (for a meta-analysis, see 
Karbach and Verhaeghen  2014 ; Guye et al. this volume) and also in clinical groups 
such as children with ADHD (e.g., Kray et al.  2012 ). For instance, Karbach and 
Kray ( 2009 ) showed that costs of switching between tasks were substantially 
reduced after four sessions of practice. Training net gains varied across training 
conditions from 0.85 SD to 1.88 SD, and a variable training (on a new set of stimuli 
and task rules in each training session) showed the smallest training gains. In a 
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recent meta-analysis, Karbach and Verhaeghen ( 2014 ) reported training improve-
ments in task switching in old age, with raw gains of about 0.90 SD and net gains 
(after subtracting the effects of active controls) of about 0.50 SD. Although nearly 
all studies report a reduction of latency switch costs, it should be noted that the fi nd-
ings on the reduction of error switch costs were rather mixed, probably because 
these costs are usually already relatively low at the beginning of the training. 

 Similar to the practice effects of training in task switching, most of the studies 
also reported near transfer, that is, training gains in an untrained switching task for 
various age ranges (e.g., Minear and Shah  2008 ). In line with the theoretical 
view that a considerable supply–demand mismatch is a precondition for inducing 
plasticity in task-switching performance, the amount of near transfer varies with 
age. For instance, in a task-switching training study of Karbach and Kray ( 2009 ), 
near- transfer gains on task-switching costs were much larger in healthy children and 
older adults than in younger adults. Given that the training was not adaptive, it 
may have induced a larger mismatch in children and older adults who also show 
age- related alterations in brain regions associated with task switching. Moreover, in 
the meta-analysis of Karbach and Verhaeghen ( 2014 ), clear near-transfer gains of 
EF training were shown for older adults. However, there is also evidence that for 
younger adults and adolescents, near-transfer gains are sometimes restricted to the 
general level of task switching (mixing costs) or to an uncued switching training 
(Pereg et al.  2013 ; Zinke et al.  2012 ), which again may induce a larger mismatch 
between task demands and brain supply. In line with this view are also results of 
Kray and Fehér ( 2014 ). In their study, demands on switching (single-task vs. mixed- 
task blocks), interference control (unambiguous or ambiguous stimuli), and 
working- memory demands (with or without task cues) varied between different 
training conditions. Interestingly, for younger adults transfer gains did not vary 
across these conditions. In contrast, older participants that were trained in resolving 
task interference (ambiguous groups) showed larger transfer  gains      than the partici-
pants that were trained on unambiguous stimuli inducing low task interference. 

 Results on far-transfer effects of training in task switching are rather mixed. 
While some studies found a relatively broad transfer to other EFs and even to mea-
sures of fl uid intelligence (e.g., Karbach and Kray  2009 ), others found no far- 
transfer effects at all (Kray and Fehér  2014 ; Pereg et al.  2013 ). In one of our fi rst 
task-switching training studies (Karbach and Kray  2009 ), we found far transfer to 
measures of inhibition and working memory and even to fl uid intelligence for chil-
dren and younger and older adults. Children with ADHD also showed far transfer to 
measures of inhibition and verbal working memory (Kray et al.  2012 ). In contrast, 
adolescents and young adults did not show broad far transfer to other task domains 
(Pereg et al.  2013 ; Zinke et al.  2012 ) of some studies. Recent meta-analytic evi-
dence suggests that far transfer to other EFs and fl uid intelligence is small but sig-
nifi cant in older adults (Karbach and Verhaeghen  2014 ), but not present in younger 
adults (Jain et al.  submitted for publication ), again supporting the pattern of com-
pensation effects reported in previous studies (see below).  
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     Inhibition   

 Training studies investigating inhibition training are relatively scarce, and only very 
few of them examined the effects of inhibition training in childhood (cf. Kray and 
Ferdinand  2013 ). Results of these studies showed improved inhibitory control after 
training in early childhood. Given that intensive and adaptive working-memory 
training resulted in enhanced performance on measures of inhibitory control and 
reasoning in children with and without cognitive control impairments (for reviews, 
see Karbach and Unger  2014 ; Könen et al. this volume; Rueda et al. this volume), 
Thorell et al. ( 2009 ) tested whether inhibition and interference control training pro-
duced similar transfer gains. Preschoolers practiced three different tasks: the go/
no-go, stop signal, and fl anker task. The results indicated that this training, in con-
trast to working-memory training, did not lead to improvements on other cognitive 
tasks. One possible explanation for the lack of transfer might be that the variability 
of training was much larger in the inhibition and interference control training group 
than in the working-memory training group and previous work indicated that vari-
ability of training may hinder transfer in childhood (Karbach and Kray  2009 ). In 
contrast, a study from Rueda et al. ( 2005 ) applied a training battery including inter-
ference resolution and inhibition tasks to 4- and 6-year-old children. They reported 
transfer of training to reasoning tasks, a fi nding supporting the view that high 
demands on interference resolution during training may increase transfer (cf. 
Anguera et al.  2013 ). 

 Training studies including younger and older adults often relied on training on 
the Stroop task and showed better inhibitory control after practice. However, results 
regarding transfer of inhibitory control training to untrained tasks and abilities are 
ambiguous: Some studies reported  transfer   to new, untrained inhibition tasks and 
working-memory tasks, while others found no transfer (for a review, see Strobach 
et al.  2014 ).  

     Individual Differences   

 The studies reviewed so far showed that  cognitive training   can have positive effects 
on cognitive functions on the group level. However, individual differences in 
training- induced gains are often very large. This is particularly critical in children 
and older adults, because they are likely to differ more from each other than young 
adults, and between-group comparisons do little justice to individuals’ strengths and 
weaknesses. Therefore, the question who benefi ts most from cognitive interven-
tions has been more and more acknowledged (see Katz et al. this volume; Schmiedek 
this volume). Its importance is obvious from an applied point of view, especially 
when it comes to the adaptation of training interventions to populations with spe-
cifi c needs, such as children with neurocognitive disorders or older adults with spe-
cifi c cognitive impairments. Moreover, it also is of interest on the theoretical level, 
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because individual differences in training-related benefi ts may help us understand 
the underpinnings of cognitive and neural plasticity. Also, the mismatch between 
environmental demands and brain supply that is induced may strongly vary between 
age groups and therefore needs to be considered for creating optimal training 
interventions. 

 Two prominent accounts have been put forward to describe and explain 
individual differences in training-related performance gains: First, the magnifi ca-
tion account (also Matthew effect or scissor effect) assumes that individuals that are 
already performing very well will also benefi t most from cognitive interventions. It 
is assumed that high-performing and well-educated participants have more effi cient 
cognitive resources to acquire and implement new strategies and abilities. Thus, 
baseline cognitive performance at pretest should be positively correlated with the 
training-related gains, and the training should result in a magnifi cation of age differ-
ences and individual differences. In fact, there are a number of earlier studies sup-
porting this account, most of them from the fi eld of memory-strategy training (see 
Rebok et al.  2007 , for a meta-analysis). 

 Second, the compensation account assumes that high-performing individuals 
will benefi t less from cognitive interventions, because they are already functioning 
at the optimal level and have less room for improvement. Thus, baseline cognitive 
performance should be negatively correlated with training gains, and age differ-
ences and individual differences should be reduced after the  intervention   (see 
Fig.  1 ). Evidence supporting this account comes from numerous studies focusing on 
EF training, revealing that training-related benefi ts were larger in children and older 
adults than in younger adults (e.g., Kray and Lindenberger  2000 ; for a review, see 

  Fig. 1    Illustration of compensation effects after EF  training  : (1) reduction of interindividual dif-
ferences in performance after the training, (2) reduction of age group differences after the training, 
and (3) negative correlation between baseline cognitive performance at pretest and training gains       
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Karbach and Unger  2014 ). While these studies were based on comparisons at the 
group level, recent studies also have analyzed correlations between baseline cogni-
tive ability and training-related benefi ts, indicating that working-memory training 
yielded larger training and transfer effects in older  adults   with low cognitive perfor-
mance at pretest (e.g., Zinke et al.  2013 ). Moreover, recent work has applied latent 
variable approaches to analyze individual differences in performance changes as 
well as correlations between baseline cognitive ability and training-related benefi ts. 
These studies also provided evidence for the magnifi cation effects after memory- 
strategy training and compensation effects after task-switching training (cf. Könen 
and Karbach  2015 ).

       Conclusions and Outlook 

 In sum, research focusing on EF training consistently showed that intensive training 
resulted in robust performance improvements on the training tasks, indicating that 
 cognitive plasticity      is considerable up to old age (see Guye et al. this volume). Most 
studies also reported near transfer of training to tasks measuring the same construct 
as the training task, and some studies even reported far transfer to different cogni-
tive abilities in older age. However, especially when it comes to far transfer, the 
existing evidence is mixed and has recently inspired heated debates in the fi eld. Yet, 
many inconsistent fi ndings can be explained by large differences in the type and 
intensity of the training as well as in the research design and the analytical methods 
that have been applied (see Schmiedek this volume; Taatgen this volume). For 
instance, transfer seems to occur more consistently if (1) the training is process 
based and engages higher-order control processes, such as EF, instead of task-spe-
cifi c strategies, (2) the training and transfer tasks engage overlapping cognitive and 
neural resources, (3) the training is adaptive or variable (e.g., by including changing 
tasks and processes), and (4) the training puts a high load on the ability to resolve 
task interference (e.g., with high stimulus ambiguity or changing task modalities) 
(Anguera et al.  2013 ; Au et al.  2014 ; Karbach and Kray  2009 ; Karbach and Unger 
 2014 ; Kray and Fehér  2014 ; Kray and Ferdinand  2013 ; Strobach et al.  2014 ; 
Karbach and Verhaeghen  2014 ). 

 Current meta-analytic evidence suggests that there is small but signifi cant far 
transfer of EF training across the adult lifespan, including transfer to other  compo-
nents   of EF, attention, and fl uid intelligence (e.g., Au et al.  2014 ; Karbach and 
Verhaeghen  2014 ; but see Melby-Lervåg and Hulme  2015 ). Thus, given that the 
effect sizes for far transfer seem to be relatively small, the question really is whether 
these effects should be considered relevant. In accordance with Oberauer ( 2015 ), 
we think that these effects indeed are extremely relevant. From a scientifi c point of 
view, they are very informative for our theoretical conception of EF. The fact that 
EF training transfers to other components of EF but that these transfer effects are 
smaller than the gains on the training tasks is more in line with the idea that EF is a 
set of separable but highly correlated control functions. From a more applied point 
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of view, even small improvements in cognitive performance can be extremely rel-
evant for individuals with cognitive defi cits (see Alloway et al. this volume; 
Belleville et al. this volume). Moreover, these small effects could be much increased 
if we understood exactly which features of training moderate the effectiveness of 
the intervention and how this effectiveness can be maximized (cf. Oberauer  2015 ). 
Future studies will have to focus on these issues, for instance, by considering indi-
vidual differences in motivational (e.g., training motivation, self effi cacy; see Katz 
et al. this volume) and social aspects (e.g., educational background or socioeco-
nomic status) as well as genetic predispositions of the participants. Current evi-
dence suggests those and other variables may signifi cantly moderate the amount of 
training-induced gains and the scope of transfer, but clearly more research is needed 
to understand how they contribute to the effectiveness of EF training (see Colzato 
and Hommel this volume).     
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          Introduction 

 Over the past 40 years, video game play has grown from a niche activity into a 
 pervasive and abundant part of modern life. Over half of the  United States popula-
tion   now plays video games, with over 130 million of these individuals being con-
sidered “regular” video game players (i.e., playing more than 3 h of video games per 
week—ESA  2015 ). And although video games were originally, and for the most 
part continue to be, an  entertainment  medium, there has nonetheless been signifi -
cant scientifi c interest in the possibility that video gaming may have signifi cant 
effects on the human brain and human  behavior  . While much of this research has 
focused on potential negative outcomes (e.g., effects related to aggression or addic-
tion—Anderson et al.  2010 ), there exists a growing body of research outlining posi-
tive effects of video game play as well. This chapter will specifi cally focus on the 
positive impact that playing one particular type of video game, known as “action 
video games,” has on perceptual and attentional skills.  

    The “ Curse of Specifi city”      

 Before discussing the various effects associated with action video game play, it is 
worth considering why it is interesting in the fi rst place that something like video 
game play could alter core perceptual or attentional abilities. Indeed, one’s fi rst 
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intuition might be that, “Many video games place extreme demands on the perceptual 
and attentional systems—wouldn’t it make sense that playing these games would 
lead to such benefi ts?”. Interestingly though, such an intuition runs counter to the 
effects seen in many classic perceptual training experiments, wherein individuals 
were trained by repeatedly practicing a single perceptual task. It is certainly the case 
that, when given appropriate training, humans will tend to improve their performance 
on most tasks. However, it is typically the case that these improvements fail to gen-
eralize to new contexts or situations. For instance, in one classic experiment, partici-
pants were trained to identify two complex visual gratings. Although participants 
quickly learned this task, when seemingly minor changes were made to the experi-
mental setup (e.g., doubling or halving the spatial frequency), participants returned to 
chance levels of performance and had to learn the task under the new set of condi-
tions from scratch (Fiorentini and Berardi  1980 ). This type of failure to generalize 
learning has been an extremely common fi nding in the perceptual and cognitive 
domains (Sagi  2011 ). There has thus been extreme interest in recent fi ndings that 
several types of experience—including the focus of this review, action video game 
training—appear to overcome the  tendency      toward task-specifi c learning and instead 
promote more general enhancements in behavioral performance.  

    “Action” Video Games 

 One common theme that has linked essentially all of the research that has been 
conducted on the effects of video games over the past several decades is that the 
content of the games is key. Playing “video games” does not increase empathy and 
pro-social behaviors; playing video games that contain specifi c types of pro-social 
content increases  empathy and pro-social behaviors  . Similarly, playing “video 
games” does not increase aggressive thoughts; playing video games that contain 
specifi c types of antisocial content increases aggressive thoughts (Anderson et al. 
 2010 ). In the study of perceptual and attentional skills, the content that has been of 
most interest is what has been dubbed “action” content. 

 Action video games have a number of properties that together distinguish this 
genre from other types of video games. These include  extreme temporal processing   
demands (e.g., items that move exceptionally quickly or that pop in and out of 
view); the requirement to strongly attend to task-relevant items near the center of 
the screen while also monitoring a large fi eld of view (as important targets usually 
fi rst present themselves at the edges of the screen); substantial amounts of visual 
clutter (thus putting the ability to select task-relevant information and reject task- 
irrelevant information at a premium); complex motor response demands, and con-
siderable perceptual and cognitive load (e.g. many independently moving items to 
track; many distinct plans to evaluate and select amongst; for a more thorough dis-
cussion, see Spence and Feng  2010 ). First-person shooters (e.g., Call of Duty) and 
third-person shooters (e.g., Gears of War) are common subgenres that involve this 
set of  characteristics  , but the action genre as it is commonly defi ned in the fi eld also 
includes certain car-driving games as well as various newer hybrid genres such as 

C.S. Green et al.



109

‘action-role-playing games’ (e.g., Skyrim) and ‘action-adventure games’ (e.g., 
Grand Theft Auto). The empirical fi ndings that we will discuss below are specifi -
cally related to these types of games and not other types of games.  

    Studying the Effects of Action Video Games 

 In discussing the impact of action gaming, it is critical to note how studies are con-
ducted in this domain and how the design of the study impacts the types of  infer-
ences   that can be made (see also Green et al.  2014 ). In particular, the mass popularity 
of video games allows for cross-sectional approaches to be utilized in addition to 
pure experimental methods. Indeed,  cross-sectional approaches  —wherein the 
behavioral performance of individuals who play substantial amounts of action video 
games (often labeled “action video game players” or “ AVGPs  ”) is contrasted against 
the behavioral performance of individuals who do little gaming (“non-video game 
players” or “ NVGPs  ”)—are undoubtedly the most common study design in the 
fi eld. Such studies have the advantage that participants with clearly defi ned and dif-
ferent types of experience can be recruited, and thus potential differences in behav-
ior can be quickly evaluated. The clear disadvantage though is that such studies, like 
all correlational approaches, cannot be used to draw causal inferences. After all, if 
one observes that AVGPs greatly outperform NVGPs on a test of visual acuity, there 
is no way to determine if this refl ects an effect of game experience or if instead 
individuals born with better acuity tend to gravitate toward action video games. 
Thus, in order to demonstrate a  causal relationship  , long-term intervention studies 
must be performed wherein a group of NVGPs is fi rst selected and pretested on the 
behavioral measure(s) of interest. The participants are then randomly assigned to 
play either an action video game or a control video game (that is chosen to match 
the action game in dimensions such as identifi cation with character, sense of learn-
ing/achievement, etc.) for anywhere from 10 to 50 h depending on the study. 
Critically, this training must be distributed over the course of many days/weeks as 
video game training, like essentially all learning, is far less effi cient when it is 
highly massed over time (e.g., 5 four-hour long sessions) as compared to when it is 
distributed over time (e.g., 20 one-hour long sessions) (Stafford and Dewar  2014 ). 
Finally, at least 24 h after the last gaming session, participants are tested again on 
the measure(s) of interest. A causal relationship between action video game training 
and enhanced abilities is indicated by a signifi cantly greater gain from pre- to post-
test in the action-trained group than the control-trained group.  

    Effects of Action Video Games on Perceptual Skills 

   Vision   : Action video game playing has been repeatedly linked to augmented perfor-
mance in perceptual tasks. For example, one of the most fundamental aspects of 
vision is  contrast sensitivity  —the ability to detect differences in luminance in 
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adjacent parts of the visual world (as changes in luminance frequently demarcate 
important parts of the scene, such as object boundaries). In cross-sectional work, 
AVGPs have been seen to have enhanced contrast sensitivity as compared to NVGPs 
(i.e., AVGPs could detect fi ner differences in luminance than NVGPs; Li et al. 
 2009 ). The same study also established a causal relationship between action video 
game play and enhanced contrast sensitivity via a 50-h intervention study wherein 
NVGPs trained on an action video game showed signifi cantly greater improvements 
in contrast sensitivity than NVGPs trained on a nonaction video game. 

 In cross-sectional work, researchers have also observed enhancements in a num-
ber of basic aspects of peripheral vision. For instance, AVGPs have been shown to 
perform better than NVGPs in the  Goldmann visual perimetry test   (Buckley et al. 
 2010 ). Here individuals sit in front of a large white bowl that encompasses the 
majority of their visual fi eld. Small lights are turned on at random locations through-
out the fi eld, and the individual must indicate whenever a light is observed. AVGPs 
have also been shown to have enhancements in peripheral acuity (i.e., visual resolu-
tion—an eye chart measures the same ability in the central visual fi eld) as compared 
to NVGPs (Green and Bavelier  2007 ) as well as enhancements in certain types of 
motion processing (Hutchinson and Stocks  2013 ). 

   Speed of Processing   : A number of papers have demonstrated that AVGPs show 
increases in speed of processing. For example, Dye and colleagues ( 2009 ) utilized 
what is known as the “Brinley plot”  technique   to examine this issue. Here, AVGP reac-
tion times on a wide variety of tasks (from experiments run by several independent 
labs) were plotted against NVGP reaction times on the same tasks. AVGPs were found 
to respond approximately 12 % faster than NVGPs across all of the tasks considered, 
without any change in accuracy (i.e., the effect could not be attributed to a simple 
speed-accuracy tradeoff). A similar fi nding was seen when examining just those stud-
ies from the literature employing intervention studies (i.e., testing the causal link). 

 More recently, several groups have examined this question experimentally via 
the framework of the  theory of visual attention (TVA)  . This framework allows 
researchers to segregate performance into a number of distinct aspects (e.g., related 
to basic perceptual thresholds, speed of processing, short-term memory storage 
capacity, top-down attentional control). Specifi cally, using this framework, Wilms 
and colleagues ( 2013 ) found that AVGPs showed a specifi c enhancement in the 
speed with which visual information is transmitted to short-term memory. Schubert 
and colleagues ( 2015 ) also observed greater speed of processing in AVGPs as com-
pared to NVGPs (restricted to the lower visual fi eld in their case) as well as heighted 
perceptual thresholds in AVGPs. However, no changes in these aspects were noted 
in NVGP participants trained on an action video game (as compared to NVGPs 
trained on a control video game), leaving the causal link still in question. 

   Perceptual Decision - Making   : There is also evidence that action video game play-
ing increases the effi ciency of making perceptual decisions—in other words, the 
ability to accumulate perceptual information over time in the service of a particular 
decision, for example, as when having to decide in which direction a school of fi sh 
may be swimming. This phenomenon has been observed both in a cross- sectional 
work contrasting AVGPs and NVGPs and in a long-term (50 h) intervention study 
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(Green et al.  2010 ; although see Van Ravenzwaaij et al.  2014 ). Along similar lines, 
recent work suggests that the superior performance seen by action gamers in percep-
tual tasks is driven by an enhanced ability to generate  perceptual   templates of the 
task at hand (Bejjanki et al.  2014 ). 

   Multisensory Integration   : While most of the research examining changes in per-
ceptual processing as a function of action video game play has focused on the visual 
domain, some effects have also been observed in experiments requiring multisen-
sory processing. For example, Donohue et al. ( 2010 ) found that when individuals 
were presented with visual and auditory information sequentially (e.g., either the 
visual stimulus fi rst and then the auditory stimulus or the auditory stimulus fi rst and 
then the visual stimulus), AVGPs were better able to distinguish the correct tempo-
ral order. This fi nding indicates a relationship may exist between action video game 
play and multisensory processing, although intervention studies are still needed.  

    Effects of Action Video Games on Attentional Control 

 Many of the largest and most consistently observed benefi ts of action video game 
play have been in attentional control tasks. These are tasks that require selecting and 
enhancing the processing gain of task-relevant items while ignoring/reducing the 
processing gain of task-irrelevant information. Here we divide the effects into spa-
tial attention (i.e., as is needed when task-relevant and task-irrelevant information is 
presented simultaneously on different parts of the screen), temporal attention (i.e., 
as is needed when task-relevant and task-irrelevant information is presented on the 
screen at different times), and attentional capacity (i.e., the maximum number of 
items that can be attended); for effects of action video games on higher-level execu-
tive functioning, see Strobach and Schubert this volume. 

   Spatial Selective Attention   : Action video games have been linked with many 
enhancements in spatial visual attention. For instance, one task commonly believed 
to assess the spatial resolution of visual attention is the crowding task. Here a 
peripheral target must be identifi ed when spatially surrounded by distracting items. 
Green and Bavelier ( 2007 ) found that AVGPs showed enhanced performance in 
such a crowding task as compared to NVGPs (i.e., AVGPs could identify targets 
even when the  distracting   items were placed very close to the targets). The causal 
effect of the action gaming was confi rmed via a 30-h intervention study. 

 Other common measures of spatial selective attention include various visual 
search tasks. For instance, in the Useful Field of View task, participants must locate 
a peripheral target (presented either 10°, 20°, or 30° from fi xation) from amongst a 
fi eld of distracting objects. Enhanced performance on this task has been consis-
tently observed in AVGPs as compared to NVGPs, and several different groups have 
demonstrated a causal link via intervention studies (Dye and Bavelier  2010 ; Feng 
et al.  2007 ; Green and Bavelier  2003 ). Similar results have been observed in other 
spatial selective attention designs (West et al.  2008 ). Advantages have also been 
noted in standard visual search tasks. Specifi cally, AVGPs are less effected by 
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increasing numbers of distractors when searching for hard-to-fi nd targets than 
NVGPs (Hubert-Wallander et al.  2011 ). 

   Temporal Selective Attention   : In addition to space, action gaming appears to also 
enhance the ability to attend to stimuli selectively across time. This ability is com-
monly measured with the attentional blink task. In one version of the attentional 
blink task, participants view a series of rapidly presented black letters. At some 
point in the stream, one white letter is presented. At the end of the stream, the par-
ticipant will be asked to indicate the identity of this letter. Additionally, 50 % of the 
time, a black “X” is presented at a point after the white letter. The participant is thus 
also asked to indicate whether or not an “X” appeared after identifying the white 
letter. When these two targets are presented within around 400 ms of each other, 
participants have diffi culty detecting the second of the two targets (i.e., the “X”). 
Thus, the presence of the initial target is said to have caused attention to blink. As 
time between the targets increases, accuracy in attending to the second target also 
increases. Playing action video games has been repeatedly associated with a reduc-
tion in the duration of this blink, both in cross-sectional and in intervention studies 
(Dye and Bavelier  2010 ; Green and Bavelier  2003 ). Similar results have been 
observed in various other measures requiring precision in temporal attention, such 
as in temporal masking tasks (Li et al.  2010 ; Pohl et al.  2014 )—wherein the pres-
ence of distracting items presented either just before or just after a stimulus (at 
nearby, but not spatially overlapping locations) adversely affects target identifi ca-
tion. Specifi cally, AVGPs showed a reduction in the extent to which such masking 
 effects   were observed as compared to NVGPs. 

   Attentional Capacity   : Finally, the capacity of visual attention has been shown to 
increase as a result of action video gaming. One measure of attentional capacity, the 
 multiple-object tracking (MOT)   paradigm, requires individuals to track several mov-
ing distinctive targets (e.g., red dots) amongst a fi eld of moving distractors (e.g., 
green dots). After a few seconds, the red dots change to become the green dots, 
meaning that the targets must be tracked despite being visually indistinguishable 
from the distractors. Enhancements in multiple-object tracking tasks have been seen 
in AVGPs as compared to NVGPs (Dye and Bavelier  2010 ), and a causal relationship 
has been established via an intervention study (Green and Bavelier  2006 ). The same 
study found an AVGP advantage in an enumeration task, which measures the ability 
to quickly and accurately report the number of briefl y fl ashed items in a display.  

    Possible Neural Bases of Action Video Game  Effects   

 While the vast majority of work in this domain has been behavioral in nature, a few 
recent publications have started to examine the underlying neural changes that may 
subserve the observed behavioral changes. For example, Mishra et al. ( 2011 ) exam-
ined EEG activity related to processing of task-relevant and task-irrelevant informa-
tion as a function of action game experience. Interestingly, while both AVGPs and 
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NVGPs showed enhancements in processing the information relevant to the task 
(i.e., as would be consistent with increases in gain), the AVGPs’ brain activity 
showed greater suppression of activity related to task-irrelevant information as 
compared to the NVGPs. Furthermore, the degree of suppression was well- 
correlated with differences in behavioral performance on the psychological task 
(where AVGPs again outperformed NVGPs), lending further support to the belief 
that improved ability to fl exibly modulate neural gain is a key component of the 
neural basis of action video game-related improvements in attentional abilities. 
Several additional ERP and fMRI studies have also found a relationship between 
action gaming and changes in neural activity related to  visuospatial   selective atten-
tion (Bavelier et al.  2012a ; Krishnan et al.  2013 ), including one intervention study 
(Wu et al.  2012 ).  

    Emerging Framework: Action Video Games 
and “ Learning to Learn  ” 

 Work on action video game training, and indeed, cognitive training in general, has 
to date largely focused on the “ immediate transfer  ” form of learning generalization. 
This is when training on some “Task A” results in immediate enhancements relative 
to expectations when fi rst performing some new “Task B.” We have recently sug-
gested though that the broad benefi ts seen as a result of action video game play may 
not in fact refl ect “immediate transfer” but may instead refl ect what is known as 
“learning to learn” (Bavelier et al.  2012b ). In learning to learn, training on some 
“Task A” may not produce any immediate benefi ts when fi rst performing some new 
“Task B,” but instead the training on “Task A” allows “Task B” to be learned more 
quickly than otherwise would have been the case. 

 As an illustrative example, consider a case where training on some “Task A” 
improves top-down attentional abilities in a truly general fashion. If, after this train-
ing, participants are then asked to perform a novel-shape categorization task (i.e., on 
each trial the participants are shown a novel shape that is drawn from one of two 
possible categories and they are asked to indicate the shape’s category member-
ship), no immediate transfer would be expected. Indeed, although their heightened 
top-down attentional abilities would allow the participants to extract more informa-
tion from each novel shape that is presented, it does not provide them with informa-
tion about the actual statistical structure indicative of category membership. This 
statistical structure must be learned via experience. The heightened attention though 
will allow the statistical structure to be learned more quickly by making better data 
available to the learning system. 

 Consistent with this theoretical framework, we have recently shown that AVGP 
and NVGP performance on a new visual discrimination task is initially very similar 
(i.e., within the fi rst few trials—Bejjanki et al. ( 2014 )). However, the AVGPs’ per-
formance on the task improved much more rapidly than the NVGP performance. 
Similar fi ndings have also been obtained in a visuomotor task (Gozli et al.  2014 ). 
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 Interestingly, many of the mechanisms believed to underlie action video 
 game- based enhancements (e.g., heightened attentional control) are the same as 
those posited to occur via other forms of cognitive  training  . However, because gen-
eralization in these domains has only ever been evaluated in the traditional pretest/
posttest manner (i.e., where performance is averaged over a single block of pretest 
trials and then compared to performance averaged over a single block of posttest 
trials), the extent to which “transfer” versus “learning to learn” is observed in these 
domains is as of yet unclear. Adjudicating between these possibilities would require 
a design wherein individuals undergo a full bout of learning on the generalization 
measures after training so as to be able to measure the time course with which the 
generalization measures are learned.  

    Potential Applications of Action Video Game  Training   

 The broad benefi ts to perceptual and attentional control abilities induced by action 
video game play have led to a great deal of interest in potential practical applica-
tions of dedicated action video game training. For instance, research has shown that 
action video games may have the potential to improve the vision of individuals with 
amblyopia (colloquially known as “ lazy eye  ”). This is of sizeable importance as 
previous research has suggested that it is diffi cult to improve amblyopic vision in 
adulthood via dedicated training. However, Li et al. ( 2011 ) demonstrated that train-
ing with either action video games or nonaction video games resulted in signifi cant 
improvements in both acuity and, in many cases, stereovision (i.e., 3D) in adult 
amblyopes. Beyond rehabilitative purposes, several studies have also suggested that 
action video game training may result in useful benefi ts for individuals whose jobs 
involve demanding visual,  visuomotor  , or attentional demands. This includes both 
pilots and laparoscopic surgeons (McKinley et al.  2011 ; Schlickum et al.  2009 ).  

    Future Directions 

 One of the most important future directions in this domain is to begin to better 
understand the elements within action video games that are most responsible for the 
benefi ts to  vision and visual attention   at a mechanistic level. We know that essen-
tially all commercially successful video games, including those in the action genre, 
share a set of characteristics that make them effective learning tools. These charac-
teristics include mechanics such as providing intrinsic and extrinsic reinforcement, 
proper modulation of task diffi culty, the use of active learning with immediate and 
informative feedback, engendering a benefi cial level of physiological arousal, and 
providing substantial variety in experience. Because these characteristics are found 
in all commercially successful games though, they cannot be the key features that 
promote improved perception and visual attention (i.e., perhaps necessary, but not 

C.S. Green et al.



115

suffi cient). By understanding the effects of games that fall outside of the classic 
“action genre” (i.e., real-time strategy games) that share some, but not all, compo-
nents of action video games, we may be able to elucidate the critical game compo-
nents needed to produce the desired improvements.  

    Conclusions 

 To summarize, there is now compelling evidence indicating that action video game 
play engenders clear enhancements in an array of perceptual, attentional, and cogni-
tive skills. This evidence includes both a large number of cross-sectional studies 
and a number of well-controlled intervention studies that have indicated that the 
relationship between action game play and augmented performance is indeed 
causal. These fi ndings hold the promise of numerous real-world applications, from 
rehabilitation of visual defi cits to job- related training, but whether the results scale 
from lab measures to real-life remains to be fi rmly established.     
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          Introduction 

 The video game industry expands as the number of its clients constantly increases. 
Surveys show that 58 % of the Americans play video games and 25 million Germans 
play games several times a month; this frequent use of video games is independent 
of gender, education, and income (e.g., BIU  2012 ). Cognitive research provided 
evidence in recent years that experienced video gamers outperform non-experi-
enced people in a number of basic cognitive functions (e.g., Bavelier et al.  2012 ; see 
also Green and Bavelier this volume). These positive effects in video gamers led us 
to focus on the particular effects of video game experience on  executive functions  . 

 Executive functions typically control our behavior when we perform in demand-
ing and complex situations including situations in which the management of differ-
ent tasks or task sequences is required. These functions defi ne a set of general-purpose 
control mechanisms, often linked to the prefrontal cortex of the brain, that modulate 
the operation of various cognitive subprocesses and thereby regulate the dynamics 
of human cognition (Baddeley  1986 ; Miyake et al.  2000 ). Different types of execu-
tive functions have been classifi ed by different authors, e.g., shifting, dual tasking, 
updating, and inhibition. While their processing can be time-consuming and ineffi -
cient under unpracticed conditions, recent studies suggest that  executive functions   
can be improved as a result of extensive training and training-induced gains can 
even be transferred to non-practiced situations (Strobach et al.  2014 ). This training- 
related  plasticity   is particularly relevant when aiming to compensate for the strong 
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age-related declines in executive functions and frontal lobe tasks (Raz  2000 ; 
Strobach et al.  2015 ). 

 The present chapter includes a concise review of studies investigating the poten-
tial optimization and transfer of different types of executive functions as a result of 
video game experience. Here, we primarily focus on studies within the action video 
game genre. So far, many studies have been concerned with assessing the impact of 
action games on executive function as action video game playing seems highly ade-
quate for training executive control skills. In action video games,  gamers   have to 
control and conduct multiple simultaneous tasks at a high speed. Important infor-
mation, such as interim targets and assignments, must be updated all the time 
(Spence and Feng  2010 ), and gamers need to adapt their actions and action goals 
under permanently changing task conditions (Bavelier et al.  2012 ). The most promi-
nent action games are fi rst-person shooters such as  Counter-Strike ,  Unreal 
Tournament , or  Call of Duty  and third-person shooters like  Grand Theft Auto . In 
these games, gamers play in an open virtual world with a fi rst-person or third-person 
perspective on the main character. They usually have to fi ght against enemies, fi nd 
objects, and navigate through this world. 

 In the video game literature, two perspectives were introduced to generally 
explain mechanisms of transfer effects from video gaming to situations beyond the 
game context (e.g., laboratory-based transfer to measures of executive functioning). 
The fi rst explanation to account for potential transfer effects is that these effects are 
all due to a single more general level of improvement, which then aids performance 
in all transfer tasks. One proposal of general training-related transfer is that video 
gamers improve in probabilistic inference, or “learning to learn.” As a result of 
training, according to this “learning to learn”  theory  , action video gamers generally 
become more effective in using evidence from repeated presentations of a task to 
guide their decision-making and allocation of cognitive resources (Bavelier et al. 
 2012 ). This “learning to learn” theory predicts that, as a result of appropriate action 
video game training, there should be transfer effects to all types of executive func-
tions, i.e., shifting, dual tasking, updating, and inhibition. 

 In contrast, transfer effects may be due to video games having several separate 
demands in common with laboratory tasks that measure perception, attention, or 
cognition (Oei and Patterson  2015 ). According to this “common demands”  theory   
(Dahlin et al.  2008 ), transfer from action video games to executive function mea-
sures is specifi c and depends on similarities between the trained video game and the 
laboratory task. There may be some specifi c learned properties of the game, but 
there may also be higher level more abstract procedures that are developed during 
the game that may allow transfer from the game to behavioral measures. Taatgen 
(this volume) argues that skills required to perform a task can be broken down into 
“ primitive information processing elements  ” of which some are task-specifi c and 
some are general. If two tasks share overlapping elements, those learned from train-
ing can be applied in test situations, producing transfer. As a consequence, alterna-
tively to the prediction of the “learning to learn” theory, the “common demands” 
theory predicts that transfer effects are not general for all types of executive func-
tions (i.e., shifting, dual tasking, updating, and inhibition), but are specifi c for the 
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functions where the game and task share common demands. In a fi nal section, we 
will evaluate the literature on action game experience and effects on executive func-
tions regarding these theories (i.e., “learning to learn,” “common demands”), 
explaining general mechanisms of transfer effects.  

     Shifting   

 Also referred to as “ attention switching  ” or “ task switching  ,” this type of executive 
functions concerns the ability to shift back and forth between multiple tasks, opera-
tions, or mental sets (Monsell  2003 ). Shifting involves the disengagement from 
irrelevant information (e.g., the task set of a previous task) and/or the active engage-
ment in relevant information (e.g., the task set of an upcoming task). Evidence for 
optimized shifting derives from studies on task switching practice (e.g., Berryhill 
and Hughes  2009 ; Karbach and Kray  2009 ; Strobach et al.  2012b ): These studies 
showed that performance costs associated with the shifting processes (e.g., task-
switch costs refl ected by larger reaction times [RTs] in trials with switches between 
different tasks in contrast to trials with task repetitions) are reduced with practice 
and, consequently, illustrate optimization of executive functioning of shifting. 
Relevant for the present context, persons with experience in action video games 
showed less switch costs than non-gamers in a paradigm including predictable 
switches and repetitions (e.g., Colzato et al.  2010 ). This provides fi rst—although 
cross sectional—evidence for optimized executive functions in terms of improved 
shifting abilities. 

 Do these advantages in gamers mean that there is a causal link between video 
game experience and optimized executive functions? The answer is no, not exactly 
(Green et al.  2014 ). Advantages in gamers do not have to be a result of video game 
experience (Schubert and Strobach  2012 ). The attributes could be, for instance, 
inherited or just given before they started playing video games (which would mean 
that the attributes would then be independent of the video game experience). As a 
consequence, research on video games has implemented more and more training 
experiments with non-gamers in order to assess potential causal links between game 
experience and optimized executive functions. As an example, Strobach et al.’s 
( 2012a ) training in young adults consisted of 15 one-hour sessions, in which two 
groups of non-gamers played different games. The fi rst group worked on a puzzle 
game with only one main task and only low executive function demands. The second 
group played an action game with high executive function demands. In a test on task-
switching performance before the training started, the switch costs do not differ 
between both groups of puzzle and action gamers. Afterwards, however, the results 
indicated lower switch costs in the action game group in comparison to the puzzle 
group. This training study shows that switch costs can be reduced with action game 
training specifi cally and that this reduction cannot be traced to inherited, given, or 
previously acquired attributes. These results provide evidence for a causal link 
between video game experience and optimized executive functions for shifting 
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between different tasks. Further, this fi nding was generalized to numerous alternative 
task-switching situations, sharing varying numbers of input and output processors 
with typical action video games (Cain et al.  2012 ; Green et al.  2012 ). 

 However, the task switching advantage of non-gamers after action video game 
training might be limited to situations with predictable task switches and the require-
ment to constantly update working memory: how many trials have been completed 
in the current task and to count down for the upcoming switch (Green et al.  2012 ; 
Strobach et al.  2012a ). In a task-switching paradigm with the random and unpre-
dictable occurrence of switch and repetition trials (e.g., the particular task is cued), 
updating of working memory is not required, and participants do not need to take 
into account the nature of previous trials. There is no evidence for superior shifting 
between tasks in action video gamers vs. non-games as well as after training of an 
action  game  , strategy game, or puzzle game in such an unpredictable task-switching 
situation (Boot et al.  2008 ; Oei and Patterson  2014 ). The observation of advanced 
task-switching performance of action video gamers predominantly in situations 
with predictable task switches might point to an impact of superior updating func-
tions related to this group of participants. In our view, this tempting assumption may 
represent an issue for fruitful future investigations (see also the updating section). 

 A further mechanism that may specifi cally explain action video gamers’ 
improved performance in task-switching situations is a superior ability to control 
selective attention and thus active engagement in relevant information of an upcom-
ing task (i.e., selective attention-dependent preparation, Karle et al.  2010 ). The 
effectiveness of engagement might be that relevant information of an upcoming task 
is only activated to a degree in working memory that is necessary to effi ciently per-
form this task. In such a case, the following effort for an effective disengagement of 
this task information is reduced to a minimal degree. The reduced effort for task 
disengagement might free processing resources for alternative tasks, a potentially 
effective strategy for successful performance in complex gaming contexts.  

     Dual Tasking   

 But do the gamers also have advantages when they perform different tasks simulta-
neously at the same time (instead of a sequential performance of different tasks as 
in the task-switching paradigm)? Are there any signs of optimized executive func-
tions when the gamers are put in dual-task situations? Dual-task situations require 
the coordination of different tasks and task information due to executive functions  
(among others, dual tasks require the control of which task is performed fi rst and 
which task second, Schubert  2008 ; Szameitat et al.  2006 ). For instance, this coordi-
nation leads to longer RTs in dual-task situations compared to single-task situations, 
leading to dual-task performance costs. 

 However, Gaspar et al. ( 2014 ) were not able to fi nd evidence for different dual- 
task costs between action video gamers vs. non-gamers. In detail, a simulated street 
crossing scenario was combined with a working memory task in their dual-task 
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 situation. The number of trials on which participants successfully crossed the street 
and the latency of initiating the crossing were impaired in the dual  task   compared to 
performance in the isolated crossing task under single-task conditions. However, 
there was no reduction of dual-task costs specifi c for action video gamers. These 
fi ndings of a lacking dual-task advantage in this group were consistent with those of 
Donohue et al. ( 2012 ) that combined a multiple object tracking task, a paper and 
pencil search task, and a driving tracking task with answering trivia questions. 
Although these tasks are certainly relevant in daily life, they are no established 
measures of dual-task performance and differ considerably from reliable and valid 
laboratory paradigms. 

 This conclusion is supported by a number of studies, which showed positive 
effects of action video gaming on dual-task skills (Chiappe et al.  2013 ; Strobach 
et al.  2012a ). For example, Strobach et al. ( 2012a ) compared the performance of 
gamers and non-gamers in dual- and single-task situations including speeded and 
well-controllable choice RT tasks. There was no difference in single-task RTs 
between gamers and non-gamers. However, there was a difference in dual tasks: 
Gamers showed lower RTs and therefore a better performance particularly in dual- 
task situations compared to non-gamers. This result confi rms the assumption of an 
optimization of executive functions associated with the coordination of two simulta-
neous tasks. Also, with focus on dual-task performance, non-gamers benefi tted from 
action video game training more than from puzzle training, which indicates a causal 
link between video game experience and optimized executive functions in dual-task 
situations (see also Schubert and Strobach  2012 ). These conclusions were supported 
from a dual search situation combining an identifi cation and comparison search task 
(Wu and Spence  2013 ); performance in this dual-task situation was specifi cally 
improved after non- gamers  ’ action video game training vs. puzzle game training.  

     Updating   

 Updating and monitoring of representations and information in working memory is 
another dimension of executive functions (Miyake et al.  2000 ). In detail, this dimen-
sion is related to the monitoring and coding of incoming information that is related 
to a task at hand. Further, updating processes serve to revise items held in working 
memory by replacing old information that is no longer relevant with newer, more 
relevant information. For instance, updating plays an important role in working 
memory tasks of the  n -back type, in which a participant is presented with a sequence 
of stimuli and instructed to indicate when the currently presented stimulus matches 
the one from  n  steps earlier in the sequence (Jonides and Smith  1997 ). 

 Action video gamers show more correct answers than non-gamers in the  n -back 
paradigm, which indicates an optimized functionality of the updating function 
(Colzato et al.  2013 ). Further, even puzzle game training in non-gamers was effec-
tive in producing superior performance in a mental rotation task; transfer in this case 
is plausible, given that the mental rotation task was both visually and conceptually 
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similar to this training game (Boot et al.  2008 ). However, in a spatial  n -back task 
and a Corsi block-tapping task, no increase in accuracy could be registered, neither 
in action video gamers vs. non-gamers nor after non-gamers’ action game training, 
strategy game training, and puzzle game training (Boot et al.  2008 ). In sum, given 
the current state of the literature in the fi eld, it remains unclear whether there really 
is a (causal) link between game experience and the executive function updating. By 
analogy from the many positive transfer fi ndings from the fi eld of updating training 
(Könen et al. this volume), we assume that one might be moderately optimistic 
however to fi nd more evidence for an updating transfer as a result of video game 
experience.  

     Inhibition   

 A further executive function is inhibition, which is related to the ability to deliber-
ately inhibit or stop dominant, automatic, or prepotent responses when necessary. A 
prototypical inhibition task is the color Stroop task (MacLeod  1991 ). In this task, 
participants are instructed to respond to the ink of color words; these color words 
are congruent (e.g., GREEN in green ink) or incongruent (e.g., GREEN in red ink). 
Typically, RTs in incongruent trials are larger than in congruent trials (i.e., the 
 Stroop effect  ), indicating the requirement to inhibit or to override the tendency to 
produce a more dominant or automatic response on naming the color word. However, 
practice of a Stroop tasks results in a reduction of the Stroop effect within this task, 
indicating a task-specifi c training effect by an increased RT reduction in congruent 
vs. incongruent trials (e.g., Davidson et al.  2003 ; Wilkinson and Yang  2012 ). 

 Given the current state of the literature, we are however skeptical about a positive 
effect of action video gaming on inhibition. In fact, the Stroop effect was not reduced 
in participants that played a diffi cult version of an action video game vs. a non- 
diffi cult version of such a game in a study of Engelhardt et al. ( 2015 ). This fi nding 
demonstrates no evidence for an impact of action video gaming on inhibition. This 
conclusion is supported in a number of alternative paradigms testing varying facets 
of inhibition. That is, action video gamers in contrast to non-gamer controls showed 
no superior performance in a go/no-go task (in this task, participants have to press a 
button [go] given certain stimuli and inhibit that action under a different set of 
stimuli [no-go], Oei and Patterson  2014 ) and in a stop-signal task (in this task, par-
ticipants are presented with a stimulus prompting them to execute a particular man-
ual response, and this stimulus may or may not be followed by a stop-signal calling 
for the immediate  abortion   of that response, Colzato et al.  2013 ). In sum, at the 
current state, there is no convincing evidence that experience in action video games 
may improve executive functioning associated with the inhibition of responses 
when necessary.  
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    Conclusions 

 To wrap up the previous sections, we reviewed studies investigating the effect of 
experience in video games (in particular action video games) on the executive func-
tions shifting, dual tasking, updating, and inhibition. There is evidence that, at least 
under particular task conditions, strong video game experience may improve the 
performance in task-switching (i.e., shifting), dual-task situations. Further, prelimi-
nary evidence for experience-based improvement in working memory updating 
exists. In contrast, the literature on effects of action video gaming rather suggests no 
relation between experience in action video games and improved inhibition. 

 Let’s consider the general mechanism that may explain transfer effects from 
video gaming to test situation on executive functions. While the introduced version 
of the “learning to learn”  theory   predicts a transfer from action video game experi-
ence to all types of executive functions (Bavelier et al.  2012 ), the “common 
demands” theory rather predicts a specifi c transfer, depending on similarities 
between the trained video game and the laboratory task (Oei and Patterson  2015 ). 
First, from a more general perspective, there is evidence for transfer effects on shift-
ing, dual tasking, and updating, while there is no such evidence for the case of 
inhibition. The observation of a different validity of transfer effects is consistent 
with the “common demands” theory and indicates that switching between different 
sequential tasks, performing simultaneous tasks, as well as updating information 
represent relevant demands in (action) video games. In contrast, the inhibition of 
responses seems to be no essential component in playing these games when apply-
ing the logic of the “common demands”  theory  . This might be surprising given the 
usual characteristics of action video games. A closer look at these games suggests 
that the withholding of motor responses and their interruption represent indeed 
important demands of action video games. Therefore, the fact that currently no valid 
evidence for effects of action video games on inhibition demands has been reported 
may be suggestive for two conclusions: it may suggest that the fast interruption and 
withholding of motor responses is not trainable at all. Alternatively, it may suggest 
that the current experimental paradigms (i.e., Stroop task, go/no-go task, stop-signal 
task), which had been used in the past in action video gamers, do not refl ect the type 
of particular inhibition demands inherent to action video games. 

 Second, from a more detailed perspective, the observation of differential effects 
of video games on different types of  executive functions   is also consistent with this 
theory. For example, there is evidence that puzzle game training, but not action 
video game training and strategy game training, is able to improve performance in 
mental rotation (Boot et al.  2008 ); while the fi rst training type shares common ele-
ments with the mental rotation task, the latter ones do not. Further, performance in 
dual-task situations with speeded, well- controllable component tasks is affected by 
action video game experience (e.g., Strobach et al.  2012a ), while such experience 
does not seem to affect dual-task situations that are less similar to the gaming envi-
ronment (e.g., paper and pencil search; Donohue et al.  2012 ). We are sure that these 
observations can be complemented with other types of training games and other 
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different functions as well, if a careful analysis is conducted on the type of overlap 
between training and transfer function. 

 In sum, we evaluated the existing literature on action video games and executive 
functions as demonstrating strong evidence for transfers on the executive functions 
shifting, dual tasking, and updating, while this literature shows no strong evidence 
for transfer to the inhibition function. However, it is also obvious that each type of 
executive function requires attempts to replicate existing fi ndings as well as addi-
tional analyses in future studies (Colzato and Hommel this volume). These analyses 
should specify the effects of action video games and other game genres on different 
executive function types using different experimental paradigms. Preferably, this 
specifi cation should be realized in the context of training experiments in order to 
make conclusions about the causal links between game experience and potential 
changes in executive functioning.     
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      Mindfulness and Meditation Training                     

     Paul     Verhaeghen    

         Introduction 

 Acquiring a skill is often a  straightforward process  : Repeat a task many, many 
times, and over time its component skills will most likely be performed with 
increased effi ciency. This process is often done deliberately (e.g., in music prac-
tice), but sometimes the skill training is much more hidden. This chapter is about 
one of such hidden trainings: How meditation (more specifi cally mindfulness medi-
tation) is a form of attention training.  

    Mindfulness Meditation as Attention Training 

 Typically, mindfulness meditation practices fall into two main categories or styles. 
In the fi rst,   focused - attention meditation   , the meditator focuses her mind on a single 
object—often the breath—unwaveringly and clearly. The goal is to calm the mind 
and to teach it to stay a particular course for a long period of time, thus practicing 
both controlled and sustained attention. Practicing focused-attention meditation 
also implies monitoring the mind, that is, to continuously check for distractions. 
When distractions arise, the meditator simply meets them with patience and kind-
ness and then returns to the object of concentration. In the second style,   open - 
 monitoring meditation   , awareness is applied to whatever is present in experience—an 
emotion, a percept, a memory, a thought—as it arises moment to moment; the 
meditator simply observes this presence. Along the way, the meditator learns to 
cultivate “refl exive awareness,” that is, awareness that refers back on itself. 
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 The end goal of these practices is not to train attention per se (for an overview of 
such work, see Karbach and Kray  this volume ), but to learn to apply careful and 
open,  nonjudgmental attention   (e.g., Kabat-Zinn  1990 ) to one’s perceptions in order 
to see their impermanence and to ultimately transcend the sense of self. However, 
one can argue that the process of practice by itself produces an exquisite form of 
skill training. 

 How focused-attention practice can hone attentional skill is nicely illustrated 
in a study by Hasenkamp et al. ( 2012 ). In this study, 14 seasoned meditators 
(with on average 1400 h of lifetime practice) meditated inside the scanner for 
20 min, focusing on the breath. They pressed a button as soon as they realized 
that their mind had wandered away. The researchers used an event-related design 
centered on 3-s slices defi ned in reference to the button press. In a 3 s time win-
dow before the button press—when  meditators   were presumably mind-wander-
ing—many regions of the default-mode network were activated, as one would 
expect. In the 3 s around the button press—when meditators became aware of 
their mind-wandering—the insula and the anterior cingulate cortex, regions asso-
ciated with the salience attention network, were activated. The 3-s slice after 
that—when participants were switching their attention back to the breath—was 
associated with activation in the executive attention network (the lateral prefron-
tal cortex and the inferior parietal lobe). One intriguing fi nding was how often 
this cycle repeated: On average, meditators pressed the button 15.5 times over 
the course of 20 min. Thus, over the course of their 1400 h of lifetime experience, 
Hasenkamp’s meditators must have gone through 63,000 cycles of activating fi rst 
the salience and then the executive attention networks in response to default-
mode activation.  

    Meditation and Attention in the  Brain   

 Hasenkamp’s study is not the only study fi nding brain activation in attention centers 
during meditation. The largest meta-analysis on the topic (Tomasino et al.  2013 ) 
collected the results from 26 studies, reporting on a total of 313 meditators, with on 
average 11,552 lifetime hours of meditation experience. The main result was that 
meditators, while meditating, activate both parts of the salience network (the insula) 
and the executive attention network (the superior and inferior parietal lobe). Note 
that the inferior parietal lobe acts as a switch between the executive control network 
and the default network (Spreng et al.  2013 ). Activation in this brain region might 
then mean that meditators are not just focusing their attention on the object of their 
meditation but are also actively suppressing activation of the  default-mode network  . 
This assumption is confi rmed in the fi nding that parts of the default-mode network 
(the angular gyrus, the middle temporal gyrus, and the precuneus) quiet down dur-
ing meditation. 
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 Further corroboration of the hypothesis that meditation impacts attention comes 
from  functional connectivity   research. Three studies (Brewer et al.  2011 ; Froeliger 
et al.  2012 ; Josipovic et al.  2012 ) found heightened functional connectivity between 
at least one part of the default-mode networks and at least one part of the attention 
network during meditation, compared to the couplings when participants were rest-
ing in the scanner. This suggests that meditators stay on task while meditating: 
When the default-mode network is active—that is, when the mind strays from its 
focus—the attention system notices, clamps down, and corrects. This tighter cou-
pling during meditation reinforces the main point of Hasenkamp’s study, namely, 
that focused-attention meditation really is a predictable dynamic process, a series of 
cycles that occur in a consistent manner. 

 Finally, the one extant meta-analysis on brain morphology and meditation (Fox 
et al.  2014 ; 21 studies comparing a total of 503 meditators with on average 4664 h 
of expertise with 472 non-meditators) found changes in brain morphology consis-
tent with changes in attentional profi ciency. First, meditators had higher gray matter 
volume and/or density in parts of the salience network (the anterior cingulate cortex 
and the insula), as well as in parts of the executive network (the rostrolateral pre-
frontal cortex). Second, major parts of the default-mode network (the posterior pari-
etal cortex and the precuneus) were lower in volume and/or density in meditators 
than non-meditators. 

 Fox et al. ( 2014 ) also identifi ed differences in two white-matter pathways. First, 
meditators have increased information transfer between the anterior parts of the two 
hemispheres, as suggested by an enlarged forceps minor and genu of the corpus cal-
losum, perhaps a by-product of activation in frontal areas during meditation (such 
as the insula, the anterior cingulate, the rostrolateral prefrontal cortex, and the orbi-
tofrontal cortex). Second, meditators have a more effi cient superior longitudinal 
fasciculus. The different subcomponents of this tract are responsible for the sense of 
the body in space, the moment-to-moment understanding of the state of the body 
itself, spatial attention, and control over the focus of attention (Makris et al.  2005 ). 
This enhanced connection might then be the fruit of repeatedly and persistently pay-
ing close attention to fl eeting sensations in the body (i.e., the breath and/or bodily 
sensations). 

 There is some evidence that changes in gray matter  volume   in the salience atten-
tion network accrue over time. One study reports a correlation between meditation 
experience and volume/density in the anterior cingulate of .32 (averaged over two 
subregions; Grant et al.  2010 ). The average correlation between experience and vol-
ume/density in the insula is .25 (Hölzel et al.  2011 ; Luders et al.  2012 ). Data are 
more disappointing with regard to the executive control network: The single study 
that analyzed the correlation between meditation experience and volume/density of 
the rostrolateral prefrontal cortex failed to fi nd one; nothing is known about the 
precuneus and the posterior cingulate cortex. 

 Note that all these data are correlational and hence cannot give a defi nitive 
answer about the causal direction.  
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    Meditation and Its Effects on Psychological Aspects 
of Attention 

 The largest meta-analysis on the psychological effects of meditation (Sedlmeier 
et al.  2012 ) gathered 22 studies (total sample size of 1307) relevant to attention 
(operationalized as concentration/attention, sustained attention, orienting, alerting, 
confl ict monitoring, executive processing, and behavioral inhibition). All these 
studies compared performance of a group of meditators (most of them fresh out of 
an 8-week  mindfulness-based stress reduction (MBSR)   type program) with a 
control group of non-meditators. The average effect in these studies was a  mean 
standardized difference (MSD)   of 0.58, implying that the average meditator is 
more attentive than 72 % of non-meditators. 

 It makes sense to delve a little deeper here and detail the results in terms of different 
aspects of attention. I will review three, closely tied to the cycle of meditation as 
found by Hasenkamp et al. ( 2012 ): control over attention, alerting, and sustained 
attention. 

    Meditation and Control over Attention 

 Most studies on the effects of mindfulness and meditation on attention have focused 
on changes in attentional control. I located nine studies on the effects of meditation 
and mindfulness practice on the  Stroop test   (Allen et al.  2012 ; Anderson et al.  2007 ; 
Chan and Woollacott  2007 ; Jensen et al.  2012 ; Kozasa et al.  2012 ; Lykins and Baer 
 2009 ; Moore et al.  2012 ; Moore and Malinowski  2009 ; Teper and Inzlicht  2013 ); 
the total number of meditators involved was small—221. The average effect size for 
these eight studies was MSD = 0.45. 1  

 In three of the nine studies, participants were new meditators who learned to 
meditate during the study, accumulating between 18 and 40 h of experience; the 
average effect size for these studies was MSD = 0.42. The other studies compared 
seasoned meditators with non-meditators; this resulted in a very similar effect size, 
namely, MSD = 0.48. The similarity in  effect sizes   for these two groups suggests 
two things. First, even 40 or so hours of practice already result in measurable 
changes in control over attention. Second, the number of years of accumulated prac-
tice may be less important than the amount of daily practice. Consistent with this 
view, one study (Teper and Inzlicht  2013 ) did fi nd that although the number of years 
of meditation experience correlated (rather modestly) with the Stroop effect 
( r  = −.27), so did meditation frequency ( r  = −.23). (The fi rst correlation can be 
explained by the fact that more seasoned meditators tend to spend more time on 

1   All effect sizes are reported such that a positive effect indicates that the hypothesis of better atten-
tion in meditators is confi rmed; in the case of Stroop, a positive effect size would thus indicate that 
meditators have a smaller Stroop effect. 
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the cushion.) Another study (Chan and Woollacott  2007 ) found a dose–response 
relationship with the number of minutes practiced per day ( r  = −.17), but not with 
total hours of lifetime meditation experience. 

 I was able to locate fi ve studies on attentional control measures other than Stroop 
(Allen et al.  2012 ; Heeren et al.  2009 ; Jensen et al.  2012 ; Jha et al.  2007 ; Sahdra 
et al.  2012 ); these yielded an average effect size of MSD = 0.23. Allen et al. also 
found a strong correlation ( r  = .52) between the number of minutes practiced over 
the last 8 weeks and how good people are at not making errors on a go/no-go task. 

 Combining all ten papers that included measures of attentional control, the aver-
age effect  size   of meditation on attentional control was MSD = 0.39, a lower number 
than reported in the Sedlmeier et al. meta-analysis, but still sizeable.  

    Meditation and  Nonjudgmental Alerting   

 Studies that have looked at meditation and alerting all center around Kabat-Zinn’s 
( 1990 ) concept of nonjudgmental alerting, that is, taking a nonreactive stance 
toward whatever presents itself to the attentional fi eld. 

 One set of studies considered attentional blink and meditation (Slagter et al. 
 2007 ; van Leeuwen et al.  2009 ; van Vugt and Slagter  2014 ). In the  attentional blink 
task  , participants see a stream of 20 or so letters, presented at about 10 items per 
second. One or two digits are intermingled with the letters; participants press a but-
ton whenever they spot a digit. When the stream contains two digits, subjects often 
miss the second digit when it is shown within 500 ms of the fi rst one. The standard 
explanation is that detecting the second digit is only possible if enough resources 
are available; this requires the subject to relinquish attention as soon as the fi rst digit 
has been detected. In two studies that compared the attentional blink effect in long- 
term practitioners with that in novices, the average effect size was MSD = 0.65. One 
of these two studies also compared attentional blink before and after a 3-month 
retreat; the effect size for this comparison was MSD = 0.38 in beginning meditators 
and MSD = 1.17 in advanced meditators. Another fi nding is that the attentional blink 
effect is smaller during open-monitoring meditation than during focused-attention 
meditation, at least in highly experienced meditators, as one would expect if the 
decrease in attentional blink signals an increase in openness and nonreactivity (van 
Vugt and Slagter  2014 ). 

 Other paradigms confi rm this lower reactivity of meditators. 
 One study (Hodgins and Adair  2010 ) used the infamous gorilla–basketball video 

and found that meditators were 50 % more likely to spot the interloping gorilla than 
non-meditators. At the same time, meditators were also about twice as accurate in 
keeping count of the passes, suggesting that they were able to both focus and be 
open-minded at the same time. 

 Another study (Van den Hurk et al.  2010 ) used a bimodal startle-type task. 
Participants stood in front of a screen. At one point, a light turned on either to the 
left or the right; participants were asked to  turn   their head toward the light as fast 
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as possible. Participants typically speed up when the light is accompanied by a 
centrally presented uninformative sound; this is likely an arousal effect. 
Meditators were less likely to speed up than non-meditators, suggesting that they 
process the sound without attaching a startling, arousing quality to it—it is just a 
loud noise. 

 Yet another study that demonstrates that meditators may have lower reactivity is 
an ERP Stroop study (Teper and Inzlicht  2013 ). The researchers were interested in 
 error-related negativity (ERN)   and error-related positivity (Pe). The ERN occurs 
about 100 ms after making an incorrect response, and it likely originates from the 
anterior cingulate, a part of the salience attention network. The Pe occurs a little 
later, about 200 ms after making an error, and it originates likely in the posterior 
cingulate, which is part of the core of the default-mode network; the Pe signifi es 
awareness of the error. The researchers found a larger ERN effect in meditators than 
in non-meditators; both years and frequency of meditation correlated with ERN 
( r  = .37 and .35, resp.), showing that meditators’ brains are more alert to the mis-
takes they make. Interestingly, meditators did not show larger Pe values; thus, their 
increased sensitivity to errors does not lead to stronger awareness of errors. One 
possible interpretation is that even though a meditator’s brain quickly realizes its 
mistakes, it is also very quick to let go of that reaction. 

 In a fourth study, van Leeuwen and colleagues ( 2012 ) showed students a series 
of local–global stimuli—larger  digits   formed out of smaller digits. Participants 
pressed a button whenever they saw the digit 1 or 2, regardless of whether it was the 
global (large) or local (small) digit in the fi gure. Typically, subjects respond faster 
to global digits than local digits—in this study the difference was 56 ms. The study 
also included eight Buddhist monks and nuns; these showed less of a global bias—
the difference was only 21 ms. This suggests that meditators have more openness to 
what is really there (viz., two different digits). ERP analysis also demonstrated that 
the meditators had stronger P1 and N1 responses, suggesting a quicker uptake of 
information; they also showed larger engagement in the attention networks that are 
typically implicated in this task. 

 This quicker uptake of information is confi rmed in studies that directly exam-
ined perceptual thresholds. Jensen and colleagues ( 2012 ) had  participants   perform 
attention tasks before and after a standard 8-week MBSR program. Before training, 
the perceptual threshold for identifying a single letter was 15 ms; after MBSR 
training, this was 9 ms. Likewise, MacLean et al. ( 2010 ) tested seasoned meditators 
before, during, and after a 3-month retreat on line-length discrimination and com-
pared their performance with that of a no-retreat control group of equally seasoned 
meditators. Retreatants and non-retreatants did not differ in discrimination thresh-
olds before the retreat, but retreatants were able to detect smaller differences 
between the lines both at the halfway point of the retreat and at the end of the 
retreat, as well at a follow-up session 5 months after the end of the retreat. There 
was a dose–response relationship: Those who spent more time in daily meditation 
during the after-retreat period could detect smaller differences between the two 
lines ( r  = .36).  
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    Meditation and  Sustained Attention   

 Maybe surprisingly, there is not a lot of research on meditation and sustained atten-
tion. I found seven relevant studies (Anderson et al.  2007 ; Banks et al.  2015 ; Jha 
et al.  2015 ; MacLean et al.  2010 ; Morrison et al.  2013 ; Mrazek et al.  2013 ; Sahdra 
et al.,  2011 ); these yielded an average effect size of MSD = 0.39. Five of these stud-
ies used novices going through MBSR or an MBSR-like program; the average 
effect size was MSD = 0.33. The two studies that compared seasoned meditators 
before and after a 3-month retreat where the participants meditated for about 500 h 
had an average effect size of MSD = 0.60, suggesting that an intense period of prac-
tice leads to an increased ability to sustain attention. Only one of the studies looked 
at the dose–response relationship; it did not fi nd one. 

 I want to single out one additional study, by Carter et al. ( 2005 ), that used two 
rather exceptional tasks to measure stability of attention. The research team traveled 
all the way to the Himalayan mountains in Ladakh to test Tibetan Buddhist monks 
living in exile there. The fi rst task was a binocular rivalry task. Binocular rivalry 
refers to the curious sensation that happens when participants are presented with 
two different stimuli, one presented to each eye (e.g., the right eye sees a house, the 
left eye sees a face): The two images tend to alternate in awareness every few sec-
onds. Carter found that focused-attention  meditation   led to slower alterations (i.e., 
more stability) in over half of the monks, both during and right after meditation. The 
second task was a motion-induced blindness task. Participants saw a video of a 
blinking green dot at the center of a computer screen, which also has three station-
ary yellow dots arranged in a triangle closer to the edge of the screen, and a lattice 
of rotating crosses. With sustained attention, awareness of the yellow dots disap-
pears after about 10 s, but the dots reappear as soon as attention is relaxed or eye 
movements are made. The average student volunteer was able to keep the three dots 
from reappearing for 2.6 s. The average monk was able to do this for 4.1 s or about 
50 % longer. More importantly, the duration record in the group of students was 6 s; 
10 out of 76 monks equaled or beat that record—one monk was able to stabilize the 
image for 128 s and one even for 723 s.   

    Meditation and Attention: Conclusions 

 Meditation has an effect on all three forms of attention reviewed here: Its effect on 
controlled attention is around 0.4 SD; a similar effect is noted on sustained atten-
tion, and there are also consistent effects on nonjudgmental alerting, with an effect 
size of 0.65 SD for attentional blink studies. 

 The most intriguing result is the evidence for  nonjudgmental alerting  , arguably a 
key component in the concept of mindfulness, as seen in the attentional blink task, 
the gorilla video task, the (non)startle effect, the local–global effect, and in brain 
parameters like error-related negativity and positivity. This is also interesting 
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because this form of openness or  receptiveness   is an aspect of attention that is often 
undervalued, to say the least, in standard cognitive psychology, which is much more 
concerned with the amount or acuity of attention rather than its quality. The present 
studies show that open- mindedness is a skill that operates in a process as basic as 
paying attention. It also demonstrates that this skill can be trained. Two studies even 
suggest that meditation practice can help lower the threshold of perception, literally 
letting more of the outside world enter the realm of awareness. 

 Attention is often considered the gateway to other aspects of cognition. 
Particularly, attention is important for  working memory  , helps with knowledge 
retrieval, and is important for real-life aspects of cognition. All of these aspects of 
cognition indeed benefi t from meditation and mindfulness training (Verhaeghen  in 
press ), although the number of studies and the number of participants involved in 
each of these studies are still too small to comfortably allow for defi nitive conclu-
sions. These fi ndings suggest that meditation may lead to a cognitive cascade where 
meditation leads to changes in attention, which in turn positively infl uences other 
aspects of cognition. 

 Finally, attention-and-meditation studies underscore the importance of frequency 
or amount of meditation rather than accumulated hours of practice. Frequent prac-
tice appears to sharpen the focus of attention, to make one more alter to mistakes, to 
broaden the limits of perception, and to increase sustained attention. The fi nding 
that 8-week  MBSR programs   can have a meaningful impact on attention, often on 
par with the effects seen in very seasoned meditators, further underscores this point.     

   References 

     Allen, M., Dietz, M., Blair, K. S., van Beek, M., Rees, G., Vestergaard-Poulsen, P., & Roepstorff, 
A. (2012). Cognitive-affective neural plasticity following active-controlled mindfulness inter-
vention.  The Journal of Neuroscience, 32 , 15601–15610.  

     Anderson, N. D., Lau, M. A., Segal, Z. V., & Bishop, S. R. (2007). Mindfulness-based stress reduc-
tion and attentional control.  Clinical Psychology and Psychotherapy, 14 , 449–463.  

    Banks, J. B., Welhaf, M. S., & Srour, A. (2015). The protective effects of brief mindfulness medita-
tion training.  Consciousness and Cognition, 33 , 277–285.  

   Brewer, J. A., Worhunsky, P. D., Gray, J. R., Tang, Y. Y., Weber, J., & Kober, H. (2011). Meditation 
experience is associated with differences in default mode network activity and connectivity. 
 Proceedings of the National Academy of Sciences, 108 , 20254–20259.  

    Carter, O. L., Presti, D. E., Callistemon, C., Ungerer, Y., Liu, G. B., & Pettrigrew, J. D. (2005). 
Meditation alters perceptual rivalry in Tibetan Buddhist monks.  Current Biology, 15 , 
R412–R413.  

     Chan, D., & Woollacott, M. (2007). Effects of level of meditation experience on attentional focus: 
Is the effi ciency of executive or orientation networks improved?  Journal of Alternative and 
Complementary Medicine, 13 , 651–658.  

     Fox, K. C., Nijeboer, S., Dixon, M. L., Floman, J. L., Ellamil, M., Rumak, S. P., & Christoff, K. 
(2014). Is meditation associated with altered brain structure? A systematic review and meta- 
analysis of morphometric neuroimaging in meditation practitioners.  Neuroscience and 
Biobehavioral Reviews, 43 , 48–73.  

P. Verhaeghen



135

   Froeliger, B., Garland, E. L., Kozink, R. V., Modlin, L. A., Chen, N. K., McClernon, F. J., & Sobin, 
P. (2012). Meditation-state functional connectivity (msFC): Strengthening of the dorsal atten-
tion network and beyond.  Evidence-Based Complementary and Alternative Medicine: eCAM, 
2012 , 680407.  

    Grant, J., Courtemanche, J., Duerden, E. G., Duncan, G. H., & Rainville, P. (2010). Cortical thick-
ness and pain sensitivity in zen meditators.  Emotion, 10 , 43–53.  

     Hasenkamp, W., Wilson-Mendenhall, C. D., Duncan, E., & Barsalou, L. W. (2012). Mind wander-
ing and attention during focused meditation: A fi ne-grained temporal analysis of fl uctuating 
cognitive states.  NeuroImage, 59 , 750–760.  

    Heeren, A., Van Broeck, N., & Philippot, P. (2009). The effects of mindfulness on executive 
processes and autobiographical memory specifi city.  Behaviour Research and Therapy, 47 , 
403–409.  

    Hodgins, H. S., & Adair, K. C. (2010). Attentional processes and meditation.  Consciousness and 
Cognition: An International Journal, 19 , 872–878.  

    Hölzel, B. K., Carmody, J., Vangel, M., Congleton, C., Yerramsetti, S. M., Gard, T., et al. (2011). 
Mindfulness practice leads to increases in regional brain gray matter density.  Psychiatry 
Research: Neuroimaging, 191 , 36–43.  

     Jensen, C., Vangkilde, S., Frokjaer, V., & Hasselbalch, S. G. (2012). Mindfulness training affects 
attention—Or is it attentional effort?  Journal of Experimental Psychology: General, 141 , 
106–123.  

    Jha, A. P., Krompinger, J., & Baime, M. J. (2007). Mindfulness training modifi es subsystems of 
attention.  Cognitive, Affective and Behavioral Neuroscience, 7 , 109–119.  

    Jha, A. P., Morrison, A. B., Dainer-Best, J., Parker, S., Rostrup, N., & Stanley, E. A. (2015). Minds 
“at attention”: Mindfulness training curbs attentional lapses in military cohorts.  PLoS One, 10 , 
e0116889.  

    Josipovic, Z., Dinstein, I., Weber, J., & Heeger, D. J. (2012). Influence of meditation on 
anti- correlated networks in the brain.  Frontiers in Human Neuroscience, 5 , 183.  

     Kabat-Zinn, J. (1990).  Full catastrophe living: The program of the stress reduction clinic at the 
University of Massachusetts Medical Center . New York: Delta.  

   Karbach, J., & Kray, J. (this volume). Executive functions. In T. Strobach, J. Karbach (Eds.), 
 Cognitive training: An overview of features and applications . New York: Springer.  

    Kozasa, E. H., Sato, J. R., Lacerda, S. S., Barreiros, M. A., Radvany, J., Russell, T. A., & Amaro, 
E. (2012). Meditation training increases brain effi ciency in an attention task.  NeuroImage, 59 , 
745–749.  

    Luders, E., Kurth, F., Mayer, E. A., Toga, A. W., Narr, K. L., & Gaser, C. (2012). The unique brain 
anatomy of meditation practitioners: alterations in cortical gyrifi cation.  Frontiers in Human 
Neuroscience, 6 , 34.  

    Lykins, E. L. B., & Baer, R. A. (2009). Psychological functioning in a sample of long-term practi-
tioners of mindfulness meditation.  Journal of Cognitive Psychotherapy, 23 , 226–241.  

     MacLean, K. A., Ferrer, E., Aichele, S. R., Bridwell, D. A., Zanesco, A. P., Jacobs, T. L., et al. 
(2010). Intensive meditation training improves perceptual discrimination and sustained 
attention.  Psychological Science, 21 , 829–839.  

    Makris, N., Kennedy, D. N., McInerney, S., Sorensen, A. G., Wang, R., Caviness, V. S., & Pandya, 
D. N. (2005). Segmentation of subcomponents within the superior longitudinal fascicle in 
humans: A quantitative, in vivo, DT-MRI study.  Cerebral Cortex, 15 , 854–869.  

    Moore, A. W., Gruber, T., Derose, J., & Malinowski, P. (2012). Regular, brief mindfulness medita-
tion practice improves electrophysiological markers of attentional control.  Frontiers in Human 
Neuroscience, 6 , 18.  

    Moore, A., & Malinowski, P. (2009). Meditation, mindfulness and cognitive fl exibility. 
 Consciousness and Cognition: An International Journal, 18 , 176–186.  

   Morrison, A. B., Goolsarran, M., Rogers, S. L., & Jha, A. P. (2013). Taming a wandering attention: 
Short-form mindfulness training in student cohorts.  Frontiers in Human Neuroscience, 7 .  

Mindfulness and Meditation Training 



136

    Mrazek, M. D., Franklin, M. S., Phillips, D. T., Baird, B., & Schooler, J. W. (2013). Mindfulness 
training improves working memory capacity and GRE performance while reducing mind 
wandering.  Psychological Science, 24 , 776–781.  

     Sahdra, B. K., MacLean, K. A., Ferrer, E., Shaver, P. R., Rosenberg, E. L., Jacobs, T. L., & Saron, 
C. D. (2011). Enhanced response inhibition during intensive meditation training predicts 
improvements in self-reported adaptive socioemotional functioning.  Emotion, 11 , 299–312.  

    Sedlmeier, P., Eberth, J., Schwarz, M., Zimmermann, D., Haarig, F., Jaeger, S., & Kunze, S. 
(2012). The psychological effects of meditation: A meta-analysis.  Psychological Bulletin, 138 , 
1139–1171.  

    Slagter, H. A., Lutz, A., Greischar, L. L., Francis, A. D., & Nieuwenhuis, S. (2007). Mental training 
affects distribution of limited brain resources.  PLoS Biology, 5 , 138.  

    Spreng, R. N., Sepulcre, J., Turner, G. R., Stevens, W. D., & Schacter, D. L. (2013). Intrinsic archi-
tecture underlying the relations among the default, dorsal attention, and frontoparietal control 
networks of the human brain.  Journal of Cognitive Neuroscience, 25 , 74–86.  

      Teper, R., & Inzlicht, M. (2013). Meditation, mindfulness and executive control: The importance 
of emotional acceptance and brain-based performance monitoring.  Social Cognitive and 
Affective Neuroscience, 8 , 85–92.  

    Tomasino, B., Fregona, S., Skrap, M., & Fabbro, F. (2013). Meditation-related activations are 
modulated by the practices needed to obtain it and by the expertise: An ALE meta-analysis 
study.  Frontiers in Human Neuroscience, 6 , 346.  

    Van den Hurk, P. M., Giommi, F., Gielen, S. C., Speckens, A. M., & Barendregt, H. P. (2010). 
Greater effi ciency in attentional processing related to mindfulness meditation.  Quarterly 
Journal of Experimental Psychology, 63 , 1168–1180.  

    van Leeuwen, S., Müller, N. G., & Melloni, L. (2009). Age effects on attentional blink perfor-
mance in meditation.  Consciousness and Cognition, 18 , 593–599.  

   van Leeuwen, S., Singer, W., & Melloni, L. (2012). Meditation increases the depth of informa-
tion processing and improves the allocation of attention in space.  Frontiers in Human 
Neuroscience, 6 .  

     van Vugt, M. K., & Slagter, H. A. (2014). Control over experience? Magnitude of the attentional 
blink depends on meditative state.  Consciousness and Cognition, 23 , 32–39.  

   Verhaeghen, P. (in press).  Presence: How meditation and mindfulness shape mind, brain, and life . 
New York: Oxford University Press.    

P. Verhaeghen



137© Springer International Publishing Switzerland 2016 
T. Strobach, J. Karbach (eds.), Cognitive Training, 
DOI 10.1007/978-3-319-42662-4_13

      Music Training                     

     Swathi     Swaminathan      and     E.     Glenn     Schellenberg    

         Introduction 

 Over the last two decades, researchers have examined whether taking music lessons 
has a positive infl uence on nonmusical cognitive abilities. Such an infl uence would 
represent a form of   transfer   . The most common design (i.e., correlational) involves 
comparing musically trained and untrained individuals, which makes it impossible 
to determine whether  music lessons   are the cause rather than consequence of 
improved cognitive performance. True experiments with random assignment are 
relatively rare because they are costly and because attrition limits the possibility of 
long-term studies. Although strong associations are often reported, experimental 
studies tend to yield small effects or results that are limited in scope (for reviews see 
Schellenberg and Weiss  2013 ; Swaminathan and Schellenberg  2014 ). In the present 
chapter, we review studies published since 2000, with an emphasis on those that 
allow for inferences of causation. We highlight fi ve  issues   that future research could 
seek to clarify (1) whether transfer effects are domain general or domain specifi c, 
(2) mechanisms of transfer, (3) characteristics of the music program, (4) character-
istics of the trainee, and (5) the sociocultural context.  

    Domain-General or Domain-Specifi c  Transfer  ? 

 One long-standing question asks whether music lessons have putative effects that 
transfer to  specifi c  cognitive domains (e.g., visuospatial skills, language) or whether 
they might enhance domain- general  cognitive abilities, such as executive functions 
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and  intelligence  . Correlational evidence documents that musically trained individu-
als exhibit advantages relative to their untrained counterparts on a wide variety of 
visuospatial tasks (for review, see Schellenberg and Weiss  2013 ). Longitudinal and 
experimental results offer a less consistent picture. For example, one study exam-
ined high-risk children from families with low socioeconomic status who were hav-
ing diffi culties in school (Portowitz et al.  2009 ). The children were enrolled in 
remedial programs at four different after-school centers. Three of these incorpo-
rated a two-year music enrichment program, which included 2–3 h per week of 
music listening, individual instrumental lessons, and group performances. Compared 
to children at the center without the program, children who received the interven-
tion showed larger improvements in the ability to remember and copy a complex 
line drawing. Nevertheless,  nonmusical  programs of similar intensity may have a 
similar effect, and randomization of centers rather than individuals raises the pos-
sibility that other differences among centers may have played a role. Moreover, in 
another study that compared an intensive, 4-week, computerized, music listening 
program to a similar program in visual art (Moreno et al.  2011 ), improvement from 
pre- to posttest on block design (i.e., a visuospatial subtest from the Wechsler IQ 
tests) did not differ between the two groups of children. 

 Other scholars argue for extensive connections between music training and  lan-
guage skills  . Relevant theories suggest that mental processes for music and lan-
guage overlap (e.g., Kraus and Chandrasekaran  2010 ; Patel  2011 ), which implies 
that linguistic rather than visuospatial skills are most likely to improve from music 
training. In line with this view, music training is correlated with a wide range of 
speech skills (for review, see Schellenberg and Weiss  2013 ), including linguistic 
stress processing, the perception of intonation in speech, speech segmentation, and 
phonological perception. It is unclear why musicians are better than nonmusicians 
at perceiving speech in noise in some instances (e.g., Parbery-Clark et al.  2009 ) but 
not in others (e.g., Ruggles et al.  2014 ). Musically trained individuals also show 
advantages on higher-level language tests such as those that measure verbal short- 
term, long-term, and working memory, vocabulary, reading, and acquisition of a 
second language (for review, see Schellenberg and Weiss  2013 ). 

 Despite the fact that reported associations extend to speech, language, and read-
ing, evidence for causation is limited. For example, in one instance, improvements 
on a brief test of vocabulary (Moreno et al.  2011 ) were larger among children who 
took 4 weeks of daily training in music listening compared to children who took a 
similar amount of training in visual arts. In another instance, 6 months of music or 
painting training led to larger improvements in pronouncing irregularly spelled 
words among children taking the music lessons (Moreno et al.  2009 ). Two other 
experimental studies found that phonological awareness was enhanced after  music 
training   (Degé and Schwarzer  2011 ; Flaugnacco et al.  2015 ). In sum, associations 
between music training and language abilities are well documented, and it seems 
likely that music training plays a causal role. Nevertheless, experimental evidence 
that allows for unambiguous causal inferences is limited to outcome variables that 
measured very narrow aspects of reading or language use (e.g., phonological 
awareness). 
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 If music training is associated with both visuospatial  and  language skills, might 
variance in all three domains (music, visuospatial, and language) be a consequence 
of general cognitive abilities? Or does music training have widespread transfer 
effects that infl uence such abilities, which include  intelligence   and executive func-
tions? General cognitive improvements could manifest as improvements in specifi c 
cognitive abilities whether or not they are attributable to music lessons. 

 Correlational evidence confi rms that musically trained children and adults often 
have substantially higher IQ scores than their untrained counterparts and that addi-
tional music training predicts larger IQ advantages (for review, see Schellenberg 
and Weiss  2013 ). Experimental evidence from three different countries also indi-
cates that music lessons may cause small improvements in  IQ scores  . For example, 
when Canadian 6-year-olds were randomly assigned to one year of music lessons 
(keyboard or voice) or to control conditions (drama or no lessons at all), larger pre- 
to posttest improvements in IQ were evident in the two music groups compared to 
the two control groups (Schellenberg  2004 ). In another study of Iranian preschool-
ers, children assigned to three months of weekly music lessons had larger gains in 
IQ compared to a control group with no lessons (Kaviani et al.  2014 ). In a third 
study of Israeli children, improvements in IQ were greater among children exposed 
to an enriched program in music, compared to control children without such a pro-
gram (Portowitz et al.  2009 ). Although the generality across cultures is reassuring, 
it is not clear from the Iranian and Israeli results whether the increase in IQ scores 
was a consequence of  music training  per se, because the control groups had no 
comparable, nonmusical experience (i.e., there was no “active” control group; 
Schmiedek this volume), which means that other aspects of the music programs 
may have contributed to the fi ndings. In short, convincing evidence that music train-
ing causes small increases in IQ comes from a single study. 

 Even in correlational studies, music training sometimes has only a marginal or 
no association with IQ (Schellenberg and Moreno  2010 ). For example, null or 
mixed results often occur when highly trained musicians are compared with indi-
viduals who have similar amounts of nonmusical training or education (e.g., 
Brandler and Rammsayer  2003 ; Helmbold et al.  2005 ). Moreover, in a recent study, 
preschool children were assigned to either 6 weeks of group music lessons or no 
lessons at all (Mehr et al.  2013 ). The music training had no reliable effects on cogni-
tive abilities. In this instance, however, the children may have been too young for 
music lessons, or the training may have been too brief (4.5 h total). 

 In any event, the available fi ndings make it diffi cult to attribute most of the effects 
observed in correlational studies to  music lessons  , because (1) one would expect 
such effects to be particularly reliable among individuals with the greatest amount 
of training, and (2) effect sizes from actual experiments are much smaller than those 
that are typically reported in correlational studies. A simpler explanation is that 
children who take music lessons, and adults who took music lessons in childhood, 
differ from other individuals in multiple ways, including cognitive abilities, person-
ality, and demographic variables. In some instances, however, music training may 
exaggerate individual differences that were present before the lessons began.  
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    Mechanisms of  Transfer   

 The focus of much research to date has involved identifying associations between 
music training and high-level cognitive abilities, but it is unclear why such associa-
tions would emerge (Colzato and Hommel this volume; Taatgen this volume). One 
possibility is that music lessons train executive functions, including working mem-
ory, which in turn promote general cognitive enhancements (e.g., Alloway et al. this 
volume; Karbach and Kray this volume; Schellenberg and Peretz  2008 ). On this 
view, transfer occurs when executive functions are improved during the course of 
music training. Indeed, in some instances, musically trained individuals outperform 
their untrained counterparts on auditory and nonauditory tests measuring executive 
functions (Roden et al.  2014 ; Zuk et al.  2014 ), and, in one case, the association 
between music training and IQ appeared to be completely mediated by executive 
functions (Degé et al.  2011 ). In another instance, however, music training was associ-
ated with IQ but not with executive functions except for working memory 
(Schellenberg  2011 ). Thus, it is still an open question whether the association between 
music training and general cognitive ability is mediated by executive functions. 

 Other researchers suggest that music lessons train the auditory brainstem to 
make high-fi delity copies of auditory (including speech) stimuli (Kraus and 
Chandrasekaran  2010 ). These subcortical changes are correlated with speech and 
higher-level language skills including reading and are thought to mediate the lan-
guage benefi ts of music training. In line with this hypothesis, musically trained 
individuals exhibit more precise brainstem responses to speech stimuli (Strait et al. 
 2014 ), and brainstem responses become more precise after music training (Kraus 
et al.  2014 ). It remains to be seen whether brainstem responses actually mediate any 
associations between music lessons and language. 

 Another view holds that overlap between language and music abilities occurs 
primarily in the temporal domain (Goswami  2012 ; Tallal and Gaab  2006 ), which 
implies that  rhythm -based music interventions are most likely to be effective in 
training language skills. Evidence consistent with this theory comes from a study of 
children with dyslexia who were assigned to 6 weeks of auditory rhythm training, a 
commercially available phoneme discrimination intervention, or to a control group 
(Thomson et al.  2013 ). Compared to the control group, the rhythm and phoneme 
groups improved more on tests of phonological processing over the course of the 
study. Moreover, in typically developing children, rhythm-perception abilities are 
associated positively with grammatical abilities (Gordon et al.  2015 ). 

 A fi nal mechanistic explanation comes from the  OPERA hypothesis   (Patel  2011 ). 
It posits that  music lessons   train speech skills when fi ve conditions are met: (1) the 
speech skill shares a neural overlap ( O ) with a music skill, (2) the music skill 
involves particularly precise ( P ) auditory processing, (3) the music training has 
positive emotional ( E ) consequences, (4) the lessons involve repetition ( R ), and (5) 
the lessons require focused attention ( A ). This theory is largely untested, and it is 
unclear whether these fi ve conditions are necessary and suffi cient for transfer and/
or whether transfer is contingent on all fi ve conditions being met. 
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 Future research could focus on evaluating and comparing the existing  theoretical   
approaches, as well as on constructing new theories that generate empirically test-
able hypotheses. Theoretical multiplicity will undoubtedly promote debate and 
growth in the fi eld.  

    Characteristics of the  Music Training Program   

 Private and small group music lessons emphasize individual accomplishment and 
skill mastery. Larger, group-based lessons, by contrast, are more likely to empha-
size collective outcomes. It is therefore possible that private music training is more 
effective than group-based lessons at improving scores on tests of cognitive ability, 
which by defi nition measure individual ability and accomplishment. Indeed, a 
recent longitudinal study of group-based music lessons found that advantages 
emerged only after extended training (Slater et al.  2015 ). Specifi cally, after 2 years 
of lessons, children demonstrated improved performance on a test that measured the 
ability to perceive speech in the midst of background noise. A separate group of 
children, who received 1 year of the same lessons, did not show improvement on the 
same test. 

 Other experimental studies with individual lessons or lessons taught in small 
groups have found advantages even with shorter-term interventions, such as when 
lessons are taught daily for 2 weeks (Moreno et al.  2011 ), daily for 20 weeks (Degé 
and Schwarzer  2011 ), weekly for 36 weeks (Schellenberg  2004 ; Thomson et al. 
 2013 ), or twice weekly for 30 weeks (Flaugnacco et al.  2015 ). It is important to 
note, however, that in the short-term studies with daily training, the lessons focused 
primarily on music listening rather than learning to play an instrument. In other 
words, music lessons may be more likely to improve language-related outcomes if 
the lessons emphasize listening skills. Language benefi ts could also be more likely 
if the lessons target rhythm skills (Flaugnacco et al.  2015 ; Thomson et al.  2013 ). In 
any event, many successful music interventions adopted nonstandard  pedagogies   
(Degé and Schwarzer  2011 ; Flaugnacco et al.  2015 ; Moreno et al.  2011 ; Thomson 
et al.  2013 ). Thus, future research could compare the effects of different kinds of 
music training.  

    Characteristics of the  Trainee   

 Music training is correlated with cognitive skills in some samples of individuals but 
not in others (see Katz et al. this volume). As noted, highly trained musicians often 
do not show an IQ advantage compared to equally qualifi ed individuals in nonmusi-
cal domains (Brandler and Rammsayer  2003 ; Helmbold et al.  2005 ). Thus, the asso-
ciation with general cognitive abilities may emerge primarily when music training 
is an additional activity rather than an individual’s primary focus. 
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 Other fi ndings suggest that the association between music lessons (or musical 
involvement) and cognitive ability may be explained by personality factors, particu-
larly the dimension called “ openness to experience  ” (Corrigall et al.  2013 ; Corrigall 
and Schellenberg  2015 ), which is characterized by curiosity, intellectual engage-
ment, and aesthetic sensitivity. These fi ndings imply that musically trained indi-
viduals may perform well on intelligence tests because they tend to be particularly 
interested in learning new things, including music. Moreover, common genetic fac-
tors appear to underlie intelligence  and  the propensity to practice music (Mosing 
et al.  2015 ). In short, correlations between music training and cognitive ability may 
stem from preexisting differences. When considered jointly with evidence for small 
cognitive benefi ts of music training (e.g., Schellenberg  2004 ), it is likely that some 
individuals benefi t more than others from music lessons. More generally, the study 
of music training and transfer is well suited to exploring gene-environment interac-
tions (Schellenberg  2015 ). Future research could consider how preexisting  trainee   
characteristics interact with music training to infl uence cognitive outcomes.  

    The  Sociocultural Context   

 The issue of transfer effects from music training to nonmusical cognitive skills has 
practical implications. For example, music interventions may provide an enjoyable 
way for children with dyslexia to improve certain reading-related skills (Flaugnacco 
et al.  2015 ; Thomson et al.  2013 ). The study of transfer also has the potential to 
infl uence the nature of training and music. For example, across cultures, music and 
teaching occupy different places in social life and in their relation to other activities. 
With a few exceptions (e.g., Kaviani et al.  2014 ; Swaminathan and Gopinath  2013 ; 
Yang et al.  2014 ), most investigations of transfer have focused on samples of 
Western individuals learning Western music, which raises the possibility that many 
fi ndings are Western specifi c. Unlike most other cognitive training programs, music 
and music training are cultural products that are meaningful in different ways to 
different individuals (see Colzato and Hommel this volume). 

 Music lessons require time, effort, and money. Parents, educators, and policy 
makers are often motivated to invest in music lessons so that children develop their 
musical talents and also their nonmusical skills such as focus, attention, intelli-
gence, literacy, and school performance. Economic pressures, as a result, could 
cause certain types of music programs to be privileged over others. For example, if 
school-based group lessons are not particularly effective at training nonmusical 
skills, they could lose fi nancial backing, which has implications regarding who has 
access to music lessons and what kind of lessons. In sum, because we are dealing 
with a real-world form of training nested in cultural contexts, the line between the 
laboratory and real world cannot be neatly defi ned. It is therefore important that 
research on music training and transfer becomes an interdisciplinary  examination   of 
the cultural contexts of producers and consumers of such research.  
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    Conclusion 

 Despite having received much research attention, studies of transfer effects of music 
lessons have predominantly involved correlational designs, which make it impos-
sible to determine whether music lessons are the cause rather than consequence of 
improved cognitive performance. Moreover, the relatively small number of experi-
mental and longitudinal studies that exist tends to report small, limited, or mixed 
effects. As a way forward, we propose that future research could examine the extent 
to which music lessons train general and specifi c cognitive abilities, the mecha-
nisms by which such transfer occurs, the characteristics of the trainee and training 
program, and the larger social context in which such training is received.     
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          Introduction 

 For many years, studies have suggested that lifestyle factors have a signifi cant 
impact on how well people age (Kramer et al.  2004 ). Among numerous  lifestyle 
factors  , physical activity and exercise training have gained popularity as ecological 
approaches to develop and maintain cognitive health, and this could partly be due to 
its protective effects against the deleterious impacts of age on health and cognition. 
Studies supporting the benefi ts of physical activity and exercise on cognition are 
numerous, and methodologies vary greatly with regard to the type of activity and 
fi tness assessment.  Physical activity  is defi ned as any bodily movement produced 
by skeletal muscles that results in energy expenditure.   Exercise    is a subtype of phys-
ical activity that is planned, structured, repetitive, and purposive (Caspersen et al. 
 1985 ). Physical activity assessment varies from direct observation and self-report 
questionnaires to pedometers, hip accelerometers, or  ActiGraph systems  . Physical 
activity assessment does not provide a direct measure of physical fi tness, which 
should be assessed using a submaximal walking test (e.g., the Rockport one mile 
test; Kline et al.  1987 ) or a graded physical exercise test (on a treadmill or a cycle 
ergometer) to estimate or to provide a direct measure of VO 2  max, the ability of the 
body to transport and use oxygen during intense effort (Betik and Hepple  2008 ), 
which is considered as the gold standard for a cardiorespiratory fi tness index. 

 Despite methodological differences among studies, systematic reviews and 
meta-analyses of longitudinal studies support the association between physical 
activity and  cognitive function  . In children, regular participation in physical activity 
was shown to be associated with enhanced brain function and cognition and posi-
tively related to academic performance (Singh et al.  2012 ). In older adults, regular 
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practice of physical activity is associated with a reduced risk of cognitive decline 
and dementia by 20 % (Weuve et al.  2004 ) to 35 % (Sofi  et al.  2011 ). In fact, the risk 
of cognitive decline seems to be inversely proportional to the amount of physical 
activity practiced throughout life (Paillard  2015 ). However, it still remains unclear 
whether all types of physical activity impact cognition to the same extent or carry 
the same promise in terms of protection against cognitive decline. Moreover, the 
impact of exercise on biomarkers of cognitive decline remains understudied (Jensen 
et al.  2015 ). 

 This chapter reviews the literature assessing the impact of physical activity/exer-
cise training as an effective way to maximize cognitive development in children, 
help maintain cognitive vitality across the life span, and alleviate the burden of 
aging on neurocognitive functions. It does not claim to be an exhaustive review. 
Rather, it aims to provide the reader with an overview of the recent advancement in 
scientifi c knowledge, mainly based on interventional studies assessing whether and 
how physical activity and exercise positively affect cognition. More specifi cally, we 
opted to focus on what type of specifi c physical activity or exercise can maximize 
cognitive development and attenuate the age-related cognitive decline. Although 
more studies are required to fi nd defi nitive answers to these important questions, 
recent interventional studies including various exercises and the use of  neuroimag-
ing techniques   have opened new research avenues. The following sections report 
evidence of cognitive improvement in interventional studies using aerobic training, 
strength or resistance training, gross motor and coordination training, and soft exer-
cise such as yoga, dance, and tai chi.  

     Aerobic Training      

 Aerobic training usually involves exercises, such as jogging, swimming, or brisk 
walking that stimulate and strengthen the heart and lungs, with the goal of improving 
the body’s utilization of oxygen. In a noteworthy study by Kramer et al. ( 1999 ), 
older adults who completed a 6-month walking program showed a greater signifi -
cant improvement in tasks that tapped into attentional control or executive functions, 
compared to other cognitive functions and to a control group (of non-aerobic stretch-
ing exercise). This observation was further supported by a meta-analysis from 
Colcombe and Kramer ( 2003 ) of interventional studies (see also Bherer et al.  2013 ). 
In younger individuals (i.e., children and young adults), studies that employed vig-
orous aerobic-based exercise interventions also reported gains in executive function-
ing (Voss et al.  2011 ). 

 The biological mechanisms by which cognition is enhanced through aerobic exer-
cise remain to be fully elucidated, but it has been suggested that aerobic exercise 
induces angiogenesis, neurogenesis, and synaptogenesis. Supports for this are exer-
cise-associated changes in molecular growth factors such as  brain-derived neuro-
trophic factor (BDNF)  , which plays a crucial role in neuroplasticity and 
neuroprotection, and increased production of insulin-like growth factor 1 (IGF-1) 
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(Jensen et al.  2015 ). In some studies, these observations paralleled change in brain 
structures and functions. For instance, in Voss et al. ( 2010 ,  2013 ), 12  months      of an 
aerobic exercise intervention induced improvement in functional connectivity, which 
was associated with enhanced executive functions, serum level BDNF, and other 
growth factors.  

    Strength or Resistance  Training   

 Strength or resistance training requires the body’s musculature to move against an 
opposing force, usually using some type of training equipment. Recent studies also 
suggest that strength or resistance training can have benefi cial effects on cognition, 
especially with older adults. Tsai et al. ( 2015 ) showed that a 12-month high- intensity 
resistance exercise intervention could effectively delay the decline in executive 
functions in healthy elderly males. In contrast, a meta-analysis by Kelly et al. ( 2014 ) 
only partially supported the benefi ts of resistance training on older adults’ cognitive 
functions, with resistance training groups performing better than stretching/toning 
controls on only one out of three memory measures and four out of 18 executive 
function tests. Better comparability in behavioural measures of executive functions 
across studies could help explain discrepant results among studies. 

 Other studies offer more convincing support for the benefi t of strength training 
exercise on brain plasticity. In a neuroimaging study, Liu-Ambrose et al. ( 2012 ) 
showed improved executive scores after a 6-month resistance program in conjunc-
tion with increased hemodynamic activity in brain regions associated with response 
inhibition, suggesting functional plasticity. This plasticity could potentially lie on a 
molecular pathway. In fact, Cassilhas et al. ( 2007 ) showed that both moderate- and 
high-intensity resistance trainings are associated with increased levels of IGF-1. 
Similarly, Tsai et al. ( 2015 ) showed an increase in serum IGF-1 levels after a long- 
term high-intensity resistance exercise program, which correlated with changes in 
reaction  times   and P3b amplitudes in an oddball task.  

     Gross Motor/Coordination Training   

 It has recently been observed that gross motor training involving coordination, bal-
ance, and agility activities can also lead to improvements in older adults’ cognitive 
functions independently of aerobic fi tness or resistance training. Voelcker-Rehage 
et al. ( 2011 ) reported improved executive control and perceptual speed after a 
12-month coordination training program in older adults (aged 62–79 years). Forte 
et al. ( 2013 ) also reported improved executive control in adults aged 65–75 years 
after a 3-month multicomponent training program (including balance and agility). 
A more recent study (Berryman et al.  2014 ) compared aerobic training combined 
with strength training to gross motor activities training and observed equivalent 
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improvement in an inhibition task across all training programs, highlighting again 
the benefi cial impact of a gross motor training on cognition. Even though there is 
evidence that cognition and certain motor skills are linked in young individuals (see 
van der Fels et al.  2015  for a review in children aged 4–16 years old), there is still a 
lack of exercise intervention studies in these specifi c populations. 

 Little is known regarding biomarkers of gross motor/coordination training 
effects. Interestingly, Voelcker-Rehage et al. ( 2011 ) reported results suggesting that 
the neurocognitive mechanisms that underlie cognitive changes induced by exercise 
training could differ depending on training intervention, with cardiovascular train-
ing being associated with an increased activation of the sensorimotor network, 
while coordination training being linked to an increased activation in the visual–
spatial network. Future studies are required to further understand how gross motor 
and coordination training impact specifi c cognitive functions.  

    Emerging Training Programs: Yoga, Dance, and Tai Chi 

 There is a growing interest for more ecological-like interventions, based on popular 
 soft gymnastics   such as yoga, dance, tai chi, etc. (see Verhaegen this volume, for a 
review on the effects of meditation on cognitive functions). This section mainly 
reports some  interventional studies  . Further research will be needed to complete 
this emerging literature, particularly with regard to potential biomarkers. 

   Yoga    is a widely practiced form of meditation and relaxation with origins in 
ancient Indian philosophy. It includes postures combined with breathing techniques 
and is now classifi ed as a form of complementary and alternative medicine by the 
National Institutes of Health. In a recent literature review of studies with older 
adults, Patel et al. ( 2012 ) found no improvement in global cognition nor in alertness 
and attention after yoga training compared to control conditions. However, using a 
rigorous study design, Gothe et al. ( 2013 ) examined the effects of an 8-week Hatha 
yoga intervention on executive functions in 118 healthy older adults (55–79 years 
old). Results showed improved performance in measures of working memory, men-
tal set shifting, and fl exibility in the yoga group, but not in the stretching–strength-
ening control group. Practicing yoga could also be benefi cial at younger age. In fact, 
a recent study including 200 schoolchildren found that a 3-month yoga intervention 
was particularly benefi cial for the cognitive domains of attention and visuospatial 
abilities (Chaya et al.  2012 ). Regarding biomarkers, Pal et al. ( 2014 ) recently found 
a signifi cant improvement in plasma BDNF level for males aged 20–50 who experi-
mented yoga practice for 3 months, 1 h per week. The impact of yoga on stress level 
(i.e., cortisol), psychological well-being (serotonin and dopamine levels), and its 
potentially benefi cial effects on reducing the risk for cerebrovascular disease (lipid 
profi les and lower oxidative stress) seems to be promising avenue of investigation. 

   Dancing    has recently gained interest in the scientifi c community. Compared to 
other activities such as aerobic or resistance training, dancing offers a combination 
of physical, cognitive, and social activities potentially useful for attenuating 
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 age- related decline. A recent review of the literature (McNeely et al.  2015 ) showed 
a strong effect of dance on cognition in older adults. The review included ten studies 
in which older adults underwent multi-session dance interventions (e.g., salsa, ball-
room, contemporary, etc.) between 8 weeks and 18 months, with at least one session 
a week. Besides positive effects in quality of life (e.g., body pain, physical function-
ing, or life satisfaction), cognition was improved after a dance intervention, with 
more specifi c effects on task switching and response speed. However, none of the 
dance interventions seemed to affect attention, visuospatial memory, or fl uid intel-
ligence. Here again, future studies will help clarify and understand the impact of 
dance on specifi c cognitive functions in seniors. 

   Tai Chi   , meaning “supreme ultimate boxing,” is originally a martial art from 
China combining the exercise of rhythmic movement and self-defense practice with 
the use of yogic breathing techniques. It involves moving from a standing position 
through a series of postures. Like yoga or dance, tai chi could be described as being 
a combined intervention, with physical, cognitive, and social characteristics occur-
ring simultaneously. A recent study in children showed that tai chi could be a useful 
tool to incorporate in educational programs to improve well-being, sleep, or self-
awareness (Wall  2005 ). In older adults, Chang et al. ( 2010 ) found mixed results 
with regard to cognitive performance. However, a recent meta-analysis highlighted 
the impact of tai chi on attention, processing speed, and working memory in older 
adults (Kelly et al.  2014 ). Studies using neuroimaging techniques are still scarce, 
but Wei et al. ( 2013 ) recently found in middle-aged adults that compared with con-
trol participants who never practiced tai chi, those who have practiced it for many 
years showed thicker cortex in the precentral gyrus, insula sulcus, and middle fron-
tal sulcus in the right hemisphere and superior temporal gyrus, medial occipitotem-
poral sulcus, and lingual sulcus in the left hemisphere. Although this was a 
cross-sectional study, it provides partial support to the notion that long-term tai chi 
practice could induce regional structural changes. Well-designed intervention stud-
ies are needed to further support these observations.  

    What Would Be the Best Physical Activity/Exercise? 

 At this time, we still have insuffi cient evidence to determine whether specifi c 
modalities of exercise have a differential effect on  cognitive performance  . Over the 
last decade or so, numerous studies and meta-analyses have reported supporting 
evidence that aerobic exercise can lead to cognitive improvement. More recently 
though, strength and resistance training, gross motor training, and other approaches 
have gained more interest, specifi cally with older adult populations. Consequently, 
it is hard to provide defi nitive conclusions regarding the volume and intensity of 
exercise, as well as the duration of an intervention that would best lead to cognitive 
improvement. The literature in younger individuals would benefi t from having more 
training intervention studies with objective measures of physical activity in order to 
gain insight into the dose–response relationship between physical activity and 
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academic performance. Equally important are the individual differences in fi tness 
level, sedentary lifestyle, and gender differences, which also increasingly seem to 
become important moderators of fi tness intervention effects (see Katz et al. this 
volume, for a review on individual differences in cognitive training research). 

 In regard to training duration, a minimum of a 12-week intervention seems to be 
ideal to improve physical components, depending on which specifi c components are 
part of the desired outcome (e.g., from 12 weeks for better balance to 50 weeks for 
improving  muscle morphology  , with a minimum of 16 weeks to improve VO 2  max, 
while some studies including ours show signifi cant improvement after 12 weeks in 
sedentary seniors, Predovan et al.  2012 ). Many of the studies published so far sug-
gest a training frequency of three 1-h sessions per week to obtain signifi cant physi-
cal adaptation or changes. For positive effects on cognition, studies show more 
equivocal results that could be linked to variability in study designs, characteristics 
of the population, and training modalities. In their recent review of observational 
studies in healthy older adults and patients with diverse pathologies (prospective 
cohort studies, case–control studies, and longitudinal studies), Carvalho et al. 
( 2014 ) observed that studies’ duration varies from 6 months to several years across 
studies. Future studies should investigate if this could have an impact on cognitive 
benefi ts overall and if it could lead to differential gains on various cognitive 
functions. 

 As for the content of the ideal training intervention, great results have been 
observed with combined aerobic and strength training regiments, although brisk 
walking also showed large benefi ts on cognition and can potentially induce brain 
plasticity as suggested by results from studies using  brain imaging techniques   
(Erickson et al.  2011 ). There is also a trend supporting the use of combining physi-
cal exercise with another activity (such as cognitive training) with hope that it could 
boost cognition further than exercise alone. However, the effects of these so-called 
multi-domain interventions on cognition have not clearly been demonstrated yet 
(Schneider and Yvon  2013 ). Moreover, in some multi-domain intervention studies, 
the training protocol consisted of giving participants twice as many training ses-
sions than the physical or the cognitive training group alone. As a result, it could 
sometimes be hard to dissociate the effect of combining intervention from the mere 
impact of increasing the volume of training. In order to maintain the benefi ts longer, 
training might include various components at the same time, like in yoga, dance, or 
tai chi combining simultaneously physical, cognitive, and social components. An 
interesting and newly created program (called “ life kinetic  ,” Lutz  2012 ) shows 
promising results (see Demirakca et al.  2016  for an fMRI study in middle-aged 
adults). It combines coordinative, cognitive, and visual tasks in a way that the phys-
ical exercise is performed while participants are cognitively challenged at the same 
time (mainly on working memory). One of the advantages of this simultaneous 
training probably lies on the involvement of a more ecological dual-task design in 
which participants have to constantly switch attention between cognitive and physi-
cal activities.  
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    Conclusion 

 This chapter is a brief overview of a substantial literature supporting the notion that 
physical activity and exercise training can positively affect cognitive development 
across the human life span. In many studies,  aerobic training   seems to largely impact 
the executive functioning of healthy older adults, and these effects could be, at least 
in part, induced by improvement in oxygen consumption (e.g., higher VO 2  max 
measures). Moreover, the  neuroprotective effect   of exercise could be supported by 
a cascade of molecular mechanisms that involve regulation of specifi c biomarkers 
(BDNF, IGF-1) that are known to play a role in brain integrity or repair and  plastic-
ity  . Some of these  biomarkers   might also be involved in the effects of resistance 
intervention on executive control performance. Emerging interventions based on 
gross motor exercise, yoga, dance, or tai chi also demonstrated positive effects on 
cognition. Based on the results of most of these studies, it seems that simultaneously 
combining physical and cognitive exercise represents a new interesting path that 
deserves further investigation. Nevertheless, some important methodological ques-
tions remain to be elucidated. Among other issues, future studies should help 
develop more  ecological interventions   based on individuals’ interests and further 
investigate short-term benefi ts and long-term gains of the intervention programs. 
Future studies should also help uncover potential important moderators for the 
effects of fi tness interventions (e.g., sedentary lifestyle or gender differences) on 
cognition and elucidate biological mechanisms that sustain the positive impacts that 
exercise induces on brain structure and functions throughout life.      
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          Introduction 

  Reproducibility   is an essential feature of high-quality psychological research, and 
the subfi eld of cognitive training has produced no shortage of replications and fol-
low- up studies. For example, one intervention developed by two of the authors of 
this chapter,  n-back training  , has been used in no less than fourteen studies from 
other research groups that also examined training in the context of transfer to fl uid 
intelligence (Au et al.  2014 ). The outcome of these studies, however, is inconsistent: 
While some studies fi nd improvements in untrained tasks following the interven-
tion, others do not. Although these subsequent studies may not adhere to the level 
of fi delity with the original research that was attempted in the recent Reproducibility 
Project (Open Science Collaboration  2015 ), similar or identical training paradigms 
and transfer tasks were used. How does one make sense of not only a single failed 
or successful replication but an entire corpus of divergent results? 

 One potential answer to this conundrum is the use of  meta-analytic techniques  , as 
these allow researchers to determine not only whether an intervention has a meaning-
ful effect over a large body of studies but also to reveal potential moderators—such 
as demographic makeup, pre-existing individual differences, or training dosage—
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that may infl uence the outcome of the intervention. However, even the handful of 
extant meta-analyses (Au et al.  2014 ; Karbach and Verhaeghen  2014 ; Melby-Lervåg 
and Hulme  2013 ; Schwaighofer et al.  2015 ) arrive at different conclusions about the 
effi cacy of cognitive training. A brief interrogation of these  quantitative reviews 
makes this outcome unsurprising, considering that each meta-analysis relied on 
 different selection criteria for including studies and somewhat different methodolo-
gies to calculate  effect sizes  . Some debate has occurred regarding the specifi c proce-
dures used in each of these meta-analyses; however, it is reasonable to suggest that, 
as long as sensible alternatives exist in methodology that deliver divergent results, 
meta-analyses of existing studies alone may be insuffi cient for reaching consensus 
about the effi cacy of cognitive training. 

 In this chapter we suggest an alternate solution to the issues facing  cognitive 
training research  . There is compelling evidence that cognitive training is not equally 
effective for all participants across all studies. Rather, it is likely that certain indi-
vidual difference  factors   such as age, baseline performance, socioeconomic status, 
personality, experience with games, and motivation, among many others, may 
impact the outcome of the intervention for any individual participant. These differ-
ences have signifi cant implications not only for our ability to improve our theoreti-
cal understanding of cognitive training but also for the real-world effi cacy of any 
individual intervention. However, many extant cognitive training studies do not 
examine these factors. Furthermore, most use sample sizes that are too small to 
adequately account for them individually, let alone the extent they may interact with 
each other. Conducting larger, better-powered studies that allow scientists to under-
stand the effects of these differences may help to explain the inconsistency across 
studies thus far. This chapter focuses on the evidence that certain individual differ-
ence factors may infl uence the outcome of cognitive training, with the hope that 
researchers may examine them more closely in future studies. Additionally, given 
the importance of transferability to untrained tasks in cognitive training research, 
the present chapter focuses primarily on the contribution of these individual differ-
ence factors to improvements on transfer tasks, although these factors are also dis-
cussed with respect to training gains when relevant.  

    Individual Difference Factors that May Infl uence Cognitive 
Training Outcomes 

 A full discussion of all the individual difference factors that  might  infl uence the 
outcome of cognitive training would require a book by itself. For a comprehensive 
review of how individual difference factors impact cognition more generally, the 
  Handbook of Individual Differences in Cognition    (Gruszka et al.  2012 ) provides a 
detailed discussion. For the purposes of this introduction to the topic, however, we 
focus on individual difference factors that have been examined in previous working 
memory and executive function training research. This list, perhaps unsurprisingly 
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given the previous paragraphs, is fairly short—only a handful of the many cognitive 
training studies published thus far have explicitly examined individual difference 
factors. At present, these studies consider age, baseline performance, personality 
factors, and motivation. Readers well versed in the study of individual differences 
may notice other factors that may be meaningful predictors in other  contexts  —such 
as gender or cultural factors 1 —missing from this chapter. While these certainly 
merit further study, we exclude them here simply because extant research does not 
yet suggest that they make a signifi cant contribution to the outcome of a cognitive 
training paradigm. 

     Baseline Performance   

 The potential contribution of baseline performance (either on the training task itself 
or on the set of cognitive tests used at pretest) to improvements on untrained assess-
ments merits primacy in a discussion of individual differences. While many indi-
vidual difference factors have not been specifi cally studied in the context of cognitive 
training, most of these  have  been examined in the context of baseline performance 
on a variety of cognitive abilities, such as working memory or executive function. If 
baseline performance impacts the outcome of a training intervention, it is reason-
able to suggest that the other individual difference factors that infl uence baseline 
performance merit further investigation; the infl uence of baseline performance in a 
domain on its trainability has long been a focus of cognitive training research 
(Verhaeghen et al.  1992 ; 1992; Willis  1989 ; see also Snow  1991 ). Baseline perfor-
mance on  working memory   tasks may infl uence the outcome of cognitive training 
in one of two directions. One possibility is that those who perform worse prior to the 
intervention have more room to improve following training and thus may experi-
ence greater gains. Alternatively, those with higher baseline performance may be 
better able to benefi t from completing a cognitive training regimen—they may per-
form better at the training task over the course of the intervention and thus also 
experience greater improvements; these participants may also be more likely to 
complete the entire intervention and not drop out of a study (Jaeggi et al.  2014 ). One 
factor to keep in mind is that the source of individual differences in baseline perfor-
mance may differ across studies: in some studies lower baseline individuals may 
have less experience, be younger or older, and so forth. Thus, it is not surprising that 
baseline performance may have different effects across studies. It is also possible 
that different training paradigms may result in different patterns of performance 
across high- and low-baseline participants. For example, process-based training 
often results in higher gains for individuals with lower baseline performance, while 
strategy-based training programs often result in greater gains for high-baseline 

1   While Au et al. ( 2014 ) did fi nd differences between cognitive training studies conducted in the 
United States compared to other countries, it remains unclear whether those differences are related 
to cultural or other factors (e.g., motivation). 
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individuals (Karbach and Unger  2014 ). Thus, a sensible approach to resolving these 
issues is to focus on the underlying individual differences that may infl uence base-
line performance as well as training paradigm characteristics. 

 Of the few studies examining baseline performance and cognitive training, a num-
ber support the former possibility—that is, that those who start with lower levels of 
performance experience greater gains. In two studies by Zinke et al. ( 2012 ,  2014 ) 
individuals who performed worse at baseline, across multiple training paradigms of 
both working memory and executive control, experienced larger gains on the train-
ing task. Although Zinke et al. did not directly examine how baseline performance on 
untrained WM or fl uid intelligence measures impacts transfer gains, they did fi nd 
that, like Jaeggi et al. ( 2011 ), Schmiedek et al. ( 2010 ), and Chein and Morrison 
( 2010 ), the amount of improvement on the training task does contribute to the amount 
of transfer gains on certain executive control and verbal WM tasks. These studies 
suggest that individuals who begin with lower baseline performance on the trained 
tasks may have stood to improve more at both the training and related transfer tasks. 
One possibility, as Zinke and colleagues discuss, is that individuals with higher base-
line performance may be closer to ceiling performance at the task. If improvement in 
the task is a necessary precursor to transfer gains, it is also possible that modifying 
the task to permit high performers to continue improving beyond present ceiling 
levels might also permit them to experience greater transfer gain. 

 Few studies have specifi cally looked at how pretest performance on the transfer 
tasks may infl uence transfer gain, although consistent with the previously men-
tioned small studies, one recent, large-scale study found that individuals who per-
formed worse at pretest on the set of transfer tasks also showed greater improvements 
on these tasks following training than those with higher pretest scores (Hardy et al. 
 2015 ). This fi nding is also consistent with research conducted on the ACTIVE train-
ing  project   with older adults (Willis and Caskie  2013 ) that found that lower perfor-
mance on certain baseline measures was correlated with greater improvement after 
a period of cognitive training. While these studies provide some evidence that 
lower-performing individuals may stand to benefi t more from the training than 
those who are closer to ceiling, the relationship between baseline ability and trans-
fer may be fairly complex and might also be infl uenced by methodological differ-
ences, such as the design of the intervention or the adaptivity algorithms used to 
increase or decrease the diffi culty of training. And fi nally, some of the outcome 
measures might not be sensitive enough to detect changes at the upper end of the 
scale, which could also contribute to the relatively smaller improvements observed 
in high-ability samples.  

     Age   

 A substantial body of research provides evidence for the effects of age on cognitive 
plasticity across the lifespan (Guye et al. of this volume); it should be unsurprising 
that age has often been linked to differences in transfer improvements following 
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cognitive training. Several studies have found that improvements on untrained tasks 
are smaller for older adults than younger adults (Zinke et al.  2014 ; Brehmer et al. 
 2012 ; Schmiedek et al.  2010 ) and even smaller for old-old adults, when compared 
to young-old individuals (Borella et al.  2014 ). However, meta-analytic work has 
revealed inconsistent fi ndings on this issue: While one recent meta-analysis found 
no difference between younger and older adults in transfer improvements (Karbach 
and Verhaeghen  2014 ), another found that younger adults improved more on these 
tasks than older adults (Wass et al.  2012 ). Given that these meta-analyses include 
different sets of studies based on differing parameters (e.g., Wass et al. include a 
larger range of ages than Karbach and Verhaeghen), it is diffi cult to compare them 
to each other. 

 Given the extent to which age impacts baseline performance on a wide variety of 
cognitive tasks (Salthouse  1996 ), there is a reasonable impetus for examining the 
effects of age in cognitive training research. Furthermore, if training mitigates the 
effects of age-related cognitive decline, older adult populations may benefi t the 
most from cognitive training (Richmond et al.  2011 ). Perhaps most problematic, 
from the perspective of critiquing extant research, is that age effects have generally 
been examined only in the context of older versus younger adults, or in children, 
with the exception of Borella et al. ( 2014 ) mentioned above. Little is known about 
how age may impact transfer in individuals who are older than college age but 
younger than retirement, and until a truly  comprehensive   study is made that includes 
the entire lifespan—from children to young adults to middle age to older adults—a 
signifi cant gap remains in our understanding of age as an individual difference fac-
tor relevant to cognitive training research.  

     Personality   

 A new line of research on cognitive training has begun to examine how individual 
differences in personality and temperament may moderate training gains and trans-
fer effects. The fi ndings from these studies seem to suggest that emotional stability 
is an important factor moderating the effi cacy of cognitive training. 

  Conscientiousness   is one moderating factor that has been investigated. A highly 
conscientious person tends to be persistent, hardworking, self-disciplined, and com-
petitive. Not surprisingly, individuals with high levels of conscientiousness tend to 
have high training scores and improvements in near transfer tasks (Studer-Luethi 
et al.  2012 ). A surprising fi nding, however, is that participants with high levels of 
conscientiousness tend to have lower levels of improvement in far transfer mea-
sures. This fi nding suggests that conscientious individuals are able to develop suc-
cessful, though nontransferable, task-specifi c skills (Studer-Luethi et al.  2012 ). 
However, given that this was a fairly small study sample, the range of personality 
factors was somewhat restricted. Thus, the results are considered preliminary, and 
further investigation is needed. 
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 Related to conscientiousness is a factor called  effortful control  , which describes 
individual differences in emotional stability and the ability to self-regulate one’s 
behavior depending on current and future goals. For example, children with high 
levels of effortful control are better able to overcome negative effect in order to 
achieve a goal. Consistent with the fi ndings from (Studer-Luethi et al.  2012 ; Studer-
Luethi et al.   2015 ), found that high effortful control and low  neuroticism  , a charac-
teristic describing anxious and emotionally unstable individuals, best predicted 
transfer effects and suggest that cognitive training is most effective when children 
are emotionally stable and able to suffi ciently self-regulate their emotions (Studer-
Luethi et al.  2015 ). 

 This hypothesis is in line with the fi nding by Urbánek and Marček ( 2015 ) that 
individuals who scored high on the rhapsodic Personality Styles and Disorders 
Inventory, indicating an extravagantly emotional personality type, as well as schizo-
typal individuals who are typically highly anxious in social situations, were less 
likely to perform well on transfer tasks after training (Urbánek and Marček  2015 ). 
Similarly,  neuroticism   has been associated with lower training scores and lower 
performance on transfer tasks (Studer-Luethi et al.  2012 ). These personality types 
likely have a negative infl uence on training outcomes due to processing capacity 
being limited by disadvantageous arousal levels, intrusive thoughts, and negative 
emotions (Studer-Luethi et al.  2015 ). 

 Based on this work, emotional stability appears to be an important personality 
factor to take into account for cognitive training. Future work should consider the 
underlying mechanisms behind personality differences as well as other personality 
 differences  , such as openness to experience, which has not only been correlated 
with cognitive ability (Schaie et al.  2004 ) but has also shown to be changed as a 
function of cognitive training (Jackson et al.  2012 ).  

    Motivation 

 Despite being an entire subfi eld of psychological research, few studies examine how 
a participant’s motivation, either to complete the intervention or to improve their 
cognitive capacity, impacts training and transfer. A number of previous training 
studies inform participants that they may improve their intelligence or cognitive 
 function   during the study (Jaeggi et al.  2008 ; Klingberg et al.  2005 ), while other 
studies only mention practicing computerized tasks (Redick et al.  2013 ). One study, 
from the authors of this chapter, suggests that  personal beliefs   about the malleability 
of intelligence may contribute to the amount of transfer after a cognitive training 
intervention (Jaeggi et al.  2014 ). Individuals who believed that intelligence could be 
improved experienced larger transfer gains following training. Although the beliefs- 
by- intervention interaction was not signifi cant in this instance, it does suggest that 
personal beliefs about whether one is able to improve cognition—itself a major 
factor in how motivated one might be to complete cognitive training—could have a 
substantial impact on the outcome of training. Additionally, the use of payment or 
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other forms of  extrinsic motivators   as a means of incentive in training studies may 
also undermine the outcome of the intervention. The sole meta-analysis that exam-
ined compensation levels in the context of transfer gain points toward a negative 
impact of renumeration on transfer improvements (Au et al.  2014 ). However, fi nd-
ings from a recent study conducted in our laboratory specifi cally designed to mea-
sure the impact of renumeration suggests that payment may not necessarily have an 
undermining infl uence when participants also have intrinsic motivation to complete 
the training (Katz et al.  submitted for publication ). 

 One curious point related to motivation is the inclusion of “game-like”  elements   
in cognitive training paradigms that are meant to motivate or engage participants. A 
number of cognitive training programs have been designed to mimic the motiva-
tional elements of video games (Jaeggi et al.  2011 ; Klingberg et al.  2005 ), while 
others do not include these game-like features, such as scoring, feedback, or anima-
tions. There is some evidence that game elements may infl uence performance on the 
tasks involved (Katz et al.  2014 ), although this one study from our laboratory sug-
gests that adding game-like features may undermine training and transfer if they 
distract a participant from the core task. Interestingly, this difference has appeared 
most sharply in training targeted toward children versus training targeted toward 
adults, as if there is an expectation by researchers that game-like features are more 
motivating for younger individuals than older ones. Clearly, more work is needed to 
better understand the role of motivation in cognitive training as well as what 
researchers can do to best motivate their participants.   

    Conclusion 

 It may be somewhat disconcerting that extant research cannot yet pinpoint all indi-
vidual differences that play a signifi cant role in the outcome of cognitive training. 
We suggest that, at present, it is enough simply to illustrate that many of these fac-
tors  can  play a role in the outcome of training. Whether or not each individual dif-
ference factor is meaningful, one thing can be concluded for certain: We cannot 
know the extent to which they matter if we do not measure them. Furthermore, there 
is likely to be  multicollinearity   of variables when multiple individual difference 
measures are assessed, and it may be diffi cult to identify the primary factors. Some 
factors, like age, are often examined in cognitive training studies, while others, such 
as motivation, personality, socioeconomic status, and psychopathology, are gener-
ally not considered in cognitive training research. Given that most cognitive train-
ing studies only include a relatively small number of participants, this is a signifi cant 
oversight—in an underpowered study, each of these factors could have an oversized 
effect. For example, given that Au and colleagues’ ( 2014 ) meta- analysis suggests 
an effect of one particular motivational factor—renumeration—on transfer, it is 
possible that the other meta-analyses discussed here, none of which examine moti-
vation or renumeration, may have reached different conclusions were they to 
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examine these factors. But it is important to keep in mind that even the most care-
fully conducted meta-analysis is only as strong as the sum of the studies it includes. 
Future cognitive training studies should include these factors as variables of inter-
est, and furthermore, they must be adequately powered to fully examine them. 

 Finally, if some of these factors have a signifi cant impact on transfer improve-
ments, they may need to be incorporated into training paradigms themselves. 
If older adults experience smaller training gains than younger adults and the amount 
of training improvement predicted transfer, would it make sense to offer them the 
same training paradigm? A physical trainer does not offer the same training regimen 
to two individuals with different levels of baseline fi tness nor does a clinical psy-
chologist offer identical courses of therapy to individuals facing different  mental 
health issues  —or even the same mental health issues; for example,  aptitude-treat-
ment interaction methods   have been used to take individual differences into account 
in psychotherapy interventions with considerable success (Snow  1991 ). There is no 
“one-size- fi ts-all” in human intervention research. And yet this is precisely what is 
often done in cognitive training studies: Individuals who may have vastly different 
motivations, baseline performance, and educational backgrounds fi nd themselves 
facing identical training paradigms that, even if they are adaptive, do not take into 
account these individual differences. Better measurement and larger sample sizes 
may help us understand how these factors contribute to the outcome of training, but 
personalized training programs, which build these factors into the training paradigm 
itself, may ultimately help researchers create cognitive training regimens that are 
more effective—for all participants.     
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         Introduction 

 Working memory (WM) is critical for a variety of activities at school, from complex 
subjects such as reading comprehension, mental arithmetic, and word problems to 
simple tasks like copying from the board and navigating around school (see Alloway 
and Copello  2013 , for a review). Working memory is also important from kinder-
garten (Alloway et al.  2005 ) to the tertiary level (Alloway and Gregory  2013 ) and is 
an excellent predictor of academic success, longitudinally (Alloway and Alloway 
 2010 ).  

    WM  Training Programs   

 Given the importance of working memory in learning, it is no wonder that there 
have been increased research efforts to understand the impact and effi cacy of 
training this skill, particularly in an educational context. 1  In this chapter, we 
have characterized WM training programs into two categories: those that are 
narrow in scope and those that are broad in scope. We defi ne narrow-scope WM 
training programs as those that are very similar to a working memory test. For 
example, they require the student to remember numbers in backward order or 
the location of dots in backward order. In contrast, we defi ne broad-scope WM 
training programs as those that train working memory in the context of broader 
abilities, such as executive function, attention, or learning skills. We can use an 

1   There are other training programs that target related cognitive skills, such as attention or inhibi-
tion, but this chapter focuses exclusively on WM training programs. 
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example from physical activity to illustrate the difference between these nar-
row-scope and broad-scope WM training programs. A narrow-scope program 
typically targets one area—like doing bicep curls to improve the muscle tone in 
your arms. In contrast, a broad-scope program has a wider application—like 
running for your general cardiovascular health.  

     Transfer Effects   

 When considering the effi cacy of WM training, it is important to investigate the 
nature of  transfer effects . This refers to whether a training program improves 
anything other than getting better at the game itself? Practicing a skill will natu-
rally enhance it. This is known as a  practice effect  . But can the benefi ts of a WM 
training program transfer to real world activities; in other words, can you get bet-
ter at something other than the training program? Transfer effects can be classifi ed 
as  near transfer  or  far    transfer    .  Near transfer refers to improvements that are 
similar to the training program. In the context of WM training programs, a near 
transfer effect is improved performance on WM tests involving verbal and visuo-
spatial stimuli. Some caution should be exercised when considering near transfer 
effects, as the measures used to assess near transfer effects often share similarities 
with the activities used in the training programs. As a result, it can be diffi cult to 
ascertain whether improvements are the result of  practice effects   or broader more 
effi cient cognitive functioning. 

 Consequently, it is especially important to consider far transfer effects, which 
refer to improvements in skills related to the area of training. In the context of 
WM training programs, far transfer refers to other executive function skills such 
as inhibition, updating, and planning, as well as attention and fl uid  intelligence   
(IQ). Investigation of far transfer effects can provide some indication of whether 
training WM can yield improvements in tasks that do not directly mirror the 
training activities. 

 Another key factor to consider is whether transfer effects are short-lived or long 
lasting. In some cases, the improvements may be the result simply of the novelty of 
using the training program and are not durable, but in other cases, there may be 
evidence of sustained improvements.  

    WM Training Programs in an Educational Context 

 This section explores the effi cacy of WM training programs in both near and far 
transfer effects in the context of education. The following programs are adaptive in 
nature, which means that the program will either progress to a more challenging 
level in response to the user’s skills or discontinue if the user is unable to success-
fully complete the tasks. 
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     Narrow-Scope WM Training Programs   

 One commercial program that has been the focus of a relatively large body of 
research in this context of WM training is the Cogmed Working Memory Training 
program ( CWMT  ;   www.Cogmed.com    ). CWMT is an adaptive, 5-week training that 
can be considered as a narrow-scope program as it mirrors working memory tests. 
For example, the games in the program include backward  digit recall  , letter  recall  , 
and dot  location  , and much like a working memory test, the user has to recall num-
bers in backward order, letters, and the locations of dots in a grid. The target age in 
the majority of the published research on the CWMT is between 8 and 12 years and 
has typically been with students with ADHD, though a few studies have been con-
ducted with students with learning diffi culties, as well as typically developing stu-
dents (Kirk et al.  2015 ; also Schwaighofer et al.  2015 ). 

 Research investigating transfer effects with CWMT shows consistent near 
transfer effects to tests of both verbal and visuospatial WM, in children aged 6–12 
years (Kirk et al.  2015 ). However, far transfer effects are harder to substantiate. 
Some studies have found far transfer to tests of executive function, such as rea-
soning and inhibition. However, in other skills related to WM such as attention, 
fi ndings have been mixed. Teacher ratings of attention and ADHD symptoms are 
typically not different post-training with CWMT (though see Mezzacappa and 
Buckner  2010 ). The pattern of parent ratings of attention and ADHD symptoms 
are similarly mixed—some have reported differences attributed to the training 
(e.g., Klingberg et al.  2005 ), while others have found nonsignifi cant results in this 
area (e.g., Green et al.  2012 ). 

 Another far transfer  skill   that is related to working memory is  fl uid intelligence  . 
While working memory and IQ are closely related (Conway et al.  2002 ), they rep-
resent dissociable skills with unique links to learning outcomes (Alloway and 
Alloway  2010 ). To date, there has not been evidence that CWMT improves scores 
in either verbal or nonverbal IQ tests (Kirk et al.  2015 ). Similarly, there has not been 
strong support for far transfer effects of CWMT to learning domains, such as math-
ematical reasoning or word reading (Holmes et al.  2009 ), though one study did 
report improvements in reading comprehension in a special needs population 
(Dahlin et al.  2008 ). The persistence of training effects with the CWMT has not 
been widely investigated; however, Holmes et al. ( 2009 ) reported the maintenance 
of near transfer effects in both verbal and visuospatial WM tests when typically 
developing students were assessed 6 months later. 

 Other narrow-scope programs include the  Odd Yellow   (Van der Molen et al. 
 2010 ), which mirrors the  Odd-One-Out test  . The user is shown three shapes, has to 
identify the odd-one-out, and then remember the location of the yellow shape on a 
grid. Students with intellectual disabilities (IQ: 55–85) trained three times a week, 
during a 5-week period. In the adaptive version, no improvements were found 
between the training group and the control in either verbal or visuospatial working 
memory  tests      (no near transfer effects) and no far transfer effects in tests of  fl uid 
intelligence  , response inhibition, or scholastic abilities.  

Educational Application of Working-Memory Training
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     Broad-Scope WM Training Programs   

 There are several broad-scope training programs that train WM in the context of 
learning activities, such as reading or math. Broad-scope WM training programs are 
important in light of research linking working memory to a range of scholastic 
skills. For example, in typically developing children, working memory scores pre-
dicted reading achievement independently of measures of phonological skills 
(Swanson and Beebe-Frankenberger  2004 ). Working memory is also linked to math 
outcomes: low working memory scores were closely related to poor performance on 
arithmetic word problems and poor computational skills (Raghubar et al.  2010 ). 

 There are a number of WM training programs that focus on math skills (Titz and 
Karbach  2014 ). For example, Cornoldi et al. ( 2015 ) gave typically developing 8- to 
10-year-olds a problem-solving training program that involved WM. They were pre-
sented with a numerical math problem, had to solve it, as well as use WM to recall 
the problem and words and digits in the task. They reported near transfer effects of 
improvements in a WM updating task, far transfer to arithmetic problem-solving 
task, and maintenance effects for both these improvements when the students were 
tested 3 months later. 

 Rode et al. ( 2014 ) also used a math-based WM training program in mainstream 
schools. They tested almost 300 third graders and presented them with tasks similar 
to the operation span task, where they were presented with a math problem to solve 
(e.g., 2 + 3 = ?) and then a number to remember (e.g., 9). They found near transfer 
effects to verbal and visuospatial WM tasks, as well as far transfer effects to math, 
but not reading. They did not measure maintenance effects. 

 The fi rst author has also published research on a broad-scope WM training pro-
gram— Jungle Memory  —which trains WM in the context of reading, math, and 
letter recognition. In a pilot study with students with learning diffi culties (ages 
12–13), half of the students played Jungle Memory, while an active control group 
received targeted educational support (Alloway  2012 ). There were near transfer 
effects to verbal and visuospatial WM tests and far transfer effects to verbal IQ and 
a standardized math test. 

 Alloway et al. ( 2013 ) conducted a larger study of almost 100 students with learn-
ing diffi culties (ages 8–12). Students were allocated into one of three groups: 
Nonactive Control; Active Control, where they trained once a week (WMT-low fre-
quency); and Training group, where they trained four times a week (WMT-high 
frequency). All three groups were tested on measures of WM, verbal and nonverbal 
IQ, and standardized  measures   academic attainment before training and retested on 
the same measures after training, as well as 8 months later. The data indicate near 
transfer effects in both verbal and visuospatial WM tests for the high-frequency 
Training group. There were also far transfer effects in verbal and nonverbal IQ tests, 
as well as spelling, in the high-frequency Training group.  Maintenance effects   were 
reported when students were tested 8 months later.   
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    Neural Activity as a Result of WM Training Programs 

 What accounts for the  transfer effects   in WM training programs? One possibility is that 
the WM training boosts domain-specifi c skills in language or math that are reliant on 
long-term memory to improve effi ciency. An alternative possibility is that WM training 
improves general WM functioning in both visual and verbal domains that can also 
affect related cognitive skills, particularly in an educational context. One avenue to 
distinguish between these two explanations is look at functional changes in the brain 
that can be attributed to WM training. While there is limited research on this topic in an 
educational setting, there is considerably more research on the long-term effects of 
WM trainings relevant to  educational applications   (Garavan et al.  2000 ; Klingberg 
 2010 ; Landau et al.  2004 ,  2007 ; Moore et al.  2006 ; Olesen et al.  2004 ). 

 With an educational setting in mind, the regions most likely to be involved in 
training must be taken into consideration. WM is typically assessed with tasks that 
involve storing, reordering, and recalling sequences numbers, letters, words, or 
shapes. The neural framework for these tasks, as well as their relationship to WM 
processing as a whole, is considerably more complex than can be represented by a 
single measure. For illustration, in both  digit and spatial WM tasks  , involvement of 
long-term memory in the form of information chunking was shown early on by 
Ericsson et al. ( 1980 ) and has since been shown that similar increases in activation 
in the lateral prefrontal cortex exist regardless of the presence of this reorganization 
into long-term memory (Bor et al.  2003 ). This indicates that measurable improve-
ment in WM performance can rely to some extent on other networks that do not 
translate beyond a single specialized task. 

 While changes to patterns of activation differ across studies, largely dependent 
on what training and type of working memory is being addressed, persistent changes 
in activation are reported most consistently in two regions, namely, the dorsolateral 
prefrontal cortex and regions of the intraparietal  cortex   (Olesen et al.  2004 ). 
Increased activation in these regions as an indicator of improvement in WM capa-
bilities is corroborated by previous research, as individual levels of activation in 
these areas have been shown to correlate with static levels of WM function (McNab 
and Klingberg  2008 ). 

 Stepping briefl y away from multimodal improvement, specifi c WM trainings 
show changes in activation, both positive and negative, in occipital regions and pre-
central sulcus, caudate nucleus, cingulate cortex, and supplementary motor area, 
related respectively to visual and visuospatial WM training (Garavan et al.  2000 ; 
Landau et al.  2004 ,  2007 ; Olesen et al.  2004 ) and updating tasks (Dahlin et al.  2008 ). 
As only one of these studies examined  cross modal improvement   between types of 
WM tasks (Olesen et al.  2004 ), little can be said about whether the associated 
regions, likely specifi c to the type of sensory processing required for the task, con-
tribute to cross modal improvement in WM performance, as all showed changes in 
the dorsolateral prefrontal cortex, parietal cortex, or both. 

Educational Application of Working-Memory Training
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    Neural Activity: Increased or Decreased Activity? 

 It was noted previously that while the regions core to the training and improvement 
of WM skills appear rooted in the dorsolateral prefrontal cortex and frontoparietal 
pathways, whether the measured changes in activation in these regions were posi-
tive or negative was not always consistent (Jaeggi and Buschkuehl  2012 ). An 
intriguing limitation to the  plasticity effects   associated with working memory train-
ing, and one that becomes particularly important in an educational setting, is that the 
increased activity considered to indicate long-term strengthening of the region in 
question only appears to occur after considerable time spent training. 
Counterintuitively, the associated regions of the  prefrontal and parietal cortex   show 
decreased, rather than increased, activation after WM training (Garavan et al.  2000 ; 
Jansma et al.  2001 ; Landau et al.  2004 ,  2007 ). 

 The expected increases in activation are, however, apparent in studies in which 
students undergo cumulative ten or more hours of training, along with varied pat-
terns of increased and decreased activation in other brain regions (Moore et al. 
 2006 ; Olesen et al.  2004 ). Klingberg ( 2010 ) postulates that this marked decrease in 
activation is the result of within-session effects such as priming and learned strate-
gies that reduce the direct load on working memory and that while increases due to 
training are concurrently present, they have not yet developed to the point at which 
they overwhelm decreases due to improvements in effi ciency. The theory does, 
however, appear to contradict the fi ndings of Bor et al. ( 2003 ) in which the incorpo-
ration of chunking to improve effi ciency did not result in decreased prefrontal or 
parietal activation. Regardless, for the purpose of improving long-term results in 
students, it should be taken into account that training must not only be made broadly 
applicable but must also persist and repeat to such an extent that long-term  improve-
ment   can develop, should short-term improvement in performance be explainable 
by other cognitive strategies.  

    Neural Activity as a Function of  Age   

 Another consideration that must be taken into account when applying  working mem-
ory training   to students is the age of the students themselves and the developmental 
differences between grades. As early identifi cation of learning problems is vital to 
improving student outcomes (Lange and Thompson  2006 ), the application of working 
memory training may be even more valuable in younger students. The question then 
becomes whether the age-related developmental differences between student popula-
tions affect the outcomes of working memory training. One study by Ciesielski et al. 
( 2006 ) compared regions of activation during a categorical  n -back task between chil-
dren, ages 6 and 10, respectively, and young adults aged 20–28 years. The children 
showed reliance on categorically different regions of the brain, with activation most 
strongly noted in the visual dorsal and sensory-motor pathways, while data from 

T.P. Alloway et al.



173

young adult participants indicated predominant use of the ventral prefrontal network. 
These fi ndings both support and expand upon previous evidence of developmentally 
related increases in  working memory capacity   tied to increased activation in frontal 
and intraparietal regions (Klingberg et al.  2002 ). With notably different neural frame-
work in use between young children and adults during working memory tasks, the 
effectiveness of working memory training must be brought into question. However, 
despite reliance on different regions, the applicability of WM training appears to be 
clear in children as young as preschool, with visuospatial WM training showing 
improvements in working memory in children under 5 years of age (Thorell et al. 
 2009 ). Further study would be necessary to determine whether the age of fi rst experi-
ence with working memory training results in changes to the developmental trajecto-
ries of students, or how early exposure affects the transfer of WM processing to the 
dominant  regions   in adulthood. For the purposes of educational application, however, 
the applicability of WM training does not appear to be limited by age.   

    Conclusion 

 Ultimately, the goal is to improve WM capacity and performance across the full 
range of tasks presented to students throughout their academic career, if not beyond. 
The literature supports the use of WM training in an educational context. Specifi cally, 
narrow-scope WM training programs typically yield near transfer effects to verbal 
and visuospatial WM tasks (Loosli et al.  2012 ), while broad-scope WM training 
programs show both near transfer effects and far transfer effects to learning out-
comes. These improvements are likely refl ected in the noted regions of the dorsolat-
eral prefrontal cortex and frontoparietal pathways previously associated with core 
WM processing. Of equal importance is evidence that these improvements in WM 
performance are still present upward of 8 months after the conclusion of the training 
(Alloway et al.  2013 ; also Holmes et al.  2009 ; Klingberg et al.  2005 ). These fi ndings 
appear to support the assertion that effectively applying WM training to an educa-
tional setting will require targeted training for the base structures of working mem-
ory, intentional avoidance of memory techniques that might otherwise inhibit the 
structural improvement of WM systems, and suffi cient time dedicated to training to 
induce plastic effects in the associated regions of WM processing.      
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      Changes of Electrical Brain Activity 
After Cognitive Training in Old Adults 
and Older Industrial Workers                     

     Michael     Falkenstein      and     Patrick     D.     Gajewski    

          Introduction 

 The goal of cognitive training ( CT  ) for  older adults   is to improve their performance 
on cognitive skills that usually deteriorate with age but are important for everyday 
life performance. In most  CT   studies, test-like tasks or games which target different 
cognitive functions were trained via  PC   (computerized cognitive training;  CCT  ) for 
an extended time. Recent meta-analyses suggest that  CCT   leads to improvements of 
various cognitive functions and also transfers to untrained cognitive tasks or even 
everyday situations (far transfer) in healthy  older adults   (Karbach and Verhaeghen 
 2014 ; Lampit et al.  2014 ; Ballesteros et al.  2015 ; Kelly et al.  2014 ; Karbach and 
Kray this volume). 

 Usually the outcome of  CT   or  CCT   is the performance in psychometric or neu-
ropsychological tests. Measures of brain structure or activity go beyond perfor-
mance in that they reveal the underlying mechanisms which accompany possible 
changes in test or everyday performance. Among the recent reviews Brehmer et al. 
( 2014 ) and Bamidis et al. ( 2014 ) mentioned brain measures (cf. also Wenger and 
Shing this volume). 
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 Most of the measures used in  CT   studies are based on  MRI   and  fMRI  . fMRI has 
a high spatial but a poor time resolution. Brehmer et al. ( 2014 ) provided a 
 comprehensive review on such changes due to different types of  CT   in healthy  older 
adults  . The electroencephalogram ( EEG  )    records and measures this activity from 
the human scalp during task performance. Complementary to fMRI, the  EEG   has a 
high time but a poor spatial resolution. Surprisingly there are only a few studies that 
used the  EEG   to evaluate effects of  CT   in healthy  older adults  , and they are almost 
neglected in the current reviews (but see Green et al. this volume). Thus, the fi rst 
part of the present chapter wants to fi ll this gap by providing a comprehensive over-
view about  EEG  -based  CT   studies in healthy older subjects. 

 In the second part, some results of an  EEG  -based  CT   study with older industrial 
workers are presented. There is converging evidence that long-term cognitively 
undemanding job demands increase the age-related cognitive decline (e.g., Finkel 
et al.  2009 ). Such unchallenging jobs are much more frequent than cognitively 
demanding ones. The possibility to use  CT   to improve cognitive abilities in older 
workers with cognitively undemanding jobs is of high relevance to enhance their 
mental fi tness and health and thus also their employability.  

     CT   Studies with  Older Adults   Using  EEG  -Based Methods 

 The  EEG   records the neural activity of cortical and some subcortical sources with 
electrodes placed on the scalp. Functional activity is either refl ected in oscillations 
at specifi c frequencies and locations, such as  frontal theta   activity which has been 
related to top-down control processes (Onton et al.  2005 ) and which is usually 
reduced in older subjects (Cummins and Finnigan  2007 ). 

 The other type of functional  EEG   activity are so-called event-related potentials 
( ERPs  ) which can be extracted by averaging  EEG   segments that are time locked to 
specifi c events, such as stimuli or responses. The  ERP   components are related to 
sensory, cognitive, or central motor processes. The brain sources of ERPs can be 
estimated with source analysis software like  LORETA   (Pascual-Marqui et al.  1994 ) 
. In  older adults   some cognitive  ERP   components are attenuated or delayed (e.g., 
Gajewski et al.  2010b ), while  ERPs   after irrelevant stimuli are often  enhanced   
(Hahn et al.  2011 ). In the following the existing  CT   studies using EEG-based mea-
sures are shortly reported. 

 Falkenstein, Gajewski, and colleagues were the fi rst to use  ERPs   in a  CT   study. 
In their “ Dortmund training study  ,” 150 healthy  older adults   were randomized to 
three different group interventions,  CT  , physical training, stretching and relaxation 
training (active control group), and a no-contact control group (Gajewski et al. 
 2010a ; Gajewski and Falkenstein  2012 ; Wild-Wall et al.  2012 ). Training duration 
was equal for the three active groups (two sessions of 90 min per week for 16 
weeks). For the  CT   group paper and  PC-based tasks   were selected from different 
commercial products so that each targeted cognitive function was trained with sev-
eral different tasks. The diffi culty of the tasks was adapted and adjusted to the cur-
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rent individual performance of the trainees. A battery of paper- and PC-based 
 psychometric tests   that address  cognitive control   functions was administered before 
and after the training. During the eight PC-based tasks, the  EEG   was recorded and 
 ERPs   were computed. Some of the tasks were insensitive to  CT   (e.g., antisaccade 
task, auditory distraction task). However, behavioral and  ERP   effects due to  CT   
were seen in other  executive   tasks mainly for the  CT   group such as visual search 
(Wild- Wall et al.  2012 ),  task switching   (Gajewski and Falkenstein  2012 ), and 
Stroop and 2-back (unpublished data). 

 The general pattern of the  ERP   results was an amplitude increase of  ERP    com-
ponents   related to cognitive processes such as preparation ( CNV  ), task-related stim-
ulus processing (P2), response selection (N2), resource allocation and working 
memory (P3b), and error detection (Ne/ERN). In contrast, early sensory  ERPs   were 
not affected. However, the  ERP   effects due to  CT   differed across the tests. For 
example, in the switch task increases of the N2, P3b and Ne were observed which 
were accompanied by a reduction of mixing costs in accuracy and intraindividual 
RT variability (Gajewski and Falkenstein  2012 ). In the visual search task, the P2 
was enhanced which was accompanied by an increased target detection rate. Source 
analysis ( LORETA  ) located this effect in lingual and parahippocampal brain areas 
which are linked to visual feature processing (Wild-Wall et al.  2012 ). The enhance-
ment of the CNV after  CT   in the switch task is of particular interest because it 
refl ects a compensatory mechanism. A strong preparation (i.e., a large CNV) is 
related to low error rates (Hohnsbein et al.  1998 ). Hence, the enhancement of the 
CNV is likely one reason for the reduction of the error rate. 

 Anguera et al. ( 2013 ) had their subjects play a dual task  video game   which 
consisted of tracking while responding to traffi c signs with adaptive diffi culty 
for 12 sessions. An active control group only trained the subtasks, while a third 
group received no training. Only after the dual  task   training, multitasking costs 
in a nonadaptive version of the game were reduced, with gains persisting for six 
months. Further, working memory and sustained attention were enhanced. In 
the  EEG  ,  frontal theta   power and frontal-posterior theta coherence, which were 
attenuated before the training, were found to be enhanced but only after the dual 
task training. Notably, the dual task training led to changes in the neural pro-
cessing of signs that reached a level comparable to neural activity patterns 
observed in younger adults. 

 O'Brien et al. ( 2013 ) trained eleven old subjects with a  speed of processing (SOP)   
training aimed at enhancing perceptual processing of visual stimuli in visual atten-
tion tasks. SOP training primarily involves practice of  perceptual   processing with 
exercise diffi culty adapted to the individual user. Before and after the training, a 
visual search task was administered and  ERPs   determined. Selective attention to a 
target was enhanced after the  CT   compared to a no training control group. In the 
 ERPs   the amplitudes of the N2pc and P3b were increased after training, refl ecting 
enhanced focusing of attentional and processing capacity allocation due to the train-
ing. The  authors   conclude that SOP training may be successful in counteracting 
age-related declines in selective attention. 
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 As mentioned above,  older adults   have defi cits in ignoring distracting irrelevant 
information. Mishra et al. ( 2014 ) conducted two parallel experiments with older rats 
and humans. They administered a cognitive training with adaptive diffi culty of dis-
tinguishing between auditory targets and distractors. Training resulted in enhanced 
discrimination abilities in both species. After  CT  , neural responses to distractors in 
the auditory cortex were selectively reduced in both species, mimicking the behav-
ioral effects. Training gains generalized to group and individual level benefi ts in 
aspects of working memory and sustained attention. Moreover,  frontal theta   mea-
sures of top-down engagement with distractors were selectively restrained in trained 
humans. This study shows converging cross species evidence for a training-induced 
improvement of distractor control. 

 Rose et al. ( 2015 ) administered a  CT   aimed at improving  prospective memory 
(PM)   for 12 sessions. One group received music training and a no-contact group 
served as active and passive control. Performance and  ERPs   during a lab-based PM 
task, real-world PM, and instrumental activities of daily living were assessed before 
and after training. Importantly, the  CT   produced far transfer to performance on real- 
world PM and activities of daily living. The  ERPs   revealed a reduction of a negative 
 ERP   component which is likely related to the processing of PM cues, which sug-
gests more automatic PM retrieval. 

 In a recent study, Gaál and Czigler ( 2016 ) administered a  task-switching 
training   to young and old  subjects   in which the diffi culty was individually 
adjusted. The training led to strong performance increases in the old subjects up 
to the level of the young subjects. In the  ERP   this performance improvement 
was accompanied by an increase of the P3 component after both cues and tar-
gets in the older subjects. 

 In summary the  EEG  -based  CT   studies showed increased  frontal theta   activity 
after a complex dual  task   training which suggests the improvement of control. In 
contrast  frontal theta   activity was reduced after an auditory discrimination training 
suggesting less need for control. This reduction of control was paralleled by a selec-
tive reduction of distractor processing, as revealed in auditory  ERPs  . Generally 
(with one exception), the  ERP  -based studies showed increases of “cognitive” com-
ponents such as the P3, while latencies remained unaffected. This was usually paral-
leled by a  reduction   of error rate but not a speeding of responses.  

     EEG  -Based Studies with  Older Industrial Workers   

 Challenging work represents an important cognitive stimulation to protect age- 
related decline or to enhance compensatory mechanisms (Wild-Wall et al.  2009 ) 
which may reduce the risk of cognitive decline in older age (Andel et al.  2005 ). In a 
longitudinal study with about 3000 workers, Marquié et al. ( 2010 ) showed that the 
more cognitively stimulating the work, the higher the performance in tests of epi-
sodic memory, attention, and speed of processing and the more favorable the change 
of these functions over a 10-year follow-up. 
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 The fi rst part of the project  PFIFF  , a program for improving cognitive abilities 
in older employees, aimed at investigating cognitive functions in older industrial 
workers with low vs. high stimulating work characteristics in a cross-sectional 
design (Gajewski et al.  2010b ). Four groups of industrial workers ( n  = 91) of a 
big car factory participated in the study. One group consisted of older workers 
(mean age 52) and the other of  younger workers   (mean age 22). Both groups 
were again divided: one group worked fl exibly in areas such as service and main-
tenance, while the other worked in the repetitive assembly line production. In 
other aspects the groups were well matched for age, education, and health status. 
The workers were administered a series of  EEG  -supported tests as in the 
“ Dortmund training study  .” The most diffi cult task was a memory-based task-
switching paradigm. The comparison between both groups of the old adults 
showed that fl exibly working older employees responded faster and produced 
lower error rates than the older assembly line employees. This was accompanied 
by enhancements of the  CNV  , the P3b, and the Ne/ERN. These results support 
the fi ndings in the literature reported above, suggesting a positive infl uence of 
long-term fl exible and challenging job characteristics on performance in a diffi -
cult novel task. The  ERP   changes reveal in detail the cognitive functions that 
differed between employees with repetitive and fl exible work, namely, prepara-
tion, working memory, and error processing. 

 In a subsequent longitudinal intervention study,  CT   was administered to 120 
middle-aged industrial workers (mean age 47 years) with long-term repetitive 
work from the same factory. The sample was subdivided into two groups with 
60 workers each which completed the study successively. The subgroups were 
randomly assigned either to immediate  CT   or a waiting control group that 
received  CT   later. Participants were trained with a similar supervised variable 
 CT   and  CCT   as used in the “ Dortmund training study  ” for 3 months (two ses-
sions of 90 min per week). The training was evaluated with paper-based tests 
and the  EEG  -supported memory- based task-switching  task   as administered in 
the preceding cross-sectional study. 

 Compared to the waiting control group, the trainees improved their perfor-
mance in a number of psychometric paper and pencil tests. The results of the 
 task switching   showed also improvements of  cognitive   performance after  CT  , 
particularly a decrease of error rates, suggesting improved maintenance of a 
complex task sequence in working memory. The behavioral benefi ts were 
accompanied by a number of electrophysiological changes, in particular an 
increase of the N2 and the Ne/ERN due to the  CT  . This pattern of results per-
sisted even three months after the training was fi nished. In contrast no changes 
in the waiting control group were found at this time point. However, after this 
group had also received  CT  , the same performance improvements and  ERP   
changes were observed as in the cognitive training group before (Gajewski et al. 
in preparation). 

 The fi ndings suggest that job and/or  aging  -related  defi cits   in certain cognitive 
processes can be  ameliorated   by  CT  .  
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    General Discussion and Conclusion 

    Summary of the Results 

 In the  EEG  -based  CT   studies enhancements of processes have been consistently 
reported. With respect to  EEG   oscillations,  frontal theta   activity and frontal-parietal 
coherence were enhanced after a dual  task    CT  , which suggests an increase of con-
trol. In contrast, theta and hence  cognitive control   was reduced after a simple dis-
crimination training which led to a decrease of the  ERP   after irrelevant stimuli. This 
also suggests that the processing of distracting stimuli, which is usually enhanced in 
older individuals, can be attenuated due to  CT  . 

 Generally,  ERPs   after task-relevant stimuli show increased amplitudes of cogni-
tive  ERP   components after  CT  , while latency reductions have not been observed by 
now. The amplitude increases were paralleled by improvements of performance 
quality (reduced error rates) but not of speed (no change of RTs). The changes were 
generally restricted to later components which refl ect cognitive and response moni-
toring processes, while early components refl ecting sensory processes did hardly 
change. The  EEG   studies also confi rm the fi ndings of behavioral  CT   studies that an 
adaptive diffi culty of the  CT   appears to be important for the success. These conclu-
sions are of course preliminary and have to be strengthened in future  CT   studies 
with  EEG   methods.  

    Benefi ts of  EEG  -Based Measures in  CT   Studies 

 The crucial advantage of brain measures over mere  behavioral measures   is that they 
can reveal changes of brain structure and function underlying performance changes 
due to  CT  .  Brain measures   can also be used to analyze why certain individuals profi t 
more than others from a  CT  . Differences in brain changes between successful and 
unsuccessful trainees may help to adapt the training in a way to improve the success 
also in the latter. In their review Brehmer et al. ( 2014 ) stated that such an approach 
might provide useful information for developing individualized and more specifi c 
training programs that target factors related to individual defi cits or differences in 
performance and its neural correlates. Brain measures can be used to track those 
changes in time and can also disentangle the interplay of different processes and 
their development during  CT  . For example, in the Mishra et al. ( 2014 ) study, the 
processing of irrelevant stimuli was reduced due to  CT   which enabled a reduction 
of  cognitive control  . Finally, brain measures can reveal strategic or compensatory 
mechanisms, such as an enhancement of preparation ( CNV  ), as observed in the 
 Dortmund training study   which was paralleled by a reduction of error rates. Such 
results also show that  behavioral measures   are important if not indispensable to 
explain changes in brain measures and vice versa. 

 In future studies this potential of brain derived in addition to  behavioral 
measures   should be more fully exploited. In particular, brain measures should 
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be used to investigate differential development of brain changes in the course 
of  CT   in young and older trainees in dependence of their training success and 
further influence factors such as pre-training performance. This could clarify 
why some old subjects profit more from  CT   than others, as also seen in the 
 PFIFF   study. It could be that successful trainees show similar brain changes 
than young ones or change their neural pattern toward that of young subjects or 
rather recruit additional processes to be successful. For example, older subjects 
often show a larger  CNV   than young subjects in difficult but not easy tasks 
(Wild-Wall et al.  2007 ). This might also happen in the course of  CT  , as shown 
in the  Dortmund training study  . Changes due to  CT   appear to develop rather 
early in the course of the training. Hence, in future studies the assessment of 
brain functions should be performed several times during the course of  CT   and 
also after the training in follow-up sessions. Such follow-up measures should 
consider whether the trainees continued  CT   in a self-directed manner or not, 
and if not, how long the training effects persist. 

 Despite their clear benefi ts, brain measures are not easy to achieve in comparison 
to  behavioral measures  . Also it should be considered which of the measures are 
appropriate and affordable.  MRI   and  EEG  -based methods appear to have comple-
mentary benefi ts: while  ERPs   can reveal changes in the timing and strength of sin-
gle processes,  MRI  -based methods have better access to subcortical structures and 
can reveal changes of brain networks due to training. Ideally the two method 
domains should be combined. This extends the suggestion of Brehmer et al. ( 2014 ) 
who claimed a multimodal approach by combining several imaging methods in 
future  CT   studies. We recommend using  EEG  -based measures in such combinations 
or also as single method.  EEG   is easy and fl exible to apply, for example, in fi eld 
studies and could be easily used in factories. Moreover, they are nonintrusive and 
well tolerated by older subjects and do not require large changes in the  psychomet-
ric test   settings. The comfortable application is also well suited to administer mul-
tiple assessments in the course of a  CT   which is highly useful to track  CT  -related 
changes in time. Therefore,  EEG  -based methods should be more often applied in 
future  CT   studies.  

     CT   Studies with Industrial Workers 

 Among the most important results reported in the present chapter is the successful 
improvement of cognitive functions in older workers with long-term repetitive 
work in the  PFIFF   project. This shows that adverse environmental infl uences on 
cognitive  aging   such as unchallenging work can be counteracted by  CT  . 

 In the  PFIFF   project (as well as in the “ Dortmund training study  ”),  CT   was 
administered in groups by an experienced trainer, and care was taken to provide 
individually adapted diffi culty and diffi culty increase of the trained tasks. In future 
 CT   studies, different formats should be explored with respect to compliance, training 
success, and change of brain measures. For example, a continuously teacher-guided 
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 CT   (as also suggested by Lampit et al.  2014 ) is expensive, so future  CT   studies 
should explore whether an initial guidance with subsequent self-administered  CT   
yields similar effects as a full teacher- guided  CT  . Also the optimum format of  CT   is 
unknown, and future  CT   studies should investigate the impact of features like adap-
tivity and feedback. Usually  CT   is rather short, and the three months duration in the 
 PFIFF   study (or four months in the “Dortmund training study”) might have been too 
long and may have even resulted in weariness. Future studies with workers should 
compare  CT   formats of different length and assess brain and behavioral changes 
several times. Such studies should also include younger in addition to  older work-
ers  , and differences in their pre-training cognitive states should be considered. 

 In particular, future  CT   studies with workers should focus on the infl uence of 
work-related factors that likely affect cognition (such as type of work, control 
about work process, and social relations) on the success of the  CT  . For example, 
shift work, and in particular night shifts, is known to affect cognition (Ansiau 
et al.  2008 ). Hence, in future studies participants with and without night shift 
should be included in  CT   trials and different effects assessed. A simple method to 
enrich the working environment is rotation of work places and job assignment. 
Future longitudinal studies should assess whether rotation improves cognition 
compared to non-rotation in older workers. In such studies also the effects of rota-
tion and  CT   could be compared. 

 One of the most intriguing questions is whether an improvement in cognitive 
functions due to  CT   in workers also transfers to work-related behavior. By now 
there are only very few reports on transfer of  CT   benefi ts to real life (e.g., Rose 
et al.  2015 ). In the  PFIFF   project, the  CT   improved performance and brain mea-
sures in a complex test task (the memory-based switch task). As no far transfer 
tasks related to the work were used, no direct conclusions can be drawn from these 
results regarding the employability of elderly workers. Nevertheless, the observed 
 CT  -induced improvements of cognition and performance in this task may indicate 
enhanced learning ability and self-confi dence and thereby improve performance in 
novel or complex working situations. Such situations, e.g., the change of a com-
plex machine tool under time pressure, are common in modern work environment 
and are a principal source of stress. In future studies it should be explored whether 
 CT   leads to better self-reported and supervisor-reported performance and reduced 
stress particularly in such situations. 

 In summary,  CT   appears a most promising tool for improving mental fi tness and 
employability in older workers. Future  CT   studies in  occupation  al environments 
should evaluate far transfer by measurements of work effi ciency, individual perfor-
mance at work, risk of workplace injuries, and work-related illness.    
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      Cognitive Training in Mild Cognitive 
Impairment                     
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          Introduction 

  Dementia   is diagnosed when a pervasive cognitive decline signifi cantly affects the 
autonomy of the individual. Although dementia can have many causes, Alzheimer’s 
disease ( AD  ) is recognised as the most common aetiology in  older adults  . The cog-
nitive changes that characterise  AD   are progressive and the disease evolves over up 
to 20 years before patients meet criteria for dementia. During this extensive  prodro-
mal phase  , symptoms are dormant or very mild. The term  mild cognitive impair-
ment (MCI)   has been used to refer to individuals who may be in a pre-dementia 
phase of  AD   and who have an elevated likelihood of progressing to the disease. The 
presence of a subjective complaint, which indicates that the individual is aware of 
their cognitive changes, is a main characteristic of  MCI  . For this reason, and because 
the ability to learn new skills and strategies is preserved in this population, persons 
with  MCI   are particularly well suited to benefi t from cognitive stimulation, which 
could signifi cantly improve their quality of life. This chapter is a qualitative review 
of the studies measuring the impact of cognitive training in persons with  MCI  . 
Section “Mild Cognitive Impairment as a Target for Cognitive Training” will intro-
duce the concept of  MCI   and the reasons why this phase is believed to be appropri-
ate for cognitive training. Section “ Memory Training  ” will present studies on 
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memory training, section “Training of Attentional Control” will present studies on 
attentional or executive training, and section “Training Imbedded in Real Life: 
Virtual Reality and Leisure Approaches to Cognitive Training” will present strate-
gies to promote generalisation of the acquired skills in everyday life. Finally, studies 
relying on neuroimaging will be presented, followed by models of the  training- 
induced brain changes  .  

    Mild Cognitive Impairment as a Target for  Cognitive Training   

  MCI   represents a cognitive decline that is greater than what is considered normal 
based on the individual’s age and educational level, but that is not signifi cant enough 
to limit independence in daily life activities and meet criteria for dementia. Though 
the original  MCI   concept required the presence of memory diffi culties, its current 
defi nition includes impairment in non-memory domains and the possibility that 
 MCI   may progress to neurodegenerative diseases other than  AD   (Albert et al.  2011 ). 
A person with  MCI   can be categorised based on whether one or more cognitive 
domains are affected (i.e. single vs. multiple domain  MCI  ) and whether they are 
amnestic (a- MCI  ) or non-amnestic  MCI  . The a- MCI   subtype has received consider-
able attention since it is the subtype that most likely represents prodromal  AD  . 

 Appropriate models of cognitive training for  MCI   should rely on an understand-
ing of which functions are impaired and which are preserved. Cognitive functions 
have been greatly researched in  MCI   and a pattern  characteristic   of  MCI   symptom-
atology is emerging (Belleville et al.  2008 ).  Episodic memory  , which is the ability 
to encode and retrieve new information that is embedded in a spatio-temporal con-
text, appears to be the cognitive component that is the most impaired. Working 
memory, the ability to manipulate maintained information, is also impaired in 
a- MCI  , whereas short-term memory and implicit memory seem to be preserved. 
Executive functions, on the other hand, including response inhibition, switching, 
cognitive fl exibility and abstract thinking seem to diminish in  MCI  . 

 Many factors make  MCI   a suitable target population for cognitive training: (1) 
given that pharmacological treatment such as  cholinesterase inhibitors (ChEIs)   has 
not been successful in  MCI   (Petersen et al.  2005 ), non-pharmacological treatment 
may be an appropriate and risk-free alternative to improve cognitive functions; (2) 
individuals with  MCI   maintain a certain degree of cognitive plasticity that allows 
them to learn and apply new strategies; (3) symptomatic treatment would produce the 
maximum benefi t when applied at the earliest time point of the  AD   process; (4) obser-
vational studies indicate that cognitive stimulation can have an impact on cognitive 
decline and dementia; (5) a cognitively stimulating lifestyle has found to be among 
the most important protective factors against dementia (Barnes and Yaffe  2011 ). 

 One major support for cognitive stimulation is that it protects against age-related 
cognitive decline and dementia. Education, learning new things or enjoying a chal-
lenging job are mentally invigorating and represent life-course models of mental 
stimulation. There is growing evidence that differences in cognitive lifestyles affect 
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age-related cognitive decline and resistance to neurodegenerative diseases. Most of 
the evidence comes from observational studies examining the association between 
different lifestyle factors and cognitive decline or dementia. Barnes and Yaffe ( 2011 ) 
indicated that cognitive inactivity, most often measured with level of formal educa-
tion, was associated with a 59 % increased risk of developing  AD   and was estimated 
to  account   for about 19 % of  AD   cases worldwide. The authors estimated that reduc-
ing the prevalence of low education attainment by 10 % would reduce the incidence 
of  AD   by about 534,000 cases. Thus, observational studies indicate that cognitive 
stimulation across the lifespan determines differences in the risk for age-related 
neurodegenerative diseases and that reducing cognitive inactivity has the potential 
to substantively affect the prevalence of cognitive impairment.  

     Memory Training   

  Episodic memory   is the most severely affected cognitive function and the main 
complaint in  MCI  . Thus, cognitive training as a way of promoting the maintenance 
and improvement of episodic memory in  older adults   with  MCI   has attracted major 
attention. Memory training programmes typically focus on teaching strategies to 
encourage richer encoding or to facilitate retrieval (see also Wenger and Shing this 
volume), and they rely on aspects of memory that are relatively well preserved in 
 MCI   such as semantic knowledge, visual imagery or implicit retrieval. A large num-
ber of mnemonic strategies and procedures have been used including errorless 
learning, spaced retrieval, mind mapping, cueing, semantic organisation and elabo-
ration, mental imagery, and the method of loci. Some are quite effortful and demand 
strong metacognitive abilities such as the method of loci, which requires the indi-
vidual to produce an interactive image between items he/she is to learn and a series 
of loci in a familiar environment. Other procedures rely on more automatic memory 
systems such as space retrieval, where information is recalled multiple times at 
increasingly longer intervals. Most studies employ a combination of mnemonic 
strategies so as to provide patients with a broad set of tools. Most programmes com-
prise a face-to- face   intervention in which a therapist teaches these strategies and 
provides guidance and practice on either an individual or small-group basis. 

 Several studies have found that these strategies improve proximal memory mea-
sures, whether they are tested with immediate or delayed free recall of words 
(Belleville et al.  2006 ; Olchik et al.  2013 ), recognition (Herrera et al.  2012 ), event- 
related prospective memory (Tappen and Hain  2014 ) or face-name associations 
(Belleville et al.  2006 ). Some of them show that an active control comparison group 
(Herrera et al.  2012 ; Olchik et al.  2013 ; Tappen and Hain  2014 ) benefi ted less than 
the group receiving  memory training  , suggesting that performance gains are not 
entirely attributable to non-specifi c stimulation. Subjective memory seems to also 
benefi t from  memory training   when the programme introduces the notion that  older 
adults   can cope with memory problems or when cognitive restructuring of memory- 
related beliefs is provided (Belleville et al.  2006 ; Rapp et al.  2002 ). Targeting these 
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components in  MCI   is relevant, as it can contribute to increasing self-effi cacy—the 
perception that individuals have control over their memory—and can reduce  MCI  - 
related anxiety and depression. Overall, these studies indicate that memory inter-
ventions are promising and can increase memory performance in persons with  MCI  . 
They also suggest that the benefi ts can generalise to noncognitive domains. 

 Some of these studies have imbedded  memory training   within broader multi-
modal interventions to maximise the cognitive training effect (Belleville et al.  2006 ; 
Kinsella et al.  2009 ; Schmitter-Edgecombe and Dyck  2014 ). Belleville and collabo-
rators ( 2006 ) developed a multifactorial approach to be used with healthy  older 
adults   and persons with  MCI   ( Méthode d ’ entraînement pour une mémoire optimale , 
 MEMO  ). The programme teaches different mnemotechniques (e.g. method of loci, 
face-name association, interactive imagery, text hierarchisation, semantic elabora-
tion) and includes training on attention and visual imagery abilities. It also provides 
general psychoeducational information on cognitive ageing and lifestyle factors and 
includes a number of features to promote self-effi cacy and generalisation. This pro-
gramme successfully resulted in improvement on objective episodic memory. There 
was also some  transfer   to subjective memory measures and on well-being. Kinsella 
and colleagues ( 2009 ) developed a multifactorial intervention that involved memory 
strategies, lifestyle, education and psychotherapeutic techniques and that included 
family partners. They showed improvement on everyday memory, suggesting a gen-
eralisation of the effect to broader domains and contexts. Schmitter-Edgecombe and 
collaborators ( 2014 ) reported similar results with a programme that involved care-
partners and comprised an educational  workshop  , multifamily memory strategy 
training, and problem-solving sessions. The involvement of family partners may 
facilitate the  transfer   of learned strategies to everyday functioning by providing sup-
port and feedback to their relatives with  MCI  . 

 Multimodal computerised training  programm  es have also shown interesting 
results when applied to individuals with  MCI  . These programmes are designed to 
target a general population of brain-damaged patients and typically include exer-
cises for a wide range of cognitive functions (e.g. attention, perception, language, 
gnosias, calculation) in addition to memory. Rozzini et al. ( 2007 ) found that treat-
ment with  ChEIs   alone did not reduce memory impairment in  MCI   subjects but 
that combining computerised cognitive training with ChEIs resulted in signifi cant 
memory improvements. Whether computerised training is as effective as face-to-
 face   training has not yet been directly tested. Notably, however, Gaitán and col-
leagues ( 2013 ) tested the effi cacy of multimodal computerised training with  MCI   
persons who already received conventional  face-to-face cognitive training   and 
found that it did not produce further memory improvement. There is no strong 
evidence thus far that multimodal computerised training leads to a signifi cant 
 transfer   to complex or daily activities. 

 Despite the positive effects of  memory training   described above, some 
randomised- controlled studies have reported negative fi ndings. For instance, 
Unverzagt et al. ( 2007 ) found no benefi t from  memory training   in a memory-
impaired subgroup from the ACTIVE cohort. Vidovich and collaborators ( 2015 ) 
reported improvement on attentional control and quality of life following  mem-
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ory training   in  MCI   but no improvement on primary cognitive outcomes. The 
lack of systematic improvement makes it diffi cult to determine whether cogni-
tive training interventions are able to affect a broad set of memory- related activ-
ities. A range of factors could explain the negative fi ndings, for instance, it may 
be due to the fact that the selected outcome is insuffi ciently sensitive to change 
or is not sensitive to the processes improved by the  intervention  . Furthermore, 
the training format may also be an issue. Thus, there is a need for more studies 
aiming to disentangle the characteristics of an effective  memory training   pro-
gramme in  MCI   and its impact on complex memory-related activities. There are 
interesting avenues researchers could take: one may be to provide interventions 
that include additional cognitive or noncognitive components; another would be 
to involve family partners in the intervention programme.  

    Training of  Attentional Control   

  Attentional control   and executive functions are highly involved in everyday life 
and executive impairment is predictive of disability in  older adults  . Surprisingly, 
very few studies have focused on exercising these comprehensive abilities. Yet, 
there is evidence that training can improve attentional control in  older adults   
(Karbach and Kray this volume). For instance, Strobach and colleagues ( 2015 ) 
found that hybrid  dual-task training  , i.e. training with blocks that contain both 
dual-task and single- task trials, improved coordination skills. The authors also 
found that the effect was still present when tested with slightly different tasks, 
suggesting a near  transfer   of improved coordination skills. Divided attention 
capacities can be trained using variable priority training as opposed to fi xed 
priority training. In both cases, participants practise divided attention tasks, but 
in the variable priority training, individuals are also asked to prioritise one task 
over the other and to vary their attentional priority across different blocks of 
practice. Many authors reported that variable priority training is more effective 
in improving dual tasking than fi xed priority (Bier et al.  2014 ; Gagnon and 
Belleville  2011 ; Kramer et al.  1995 ; Lee et al.  2012 ; Voss et al.  2012 ) perhaps 
because it allows individuals to practise top-down regulatory control and hence 
increases self-control capacities over attention (Bier et al.  2014 ). Gagnon and 
Belleville ( 2012 ) compared the effi cacy of variable and fi xed priority training in 
persons with  MCI   who experience diffi culties with executive control and found 
that variable priority increased dual-tasking capacities when  compared   to fi xed 
priority training. These results suggest that training attention with programmes 
that promote self-monitoring and metacognition can increase dual-tasking abili-
ties in persons with  MCI  .  
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    Training Imbedded in Real Life:  Virtual Reality   and  Leisure 
Approaches   to  Cognitive Training   

 Ultimately, the goal of cognitive training is to ensure that it results in signifi cant 
changes in patients’ lives (Taatgen this volume). Traditional training programmes 
are extremely variable in their ability to show far or even near  transfer   effects. 
Complex cognitively stimulating activities such as volunteer work, learning new 
languages or engaging in interesting hobbies have the potential to meet these 
requirements. These activities involve learning a range of cognitive challenges that 
are of increasing complexities. They promote continuous learning, are pleasurable 
and hopefully promote engagement, motivation and  transfer   to everyday life, par-
ticularly in those who may not feel comfortable with academic activities. They are 
also multimodal by nature, as they involve social interactions and require that  older 
adults   explore new environments and be physically active. Interestingly, observa-
tional studies have identifi ed these types of activities as being protective against 
cognitive decline and dementia. Programmes based on similar activities have been 
shown to promote cognition in  older adults  . For instance, the  SYNAPSE project   
(Park et al.  2014 ), which involves photography and/or learning how to quilt, was 
found to improve memory when compared to a placebo condition. In the  Baltimore 
Experience Corps study   (Carlson et al.  2008 ), in which  older adults   tutored elemen-
tary school pupils, improvement was found in cognition, health and well-being. 
Within the Canadian Consortium on Neurodegeneration in Aging programme, the 
 ENGAGE programme   will combine formal memory and  attentional training   strate-
gies with leisure activities (Spanish or music lessons) and assess whether it improves 
cognitive, psychosocial and brain variables in persons with  subjective cognitive 
decline (SCD)  , i.e. individuals who worry about their cognition but who are not 
cognitively impaired according to conventional neuropsychological tests. Because 
they are rooted in the community and are enjoyable, it is expected that cognitive 
programmes that are embedded in real life such as  ENGAGE  ,  SYNAPSE   or 
Experience  Corps   will have more enduring effects, that their effi cacy will  transfer   
more readily to everyday life and that it will be easier to offer them largely. 

 Developments in technology can also contribute to introducing interventions into 
real-life settings and promote  transfer  .  Virtual reality (VR)  , for instance, allows the 
creation of three-dimensional, computer-generated, interactive environments. VR 
reproduces daily life situations into near-realistic environments that simulate the 
impression of being there, and a few studies have used VR to potentiate cognitive 
training effects in persons at risk of  AD  . For instance, Man and collaborators ( 2012 ) 
used a virtual environment that simulated a home setting and a convenience store to 
train the memory of individuals with  MCI  . VR training involved memorising virtual 
objects and retrieving them within the virtual environment with a range of presenta-
tion modalities, distractors and levels of complexity, and its effi cacy was compared 
with a face-to- face    memory training   condition. The results showed greater memory 
performance after having trained in the VR condition but better subjective memory 
following the face-to-face condition. This suggests that while the  memory         of 
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 individuals with  MCI   may benefi t from the enhancing effects of being trained in a 
virtual environment, traditional approaches may be more appropriate for addressing 
self-effi cacy and metacognition. Of note, most studies on  virtual cognitive training   
use desktop computers with a two-dimensional screen interface and a mouse or 
keyboard to navigate the virtual environment, which may lead to a low degree of 
immersion in the virtual environment and may not provide enough interactivity. 
This might explain why the only VR-based cognitive training study that examined 
 transfer   to real-life activities reported no benefi t on measures of activities of daily 
life, despite the expectation that VR would favour generalisation. Thus, future 
VR-based training should rely more on immersive multisensory environments such 
as those provided by  VR   goggles or whole-body environment exploration.  

    The Effect of Training on Brain Structure and Function 

  Brain imaging   can establish the neural mechanisms by which training enhances 
cognitive functioning and indicate the training-induced neural changes (Guye et al. 
this volume). It can show whether the intervention modifi ed specialised regions, i.e. 
regions that are normally involved in the task, or activated alternative brain regions, 
i.e. regions that are not normally active during the task and that are newly engaged. 
Brain imaging can also indicate whether the intervention focused on improving the 
function or brain region impaired (restorative effect) or relied on the intact functions 
and network (compensatory effect). 

 The few studies that have explored neural activity changes following cognitive 
training in  MCI   suggest that it can have both compensatory and restorative effects. 
Belleville and colleagues ( 2011 ) reported that strategic  memory training   increased 
brain activation in regions involved in memory encoding before training and 
induced new activations in regions that were not active prior to training in indi-
viduals with  MCI  . Interestingly, the differences between memory encoding-
related brain patterns in  MCI   compared to healthy older controls were attenuated 
after training, suggesting that some restoration took place. Furthermore, the per-
formance improvement was correlated with a newly activated region, the right 
parietal area, which was normalised in  MCI  . These results suggest that strategic 
cognitive training facilitates the recruitment of an intact alternative network to 
compensate the impaired primary network but can also contribute to meaningful 
restoration. Hampstead et al. ( 2012 ) found increased activation almost exclu-
sively in specialised regions after associative  memory training   in  MCI   individu-
als. They reported increased activation during both encoding and retrieval in 
hippocampal regions that were less activated compared to healthy older controls 
before training. These results show that associative  memory training   has a restor-
ative effect on the primary network. Similarly, Forster et al. ( 2011 ) showed that a 
multimodal intervention reduced decline in brain glucose metabolism in  MCI   and 
early  AD  , suggesting that it had an effect on neuronal injury. 
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  Cognitive training   was also found to have an effect on the structure of the brain 
in prodromal  AD  . Engvig and colleagues ( 2014 ) reported increased grey matter 
volume in regions encompassing the episodic memory network following strategic 
associative  memory training   in individuals with SCD. Interestingly, the strongest 
volume differences were found in the right prefrontal cortex, which is activated dur-
ing contextual monitoring and episodic retrieval. Thus, compensatory mechanisms 
may mediate training-related structural adaptation. Despite no signifi cant hippo-
campal volume changes, there was a signifi cant correlation between volume change 
and post-training memory improvement suggesting that individual differences may 
modulate the extent of the structural hippocampal restoration in  SCD   individuals. 
No study has looked at the effect of cognitive training on  beta-amyloid (βA  ) depos-
its, which is one of the main neuropathologies associated with  AD  . Showing that 
cognitive training reduces βA deposition would be of tremendous consequences and 
may not be that far-fetched, as observational studies have reported that a cognitively 
stimulating lifestyle is associated with lower levels of βA deposits in  older adults   
(Landau et al.  2012 ).  

    The Contribution of  Brain Imaging   to Models of Training 

 Models of  training-induced brain changes   have been proposed to interpret the effect 
of cognitive training on the brain. According to the  CRUNCH model   (Reuter-Lorenz 
and Cappell  2008 ), compensation in  older adults   is supported by both increased 
activation of specialised brain regions and strategic recruitment of alternative 
regions. In turn, Lövdén and colleagues ( 2010 ) argue that plastic changes occur 
when there is a mismatch between environmental demands and the capacity of the 
system processes, which should result in structural brain changes with functional 
impact. The  STAC-r model   proposes that individual differences in life-course events 
can modify neural resources and compensatory capacities (Reuter-Lorenz and 
Park  2014 ). The  INTERACTIVE model   (Belleville et al.  2014 ) proposes that 
characteristics of subjects (E.g. cognitive reserve, severity of the disease) and train-
ing modalities (E.g. format, target) modulate the type of neural changes induced by 
cognitive training. Studies reporting  training-induced brain changes   show that the 
regions modifi ed by training generally refl ect the purported active ingredient of the 
intervention.  Cognitive training   that is strategic and that targets preserved cognitive 
capacities in  MCI   increases activation in preserved brain regions, which is indica-
tive of compensation. In contrast, cognitive training approaches that rely on adap-
tive learning or repeated practice are more likely to reduce activation in specialised 
regions. Additionally, a range of individual factors, the genetic potential for brain 
plasticity, and educational background may facilitate reliance on alternative net-
works or structural remodelling. The location and severity of structural impairment 
in brain-damaged individuals may also infl uence the success of a compensatory vs. 
a restorative approach, as  restoration   may be impossible when structural damage is 
too severe, for example.  
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    Conclusion and Future Directions 

 Whether  cognitive training   and stimulation provided later in life can be used as 
protective tools against cognitive decline is a major research question. Observational 
studies have shown an effect of early-life (education) and whole-life (profession, 
hobbies) cognitive stimulation on age-related cognitive decline,  AD   and dementia. 
Compensatory neuroplasticity processes are particularly active during the silent 
phase of  AD   (Clement and Belleville  2010 ) and could be increased to postpone the 
cognitive decline that leads to the more severe symptoms that defi ne dementia. 
Although many studies have revealed encouraging fi ndings when using cognitive 
and brain markers, researchers and clinicians still need to address numerous impor-
tant questions. First, we need to gain a better understanding of the critical period 
during which training or stimulation should be provided. The pathological cascade 
leading to  AD  , which probably starts many years prior to the diagnosis of demen-
tia, suggests that these programmes are likely to have their highest effect when 
provided early during the  MCI   phase or perhaps prior to that stage. However, dem-
onstrating that early training has a long-lasting effect will certainly be very chal-
lenging if the outcome is clinical, and there will therefore be a need to adapt the 
method to those challenges. Additionally, it will be critical to document the effect 
of individual differences on cognitive training effi cacy (see also Katz et al. this 
volume). For instance, younger age and higher level of education were associated 
with larger training gain when individuals with  MCI   were trained with a strategic 
 memory training   programme (Belleville et al.  2006 ). One other critical question is 
whether the brain processes promoted in late-life cognitive training are the same as 
those that underlie differences in cognitive reserve or cognitive resilience. The 
fi ndings that training increases brain activation in alternative compensatory brain 
networks are consistent with the notion that cognitive reserve refl ects more fl exible 
brain networks. Finally, one other major issue that needs to be addressed is the 
notion of  transfer  , as cognitive training is intended to have an effect beyond the 
laboratory or task that is being trained. It appears that  older adults   may be less 
prone to generalise learned strategies than younger adults, and whether  MCI   poses 
limits to the generalisation of learning is an important question that will need to be 
resolved.     
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         Introduction 

 This chapter concludes the broad overview of  cognitive training   activities that this 
book aims to provide. Where will these activities lead us? What are the upcoming 
challenges? It is these future-directed questions that we would like to address in this 
fi nal chapter. We will do so by mixing informed guesses about to-be-expected 
trends, problems, and challenges in the near future, with our wish list of develop-
ments that we would like to see without being able to judge how realistic our wishes 
are at this point. Among other things, we explain why more specifi c, mechanistic 
theories will be necessary to guide the development of successful  cognitive training   
programs, how  cognitive training   might benefi t from combining them with other 
cognitive-enhancement techniques, and how virtual reality and  gamifi cation   could 
be used to support the effi ciency of  cognitive training  . We also emphasize the 
importance of considering individual differences and discuss the societal and ethi-
cal implications of enhancement programs.  

    Need for Theory 

 There are only few areas where Kurt  Lewin  ’s claim that “nothing is as practical as a 
good theory” does not apply but hardly any to which it applies more than to the area 
of  cognitive training   (see also Taatgen this volume). That people get better when 
they repeat doing the same thing over and over again is an insight that has been with 
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academic psychology for more than 150 years. And yet, we still see many approaches 
to  cognitive training   that do not seem to go much beyond this general insight. The 
typical punishment for such theoretically parsimonious approaches is the lack of 
any interesting transfer from the actually trained cognitive ability to any other cog-
nitive task or skill, which should not be surprising. To reach interesting levels of 
transfer requires rather good ideas about the mechanisms underlying the cognitive 
functions one aims to improve. But we still do not see too many of them. 

 For instance, theorizing about cognitive control—a particularly important cogni-
tive function worth enhancing in many subpopulations—still does not go beyond 
distinguishing some general, vaguely described factors (like updating, shifting, and 
inhibition: Miyake et al.  2000 ) and related brain areas, while specifi c models about 
what these factors and areas are really doing and exactly how they operate are lack-
ing. Consider task switching, which plays an important role in many training pro-
grams. How exactly do people switch from one task to another? What do we really 
know about this process and the cognitive codes it operates on, after it has been 
addressed in hundreds and hundreds of studies? What exactly is a task set? How is 
it generated from instructions? Can they become stored and retrieved? As long as 
we have no interesting, mechanistically detailed answers to questions of that sort, it 
is diffi cult to see how training programs can generate far transfer in systematic, 
generalizable ways. Generating more interesting answers is likely to require more 
collaboration between researchers with more theoretical and researchers with more 
practical skills and interests. Creating such collaborations will require fl exible fund-
ing schemes and substantial resources.  

     Enhancing Cognitive Training   

 From a more practical perspective, it would seem promising to combine methods 
suitable for cognitive enhancement. Indeed, there is preliminary evidence that  cog-
nitive training   programs can be successfully enhanced by boosting performance 
outcomes in various ways. 

 First, there is increasing evidence that  cognitive training   may benefi t from the 
combination with pharmacological interventions. In particular, interventions acting 
on the  dopaminergic system   seem ideal to enhance learning in  cognitive training   
given the role of dopamine in associative learning (Schultz et al.  1997 ) and execu-
tive functioning (Colzato et al.  2010 ,  2014 ). Indeed, the combined administration of 
 L -Dopa and  D -amphetamine has been found to boost language learning in healthy 
humans (Breitenstein et al.  2004 ; Knecht et al.  2004 ). More recently, Gilleen and 
colleagues ( 2014 ) sought to enhance performance on cognitive tasks (working 
memory [ WM  ]   , verbal learning, and learning a new language) in healthy partici-
pants by combining  cognitive training   with the cognitive-enhancing drug modafi nil. 
While memory and verbal learning was unaffected, new-language learning was sig-
nifi cantly enhanced through the combination, which is at least encouraging. 
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 Second, there is some evidence that  cognitive training   benefi ts from the combi-
nation with  brain stimulation   by means of   transcranial direct current stimulation  
(tDCS)  . tDCS is a noninvasive  brain stimulation   technique that involves passing a 
constant direct electrical current through the cerebral cortex (via electrodes placed 
upon the scalp) fl owing from the positively charged anode to the negatively charged 
cathode (Nitsche and Paulus  2011 ). This technique has developed into a promising 
tool to boost human cognition (Kuo and Nitsche  2012 ). Very recently, Richmond 
and colleagues ( 2014 ) suggested that tDCS might support  WM   training. Participants 
engaged in an adaptive  WM   training regime for 10 sessions, concurrent with either 
active or sham stimulation of dorsolateral prefrontal cortex. Before and after train-
ing, a battery of tests tapping domains known to relate to  WM   abilities was admin-
istered. tDCS was shown to enhance learning in the verbal part of the  cognitive 
training   and to enhance near transfer to other untrained  WM   tasks. We emphasize 
that this study did not include a follow-up session and needs to be replicated and 
generalized to other cognitive domains. And yet, it does provide preliminary evi-
dence that  tDCS   might enhance  cognitive training   and support far transfer. 

 Third, a number of fi ndings suggest that  cognitive training   may benefi t from a 
combination with  neurofeedback  . Neurofeedback is a technique that teaches partici-
pants to control their own brain activity by providing systematic feedback about 
internal states (Sherlin et al.  2011 ), such as neural  oscillations   and slow cortical 
potentials assessed by means of electroencephalography ( EEG  ; Birbaumer et al. 
 2009 ). The modulation of neural oscillations through  EEG    neurofeedback   has been 
shown to enhance different cognitive functions as a function of the frequencies of 
neural activity (see Gruzelier  2014  for a recent review). For instance, upregulating 
the upper alpha band improves mental rotation (e.g., Hanslmayr et al.  2005 ; Zoefel 
et al.  2011 ),  upregulating gamma-band   activity enhances episodic retrieval (Keizer 
et al.  2010 ), and upregulating the mu-rhythm supports declarative learning 
(Hoedlmoser et al.  2008 ). Very recently, Enriquez-Geppert and colleagues ( 2014 ) 
have investigated the modulation of frontal-midline theta oscillations by  neurofeed-
back   and its putative role for executive functioning. Before beginning and after 
completing an individualized, eight-session gap-spaced intervention, tasks tapping 
executive functions were administered while measuring the  EEG  . Compared to a 
pseudo- neurofeedback   group, the group receiving active  neurofeedback   training 
showed better performance in  WM   updating and cognitive fl exibility. The idea that 
learning to increase frontal-midline theta amplitudes facilitates executive functions 
is captivating and opens the possibility to use  neurofeedback   to boost the effi ciency 
of  cognitive training  . 

 Fourth, research on human-machine interfaces increasingly points to an interest-
ing role of  haptic feedback  , as provided by means of somatosensory information 
(vibration) delivered through a user interface. Training with  haptic feedback   has 
been found to reliably support the acquisition of knowledge in chemistry (Bivall 
et al.  2011 ) and physics (Han and Black  2011 ), as well as object manipulation 
(Stepp et al.  2012 ). Even though it is not yet clear whether such learning improve-
ments transfer to other tasks, the incorporation of  haptic feedback   in  cognitive train-
ing   programs represents an interesting avenue for the future. 
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 These are just a few examples for how  cognitive training   techniques can be enhanced 
by techniques that have been shown to support learning, but progress in technology is 
likely to generate more and more options in the near future. While many of them are 
interesting indeed, their novelty brings a number of risks with it. For instance, new 
developments have made it possible to produce  tDCS  -based tools for the use in daily 
life. While that  provides   interesting opportunities for research (e.g., in freeing partici-
pants from daily visits in the lab), offi cial tests and guidelines for the safe personal use 
of such devices are lacking. As pointed out by Jwa ( 2015 ), given that tDCS is currently 
not covered by the existing regulatory framework, there are potential risks of misusing 
this device, in particular as its long-term effects on the brain have not been fully inves-
tigated and understood. A recent initiative supported by several research institutes and 
scientists calls for a more critical and active role of   the scientifi c community     in evaluat-
ing the sometimes far-reaching, sweeping claims from the brain training industry with 
regard to the impact of their products on cognitive performance (Max Planck Institute 
on Human Development, Stanford Center on Longevity  2014 ). 

 Recently, colleagues and us (Steenbergen et al.  2015 ) have taken this recommen-
dation to heart and tested whether and to what degree the commercial tDCS headset 
 foc.us  improves cognitive performance, as advertised in the media. We used a 
single- blind, sham-controlled, within-subject design to investigate the effect of 
online and off-line  foc.us  tDCS—applied over the prefrontal cortex in healthy young 
volunteers—on  WM   updating. In contrast to the previous positive fi ndings with 
CE-certifi ed laboratory  tDCS  , active stimulation with foc.us led to a signifi cant 
 decrease  in  WM   updating. This observation reinforces the view that the scientifi c 
community can, and presumably should, play a crucial role in helping to create 
regulations and offi cial guidelines for the future incorporation of cognitive and 
neuro-technologies in  cognitive training  .  

    Virtual and  Augmented Reality      

 The use of  virtual and augmented reality (VAR)   has become popular in several areas 
of cognitive and clinical psychology, where it, for instance, is used to treat phobia 
(Juan et al.  2005 ). These kinds of uses could also be seen as enhancing techniques, 
similar to those discussed in the previous section. Indeed, VAR techniques can serve 
to visualize instructions and provide more realistic feedback about the achievements 
of trainees. However, we think that VAR techniques are particularly well suited to 
address an aspect of  cognitive training   that has remained underdeveloped so far: the 
possibility of embodied cognition. The  embodied-cognition approach   is not particu-
larly homogeneous and theoretically straightforward (for a discussion, see Wilson 
 2002 ), but the general idea is that cognition emerges from concrete sensorimotor 
interactions with one’s environment, which assigns an important role to one’s body. 
This fi ts with older ideomotor considerations about the emergence of cognition 
through action (Hommel  2015 ), which, for instance, have motivated the development 
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of the theory of event coding (Hommel et al.  2001 ). It remains to be seen whether, and 
in which sense, the idea of embodiment increases our insight into basic cognitive 
functions and control processes, but if it does, we will need more realistic experimen-
tal designs and training conditions. For these purposes, VAR seems ideal. 

 For instance, cognitive aging is not unlikely to be associated, if not facilitated, by 
motivational decline that is produced by changes in self-perception. As elaborated 
elsewhere (Hommel and Kibele  2016 ), the retired elderly is likely to perceive her-
self as someone who is no longer productive. Given that most jobs allow people to 
exert impact on the real world, this impression is based on a real fact—retirement 
does mean losing this impact. To the degree that the outcome of self-perception 
affects motivation, this would be likely to undermine the motivation of the retired 
individual. This in turn would make it diffi cult both to maintain one’s cognitive 
abilities and to compensate for age-related cognitive decline by means of training. 
VAR could help to prevent and counteract vicious cycles of this sort by turning the 
self-perception into a more active one.  

     Gamifi cation   

 The widespread popularity of smartphones has led to a real explosion of “apps” to 
enhance cognitive functioning, ranging from simple alerts reminding the elderly to 
take her pill to theoretically guided programs to systematically improve specifi c 
cognitive functions, such as spatial imagination. Industry and funding agencies 
have taken notice of the many opportunities these techniques can open, and the cur-
rent European research agenda (Horizon 2020) has various calls to promote  gamifi -
cation  . Obviously, this is likely to strengthen this trend further in the near future, but 
we think that the full potential of  gamifi cation   is not always appreciated. Turning 
psychological experiments and training procedures into apps is certainly handy for 
both researchers and users, especially as it allows to integrate training programs 
better with real-life circumstances. Even more importantly, however,  gamifi cation   
will make  cognitive training   programs more acceptable and increase the motivation 
to get through with them. Laboratory work on the impact of  cognitive training   is 
typically based on  data      collected from paid or otherwise compensated participants, 
which reduces the risk of dropout even with extensive training and not-so-exciting 
tasks. To make it to real-life circumstances, however, the format of  cognitive train-
ing   will need to change dramatically, so to convince individuals to participate. Like 
physical exercise, it can take a while before  cognitive training   produces benefi ts that 
are recognizable for the trainee. Continuous, fi ne-graded feedback helps to over-
come that problem but only if improvements are visible enough to keep the trainee 
motivated.  Especially   training with more preventive aims, for which immediate 
benefi ts may not be visible at all, motivation remains an issue. Gamifi cation can 
help to tackle that issue by making the process more fun and providing additional, 
benefi t-independent reward.  

Future of Cognitive Training



206

     Individual Tailoring   

 Most  cognitive training   programs have a one-size-fi ts-all design and assume that 
everyone benefi ts from the intervention more or less the same way and to more or 
less the same degree (see also Katz et al. this volume). There are several reasons 
suggesting that this is unlikely to be true. In fact, we suggest that the effi ciency of 
 cognitive training   and the successful transfer to untrained tasks will often be modu-
lated by interindividual differences, including pre-existing neurodevelopmental fac-
tors and differences with a genetic basis. Accordingly, only training programs that 
are tailored to individual abilities, skills, and needs are likely to succeed. 

 In particular, we believe that substantial parts of the current controversy about 
the benefi t of the regular use of  cognitive training   are due to the failure to consider 
individual differences. For instance, while Schmiedek and colleagues ( 2010 ) found 
positive transfer of  cognitive training   both in young and older adults, Owen and 
colleagues ( 2010 ) famously reported about a failure to fi nd transfer in 11,430 par-
ticipants trained online over a period of six weeks. The participants of Owen et al. 
were trained on cognitive tasks developed to improve reasoning, memory, planning, 
visuospatial skills, and attention. Participants improved in every single task, as one 
would expect, but the benefi t did not generalize to any untrained tasks. The authors 
conclude that this provides “no evidence to support the widely held belief that the 
regular use of computerized brain trainers improves general cognitive functioning 
in healthy participants beyond those tasks that are actually being trained” (Owen 
et al.  2010 , p. 777). 

 While we do not question the importance of such large-scale studies, we consider 
arguments based on mean fi ndings in not further differentiated populations prob-
lematic, especially if individual improvements are not taken into account as well. 
The reason why this is important is that the functions relating psychological func-
tions (and/or their neural underpinnings) to performance are often not linear. For 
instance, brainstorming-like creativity is assumed to rely on mood and on (presum-
ably striatal) dopamine, but there is evidence that a medium (i.e., not the highest) 
dopamine level produces the best performance (Akbari Chermahini and Hommel 
 2010 ). Given the  evidence   that inducing positive mood increases the dopamine 
level, this suggests that individuals with a low dopamine level get better, while those 
with a medium dopamine level do not or even get worse—which is indeed what has 
been observed (Akbari Chermahini and Hommel  2012 ). 

 Along the same lines, we also considered that successful transfer of game-
based cognitive improvements to untrained tasks might be modulated by the 
genetic variability related to the  catechol-O-methyltransferase (COMT)  —an 
enzyme responsible for the degradation of dopamine (Colzato et al.  2014 ). 
Participants were genotyped for the COMT Val 158 Met polymorphism and trained 
on playing “ Half- Life 2  ,” a fi rst-person shooter game that has been shown to 
improve cognitive fl exibility. Pre-training (baseline) and post-training measures 
of cognitive fl exibility were acquired by means of a task-switching paradigm. As 
predicted,  Val/Val homozygous individuals   (i.e., individuals with a benefi cial 
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genetic predisposition for  cognitive fl exibility) showed larger benefi cial transfer 
effects than Met/-carriers, supporting the possibility that genetic predisposition 
modulates transfer effects and that  cognitive training   promotes cognitive fl exibil-
ity in individuals with a suitable genetic predisposition. Even if this study needs 
to be replicated with a larger sample size, we view it as proof-of-principle that 
highlights the importance of considering individual differences. Considering 
these differences and assessing how they interact with different training regimes 
will allow for the development of personalized, individually tailored training pro-
grams. Not only will these programs be more effective but they also will be much 
more motivating for participants (as unnecessary failures due to person-method 
mismatches can be avoided) and more cost- effi cient. This in turn will make the 
implementation of such programs more likely even in times of sparse budgets. In 
view of the rapid aging of European societies, the number of potential benefi cia-
ries of such an individualized approach is dramatically increasing, and the soci-
etal need for maximizing the human cognitive potential in the elderly will grow 
further as the economic  situation   will require extensions of the working lifetime.  

     Societal Context   

 Research on, and the application of,  cognitive training   depends on the societal con-
text, which affects the respective funding budgets and acceptability. Accordingly, it 
is important to consider which direction societal developments related to these 
issues are taking. Economically, the interest in  cognitive training   is mainly driven 
by the increasing costs of the welfare system, especially with regard to the increas-
ing age of citizens in Western societies.  Cognitive training   can help, so one version 
of the idea, to delay cognitive decline in the elderly, which would extend the time 
people can live autonomously and, thus, reduce the welfare costs for the time there-
after. Along the same lines, training children could speed up the education of healthy 
individuals and reduce the risk of behavioral deviance and pathology, again with 
considerable savings for welfare and education systems. But there is also a more 
ideological reason for the increased interest in  cognitive training  . Both  Eastern and 
Western societies   are continuously driven toward more individualism, which 
emphasizes the existence and often also the importance of individual differences 
over commonalities and collectivistic values. These tendencies go hand in hand 
with ideological developments in public opinion and within political parties, which 
in many countries have gravitated toward more neoliberal, individualism-heavy 
positions over the last 15 years or so. Among other things, this has involved a rather 
systematic deconstruction of the welfare system and established the view of the 
individual as an architect of his or her own life. 

 Research on  cognitive training   has benefi ted from both aspects of this trend. The 
economic problems of the welfare system have boosted the interest in procedures 
and activities that make welfare societally more affordable, and the ideological turn 
toward individualism provides a natural breeding ground for the public interest in 
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procedures and activities that help to express and to further develop individual needs 
and  interests  . We do not expect that the economic problems will disappear soon, but 
it is possible that the ideological development leads to a swing back. To the degree 
that it will, the opposition and ethical objections to  cognitive training   programs may 
increase substantially.  

     Ethical Challenges   

 Like any psychological intervention,  cognitive training   raises all sorts of ethical issues 
(Bostrom and Sandberg  2009 ). In the following, we would like to emphasize two of 
them, as we suspect that they are likely to dominate future discussions. The fi rst issue 
has to do with the “naturalness” of the intervention. Encouraging people to take con-
siderable active efforts to change their mind and brain, as we would hope for effective 
training, must be considered unnatural, in the sense that it is likely to create a situation 
that without these efforts would not exist. While this is the very point of any sort of 
training, some people take issue with that. For instance, it has been considered that 
methods of cognitive enhancement may disrespect dignity and human nature, aug-
ment inauthenticity and cheating behavior, and may encourage an uncontrolled striv-
ing for excellence and perfection (Habermas  2003 ; Kass  2002 ). Such considerations 
are not far-fetched, as witnessed by the increasing use of cognitive- enhancing drugs, 
such as modafi nil and Ritalin, by students to boost their academic performance. Soon, 
universities may opt to prohibit drug use altogether or to tolerate it in some situations 
(exams). The same reasoning is also applicable to commercial  brain stimulation   
devices, which are available on the Internet without any restrictions. 

 The second, somewhat related issue is that the availability of  cognitive training   
techniques creates, or at least increases, a tension between two widely shared ethical 
principles: individual freedom and equality. While effective  cognitive training   pro-
grams can be taken to support the expression of the former (assuming that the “unnat-
uralness” objection can be overcome), it may confl ict with the latter. Societies and 
upward mobility in particular rely increasingly on competition, which emphasizes 
individual performance and abilities. Cognitive training is likely to create “ positional 
benefi ts  ” by improving one’s social and economic status as compared to others. While 
this may be considered an acceptable individual choice, it may have repercussions for 
general public expectations and criteria. Once a number of individuals have demon-
strated that it is possible to improve one’s cognitive abilities, public pressure on other 
individuals could arise to improve their abilities as well. The existence of effective 
 cognitive training   programs could thus create or increase the pressure of always being 
“at the top,” to work harder, longer, and more  intensively  , which in the end may exac-
erbate the problems one was intending to solve. In other words, the mere possibility 
to enhance one’s cognitive abilities could increase social competition. Worse, as the 
probability to benefi t from  cognitive training   may differ between individuals, the 
availability of training programs may contribute to the emergence and increase the 
size of societal gaps (cf. Bostrom and Sandberg  2009 ). 
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 Counterarguments exist for both of these ethical issues. For one, any kind of 
psychological intervention and any kind of training must be considered equally 
unnatural as  cognitive training  . Accordingly, if one fi nds psychologically guided 
education and physical exercises of athletes acceptable, it is diffi cult to see in 
which sense  cognitive training   falls into an ethically different category. For 
instance, while objections to cognitive enhancement by means of particular diets 
or food supplements (Colzato et al.  2013 ) have not been put forward so far, the 
impact of cognitive- enhancing drugs and neuro-technologies, such as  tDCS   and 
 neurofeedback  , rests basically on the same cognitive and neural mechanisms. 
Obviously, this raises the question why social acceptance might be more wide-
spread for the former than for the latter. 

 For another,  cognitive training   could well be used as a way of reducing, rather 
than increasing, societal/social inequalities by allowing all, and not just the eco-
nomically privileged individuals, to fully explore and exploit their cognitive poten-
tial. This would not eliminate competition but create more equal terms (Savulescu 
 2009 ). Moreover, it is important to consider that the widespread use of  cognitive 
training   and the associated cognitive benefi ts might have rather dramatic social ben-
efi ts. Indeed, some studies estimate that augmenting the average IQ of the world 
population by no more than 3 % would reduce poverty rates by 25 % (Schwartz 
 1994 ) and result in an annual economic  gain   of US$ 165–195 billion and 1.2–1.5 % 
GDP (Salkever  1995 ).  

    Conclusion 

 Taken altogether, the future of  cognitive training   will heavily depend on theoretical, 
technological, and societal developments. For some of these developments, cogni-
tive researchers are solely responsible, while they can only contribute to others. As 
we have tried to emphasize,  cognitive training   is not just one more psychological 
intervention, but it touches important societal and ethical issues. Accordingly, it 
would be wise if researchers actively engaged in public discussion of these issues to 
bring in the necessary expertise, so as to make sure that both risks and promises of 
 cognitive training   are realistically assessed.      
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