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Preface

It is a great pleasure for us to welcome you to the proceedings of the Second Inter-
national Conference on Big Data Computing and Communication (BigCom 2016),
which was held in Shenyang, China. BigCom is an international symposium dedicated
to addressing the challenges emerging from big data-related computing and network-
ing. This year, we were fortunate to receive many excellent papers covering a diverse
set of research topics related to big data computing and communication. The event
brought together numerous delegates from around the globe to discuss the latest
advances in this vibrant and constantly evolving field.

BigCom 2016 received more than 90 submissions from Australia, Brazil, Canada,
China, Finland, Hong Kong, Japan, Korea, Taiwan, and USA, out of which 39 were
selected for publication as regular papers with an acceptance rate of 43 %. Most
submissions received two or more peer reviews from our Technical Program Com-
mittee and external reviewers. We were only able to accept papers that received broad
support from the reviewers. The final technical program included three excellent
keynote speeches (by Prof. Lixin Gao, Prof. Jianzhong Li, and Prof. Yunhao Liu) and
ten technical sessions. We would like to thank our Program Committee members as
well as external reviewers, consisting of eminent researchers, whose dedication and
hard work made the selection of papers for the proceedings possible.

We also wish to thank everyone who contributed to the quality and success of
BigCom 2016, from all the authors to all the student volunteers. We particularly
appreciate the guidance and support from the Steering Committee chair, Prof.
Xiang-Yang Li. Special thanks also go to the three track Chairs, Lan Zhang, Chenren
Xu, and Lei Zou, for their outstanding job in handling the review process, to the
publication co-chairs, Zenghua Zhao, Fan Li, and Yingjian Liu, for collecting the final
versions of all accepted papers, and to the publicity co-chairs, Dan Tao, Yuanfang
Chen, and Yao Liu, for promoting the conference and attracting great submissions. We
would like to thank our local organizing team Lan Yao and Zhibin Zhao for their great
job organizing the local arrangements and making the stay of every conference attendee
a pleasant and memorable one. We also thank the other members of the Organizing
Committee for their help and support. Finally, we thank Northeastern University
(China) for its support and for contributing student volunteers, and Tsinghua University
Press, Springer LNCS, Beijing University of Posts and Telecommunications, Ocean
University of China, University of Science and Technology of China, Audaque Data
Technology Ltd., Neusoft, Qihoo360, ZTE, and CERNET for their grants in supporting
the conference.

In addition to the stimulating program of the conference, Shenyang, with its tourist
attractions and the diversity and quality of its cuisine, is an unforgettable place to visit.
Shenyang is the provincial capital and largest city of Liaoning Province, as well as the



largest city in northeast China. In the 17th century, Shenyang was conquered by the
Manchu people and briefly used as the capital of the Qing dynasty. We hope you enjoy
the technical program and have a great time in Shenyang.

June 2016 Yu Wang
Ge Yu

Yanyong Zhang
Zhu Han

Guoren Wang
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Similarity Search Algorithm over Data Supply
Chain Based on Key Points

Peng Li1(B), Hong Luo1, Yan Sun1, and Xin-Ming Li2

1 Department of Computer Science,
Beijing University of Posts and Telecommunication,

Beijing 100876, China
lipeng1106,luoh,sunyan@bupt.edu.cn

2 Science and Technology on Beijing Complex Electronic System Simulation
Laboratory, Academy of Equipment, Beijing 100876, China

13911729321@163.com

Abstract. In this paper, we target at similarity search among data sup-
ply chains, which plays essential role in optimizing the chain and extend-
ing its value. This problem is very challenging for application-oriented
data supply chains because the high complexity of data supply chain
makes the computation of similarity extremely complex and inefficiency.
In this paper, we propose a feature space representation model based on
key points, which can extract the key features from sub-sequences of the
original data supply chain and simplify the original data supply chain
into a feature vector form. Then, we formulate the similarity computa-
tion of key points based on the multi-scale features. Further, we propose
an improved hierarchical clustering algorithm for similarity search over
data supply chains. The main idea is to separate sub-sequences into dis-
joint groups such that each-group meets one specific clustering criteria,
and thus the cluster containing the query object is the similarity search
result. The experimental results show that the proposed approach is both
effective and efficient for data supply chain retrieval.

Keywords: Data supply chain · Similarity search · Feature space · Hier-
archical clustering

1 Introduction

Data trade markets enable data to flow freely for the benefit of the whole orga-
nizations. A data supply chain is constructed when data is created, transformed,
combined with other data, and exported to next user [1]. A lot of efforts have
been made on developing novel similarity search algorithms among data supply
chains due to its promising applications. For example, similarity query identifies
those data supply chains whose structure evolved similarly to a specific one. It
is not only offering users the best candidates of data supply chains to optimize
the products, but also helps finding the potential consumers of their data and
extending its value.
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 3–12, 2016.
DOI: 10.1007/978-3-319-42553-5 1
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Cluster analysis [2,3] is an important technique in data mining and data
analysis, so it can be used in similarity search of data supply chain. However,
there are few studies of similarity search of data supply chain. For example,
Iwashita et al. [4] propose a method of determining the optimal number of clus-
ters. Ghassempour et al. [5] propose an approach based on Hidden Markov Mod-
els (HMMs), where we first map each trajectory into an HMM, then define a
suitable distance between HMMs and finally proceed to cluster the HMMs with
a method based on a distance matrix. However, this method does not consider
errors incurred. Those approaches generally cluster original data supply chains,
its efficiency degrades rapidly with the increase of number of node. And all of
them don’t distinguish the difference between global similarity and local simi-
larity, results may not be reasonable in practical.

In this paper, we design a Similarity Search System for Data Supply Chain
(SSS-DSC). The challenges include: (1) how to replace the original data supply
chains and remain the intrinsic feature for improving the searching efficiency; (2)
how to formulate the distance for measuring the closeness of the corresponding
unequal data supply chain.

To tackle the above challenges, a novel feature space representation model
based on key points is proposed. We firstly seek and extract key points reflecting
the changed application purpose. Using these key points, the original data sup-
ply chains can be partitioned into a number of sub-sequences. Then, we extract
the feature of each sub-sequence and construct a feature space to represent the
original DSC. In order to tackle previously low precision of a distance measure
for unequal data supply chains, we further develop a novel similarity computa-
tion algorithm with multi-dimensional features. Sub-sequences are characterized
in multi-dimensional feature vectors form. For features in different dimensions,
we calculate the distances of each pair of sub-sequence by different distance for-
mula and integrate different value with linear weights. Our algorithm reaches the
most similar results according to specific criteria, which performs sub-sequence
matching and sub-sequence searching. Sub-sequence searching means that the
query pattern may be comprised between any nodes in the candidate sequence.
We conduct simulation experiments and the experimental results show that the
proposed approach can condenses the original data supply chains by applying a
feature extraction technique whose query performance outperforming the exist-
ing algorithms by at least 20 %.

2 Problem Definition

Data supply chain is treated as an object in this paper; it consists of plentiful
dynamic time-seried data. In order to provide a convenient expression, we give
some definitions as follows.

Definition 1 (Data Supply Chain Set). A set of data supply chains, denoted
by

∑
= {S1, S2, ..., Sn}, where n is the serial number of data supply chain.
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Definition 2 (Data Supply Chain). Given a data supply chain S, which con-
sists of a data sequence ordered by the generation time. A data supply chain is
denoted by S = {d1, d2, ..., dn}, where dti(t0 < ti < tn) is a instance of data
generated at ti.

Definition 3 (Sub-Sequence). Given a data supply chain S of length n, a
sub-sequence of S is a sampling of length m (m≤ n) of contiguous positions from
S, that is β = {dtp , ..., dtp+m−1}(1 ≤ p ≤ n − m + 1).

Definition 4 (Segment Feature). Consider a data supply chain S that has
been segmented into k sub-sequences {β1, β2, ..., βk}, SFi is a triple of feature
vector of the ith sub-sequence βi.

SFi = (ARSi, APi,DESi) (1)

Here, ARSi is the feature vector representing association rules set of βi; APi is
the feature vector of the application purpose; DESi is the feature vectors repre-
senting its evolution.

Definition 5 (Distance). Given two segment features SF1 and SF2 represent-
ing β1 and β2 respectively, the distance between β1 and β2 is given by:

D(β1, β2) =w1 ∗ d1(ARS1, ARS2) + w2 ∗ d2(AP1, AP2)
+ w3 ∗ d3(DES1,DES2)

(2)

where di() is the distance of each feature vector and wi(1 ≤ i ≤ 3) is the weight
associated with a specific attribute. The summation of all weights is 1.

Definition 6 (Similarity Calculation). Given a reference data supply chain
or sub-sequence of chain Q and its segment feature SFq, a set of data supply
chains

∑
, a user specified distance threshold ε, a similarity search retrieves all

data supply chains Si εΣ such that

D(SFq, SFj) ≤ ε (3)

where ε > 0. If Eq. 3 is established, it is say that Q and sub-sequence βj of Si

are similar to the case of the ε boundary.

The similarity search basic problem can be stated as follows: given a set of
objects, find the most similar ones to a given query object.

3 Overview of SSS-DSC

A similarity search process for data supply chain consists of three phases that
are described hereafter:

(1) Feature exaction and modeling: this is the core of system. Here, we propose
a novel Feature Space Representation Model based on Key Points (FSRM-
KP). FSRM-KP firstly seeks and extracts the key points for each data supply
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chain, then divides each chain into a set of sub-sequence using these points
(also called boundary point). Then, several features can be extracted from
sub-sequence such as Association Rule Sets (ARS), Application Purpose
(AP) and Data Evolution Sequence (DES). As a result, we construct a
feature space for each sub-sequence and describe the original data supply
chains according to the feature space model. By this way, the storage of each
chain is shrunk significantly.

(2) Similarity measure based on multi-dimensional features: we design a simi-
larity measurement algorithm based on feature space model. Feature spaces
are divided into three classes feature: Association Rule Sets, Application
Purpose and Data Evolution Sequence. By dividing the feature spaces into
the above classes, we calculate distances of each pair of sub-sequence fea-
tures using the available NLP (Natural Language Processing) APIs and edit
distance techniques. Further, we get the pair-wise distance of sub-sequence
by integrating different distance value with linear weights.

(3) Nearest neighbor classification: finally, a hierarchical clustering algorithm
for data supply chains is proposed. Since the proposed FSRM-KP presents
features of sub-sequence, we choose those as a new specific clustering criteria.
The proposed clustering algorithm processes the transformed sub-sequences
and outputs the similarity search result.

4 Similarity Search for Data Supply Chains

This section discusses the core algorithms and calculations in the SSS-DSC.

4.1 Feature Space Representation Model Based on Key Points

In order to reduce computation time and improve the search efficiency, the data
supply chains must be reduced in complexity. Hence, we propose a feature space
representation model based on key points. The basic idea of FSRM-KP provides
the oscillation behavior of a data supply chain that has been transformed into
a feature space by linear segments. This representation, however, depends on
a number of points chosen in the segmentation process. Demonstrating a data
supply chain by one feature may not be sufficient to describe actual oscillation
trends. To solve this, we extract several features from sub-sequence such as asso-
ciation rules sets, application purpose and data evolution sequence and extend
the solutions to a multi-dimensional approach. Each sub-sequence includes three
feature vectors. We use frequent pattern mining algorithm [6] as the basic algo-
rithm and add the temporal constraints to discover correlation among multiple
data nodes and get association rules set. By adding the sequential constraint
and the time factor, the algorithm achieves more precise mining and shorter
computation. Using the PROV, the standard provenance technology, we get
the attribute arguments which depicts the actions performed on data and the
entities being responsible for those actions. Each PROV record, which contains
identity information, activity, occurring time, and consumer demand, is stored
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in the PROV database. Therefore, we can extract consumer purpose and data
evolution sequence from it. Data evolution sequence is composed of data and
the operations associated with the data. Formally, a sub-sequence is defined as a
triple. Furthermore, a data supply chain is represented by a matrix M (consisting
of N segments and three features).

Let S ∈ ∑
denote a data supply chain and SF denote segment feature of sub-

sequence. The feature space model transforming algorithm based on key points
is shown as Algorithm 1.

Algorithm 1. Feature Space Model Transforming Algorithm based on Key
Points
Input: S
Output: SF1, SF2, ... ,SFn // n is the number of segments of all data supply chains
1: Seek and extract key points from S; // the point reflecting the data supply chain’s

changed application purpose
2: Segment S into n sections {β1, β2, ..., βn} using these key points ;
3: for each sub-sequence ∈ S do
4: extract association rules set, application purpose and data evolution sequence

from sub-sequence;
5: construct the feature space for sub-sequence SF = (ARS,P,DES);
6: end for
7: return SF1, SF2, ... ,SFn;

4.2 Similarity Computation Based on Multi-scale Features

In the previous section we demonstrated how to computationally reduce the com-
plexity of a data supply chain, representing it by the major turning points and
feature space. This transformation is obviously required for the searched can-
didate sequences. Similarity measure can efficiently support similarity search,
which directly influence the shape of the clusters, the next step is to define the
distance function. The use of multi-dimensional features causes the problem of
measuring the similarity between two data supply chains becoming measuring
the distance between the two data supply chains of feature vector. For this rea-
son, a suitable similarity measurement algorithm based on it should be given.
The comparison between two data supply chains is done in two basic steps. First
of all, the data supply chains of features relative to each scale are compared, using
the different distance function defined before. The proposed FSRM-KP supports
several kinds of distance functions, in our implementation, we distinguish fea-
tures in different dimensions and those distance is usually measured by different
distance formula.

4.2.1 Similarity Measurement Method for Association Rules Set
ARS is a set of association rules which can describe the correlation among mul-
tiple data nodes of region. It can be described as:

ARS = (AR1, AR2, ..., ARn) (4)

where ARi is a association rule with support S.
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Definition 7 (Sub-Sequence). Let ARS1 and ARS2 denote different associ-
ation rules set respectively, ARS1 �= �, ARS2 �= �, the distance between ARS1

and ARS2 is given by:

d(ARS1, ARS2) =
|ARS1

⋂
ARS2|

|ARS1

⋃
ARS2| (5)

where |ARS| denotes the number of association rules set.

4.2.2 Similarity Measurement Method for Application Purpose
Comparing application purpose (AP) helps us with computing a more accurate
similarity ranking. All AP attributes are text based that including information
such as consumer demand and the objective of data analysis. According to its
characteristics, the measure similarity task is done through available NLP APIs.
By using third party NLP APIs that adding semantic annotation or tagging
to data supply chain of texts, we can extract a topic/key word from each one.
To perform this task many potential NLP web APIs have been looked into and
tested. They include Wikimeta [7], OpenCalais [8], Pingar [9], AlchemyAPI [10]
and Semantria [11]. In many cases the NLP service may not be able to return a
correct topic name for a given text. To obtain a larger number of topic names
multiple NLP services are used in conjunction. OpenCalais allows for 50,000
API calls a day and 4 calls per second as part of the free license. AlchemyAPI
provides up to 30,000 API calls a day for research purposes. Once all application
purpose features are established, we will try to find commonality among the
obtained topics to compute the distance value between each sub-sequence and a
given one.

4.2.3 Similarity Measurement Method for Data Evolution Sequence
To determine the similarity of two data evolution sequences, an approximate
symbol matching algorithm based on edit distance [12] is used. Its main idea
is: the more similarity between two data evolution sequences, the minimum
number of data transformation operations required to transform one data evo-
lution sequence into the other. Data transformation operation can be weight
by an arbitrary weight function that assigns each data transformation oper-
ation a numeric value. The sequence distance is a numeric value that repre-
senting the sum weight of data transformation operations which is required to
equalize two data evolution sequences. Let S and T denote two data evolution
sequences, Osum = {O1, O2, ..., On} denotes a set of data transformation oper-
ations sequence transforming S into T , t(Oi) denotes a weight of data trans-

formation operation. Given T (Osum) =
k∑

i=1

t(Oi), the sequence distance d(S, T )

between S and T is then defined as:

d(S, T ) = min{T (Osum)|Osum is a set of transformation of S into T} (6)
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In the final step, different distance values are integrated with linear weights.
The weight assignment is based on the distance values. We assign a more weight
for the smaller value of feature, which avoid each feature vector affect the final
results dramatically.

4.3 Hierarchical Clustering Algorithm for DSC

Up to this point, data supply chains are expressed in terms of feature space
model and distance measure formula is defined. In order to provide more accu-
rate results, we proposed a hierarchical clustering algorithm for data supply
chains, which differentiates global similarity and local similarity of data supply
chains and performs sub-sequence matching and sub-sequence searching. The
algorithm can improve the efficiency while keep the accuracy at the same time.
The basic idea of the algorithm is: Firstly, the original data supply chains is
divided into a set of sub-sequences represented by feature model; Then, each
sub-sequence is called as a cluster. According to the above mentioned similar-
ity measure approach, the distances between each cluster are measured. We
separate sub-sequences into disjoint groups such that the same-group of sub-
sequences meets a specific clustering criteria. The cluster which the query object
lies within is the similarity search results.

Let
∑

denote a set of data supply chains, Q denotes a reference data supply
chain or sub-sequence of chain, Ci denotes the ith cluster, ε denotes a user
specified distance threshold, Cresults denotes the cluster including the query
object of sub-sequence and the most similar ones. The algorithm of a hierarchical
clustering algorithm for data supply chains is shown as Algorithm2.

Algorithm 2. A Hierarchical Clustering Algorithm for Data Supply Chains
Input: Q,

∑
, ε

Output: Cresults

1: for each S ∈ ∑ do
2: {SF1, SF2, ..., SFn} ← FSRM − KP (S);
3: Ci ← SFi // Ci indicates a cluster ;
4: end for
5: repeat
6: Compute the distances between each pair of clusters by using similarity measure

approach;
7: find the most similar clusters Ci and Cj , where Ci and Cj coming from different

data supply chain;
8: merge them into one cluster and update the center of the generated cluster;
9: until the distances between each pair of clusters is beyond the ε specified by the

user
10: return Cresults;
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5 Experiments and Analysis

5.1 Experimental Setup

We run our experiments on Window 7 operating system. The configurations of
computer are Inter Core i5-3200M 2.5 GHz processors, 2 GB memory and 500 GB
hard drive. To the best of our knowledge there are seldom authoritative datasets
and reported approaches can clustering analysis for data supply chains. Hence,
the experiments are conducted on synthetic datasets to evaluate the performance
of the proposed approach. The number of classes is 10 in the datasets. All data
supply chains are labeled according to the class they belonging to. We compare
a Hierarchical Clustering Algorithm for Data Supply Chains (HCA-DSC) with a
Dictionary-Based Compression for Long Time-Series Similarity (DBC-TSS) [13]
from query accuracy and time.

5.2 Query Accuracy

In order to evaluate the accuracy of the proposed approach, regarding N, the
total number of data supply chains is set equal to 30 and 50, whereas the average
length M of data supply chains ranges from 20 to 50. Figure 1 shows the query
accuracy for M using HCA-DSC and the DBC-TSS methods respectively.

Figure 1 presents the query accuracy for varying dimensionality when the
total number of data supply chains is set equal to 30. The main observation
is that the query accuracy ranges from 52 % to 85.75 %. Although the DBC-
TSS can present ideal results, its accuracy degrades rapidly with the increase of
the dimensionality and the lowest error rate is achieved at high dimensionality.
Query accuracy of HCA-DSC performs better than DBC-TSS because it reduces
the storage requirements, it potentially allows an efficient implementation of
similarity measurement and it improves the quality of similarity search results.
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5.3 Query Time

In order to evaluate the query performance, we provide results for two algorithms,
namely the HCA-DSC and the DBC-TSS. Regarding N, the total number of data
supply chains is set equal to 30, 50, 70 and 90. Figure 2 shows the query time.

In Fig. 2, the query performance of HCA-DSC and the DBC-TSS is presented
with respect to the number of data supply chains that is searched. The main
observation is that when the total numbers of data supply chains increases, the
corresponding query time decreases. The reason is that, searching a database for
the most similar object (data supply chains) to a given one, the above mentioned
algorithms have to compare a query object to every object in a database in order
to find the most similar one. These approaches become prohibitive, when the
reference database is extremely large. The efficiency of which is affected by the
number of objects in the database, since a distance measure is calculated for
measuring the closeness of the corresponding objects.

6 Conclusion

In this paper, we focus on a novel data supply chains similarity search problem.
We firstly develop a feature space representation model based on key points,
which can greatly reduces complex structures and the storage requirements. In
addition, to measure the pair-wise distances of sub-sequences of data supply
chains with high efficiency, we define a novel similarity measure based on multi-
scale features. Lastly, we propose a hierarchical clustering algorithm for data
supply chains, which improves the quality of the similarity search results by
identifying the most similar sub-sequences to a given query.

In our future work, we intend to establish a model of data supply chain
performance evaluation based on multi-dimension evaluation index, which makes
clear the operation performance of data supply chain, reduces operating costs,
further improves the competitive advantage.
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Abstract. In recent years, auction theory has been extensively stud-
ied and many state-of-art solutions have been proposed aiming at allo-
cating scarce resources (e.g. spectrum resources in wireless communica-
tions). Unfortunately, most of these studies assume that the auctioneer
is always trustworthy in the sealed-bid auctions, which is not always
true in a more realistic scenario. On the other hand, performance guar-
antee, such as social efficiency maximization, is also crucial for auction
mechanism design. Therefore, the goal of this work is to design a series of
strategyproof and privacy preserving auction mechanisms that maximize
the social efficiency. To make the designed auction model more general,
we allow the bidders to express their preferences about multiple items,
which is often regarded as the multi-unit auction. As computing an opti-
mal allocation in multi-unit auction is NP-hard, we design a set of near
optimal allocation mechanisms with privacy preserving separately for: (1)
The auction aims at identical multi-items trading; and (2) The auction
aims at distinct multi-items trading, which is also known as combina-
torial auction. To the best of our knowledge, we are the first to design
strategyproof multi-unit auction mechanisms with privacy preserving,
which maximize the social efficiency at the same time. The evaluation
results corroborate our theoretical analysis, and show that our proposed
methods achieve low computation and communication complexity.

Keywords: Approximation mechanism · Multi-unit auction · Privacy
preserving · Social efficiency · Strategyproof

1 Introduction

Auction serves as a preeminent way to allocate resources to multiple bidders,
especially for the scarce resources in wireless communications (such as the com-
puting resources in cloud [14], spectrum licenses [7,8,21], cellular networks [6],

c© Springer International Publishing Switzerland 2016
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CRNs [19,20], and etc.) due to its fairness and efficiency [1,11]. Strategyproof-
ness (a.k.a truthfulness) is regarded as one of the key objectives in the auction
mechanism design, which means that the optimal strategies for bidders is to bid
their true valuations of the items for sale. Most of the auction mechanisms are
designed to charge each winner the minimum bid value, by which he can win
the auction, to ensure the strategyproofness of bidders. Unfortunately, the auc-
tioneer may not always be trustworthy. Once the true valuation of each bidder
is revealed to an untrustworthy auctioneer, he may take advantage of this to
maximize his own profits.

To solve the above challenge, the bid values should be hidden in the whole
procedure of the auction. Thus, protecting the privacy of bids should be regarded
as an attractive objective in the design of auction mechanisms. In recent years,
some researchers have dedicated their efforts in the auction mechanism design
with privacy preserving. For instance, in [2,10], the authors design some mech-
anisms to protect the bid value in the first price and the second price sealed-bid
auctions. Huang et al. [9] propose a strategyproof and bid privacy preserving
auction mechanism for spectrum allocation. Pan et al. [15,16] also give a secure
combinatorial spectrum auction by using homomorphic encryption to deal with
the untrustworthy auctioneer. However, none of these auction mechanisms with
privacy preserving provides any performance guarantee on social efficiency, i.e.
the total bid value of winners, which is a standard and critical auction met-
ric [4,13].

In this paper, we focus on the privacy preserving and strategyproof auction
mechanism design for resource allocation, which can maximize the social effi-
ciency at the same time. Observe that most of the existing auction mechanisms
fail to take the multiple items trading into consideration. Nevertheless, bidders
may often express their preferences for a specified number of items or some spec-
ified bundles of items, instead of individual item. This kind of auction is called
by the multi-unit auction. There are two cases in multi-unit auction: the items
sold in the market are identical or distinct. In this work, we will propose two auc-
tion mechanisms to deal with the identical condition and the distinct condition.
In our design for identical items, the demand of each bidder is a fixed number
of items, which is inseparable. The auction for distinct items is also known as
combinatorial auction. In a combinatorial auction, all the bidders can bid for
bundles of items rather than individual items [3]. Thus, the combinatorial auc-
tions enable bidders to express their preferences in a more meaningful way. In
both auction models, the bid values of bidders are private information. Except
that, which items that each bidder wants to buy is also a sensitive information
in the combinatorial auction. This is because if the auctioneer knows that how
many bidders are interested in each item, he may raise the price in future auc-
tions to maximize his own profit. Besides, the auctioneer needs to know each
winner’s demand to finish the auction. Therefore, except for protecting the bid
values of bidders in both auction models, we also need to protect the combination
items that each loser wants to buy in the combinatorial auction.
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The multi-unit auction mechanism design with consideration of social effi-
ciency maximization issue is NP-hard [17]. Many efficient approximation algo-
rithms have been proposed for both the Identical items Auction model (i.e. IA
model) and Combinatorial Auctions model (i.e. CA model). For example, there
are a polynomial time approximation scheme (PTAS), which is suitable for the
IA auction model, and an approximation algorithm with an approximation fac-
tor of

√
h that has been proved tight for the combinatorial auctions. Thus, our

work in this paper is not to design approximation algorithms that improve the
performance of the existing studies, but is to design mechanisms with privacy
preserving, based on these existing approximation mechanisms.

However, the computation burden which relies on the bid values of bidders
is too heavy in the existing approximation algorithms with good performance
guarantee. Thus, the task of designing privacy preserving auction mechanisms
with performance guarantee is highly challenging. To tackle this, we introduce
an agent into our auction model, who is a semi-trusted third party, and he can
help the auctioneer to decide the winners and compute their charges. In our
design, the auctioneer generates a public key and a secret key of Paillier’s homo-
morphic cryptosystem. Bidders encrypt their bids by using the public key. Then,
the agent performs homomorphic computation on the ciphertexts, adds random
numbers, and sends the results to the auctioneer for making allocation decision
and computing payment of winners. By this design, the privacy is protected
without affecting the correctness of the auctions.

Although there exists a PTAS for the IA model, it is considered as a very
challenging work to design a privacy preserving version of PTAS. To this end,
we propose a privacy preserving bid mechanism with an approximation factor
of 2. For the combinatorial auction, we give a privacy preserving version of the
auction mechanism proposed in [5], which has an approximation factor of

√
h.

We prove that our new method for combinatorial auction can protect both the
bid value of all bidders and the items each loser wants to buy. To the best of
our knowledge, the auction mechanisms presented in this paper are the first
strategyproof and privacy preserving multi-unit auction mechanisms with social
efficiency performance guarantee.

2 Preliminaries

2.1 Auction Model

We consider a sealed-bid auction, in which there exist an auctioneer, a set of
bidders, and an agent. At the beginning of the auction, all bidders first encrypt
their bids by using the public key generated from the agent, and then submit
their encrypted bids to the auctioneer. Next, the auctioneer allocates the items
to the bidders, and decides the charges for the winners after communicating with
the agent. We assume that the agent is a semi-trusted third party, who is curious
about the bid values of bidders, but will not collude with the auctioneer.

We study two auction models in this paper: the Identical items Auction
model (e.g. IA model) and the distinct items auction model (a.k.a Combinatorial
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Auction model, CA model). In the IA model, we assume that there exist a set
of identical items denoted as I = {I1, I2, . . . , Ih}, and m bidders denoted by
B = {1, 2, . . . ,m} in the market. Each bidder i is only interested in a fixed
number of items, denoted by Ni, and is willing to pay no more than vi for all of
them. In the CA model, the items in the market are distinct, and each bidder
i ∈ B wants to buy the items in a specified subset ci ⊆ I. Note that both in the
IA model and the CA model, the demand of each bidder is inseparable, which
means that bidder i will get all the items that he wants to buy if he wins.

2.2 Auction Goals

Our primary goal is to design a strategyproof auction mechanism which can
maximize the social efficiency. We define the social efficiency of an auction as
the total bid values of the winning bidders. Suppose bi, vi, pi, are the bid value,
true valuation, and the payment of bidder i for all the items he want to buy,
respectively. Then, the utility of bidder i is defined as

ui =
{

vi − pi if bidder i wins the auction
0 otherwise (1)

Strategyproofness is often regarded as one of the most crucial properties of
auction mechanisms. We say an auction is strategyproof if bidding truthfully
is the dominant strategy for each bidder. Therefore, we need to prove that for
each bidder i, ui is maximized when bi = vi to ensure the strategyproofness of
bidders. It has been proved by Myerson that an auction is strategyproof if and
only if the following two conditions hold:

– Bid-monotone Constraint: The items allocation mechanism is bid-
monotone, which means that, when bidder i wins the auction by bidding bi,
he will always win by bidding b′

i > bi.
– Critical Value Constraint: The charge from a winner i is his critical value,

i.e., the minimum bid that he will win the auction.

Following this direction, we design the strategyproof auction mechanisms
satisfying the above-mentioned characteristics.

The privacy goals of our auction mechanisms are as follows:

– In the IA model, we protect the bid values of bidders, which means that all
bids from bidders are blind to both the auctioneer and the agent.

– In the CA model, neither the auctioneer nor the agent knows the true bid
values of bidders, as well as which items that each loser wants to get.

3 IAMP: Identical Items Auction Mechanism Design
with Privacy Preservation

In this section, we design a strategyproof mechanism IAMP for Identical items
Auction model (IA model), which achieves an approximately optimal social effi-
ciency and supports privacy preservation. Our auction mechanism mainly con-
sists of three steps: bidding, allocation and payment calculation.
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3.1 Bidding

Before running the auction, the agent first generates an encryption key EK and
a decryption key DK of Paillier’s cryptosystem. Then, he publishes EK as a
public key, and keeps DK in private. We assume that the parameter n is of
1024-bit length in this work. Each bidder i encrypts his bid bi to E(bi), and
sends (E(bi), Ni) to the auctioneer, where Ni is the number of items that he
wants to buy.

3.2 Allocation Mechanism

After receiving the encrypted bids from the bidders, the auctioneer needs to
make the winner decision aiming at maximizing the social efficiency. We can
prove that the social efficiency maximization problem can be reduced to the
Knapsack problem, which is a well known NP-hard problem.

To address this NP hardness, a Polynomial Time Approximation Scheme
(PTAS) was proposed in [12] for knapsack problem, which is also suitable for
our model. Besides, it has been proven that this PTAS is bid-monotone, which
implies that there exists a strategyproof auction mechanism. Unfortunately, it
is really a hard work to design a bid privacy preservation version based on this
mechanism. There is a large computation and comparison overload in this PTAS
based on dynamic programming. Therefore, we build our privacy preserving
method on the top of another approximation algorithm which can approximate
the optimal allocation within a factor of 2.

Next, we will show the detail of our allocation mechanism with privacy pre-
serving. Following the approximation algorithm above, we need to sort the per-
unit bid values of bidders to decide the winners. To solve this with privacy
preserving, bidders first encrypt their bids by using the Encryption Key (EK) of
the agent, and submit the encrypted bids to the auctioneer. Then, the auctioneer
masks them by using two random values δ1 ∈ Z2γ1 and δ2 ∈ Z2γ2 as δ1bi + δ2Ni.
Note that the range [1, 2γ1 ] and [1, 2γ2 ] for δ1 and δ2 should be chosen based on
the consideration of the correctness of modular operations: δ1bi + δ2Ni should
be smaller than the modulo used in Paillier’s system. Since the agent has the
decryption key, he can compute and sort δ1

bi

Ni
+ δ2 in the non-increasing order

without access any true bid values of bidders.
Furthermore, the auctioneer also maps the true ID of bidders by using a

permutation before sending {E(δ1bi + δ2Ni), Ni}i∈B to the agent. Thus, the
agent cannot map the masked bids {δ1bi + δ2Ni}i∈B to bidders either. With the
sorted per-unit bids, the agent can find the bidders with top k − 1 per-unit bids
and the bidder with k-th per-unit bid. After the agent sends the permutated ID
of bidders with top k per-unit bids to the auctioneer, the auctioneer can compute
the encrypted bid sum of bidders with top k−1 per-unit bids. Since the agent has
the decryption key, the auctioneer then randomly chooses two integers δ3 and δ4
to hide the true value of E(

∑k−1
i=1 bσ(i)) and E(bσ(k)), and communicates with

the agent to decide the winning bidders. The detail of our allocation mechanism
with privacy preserving is depicted in Algorithm1.
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Algorithm 1. Allocation mechanism for identical items model
1: The auctioneer randomly picks two integers δ1 ∈ Z21012 , δ2 ∈ Z21022 , and executes

the homomorphic operation:

E(δ1bi + δ2Ni) = E(bi)
δ1E(δ2Ni).

2: Then, the auctioneer maps the ID of bidders by using permutation π : Zm → Zm,
and sends {E(δ1bi + δ2Ni), Ni, π(i)}i∈B to the agent.

3: The agent decrypts E(δ1bi + δ2Ni) by using his private key DK = (λ, μ), then
computes δ1

bi
Ni

+ δ2 and sorts bi/Ni in non-increasing order.

4: The agent finds the critical bidder σ(k) by computing:

k−1∑

i=1

Nσ(i) ≤ h ≤
k∑

i=1

Nσ(i).

5: To decide the winners, the agent sends ({σ(i)}i<k, σ(k)) to the auctioneer, where
{σ(i)}i<k is out of order.

6: The auctioneer randomly picks two integers δ3 ∈ Z21012 , δ4 ∈ Z21022 , computes the
following and sends the result back to the agent.

E(δ3

k−1∑

i=1

bσ(i) + δ4) = (

k−1∏

i=1

E(bσ(i)))
δ3E(δ4)

E(δ3bσ(k) + δ4) = E(bσ(k))
δ3E(δ4)

7: After receiving the ciphertexts, the agent decrypts them , and sends {σ(i)}i<k to

the auctioneer if
k−1∑

i=1

bσ(i) ≥ bσ(k); otherwise, he sends σ(k) to the auctioneer.

8: The auctioneer chooses the bidders that the agent sends to him as winners, and
sets other bidders as losers.

Then, we will show that our allocation mechanism for identical items auction
model is bid monotone.

Lemma 1. The proposed allocation mechanism is bid-monotone, which means
that if bidder σ(i) wins by bidding bσ(i), he will always win by bidding b′

σ(i) >
bσ(i).

Proof. Due to page limits, the proof is referred to [18].

3.3 Payment Calculation Mechanism

It has been proved that an auction is strategyproof if and only if its winner
determination mechanism is bid monotone and it always charges each winner its
critical value. We have proved that our allocation mechanism is bid-monotone,
which indicates that there exists a critical value for each winner. Hence, the
objective of this step is to compute the critical values of winners with privacy
preserving.
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Since our allocation mechanism is bid monotone, there must exist some inter-
vals denoted by [Li, Ui], which satisfies that bidder σ(i) wins the auction as long
as his per-unit bid value is larger than the Li-th per-unit bid value in the sorted
bid list and always loses if his per-unit bid value is less than the Ui-th per-unit
bid value. We say [L∗

i , U∗
i ] is the critical interval of winner σ(i) if L∗

i = U∗
i − 1.

It is not hard to get that i is the lower bound of L∗
i , and f is the upper bound

of U∗
i which satisfies:

f−1∑

i=1

Nσ(i) ≤ h ≤
f∑

i=1

Nσ(i) (2)

Obviously, the critical value of each winner σ(i) is less than the L∗
i -th bid

value, while larger than the U∗
i -th bid value. In order to find the critical value of

each winner, we first compute their critical intervals. As shown in Algorithm 2,
we use binary search to compute the critical interval for each winner σ(i). In each
round of the binary search, we set the per-unit bid of bidder σ(i) being equal
to the per-unit bid of the M -th bidder in the sorted list, and then compare the
bid sum of new top k − 1 bids and the k-th bid, to check whether σ(i) with
the new bid value will win or not. This can be done since the auctioneer can
compute the encrypted value E(bσ(M)Nσ(i)), which is equal to E(bσ(i)Nσ(M)),
and further, the auctioneer can get the encrypted values of E(

∑k−1
j=1 bσ(j)∗Nσ(M))

and E(bσ(k)∗Nσ(M)) through homomorphic operations. With these encrypted
values, the agent can check whether bidder σ(i) win or not, by decrypting and

comparing the values
k−1∑

j=1

bσ(j)∗ and bσ(k)∗ . Then, the agent can get the new

boundary of binary search, until he finds the critical interval of bidder σ(i).
After getting the critical interval of each winner, we compute the critical

values for them. For the case that winner σ(i) is the new k-th bidder, and his
per-unit bid value is smaller than the L∗

i -th, but larger than the U∗
i -th per-unit

bid value in the sorted list, we compute the critical value pσ(i) of winner σ(i) as
follow:

pσ(i) = max(
∑k−1

j=1
bσ(j)∗ ,

bσ(U∗
i )Nσ(i)

Nσ(U∗
i )

)

In the other case, the critical value of winner σ(i) is

pi′ = max(bσ(k)∗ + bσ(i) −
∑k−1

j=1
bσ(j)∗ ,

bσ(U∗
i )Nσ(i)

Nσ(U∗
i )

)

Assume that s1 =
∑k−1

j=1 bσ(j)∗ , and s2 = bσ(U∗
i )Nσ(i), s3 = bσ(k)∗ + bσ(i).

The details of our payment calculation mechanism with privacy preservation are
described in Algorithm 3.

We have proved that our allocation mechanism is bid monotone, and we
charge each winner its critical value, thus we can also get that:

Theorem 1. The auction mechanism we proposed is strategyproof.
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Since the goal of this work is to design strategyproof auction mechanism with
privacy preserving, we will show that the proposed IAMP protects the true bid
values of bidders in the next subsection.

Algorithm 2. Compute the critical interval for winner σ(i)
1: The agent first computes the interval of the binary search [i, f ], and sets

L = i, U = f at the beginning. Then, he sets M = �(U + L)/2�.
2: The agent sends the IDs ({σ(j)∗}j<k, σ(M), σ(k)∗) to the auctioneer, where

{σ(j)∗}j<k is out of order, σ(j)∗) and σ(k)∗) are the new bidders with the
j-th and k-th per-unit bid value when σ(i) bids bσ(M)Nσ(i)

Nσ(M)
, respectively.

3: The auctioneer first sets the bid of bidder σ(i) in this round of binary search
by setting E(bσ(i)Nσ(M)) as:

E(bσ(i)Nσ(M)) = E(bσ(M))Nσ(i) .

4: Then, he randomly chooses two integers δM,1 ∈ Z21012 , δM,2 ∈ Z21022 , com-
putes the follows and sends the results back to the agent.

E(δM,2Nσ(M) + δM,1

∑k−1

j=0
bσ(j)∗Nσ(M)) = E(δM,2Nσ(M))E(bσ(k)∗)Nσ(M)δM,1

5: The agent decrypts the ciphertexts he received and checks bidder σ(i) win
or not by bidding bσ(M)Nσ(i)

Nσ(M)
, then he executes the following operation.

6: if σ(i) wins by bidding bσ(M)Nσ(i)

Nσ(M)
then

7: The agent sets L = M , and M = �(U + L)/2�;
8: else
9: The agent sets U = M , and M = �(U + L)/2�;

10: Repeat step 2 ∼ 8 until U = L + 1.
11: The agent sets U∗

i = U , and L∗
i = L, then [L∗

i , U
∗
i ] is the critical interval of

winner σ(i).

3.4 Security Analysis

The most important target of our auction mechanism is to protect the bid val-
ues of bidders. There are two central parties in our mechanism, including the
auctioneer and the agent. In the following, we will show that the bid values of
bidders are blind for both the auctioneer and the agent.

Theorem 2. Our auction mechanism for identical items guarantees the bid pri-
vacy preserving.

Proof. Due to page limits, the proof is referred to [18].
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Algorithm 3. Payment calculation for winner σ(i)
1: if σ(i) = σ(k)∗ then
2: The auctioneer randomly chooses two integers δ5 ∈ Z21012 , δ6 ∈ Z21022 , computes

the follows and sends the results to the agent.

E(δ6 + δ5s1) = E(δ6)(
∏k−1

j=0
E(bσ(j)∗))δ5

E(δ6Nσ(U∗
i ) + δ5s2) = E(δ6Nσ(U∗

i ))E(bσ(U∗
i ))

δ5Nσ(i)

3: The agent computes and sends p′
σ(i) to the auctioneer, where

p′
σ(i) = max(δ6 + δ5s1, δ6 + δ5s2/Nσ(U∗

i )).

4: else
5: The auctioneer randomly chooses two integers δ5 ∈ Z21012 , δ6, δ7 ∈ Z21022 , com-

putes the follows and sends the results to the agent.

E(δ6 + δ5s3) = E(δ6)(E(bσ(k)∗)E(bσ(i)))
δ5

E(δ6Nσ(U∗
i ) + δ5(s2 + s1Nσ(U∗

i ))

= E(δ6Nσ(U∗
i ))(E(bσ(U∗

i ))E(
∏k−1

j=0
E(bσ(j)∗)))δ5Nσ(i)

E(δ7 + δ5s1) = E(δ7)E(
∏k−1

j=0
E(bσ(j)∗))δ5

6: After receiving the ciphertext, the agent computes p′
σ(i) and sends it to the

auctioneer, where

p′
σ(i) = max(δ6 − δ7 + δ5(s3 − s1), δ6 − δ7 + δ5s2/Nσ(U∗

i )).

7: The auctioneer sets the payment of winner i′ is pi′ , where

pi′ = (p′
i′ − δ6 + δ7)/δ5.

4 CAMP: Combinatorial Auction Mechanism Design
with Privacy Preservation

4.1 Bidding

Similar to the bidding process in IAMP, the agent first generates encryption
and decryption keys of Paillier’s cryptosystem, and publishes his encryption
key. Then, each bidder encrypts bi/

√|ci| by using the encryption key of the
agent and sends the results to the auctioneer. However, every bidder not only
wants to protect his bid in our combinatorial auction model (CA model), but
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also wants to hide the items that he wants to buy if he loses in the auc-
tion. Thus, each bidder will also encrypt the set of items that he wants to
buy. Let Xi = {xi,1, xi,2, . . . , xi,h} be the demand vector of bidder i, where
xi,j = 1 if Ij ∈ ci, xi,j = 0 otherwise. For each xi,j ∈ Xi, bidder i gen-
erates a random integer r and encrypts xi,j by using the encryption key of
the agent. Finally, bidder i sends (E(bi/

√|ci|), E(Xi)) to the auctioneer, where
E(Xi) = {E(xi,1), E(xi,2), . . . , E(xi,h)}.

4.2 Allocation Mechanism

After receiving the encrypted bids and demands from the bidders, the auction-
eer chooses a set of bidders as winners if the social efficiency is maximized. It
has been proven in [5] that the social efficiency maximization problem in the
combinatorial auction is NP hard, and the upper bound of approximation ratios
of polynomial time algorithms is

√
h.

Dong et al. propose an auction mechanism with a greedy allocation mecha-
nism in [5], which can approximate the optimal one within a factor of

√
h. We

will briefly describe it below:

– First, a normalized bid bi√
|ci|

for each bid bi is calculated, and then the bidders

are sorted according to the non-increasing order of the normalized bids.
– Finally, the greedy allocation mechanism examines every bidder in the sorted

list sequentially, and grants the bidder only if his demand does not overlap
with all the demands of the previously granted bidders.

– Assume l(i) is the first bidder following i in the sorted list that has been denied
but have been granted were it not for the presence of i. Then, the bidder i pays
zero if his bid is denied or l(i) does not exist; otherwise, he pays

√|ci| ∗ nl(i),
where nl(i) is the normalized bid of bidder l(i).

Following the combinatorial auction mechanism stated above, only two opera-
tions rely on the true bid values of bidders: sorting the bidders according to
their normalized bids and computing the payment for each winner i by using
the normalized bid of l(i). Thus, we can use the similar way as what we did in
IAMP to protect the bid privacy of bidders. However, the agent needs to know
the demand vectors of all the bidders to check if they are overlapping with each
other in combinatorial auction. Therefore, the most challenging issue of designing
privacy preserving combinatorial auction mechanism is to protect the demand
of losers. To deal with this challenge, we encrypt the demand vector of bidders.
More specifically, we confuse the ID of bidders and the ID of items by separately
using permutations π1 : Zm → Zm and π2 : Zh → Zh, before the auctioneer send
the demand vectors to the agent. With the confused information and decryp-
tion key, the agent can also get the overlapping information of bidders, but can
hardly map them to the true demands of losers. On the other hand, the auction-
eer only gets the encrypted demand vectors and the auction result, he has no
idea with the demand of each loser either. Then, the demand privacy of losers
are protected. The detail of our allocation mechanism with privacy preserving is
shown in Algorithm4.



Privacy-Preserving Strategyproof Auction Mechanisms 23

Algorithm 4. Allocation mechanism for combinatorial auction
1: The auctioneer randomly picks two integers δ1 ∈ Z21012 , δ2 ∈ Z21022 ,

and executes the following homomorphic operation, then he sends
{π1(i), E(δ1 bi√

|ci|
+ δ2), {E(xi,j), π2(j)}Ij∈I}i∈B to the agent.

E(δ1
bi√|ci|

+ δ2) = E(
bi√|ci|

)δ1E(δ2)

2: The agent decrypts the set of bids {E(δ1 bi√
|ci|

+ δ2)}i∈B by using his private

key, and reorder them in descending order.
3: The agent decrypts the demand of bidders, and computes the winners as

follows:
4: Set W = B
5: for i = 1 to m do
6: Set j = 1
7: while j ≤ h and σ(i) ∈ W do
8: if xσ(i),j = 1 and

∑i−1
k=1 xσ(k),j ≥ 1 then

9: Set W = W \ {σ(i)}
10: Set j = j + 1
11: The agent sends the set W of winners to the auctioneer.

4.3 Payment Calculation Mechanism

Recall that an auction is strategyproof if and only if it is bid-monotone and
always charges each winner its critical value. For each winner i in the greedy
allocation mechanism, his normalized bid is larger than the normalized bid of
l(i). Thus, nl(i) ∗

√|ci| is the critical value of winner i if l(i) exist. Otherwise, the
critical value of winner i is zero. Our payment calculation mechanism is shown
in Algorithm 5.

Algorithm 5. Payment calculation for combinatorial auction
1: For each winner i ∈ W , the agent first finds l(i) and then computes p′

i as follows:

p′
i =

{
δ1

bl(i)√
|cl(i)| + δ2 if l(i) exist

0 otherwise

2: The agent sends the set {p′
i, Xi, π(i)}i∈W to the auctioneer.

3: The auctioneer computes the payment for each winner as follows:

pi = max(
√

|ci|(p′
i − δ2)/δ1, 0).

Theorem 3. Our combinatorial auction mechanism protects the demand ci of
each loser i.
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Proof. Due to page limits, the proof is referred to [18].

Theorem 4. Our combinatorial auction mechanism guarantees the bid privacy
preserving.

Proof. Due to page limits, the proof is referred to [18].

5 Simulation Results

We evaluate the computation and communication overhead of our approximation
algorithms with privacy preserving. Since computation overhead is dominated
by the auctioneer and the agent in both auction models, we do not plot the
bidders’ computation overhead. As shown in Fig. 1, the auctioneer spends more
time in the identical auction model than in the combinatorial auction model.
This is because auctioneer spends most of his time in computing the payment of
winners. However, we can easily find them in the combinatorial auction model.

The run time of each bidder is roughly 30 ms in the identical auction model.
However, bidders need to encrypt their bids and demand in the combinatorial
auction model. Thus, the run time of the agent or a bidder is related to the
number of items in the combinatorial auction. Our simulation results show that
the run time of each bidder is roughly 180 ms in CAMP when h = 5, and the
run time of the agent is much more than that in IAMP.

In the evaluation, we set n to be of 1024-bit length. Figure 1c shows the
communication overhead of our auction mechanisms with privacy preserving.
We find that the communication overhead of CAMP is much higher than that of
IAMP. The main reason is that bidders only encrypt their bids in the identical
auction, but encrypt both their bids and demands in the combinatorial auction.
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Fig. 1. Computation and communication overhead when h = 5

6 Conclusion

In this paper, we proposed the first strategyproof and privacy preserving multi-
unit auction mechanisms that maximize the social efficiency. We study two cases
for multi-unit auction, where the items in the market are identical and distinct.



Privacy-Preserving Strategyproof Auction Mechanisms 25

Under these two cases, the optimal item allocation problem is NP hard to solve.
Thus, we designed secure and near optimal allocation mechanisms for them,
which have the approximation factors of 2 and

√
h, respectively. Further, we

also computed the critical payment with privacy preserving for each winner, and
theoretically proved the properties of our auction mechanisms, such as strate-
gyproofness, privacy preserving and approximation factor. Our evaluation results
demonstrated that our protocols not only achieve good social efficiency, but also
perform well at computation and communication.

Acknowledgements. This work is partially supported by National Natural Science
Foundation of China (NSFC) under Grant No. 61572342, No. 61303206, Natural Science
Foundation of Jiangsu Province under Grant No. BK20151240, China Postdoctoral Sci-
ence Foundation under Grant No. 2015M580470. Any opinions, findings, conclusions, or
recommendations expressed in this paper are those of author(s) and do not necessarily
reflect the views of the funding agencies (NSFC).

References

1. Chen, D., Yin, S., Zhang, Q., Liu, M., Li, S.: Mining spectrum usage data: a large-
scale spectrum measurement study. In: ACM Mobicom 2009, pp. 13–24 (2009)

2. Chung, Y.F., Huang, K.H., Lee, H.H., Lai, F., Chen, T.S.: Bidder-anonymous
English auction scheme with privacy and public verifiability. J. Syst. Softw. 81(1),
113–119 (2008)

3. Cramton, P., Shoham, Y., Steinberg, R.: Combinatorial Auctions, vol. 475. MIT
Press, Cambridge (2006)

4. Dobzinski, S., Nisan, N., Schapira, M.: Approximation algorithms for combinato-
rial auctions with complement-free bidders. In: Proceedings of the Thirty-Seventh
Annual ACM Symposium on Theory of Computing (STOC), pp. 610–618 (2005)

5. Dong, M., Sun, G., Wang, X., Zhang, Q.: Combinatorial auction with time-
frequency flexibility in cognitive radio networks. In: IEEE INFOCOM 2012, pp.
2282–2290 (2012)

6. Dong, W., Rallapalli, S., Jana, R., Qiu, L., Ramakrishnan, K., Razoumov, L.,
Zhang, Y., Cho, T.W.: iDEAL: incentivized dynamic cellular offloading via auc-
tions. IEEE/ACM Trans. Netw. (TON) 22(4), 1271–1284 (2014)

7. Gopinathan, A., Li, Z.: Strategyproof auctions for balancing social welfare and
fairness in secondary spectrum markets. In: IEEE INFOCOM 2011, pp. 3020–3028
(2011)

8. Huang, H., Sun, Y.-E., Li, X.-Y., Chen, Z., Yang, W., Xu, H.: Near-optimal truthful
spectrum auction mechanisms with spatial and temporal reuse in wireless networks.
In: ACM MobiHoc 2013, pp. 237–240 (2013)

9. Huang, Q., Tao, Y., Wu, F.: Spring: a strategy-proof and privacy preserving spec-
trum auction mechanism. In: IEEE INFOCOM 2013, pp. 827–835 (2013)

10. Kikuchi, H.: (M+1)st-price auction protocol. IEICE Trans. Fundam. Electron.
Commun. Comput. Sci. 85(3), 676–683 (2002)

11. Krishna, V.: Auction Theory. Academic Press, San Diego (2009)
12. Lai, K., Goemans, M.X.: The knapsack problem, fully polynomial time approxi-

mation schemes (FPTAS) (2006). Accessed 3 Nov 2012



26 Y.-E. Sun et al.
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17. Rothkopf, M.H., Pekeč, A., Harstad, R.M.: Computationally manageable combi-
national auctions. Manag. Sci. 44(8), 1131–1147 (1998)

18. Sun, Y.-E., Huang, H., Li, X.-Y., et al.: Privacy-preserving strategyproof auction
mechanisms for resource allocation in wireless communications. Technical report,
Soochow University, June 2016. http://home.ustc.edu.cn/∼huang83/bigcom.pdf

19. Wang, X., Huang, L., Xu, H., Huang, H.: Truthful auction for resource allocation
in cooperative cognitive radio networks. In: IEEE ICCCN 2015, pp. 1–8 (2015)

20. Wang, X., Li, Z., Xu, P., Xu, Y., Gao, X., Chen, H.-H.: Spectrum sharing in cog-
nitive radio networks an auction-based approach. IEEE Trans. Syst. Man Cybern.
Part B Cybern. 40(3), 587–596 (2010)

21. Zhou, X., Gandhi, S., Suri, S., Zheng, H.: eBay in the Sky: strategy-proof wireless
spectrum auctions. In: ACM Mobicom 2008, pp. 2–13 (2008)

http://home.ustc.edu.cn/~huang83/bigcom.pdf


Cost Optimal Resource Provisioning for Live
Video Forwarding Across Video Data Centers

Yihong Gao1,2(B), Huadong Ma1,2, Wu Liu1,2, and Shui Yu2

1 Beijing Key Lab of Intelligent Telecommunications Software and Multimedia,
Beijing University of Posts and Telecommunications, Beijing 100876, China

hii gao@hotmail.com, {mhd,liuwu}@bupt.edu.cn
2 School of Information Technology, Deakin University,

Melbourne, VIC 3125, Australia
shui.yu@deakin.edu.au

Abstract. Live video forwarding for IP cameras has become a popu-
lar service in video data centers. In the forwarding service, requests of
end users from different regions arrive in real-time to gain live video
streams of IP cameras from inter-connected video data centers. A fun-
damental scheduling problem is how to assign resources with the global
optimal resource cost and forwarding delay to forward live video streams.
We introduce the resource provisioning cost as the combination of media
server cost, connection bandwidth cost, and forwarding delay cost. In this
paper, a multi-objective resource provisioning (MORP) approach is pro-
posed to deal with the online inter-datacenter resource provisioning prob-
lem. The approach aims at minimizing the resource provisioning cost dur-
ing live video forwarding. It adaptively allocates media servers in appro-
priate video data centers and connects the chosen media servers together
to provide system scalability and connectivity. Different from previous
works, MORP takes both resource capacity and diversity (e.g. loca-
tion and price) into consideration during live video forwarding. Finally,
the experimental results show that MORP approach not only cuts the
resource provisioning cost of 3 % to 10 % comparing to the bench mark
approach, but also shortens the resource provisioning delay.

Keywords: Video surveillance as a service · Video data center · Live
video forwarding · Resource provisioning

1 Introduction

Recent geo-distributed video data centers (VDCs) can collect massive IP camera
streams from real-world to power the Video Surveillance as a Service (VSaaS )—a
live video analysis and forwarding service for globalized end users [1–3]. For exam-
ple, travelers from anyplace can remotely access to the IP cameras around the
scenic spots to plan their tours. Generally, VDCs are situated in diverse places and
connected by high capacity networks [1], which provides virtual machines (VMs)
as media servers to forward live video streams for end users. Since there are usu-
ally more than one VDCs around arrival end user, a scalable online resource pro-
visioning plan is very important for VDCs to decide which VDC to provide media
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 27–38, 2016.
DOI: 10.1007/978-3-319-42553-5 3
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server for the end user. Moreover, as VDCs charge different prices for both media
servers and bandwidths [4–7], and provide different forwarding delay to the end
user which can be evaluated as delay cost [10], the scheduler must decide how to
select media servers from VDC candidates to minimize the resource provisioning
cost. However, commercial video forwarding services in the above VDCs do not
consider any cost evaluation details. To this end, we evaluate resource provision-
ing cost as the combination of the forwarding delay cost, the media server cost,
and the connection bandwidth cost. Furthermore, the main challenge is to assign
media servers for each arrival end user in real-time, and build up network connec-
tions among media servers and IP cameras for video streams forwarding to achieve
global optimal resource provisioning cost.

Existing resource provisioning solutions are deployed in three different video
services: video delivery service, interactive video forwarding service, and live
video forwarding service. However, all these solutions have the follow drawbacks
which must be strengthened in VSaaS. First, most cloud-assistant solutions of
video delivery service are offline, and use P2P or Server-Client structure [8,9].
Nonetheless, offline approaches need all request information before scheduling.
For the interactive video forwarding service, media servers are deployed between
any two communicating users [10–13]. Lack of media server sharing, the resource
provisioning of interactive forwarding service is costly. Furthermore, for the live
video forwarding service, video stream is usually transmitted through a forward-
ing tree which consists of media servers and video sources [14–16]. However, the
proposed resource provisioning approaches for live video forwarding cannot give
full consideration to system scalability and resource diversity (e.g. resource loca-
tion and price). Finally, some existing online resource provisioning approaches
across VDCs are based on some unreasonable assumptions. For example, the pro-
posed approaches of [8,15] suppose the number of media servers is not scalable to
serve arrival requests and the requests can be denied. Therefore, all the existed
approaches only aim at maximizing the throughput of the system. In conclusion,
previous works cannot optimize the resource usage and system scalability during
real-time video forwarding.

In this paper, we propose Multi-Objective Resource Provisioning (MORP)—
an online resource provisioning approach on virtualization platform, to provide
the minimum resource provisioning cost for VSaaS. In the approach, a forwarding
tree is exploited to forward live video streams from IP cameras to end users simul-
taneously. Different from previous works [14–16], we not only take the capacity of
media server into consideration, but also combine the resource locations, prices,
and forwarding delay as optimality criterion. As a result, our approach can adap-
tively provide or remove media servers from VDCs and dynamically construct
the forwarding trees for end users. More important, to efficiently organize the
runtime media servers, we formulate our scheduling problem as a cost optimized
Steiner tree problem. However, it is too complicated to select the media servers
and network connections together in an online system. To support the large sys-
tem scalability and connectivity, we convert our problem into two traditional NP-
hard problems with service capacity and resource diversity constraints: Facility
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Location (FL) and Steiner Tree (ST) problems. An online iterative algorithm is
utilized to deal with the FL problem, which selects a proper media server among
VDCs to provide resource scalability. To support the connectivity, MORP fur-
ther establishes a forwarding path to connect the chosen media server to the
forwarding tree with the minimum cost by an online ST algorithm. The evalu-
ations demonstrate that the proposed approach can obviously cut the resource
provisioning cost of VDCs and largely reduce the computation delay of resource
scheduling. The main contributions of our work are as follows:

– We propose to exploit the resource capacity and diversity to formulate the
resource provisioning problem, which can be addressed by an online multi-
objective optimization algorithm.

– The proposed approach not only has the less time complexity (O(|F | log(|F |)))
comparing to the traditional Greedy approach (O(2|F |)), but also achieves
lower resource provisioning cost.

– The comprehensive evaluations on a built real-world scenario demonstrate the
effectiveness and efficiency of our approach.

The rest of this paper is organized as follows. Section 2 describes the system
model and the problem formulation. In Sect. 3, we present our resource provision-
ing approach to solve the optimization problem. Section 4 shows the evaluation
of our approach. Finally, we conclude our work in Sect. 5.

2 System Model

2.1 System Overview

The system is shown in Fig. 1, which consists of four components: End users,
Web server, VDCs, and IP cameras. End users access to the web server of VSaaS
to require their IP camera streams. Web server receives each end user’s request
and runs a scheduler to generate a scheduling plan based on the resource usage
of VDCs. When a request arrives at the web server, the scheduler redirects the

Fig. 1. A system overview for live video forwarding across VDCs
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Table 1. Parameters and definitions

Parameters Definitions

F , U , S Sets of VDCs, IP cameras and end users respectively

Lu
u, Ls

u End user location and IP camera location of end user u

Cap∗ The number of the requests can be simultaneously handled by one media server

prs
v Media server leasing price at video data center v

prb
v Network bandwidth price at video data center v

dij Forwarding delay between participant i and j

Cv Media server cost to open a media server at VDC v

Cij Bandwidth cost from participant i to j

xij An indicator to describe whether the edge from participant i to j is chosen

yuv An indicator to describe whether a media server is opened for u in v

Pathv,v′,e The chosen path which consists of the selected media servers and connections

{Path(Ts, v)} Set of all possible forwarding paths from chosen media server to IP camera s

request to an appropriate media server in a certain VDC, and builds up a for-
warding path for end user. Media servers are managed by geo-distributed VDCs
from different Cloud Service Providers (CSPs). VDCs are connected by networks
which exchange millions of data streams [7]. Media servers can access IP cam-
eras to gain live video streams or exchange streams from one another. The chosen
media server gets the required video stream from the IP camera or other media
server based on the scheduling plan. Furthermore, the most frequently utilized
parameters are shown in Table 1. The critical issues are presented as follows.

User Arrival Model. Suppose m end users sequentially access k IP cameras
during time period T , and no more than one end users arrive at each time.
Let D = {D1,D2, . . . , Dm} be a set of end user requests. End user request
is represented by Du = {Lu

u, Ls
u} ∈ D, which is a location pair of end user

u ∈ {1, 2, . . . ,m}.

Resource Usage Model. Suppose that there are n VDCs around end users.
VDCs provide the media servers with the maximum capacity Cap∗ to end users.
Each VDC v ∈ {1, 2, . . . , n} has the server leasing price prs

v. When idle capacities
run out, scheduler can open media server and build up new connections to get
live video streams. Note that the connection between any two media servers in
the same VDC is not charged by CSPs. Therefore, denote prb

v as the network
bandwidth price for the connection from VDC v to any other VDC.

Video Forwarding Delay. We define the sets of the participants as F for
VDCs, S for IP cameras, and U for end users. Usually, |U | and |S| are much
larger than |F |. Then, we denote dsv as the forwarding delay between IP camera
s ∈ S and VDC v ∈ F . Denote duv as the forwarding delay from the media
server of VDC v to end user u ∈ U , and dvv′ as the delay between any two media



Optimal Resource Provisioning for Live Video Forwarding 31

servers of VDC v and v′. Finally, we denote dmin as the minimum forwarding
delay between any two participants in the same location.

2.2 Problem Formulation

We utilize a directed acyclic graph G = {V,E} to describe the topology of the
inter-connected participants. V is the vertex set of graph G, and F ⊆ V , U ⊆ V
and S ⊆ V , respectively. E is the edge set of graph G. An edge in E means there
is a connection between two vertices for stream forwarding. Then, a spanning
tree Ts = {V ∗, E∗} is utilized as a forwarding tree that consists of IP camera
s, end users and inter-connected media servers for live video forwarding. The
scheduler needs to select VDCs and edges from V and E to construct V ∗ and
E∗. For example, Fig. 2 illustrates a forwarding tree: The numbered cycles are
media servers in numbered VDC, the cycle with s is IP camera s, and the squares
represent end users. Cv = prs

v denotes media server cost to open a media server
at VDC v. Cuv = B × prb

v represents bandwidth cost from the data center v to
end user u, in which B is the bandwidth to forward one video stream. Similarly,
Ce = B × prb

v denotes the bandwidth cost of edge e = {v, v′} and Cvv = 0.
Let xij be an indicator to describe whether edge from participant i to j is

chosen: xij = 1 when edge {i, j} is selected. Otherwise, xij = 0. Particularly,
we denote xvv′ for each end user u as xu

e , if e = {v, v′} ∈ E and v, v′ ∈ F .
When xvv′ = 1 and the capacity of the media servers in v′ is taken up by arrival
requests and media servers, the media server in VDC v and edge e = {v, v′}
can’t transmit live video streams for other participants. Therefore, new media
server in v′ and additional connections are needed, which means xu

e must be set
to 1 for the end user u. Otherwise, set xu

e to be 0. For new media servers, we
have an indicator yuv as follows: Set yuv = 1 means VDC v opens a media server
to serve the request of end user u. Otherwise, yuv = 0.

Assuming that the sequence of requests within time period T is known, the
offline resource provisioning cost is formulated as follows:

Cost(U) = CostB + CostD + CostS . (1)

Fig. 2. Forwarding tree of live video stream for inter-datacenter network
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Let resource provisioning cost Cost(U) is the sum of the total bandwidth
cost CostB, the total delay cost CostD, and the total media server cost CostS .
The offline solution must determine how to assign media servers, and connect
the relays to forward video streams from IP cameras at the same time. However,
this problem is too complicated to be well solved in polynomial time as shown
in [17]. Therefore, we convert the problem into two parts: Find a proper media
server for arrival end user to provide scalability (Facility Location problem); Con-
nect it to the forwarding tree of the IP camera to provide connectivity (Steiner
Tree problem). Both problems are typical NP-hard problems with approximate
optimal solutions. The cost function can be rewritten as follows:

Cost(U) = CostFL + CostST , (2)

CostFL =
∑

u∈U

∑

v ∈ F

xuvfuv + γ
∑

u ∈ U

∑

v ∈ F

yuvCv, (3)

CostST = α
∑

u ∈ U

∑

e ∈ E

xu
e Ce + β(

∑

u ∈ U

∑

e ∈ E

xu
e de+

∑

s∈S

∑

v∈F

xsvdsv) + γ
∑

u∈U

∑

v′∈F

yuv′Cv′ , (4)

fuv = αCuv + βduv. (5)

Finally, parameters α, β, and γ are positive constants to denote the weight of
each type of cost. Then the objective function of the offline resource provisioning
problem is as follows:

min Cost(U),

subject to:

Pathv,v′,e ⊆ {Path(Ts, v)}. (6)

Note that there is only one edge from the chosen media server to the end user
u at each time, and at most one connection from IP camera s to the chosen media
server of v. Generally, the system requires no more than 1 new media server (if
possible) to serve arrival request of u, and scheduler can add media servers as
relays to help to forward video stream for the end user u. In Constraint (6), we
define Pathv,v′,e as the chosen path consisting of the selected media servers and
connections. {Path(Ts, v)} is a set which contains all possible paths from the
chosen media server to IP camera s. Pathv,v′,e must belong to {Path(Ts, v)} to
support the connectivity. Since the traditional online algorithms are not scal-
able as shown in [17], we design a novel online algorithm to deal with this new
problem.
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3 Online Resource Provisioning Approach

In this section, we propose our online resource provisioning approach, which is
shown in Fig. 3.

3.1 Scalable Algorithm for Online VM Provisioning

We use a primal-dual method to design an online VM provisioning algorithm
to improve the system scalability. The VM provisioning algorithm aims at min-
imizing CostFL for each arrival end user. Therefore, we have following primal
problem definition:

min
∑

u∈U

∑

v∈F

xuvfuv + γ
∑

u∈U

∑

v∈F

yuvCv,

subject to:
∑

u∈U

Cap∗yuv ≥
∑

u∈U

xuv, for any v ∈ F. (7)

Constraint (7) means the total capacities of the VM cluster must be larger
than the number of end users. Then we use a relaxation method to get its dual
problem, which is defined as follows:

max
∑

u∈U

zu, (8)

subject to:

zu ≤ 1

|F |
∑

v∈F

guv, for any u ∈ U, (9)

guv = fuv + γCv/Cap∗. (10)

Inspired by the algorithms proposed in [8,15], we first get the optimal frac-
tional online provisioning plan in Algorithm1. We replace Cv with C∗

v . If there
are idle capacities in VDC v, C∗

v is set to be 0 which means there is a VM that
can be employed to serve the arrival end user. Otherwise, C∗

v = Cv which means
opening a VM for arrival end user. Then a random rounding method is utilized
in Algorithm 1 to get the optimal integer scheduling plan. The time complexity
of the algorithm is O(|F | log |F |).

Fig. 3. Online resource provisioning for each arrival request
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Algorithm 1. Online FL Algorithm
Input: G = (V, E), Du, dij , prs

i , and prb
i ;

Output: Fractional xuv vector;
1: For arrival request of u, get the IP camera location Ls

u and end user location Lu
u.

2: while
∑

v∈F xuv < 1 do

3: For each v ∈ F : xuv = xuv(1 + 1/guv) + 1/|F |guv .
4: zu = zu + 1.
5: end while
6: For each set v ∈ F , choose 2 lnn independently random variables X(v, i) uniformly at random

in the interval [0, 1].

7: For each set s, let Θ(v) = min2 lnn
i=1 X(v, i).

8: Take the candidate v with the minimum cost if Θ(v) ≤ xuv .

Algorithm 2. Online Steiner Tree Algorithm
Input: G = (V, E), Du, dij , prs

i , and prb
i ;

Output: Proper STs;
1: for all s ∈ S do
2: STs = s
3: end for
4: while Request of u arrives to require stream s do
5: Get chosen VM from Algorithm 1.
6: if There is new VM opened in v then
7: STs ← STs

⋃{(v, u)}⋃Spath(v, STs).
8: end if
9: Assign v to the arrival u.
10: end while
11: Release the idle VMs, and adjust each forwarding path.

3.2 Online Algorithm for Forwarding Tree Adjustment

Scheduler must connect the chosen VM to current forwarding tree to get the
live video stream. Algorithm 2 is proposed to adaptively adjust the forwarding
tree to provide system connectivity. In our algorithm, the scheduler firstly sets
the required IP camera as the root of the forwarding tree. When a request of
an end user arrives, the scheduler uses Algorithm 1 to select the proper VM
among VDCs at first. Then the chosen VM is connected to current forwarding
tree with the cheapest resource provisioning cost. Our algorithm finally returns
a forwarding tree STs connecting all arrival end users and VMs together. We
denote Spath(v, STs) as the forwarding path with the minimum resource pro-
visioning cost between chosen VM and forwarding tree STs. Furthermore, the
time complexity of our algorithm is also O(|F | log |F |).
4 Performance Evaluation

4.1 Experiment Setup

We set up an inter-datacenter topology G{V,E}: VDCs can build up connections
to any participants in the topology, IP cameras and end users only connect to
VDCs. The topology has 50 vertices which are the real cities in China. Among
the vertices, we select 15 vertices as VDCs, and 35 vertices as the locations
of end users as well as IP cameras. VM in each VDC is employed as a media
server which can serve 50 end user requests simultaneously. According to our
observation, most IP camera bitrates are ranged from 300Kpbs to 800Kpbs.
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Table 2. VM Prices (yuan/h) and Bandwidth Prices (yuan/Mbps/h)

Shenyang Beijing Tianjin Xian Qingdao

0.67 & 1.08 0.88 & 0.8 0.56 & 0.868 0.67 & 1.08 0.792 & 0.72

Zhengzhou Nanjing Shanghai Hangzhou Wuhan

0.67 & 0.744 0.56 & 0.868 0.67 & 0.868 0.88 & 0.8 0.67 & 1.08

Changsha Fuzhou Shenzhen Hongkong Chengdu

0.88 & 0.8 0.56 & 0.868 0.88 & 0.8 0.456 & 1.0 0.67 & 1.08

VM and bandwidth prices of VDCs are shown in Table 2, which take the reference
to the resource charges of Amazon, Aliyun, and Google [4–6]. To evaluate video
forwarding delay, we multiply the average forwarding delay by the distance of the
edge to get the delay of each edge, which is ranged from 10 ms to 70 ms. We also
set the delay between any two participants in the same regions as dmin = 0.01.

We compare our approach to the other two state-of-the-arts: Greedy Schedul-
ing approach [15] and Nearest Available approach, which are widely utilized
in video delivery service. Greedy Scheduling approach, which is employed as a
bench mark approach, exhaustively explores all the possibilities to build up the
forwarding path from forwarding tree to end user with the minimum resource
provisioning cost. Thus, its time complexity is O(2|F |). For the Nearest Available
approach, it first selects the nearest media server to the arrival end user. Then,
the chosen media server is directly connected to the required IP camera to get
live video stream. Then, its time complexity is O(|F |). When the capacities of
the media servers run out, new media server is added in both approaches. We
randomly choose Lu

u and Ls
u for each request at each time. End user arrival

process is a Poisson Process. We use the following parameters to evaluate the
performance: cumulative total cost Ctotal, cumulative media server cost CV M ,
cumulative bandwidth cost CB , and cumulative delay cost CD = β × Delay.

4.2 Performance Comparison

The experimental results are given to show the resource provisioning cost of the
three approaches in Figs. 4, 5, and 6. To evaluate the influence of the delay cost,
we give two different delay charges based on the different values of parameter
β, i.e., 1 and 0.03 respectively. β = 1 leads to the delay cost is obviously larger
than VM cost and bandwidth cost. That is to say the delay cost is the dominant
cost during resource provisioning. When β is decreased to 0.03, the delay cost
for one edge is nearly the same with the VM cost to add one media server and
the bandwidth cost to forward one video stream. Note that we set parameter
α and γ to be 1 according to the resource charges of commercial CSPs in the
real-world.

The cumulative VM cost, bandwidth cost, and delay cost under different β
are given by Figs. 4 and 5. According to the experimental results, our approach
can obviously reduce the total cost not only by controlling the dominant cost,
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Fig. 4. Experimental results for β = 1 (Color figure online)
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Fig. 5. Experimental results for β = 0.03 (Color figure online)
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Fig. 6. Cumulative total cost under different β (Color figure online)

but also by achieving tradeoffs among similar types of cost. When β is set to
be 1, the CD is the dominant cost. Our approach has the minimum delay cost
which leads to the minimum cumulative total cost as shown in Fig. 4(c). At the
same time, CV M and CB are similar to the values of the other two approaches,
which are shown in Fig. 4(a, b). When β = 0.03, the average delay cost for one
connection is nearly the same with the cost for one VM or one live video stream.
Although we get a little higher CV M than Greedy approach and Nearest Available
approach given in Fig. 5(a), we maintain less CB and much less CD as shown
in Fig. 5(b, c). Therefore, our approach is with the minimum CTotal comparing
with the other two approaches as shown in Fig. 6(a, b) when β = 1 and 0.03.
Furthermore, we averagely cut the total cost of 3 % to 10 % comparing to the
Greedy approach, and the computation time of our approach also significantly
faster than the Greedy approach. The Greedy approach needs a few seconds
to get the scheduling plan, but our approach just needs a few milliseconds,
which is nearly as faster as the Nearest approach. The Nearest approach has the
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shortest computation time among the three approaches, but has higher resource
provisioning cost. When more VDCs are involved into the forwarding service,
the computational advantage of our approach is more obvious.

5 Conclusion

In this paper, we propose a multi-objective optimization approach for online
resource provisioning across VDCs in VSaaS. We give a full consideration on the
resource capacity and diversity of the system. The resource provisioning prob-
lem is formulated as an online cost optimized Steiner tree problem. VM cost,
bandwidth cost, and delay cost are combined to evaluate the resource provision-
ing cost. To efficiently optimize the problem in a simplified method, we convert
the problem into the combination of FL and ST problems. To deal with these
two NP-hard problems, we provide online approximate optimal solutions. The
experimental results show that the proposed approach is effective and efficient,
which obviously cuts the resource cost during resource provisioning and shorten
the computational delay of the scheduling plan.
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Abstract. In Large-Scale of Multi-label classification framework, appli-
cations of Non-linear kernel support vector machines (SVMs) classifica-
tion algorithm are restricted by the problem of excessive training time.
Hence, we propose Approximate Extreme Points Multi-label Support
Vector Machine (AEMLSVM) classification algorithm to solve this prob-
lem. The first step of AEMLSVM classification algorithm is using approx-
imate extreme points method to extract the training subsets, called the
representative sets, from training dataset. Then SVM is trained from
the representative sets. In addition, the AEMLSVM classification algo-
rithm also can adopt Cost-Sensitive method to deal with the imbalanced
data issue. Experiment results from three Large-Scale public datasets
show that AEMLSVM classification algorithm can substantially shorten
training time greatly and obtain a similar result compared with the tra-
ditional Multi-label SVM classification algorithm. It also exceeds existing
fast Multi-label SVM classification algorithm in both training time and
effectiveness. Besides, AEMLSVM classification algorithm has advan-
tages in the classification time.

Keywords: Support vector machine · Multi-label classification ·
Extreme points · Imbalanced data

1 Introduction

Multi-label classification is a typical supervised learning issue, in which each
individual example is represented by an instance. However, every instance can
be possibly linked to several labels, thus the labels are no longer mutually exclu-
sive [1]. Researchers have proposed many Multi-label classification methods, for
example, methods based on problem transformation strategy, methods based
on SVM, methods based on neural network, methods based on decision tree
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and methods based on K-nearest neighbor (KNN) [7]. These methods have been
successfully applied in the field of text categorization [2], automatic image and
video annotation [3], bioinformatics prediction [4], music emotion categorization
[5], etc. However, many current Multi-label classification methods cannot work
efficiently in Large-Scale datasets. The main restriction is the excessive training
time, which is especially obvious in SVM.

Traditional SVM [6] is a widely used machine learning method which can only
solve Single-Instance Single-Label classification problem. But, improved SVM
algorithm like Rank-SVM [8] algorithm can work on Multi-label classification.
Because Non-linear dataset is very universal in Multi-label datasets, Non-linear
kernel is required to attain a better effect in classification. This further restricts
the use of the SVM algorithm in Large-Scale datasets.

Besides, an unavoidable problem in Multi-label classification algorithm is
that most Multi-label datasets are imbalanced dataset [9], which affects the
classification algorithm results.

In this paper, we combine Binary Relevance (BR) problem transforma-
tion strategy with binary Approximate Extreme Points SVM (AESVM) [11]
classification algorithm to construct a new Multi-label classification algorithm
(AEMLSVM). It can be used to solve the problem of Multi-label SVM classifica-
tion algorithm used in Large-Scale datasets. AEMLSVM classification algorithm
utilizes approximate extreme points method to extract representative sets from
training dataset, and Cost-Sensitive method to solve the imbalanced data prob-
lem. Results from experiment on three public datasets show that AEMLSVM
classification algorithm proposed in this paper has the shortest training time
compared with other algorithms which all use Binary Relevance (BR) problem
transformation strategy, such as ML-LIBSVM [10], ML-CVM [12], and ML-BVM
[13]. Meanwhile, AEMLSVM classification algorithm has a similar performance
compared with ML-LIBSVM classification algorithm among five evaluation met-
rics, which surpass ML-CVM and ML-BVM classification algorithm. Addition-
ally, AEMLSVM classification algorithm has advantages in classification time.

The rest of this paper is organized as follows. In the second part, related
work is introduced; the newly proposed AEMLSVM classification algorithm is
given in the third part; the forth part is the experiment result and analysis; the
last part is conclusion.

2 Related Work

In the past few decades, Many Multi-label classification algorithms have been
proposed and applied in many fields. This chapter is the introduction of several
present Multi-label classification algorithms.

The kind of Multi-label classification algorithm based on problem transfor-
mation strategy is to joint problem transformation trick and present binary
classification methods to accomplish Multi-label classification. Problem trans-
formation trick includes binary relevance (BR) or One-Versus-Rest (OVR) [14],
One-Versus-One (OVO) and label powerset (LP) [7], etc. The BR or OVR trick
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transforms the Multi-label classification issue into multiple binary classification
issues, one for each label. Then, these classifiers are assembled into an entire
Multi-label classification algorithm by using a proper threshold function. In [32],
the BR or OVR trick has three main problems. First of all, since it is assumed
that the labels are independent, the correlations and interdependencies between
labels are ignored. Secondly, it causes the imbalanced data issue. For every Sub-
dataset, negative instances tend to outnumber positives instances. Lastly, as the
number of labels increases, the imbalanced data issue will further exacerbate and
the number of Sub-classifiers will further increase. Despite these problems, the
BR or OVR technique is simple and practical, and the dataset can be reversed.
In [33], the main advantages of BR are emphasized. Firstly, compared with
other methods, the BR or OVR trick not only has low computational complex-
ity but also scales linearly with the quantity of labels. Additionally, due to the
independence of labels, the addition and removal of labels will not affect other
label classification models, which allows BR to be applied to an evolutionary or
dynamic scenario and provides opportunities for parallel execution. To summa-
rize, this paper employs the most famous BR or OVR problem transformation
method to implement Multi-label classification.

Clare and King [15] propose a C4.5-type Multi-label classification algorithm,
which realizes Multi-label classification by modifying the entropy calculation
formula and allowing leaves of decision tree to be a label set. Multi-label Back-
Propagation neural networks (BP-MLL) [21] classification algorithm introduces a
new empirical loss function considering the characteristic of Multi-label learning,
which makes BP-MLL be applied in Multi-label classification and consequently
leads to a Large-Scale unconstrained optimization problem. ML-KNN [3] clas-
sification algorithm estimates label prior and conditional probabilities, through
the use of discrete binary Bayesian rule for each label independently. However,
these algorithms are suitable for small scale datasets.

Rank-SVM [8] utilizes the extension of Multiple-class SVM and the min-
imized ranking loss to accomplish Multi-label classification, which leads to an
extremely complex quadratic programming problem. Xu [16] reduces the compu-
tation complexity in Multi-label classification by adding zero label as an bench-
mark to separate relevant and irrelevant label in SVM. Although such two Rank-
SVM classification algorithms can be solved by FW [17,18] method, the training
of these two methods is quite Time-Consuming. To tackle this problem, Xu [19]
proposes the Multi-label classification algorithm Rank-CVM by employing core
vector machine (CVM [12]). Rank-CVM can speed up the training efficiency
to some extent, however, causes a reduction in classification accuracy. Xu [20]
adds zero label as Benchmark label in Rank-CVM [19] to separate relevant and
irrelevant label, which can reduce computation complexity. Both Rank-CVM
Multi-label classification algorithms can be solved by FW [17,18] method.

Imbalanced data issue will impact on all kinds of classification algorithms,
which has been detailed in [22]. Many strategies are proposed and applied to
solve this problem. And these strategies have got good effects. They can be clas-
sified into three mainstream methods: Re-sampling method [22], Instance-Based
method [23] and Cost-Sensitive method [24]. AEMLSVM classification algorithm
utilizes Cost-Sensitive method to solve imbalanced data problem.
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In conclusion, although many Multi-label classification algorithms have been
proposed and applied, they still have restrictions in the use of Large-Scale Multi-
label datasets, especially algorithms based on SVM. AEMLSVM classification
algorithm can solve this problem efficiently, which can substantially reduce train-
ing time as well as obtain a similar classification result compared with the
ML-LIBSVM classification algorithm. Additionally, it also solves the problem
of imbalanced data efficiently by adopting the Cost-Sensitive method.

3 Fast Multi-label SVM Classification Algorithm Using
Approximate Extreme Points

In this section, we will briefly review binary support vector machine (SVM) and
binary approximate extreme points support vector machine (AESVM). Then
the improvement of binary approximate extreme points support vector machine
(AESVM) will be introduced in detail. After that, we will design and imple-
ment fast multi-label support vector machine (SVM) classification algorithm
using approximate extreme points (AEMLSVM). Finally, we will analyze the
complexity of the AEMLSVM classification algorithm.

3.1 Improvement of Binary Approximate Extreme Points SVM

In this subsection, we will firstly introduce the optimization of binary SVM and
binary approximate extreme points SVM (AESVM). To adapt to the imbalanced
data situation of training dataset, we revise the binary approximate extreme
points SVM (AESVM).

Assume a two label dataset including N data vectors, X = {xi : xi ∈ RD, i =
1, 2, ..., N}, and the corresponding target labels Y = {yi : yi ∈ [−1, 1], i =
1, 2, ..., N}. The binary SVM primal optimization problem can be transformed
into the following unconstrained optimization problem [31]:

min
w,b F1(w, b) =

1
2
‖w‖2 +

C

N

N∑

i=1

l(w, b, Φ(xi)) (1)

where l(w, b, Φ(xi)) = max{0, 1 − yi(wTΦ(xi) + b)},∀xi ∈ X and Φ : RD −→
H, b ∈ R, and w ∈ H, a Hilbert space.

Here l(w, b, Φ(xi)) is hinge loss of training example xi. ‖w‖2 reflects the
complexity of the model [6]. Parameter C is designed to balance the model com-
plexity and the sum of losses of the training dataset. The punishment parameter
C is divided by N has been widely used [25]. Based on these formulas, we can
analyze the scaling of C with N [26]. The training time complexity of the SVM
algorithm using Non-linear kernels is typically quadratic in the size of the train-
ing dataset [27]. Although binary SVM has excellent classification results, the
training time is excessive when faced with Large-Scale dataset. Nandan et al.
[11] proposes a binary approximate extreme points SVM (AESVM) classifica-
tion algorithm. The algorithm utilizes the approximate extreme points method
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to choose the representative sets of the training dataset. They run the binary
SVM algorithm on the representative sets. The primal optimization problem of
binary approximate extreme points SVM (AESVM) can be transformed into the
following unconstrained optimization problem [11]:

min
w,b F2(w, b) =

1
2
‖w‖2 +

C

N

M∑

t=1

βtl(w, b, Φ(xt)), (2)

where l(w, b, Φ(xt)) = max{0, 1 − yt(wTΦ(xt) + b)},∀xt ∈ X∗ and Φ : RD −→
H, b ∈ R and w ∈ H, a Hilbert space.

M is the size of X∗ which is a representative set of X. βt is related with the
approximate extreme points method. In [11], Nandan proves that the AESVM
classification algorithm can realize a similar classification result with the tradi-
tional SVM classification algorithm under the situation of improving training
speed by setting a small value of ε. To obtain the representative set, Nandan
proposes the DeriveRS algorithm based on approximate extreme points technol-
ogy. Its time complexity is linear.

The Large-Scale Multi-label datasets cause the imbalanced data problems,
which will affect the results of classification algorithms. To solve the mentioned
problem, we transform the binary approximate extreme points SVM’s primal
optimization problem into the following unconstrained optimization problem:

min
w,b F3(w, b) =

1
2
‖w‖2 +

C

N

M∑

t=1

βtτtl(w, b, Φ(xt)), (3)

where l(w, b, Φ(xt)) = max{0, 1 − yt(wTΦ(xt) + b)},∀xt ∈ X∗ and Φ : RD −→
H, b ∈ R and w ∈ H, a Hilbert space.

Here τt is the amplification coefficient to solve the imbalanced data problem.

τt =
1 + yt

2
R +

1 − yt
2

(4)

R =
n

pα
(5)

R is the level of imbalanced dataset. n is the quantity of negative examples
of training dataset. p is the quantity of positive examples of training dataset.
α is a positive integer constant (0 < α < n

p ).
The improvement of the binary approximate extreme points SVM can adapt

to the imbalanced data situation of training dataset and improve the classifica-
tion result. It worth noting that an improper R will lead to negative effect on
classification results.

3.2 AEMLSVM Algorithm

The Approximate Extreme Points Multi-label SVM (AEMLSVM) classification
algorithm proposed in this paper utilizes the Binary Relevance (BR) prob-
lem transformation strategy. It transforms a Multi-label dataset into K binary
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Y = AEMLSV M(S, x, P, V, k)
Input : S The Multi-label training set

{(x1, Y1), (x2, Y2), · · · , (xN , YN )},
x The test example x ∈ X,
P Maximum size of subset after first level of

segregation.
V Maximum size of subset after second level

of segregation.
k The number of labels.

Output: Y The set predicted labels of x(Y ∈ y);
begin

For Multi-label training set
S = {(x1, Y1), (x2, Y2), · · · , (xN , YN )},
Decompose Multi-label training set S into k
independent binary training subsets using Binary
Relevance method. i.e.,S1, S2, · · · , Sk.

for each binary training subset Si(i = 1, 2, · · · , k) do
Compute the representative set using [S∗

i , βi] = ImpDeriveRS(Si, P, V );
Train an LIBSVM classifier using fi = SV MTrain(S∗

i , βi) Based on
Non-linear kernel, using the formulation (2)

end
Obtain the label set of a test example x,
return Y = {i|fi(x) > 0}(i = 1, 2, · · · , k);

Algorithm 1. AEMLSVM

dataset. K is the quantity of labels. Each binary dataset is composed by positive
and negative examples of specific label. The quantity of examples in each binary
dataset is equal to that in Multi-label dataset. Then we improve the DeriveRS
algorithm in [11] and propose ImpDeriveRS algorithm to obtain each binary
dataset’s representative set. Finally, we use improved LIBSVM algorithm in [10]
to process the representative sets. After that, we acquire K binary classifiers
and integrate the K classifiers to realize fast Multi-label classification. We use
LIBSVM because it well realizes the SMO algorithm [28]. The AEMLSVM algo-
rithm has two Sub-algorithm based on whether considering about imbalanced
data, the AEMLSVM and AEMLSVM-IMBL. Basing on the introduction above,
we expect that the AEMLSVM algorithm with Non-linear kernels can adapt to
the Large-Scale Multi-label classification datasets. It will reduce training time
and have nearly the same results with that of ML-LIBSVM algorithm.

The pseudocode of AEMLSVM algorithm is shown in Algorithm 1. The
pseudocode of AEMLSVM-IMBL algorithm is shown in Algorithm 2. In Algo-
rithms 1 and 2, S∗

i represents a representative set of the training subset Si. βi

is a constant associated with the approximate extreme points method. fi is the
ith label prediction model of the representative set S∗

i . fi(x) is the ith label pre-
dicted value of test example x. Ri is the level of the imbalanced representative
set S∗

i .
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Y = AEMLSV M − IMBL(S, x, P, V, k, α)
Input : S The Multi-label training set

{(x1, Y1), (x2, Y2), · · · , (xN , YN )},
x The test example x ∈ X,
P Maximum size of subset after first level of

segregation.
V Maximum size of subset after second level

of segregation.
k The number of labels.
α The constants of positive integer.

Output: Y The set predicted labels of x(Y ∈ y);
begin

For Multi-label training set
S = {(x1, Y1), (x2, Y2), · · · , (xN , YN )},
Decompose Multi-label training set S into k
independent binary training subsets using Binary
Relevance method. i.e.,S1, S2, · · · , Sk.

for each binary training subset Si(i = 1, 2, · · · , k) do
Compute the representative set using [S∗

i , βi] = ImpDeriveRS(Si, P, V );
Compute the imbalanced level of S∗

i dataset using ;
a) The number of negative instances ni;
b) The number of positive instances pi;
c) Compute Ri = ni

piα
using the formulation (5);

Train an LIBSVM classifier using fi = SV MTrain(S∗
i , βi, Ri) Based on

Non-linear kernel, using the formulation (3)
end
Obtain the label set of a test example x,
return Y = {i|fi(x) > 0}(i = 1, 2, · · · , k);

Algorithm 2. AEMLSVM-IMBL

3.3 Complexity Analysis of AEMLSVM

Standard SVM training has O(m3) time complexity and O(m2) space complex-
ity, where m is the size of training dataset [12]. AEMLSVM has O(km) time
complexity in computing the representative set. Because of using SMO algo-
rithm [28] to optimizing SVM, the training time complexity is between O(km)
and O(km2.2) and the space complexity is O(km), where k represents the number
of labels. By reducing the training dataset size, AEMLSVM algorithm realizes
faster training, meanwhile can also improve the classification speed.

4 Experiments

In this section, we compare our AEMLSVM classification algorithm with three
existing Multi-label classification algorithms including ML-LIBSVM, ML-CVM
and ML-BVM experimentally. Before presenting our experimental results, we
briefly introduce three existing Multi-label classification methods, three public
Large-Scale Multi-label datasets and five performance evaluation metrics.
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Table 1. A description of datasets

Dataset Training instances Testing instances Features Labels

Mediamill(exp1) 30993 12914 120 101

Siam-competition2007 21519 7077 30438 22

Rcvlv2(topics;full sets) 23149 12000 47236 103

4.1 Three Existing Multi-label Methods and Three Large-Scale
Multi-label Datasets

In this paper, we selected three existing Multi-label classification methods:
ML-LIBSVM, ML-CVM and ML-BVM, which will be compared with our
AEMLSVM experimentally. These three methods and our AEMLSVM all use
Binary Relevance (BR) problem transformation strategy to transform Multi-
label dataset into multiple binary data subsets. Their differences lie in process-
ing method of binary data subsets. We collected three public Large-Scale Multi-
label datasets to conduct the experiment. The datasets are downloaded from
LIBSVM’s website [29]. The scale and attribute of datasets are in the Table 1.

4.2 Performance Evaluation Metrics

The performance evaluation of Multi-label classification is more complicated
than that of traditional Single-Label setting because multiple labels can be
assigned to each example simultaneously. A number of specific evaluation met-
rics of Multi-label classification have been proposed [3,7,19,30]. We choose the
Widely-Used evaluation metrics: Hamming Loss, One-Error, Coverage, Rank-
ing Loss and Average-Precision, as in [30]. Briefly, in Multi-label classification
algorithms, it is hoped to obtain a larger value for the Average-Precision, and
smaller values for the other four evaluation metrics.

4.3 Experimental Setup and Analysis of Experimental Results

In our experiment, the RBF kernel K(x, y) = exp(−γ‖x − y‖22) is tested for
our AEMLSVM, ML-LIBSVM, ML-CVM and ML-BVM, where γ and ‖ · ‖2
denote the kernel scale factor and the Euclidean distance respectively. In order
to obtain the optimal representation set, we set three parameters in AEMLSVM
algorithm: P, V and ε. At the same time, we set e as a parameter that represents
the allowable termination criterion and C∗(C∗ = C/N) as a parameter that
represents loss function in these five Multi-label classification algorithms. To
ensure the fairness and rationality of the experimental results, we set the same
parameter for the same dataset. However, the parameter of different datasets
will be changed. The experiments are conducted on the same Lenovo desktop,
with 4 GB memory, I5-4690 processor, 3.5 GHz frequency.

In order to obtain the optimal representation set from mediamill(exp1)
dataset, we set parameter P = 500, V = 300 and ε = 0.065. At the same time,
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Fig. 1. Data comparison of five evaluation metrics (Color figure online)

Fig. 2. Comparison of training time and classifying time (Color figure online)

we set parameter e = 1.95e-5 and C* = 1, 2, 4, 6, 8 respectively in these five
Multi-label classification algorithms. By setting the above parameters, Figs. 1
and 2 show the experimental results of five different Multi-label classification
algorithms in mediamill(exp1) dataset.

The data in Fig. 1 indicate that compared with ML-LIBSVM classification
algorithm, the values of Hamming Loss and One-Error increased by 0.1 % and
1.4 % respectively at most, the value of Average-Precision decreased by 1.4 % at
most in AEMLSVM classification algorithm. Its values of Coverage and Rank-
ing Loss were also superior to ML-LIBSVM classification algorithm. All above
fully explain that the classification result of AEMLSVM classification algorithm
was similar to ML-LIBSVM classification algorithm, and the values of Ham-
ming Loss, One-Error and Average-Precision in AEMLSVM classification algo-
rithm were superior to these values in ML-CVM and ML-BVM classification
algorithm. Meanwhile, we can conclude from Fig. 2 that the training time and
classifying time of AEMLSVM classification algorithm was the shortest, espe-
cially its training time was only 1/24 of ML-LIBSVM classification algorithm.
In the internal comparison of AEMLSVM classification algorithm, the values of



48 Z. Sun et al.

Hamming Loss, One-Error and Average-Precision in AEMLSVM-IMBL classifi-
cation algorithm were superior to AEMLSVM classification algorithm, the values
of Coverage and Ranking Loss of AEMLSVM-IMBL classification algorithm were
inferior to AEMLSVM classification algorithm. But AEMLSVM-IMBL classifica-
tion algorithm spent more 2 % of the training time than AEMLSVM classification
algorithm.

In order to obtain optimal representative set from Siam-competition2007
dataset, we set P = 100, V= 80 and ε = 0.835. At the same time, we set para-
meter e = 9.5e-5 and C* = 1, 2, 4, 6, 8 respectively in these five multi label clas-
sification algorithms. By setting the above parameters, Figs. 3 and 4 show the
experimental results of five different Multi-label classification algorithms in Siam-
competition2007 dataset.

The data in Fig. 3 indicate that compared with ML-LIBSVM classification
algorithm, the values of Hamming Loss, Ranking Loss, Coverage and One-Error
increased by 0.74 %, 0.92 %, 0.2255 % and 4.81 % respectively at most, the value
of Average-Precision decreased by 3.6 % at most in AEMLSVM classification
algorithm. All above explain that the classification result of AEMLSVM classi-
fication algorithm was similar to ML-LIBSVM classification algorithm, and the
values of the results in AEMLSVM classification algorithm were superior to these
values in ML-CVM and ML-BVM classification algorithm. Meanwhile, we can
conclude from Fig. 4 that the training time of AEMLSVM classification algo-
rithm was the shortest, only 1/4 of ML-LIBSVM classification algorithm. In the
internal comparison of algorithm classification AEMLSVM, the values of the five
evaluating metrics in AEMLSVM-IMBL classification algorithm were all supe-
rior to AEMLSVM classification algorithm. But AEMLSVM-IMBL classification
algorithm spent more 10 % of the training time than AEMLSVM classification
algorithm.

Fig. 3. Data comparison of five evaluation metrics (Color figure online)
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Fig. 4. Comparison of training time and classifying time (Color figure online)

In order to obtain optimal representative set from rcv1v2 dataset, we set
P = 120, V = 82 and ε = 1.54. At the same time, We set parameter e = 2.65e-4
and C* = 1, 2, 4, 6, 8 respectively. By setting the above parameters, Figs. 5 and 6
show the experimental results of five different Multi-label classification algorithms
in Siam-competition2007 dataset.

The data in Fig. 5 indicate that compared with ML-LIBSVM classification
algorithm, the values of Hamming Loss, Ranking Loss, Coverage and One-Error
increased by 0.53 %, 0.09 %, 0.1726 and 1.4 % respectively at most, the value
of Average-Precision decreased by 4.3 % at most in AEMLSVM classification
algorithm. All above explain that the classification result of AEMLSVM classi-
fication algorithm was similar to ML-LIBSVM classification algorithm, and the
values of the results in AEMLSVM classification algorithm were superior to these
values in ML-CVM and ML-BVM classification algorithm. Meanwhile, we can
conclude from Fig. 6 that the training time of AEMLSVM classification algo-
rithm is the shortest, only 1/6 of ML-LIBSVM classification algorithm. In the

Fig. 5. Data comparison of five evaluation metrics (Color figure online)
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Fig. 6. Comparison of training time and classifying time (Color figure online)

internal comparison of AEMLSVM classification algorithm, the values of the five
evaluating metrics in AEMLSVM-IMBL classification algorithm were all supe-
rior to AEMLSVM classification algorithm. But AEMLSVM-IMBL classification
algorithm spent more 8 % of the training time than AEMLSVM classification
algorithm.

In summary, the experimental results show that the result of AEMLSVM
classification algorithm is similar to ML-LIBSVM classification algorithm, and
superior to ML-CVM and ML-BVM classification algorithm, as far as the five
evaluating metrics is concerned. At the same time, AEMLSVM classification
algorithm also reduces the training time and classifying time. We have obtained
better classification results and adapt it to the imbalanced data by improving
the algorithm.

5 Conclusion

Aiming to solve the excessive training time problem, a fast Multi-label SVM
classification algorithm (AEMLSVM) is propsed. Meanwhile, it is improved by
adopting Cost-Sensitive method to deal with imbalanced data problem. These
have greatly improved the applicability of this algorithm used in Large-Scale
Multi-label datasets. Results from experiment show that AEMLSVM classifica-
tion algorithm can improve the training and classification speed obviously and
obtain similar classification effects compared with ML-LIBSVM classification
algorithm. It is superior to ML-CVM and ML-BVM classification algorithm.
Our further work is to find out the correlations among labels to improve the
classification accuracy.
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Abstract. A hashtag is an important metadata in microblogs and
used to mark topics or index messages. With topic-related hashatags
microblogs are well grouped, and users can retrieve the microblogs effi-
ciently and then follow the interested conversations. At the same time,
microblogging service providers can leverage hashtags to classify the mas-
sive microblogs for building high-level applications such as event detec-
tion and tracking, sentiment analysis, and opinion mining. However, sta-
tistics show that hashtags are absent from most of the microblogs. In
this paper, we summarize the similarities between microblogs and short-
message-style news, and then propose an algorithm named 5WTAG for
detecting microblog topics based on the model of five Ws(When, Where,
Who, What, hoW). Since five-W(5W) attributes are the core compo-
nents in event description, it is guaranteed theoretically that 5WTAG can
extract the semantical topic from a microblogs properly. We introduce
the detailed procedure of the algorithm 5WTAG in this paper including
microblog segmentation and candidate hashtag construction. We pro-
pose a novel method of recommendation computing for ranking candi-
date hashtags, which combines syntax analysis and semantic analysis,
and observes the distribution law of human-annotated topic tags. We
conduct comprehensive experiments to verify the semantical correctness
and completeness of the candidate hashtags as well as the accuracy of
recommendation using the real data from Sina Weibo.

Keywords: Hashtag · Microblogs · Topic detection · Short message
news · 5W model

1 Introduction

Hashtags are the most important metadata in microblogging systems. They are
used to mark individual messages as relevant to a particular group, topic or
“channel”. According to Twitter, a hashtag, prefixed with the symbol “#”, is a
word or an acronym used to describe a tweet in order for people to easily follow
a conversation [1]. In Sina Weibo, a hashtag is defined more explicitly as the
keywords that can represent the topics of a microblog(also called Weibo).
c© Springer International Publishing Switzerland 2016
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As defined by Twitter and Sina Weibo, a hashtag is the topic of a microblog.
It plays a very important role in microblog system: (1) Hashtags help to accel-
erate the retrieval for topic-specific microblogs and also promote its precision.
Given hashtags, users can find and follow the interested conversations easily;
(2) Hashtags help to classify microblogs in a more accurate and efficient way.
Fine-grained topic-oriented classification for microblogs is a significant prereq-
uisite for event detection, sentiment analysis and opinion mining.

Despite the great importance of hashtags in microblogging systems, its gen-
eration totally relies on the freewill participation of users up to now. So, in order
to encourage and help users to tag their tweets, Twitter released a detailed user
guide [1] to explain how to choose and mark a topic hashtag. Similarly, Sina
Weibo tries to provide a more friendly and convenient interface so as to guide
users to propose a hashtag for every microblog. Unfortunately, the great effort
does not lead to satisfactory results. Liu et al. [2] measured over 0.2 million
tweets and found that only around 23 % of them have at least one #hashtag in
each. The situation is worse in Sina Weibo. We measured 840,593 Weiboes and
found that only 108,714 of them, as low as 12.9 %, have at least one artificial
tag in each. This becomes a large obstacle to retrieving and leveraging these
microblogs.

In this paper, we aim at generating a topic hashtag for individual microblogs
automatically and propose a novel algorithm named 5WTAG. There are three
contributions in our work.

� According to the analysis of the similarity between microblogs and short-
message-style news in content and structure, we propose to model microblogs
with five Ws. Since answering the five-W problems can describe the event
completely and correctly, it is more rational to use five-W model to express
the semantics hidden in microblogs.

� We propose a complete solution to extract possible topic tags from Chinese
microblogs. We discuss the two ways to segment a microblog and analyse
their effect on the construction of candidate topic hashtags.

� We introduce a quantitative method for computing the recommendation of a
candidate topic tag, in which semantic completeness and correctness, impor-
tance of content and location, and statistical distribution of artificial hash-
tags are all considered. For each of the considerations, we explain how it is
measured and impacts the recommendation of a candidate topic tag.

Section 2 summarizes the related work in topic detection and tracking(TDT),
especially some up-to-date research progress on topic-oriented microblog analysis
problems. In Sect. 3 we introduce the 5 W model and why and how it can be
employed to model microblogs. Section 4 provides the detailed procedure of the
algorithm 5WTAG. The performance evaluation is reported in Sect. 5. Finally,
we conclude in Sect. 6.
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2 Related Work

TDT (Topic Detection and Tracking) is always a hot topic in academic commu-
nity. In the field of topic detection, most of the initial studies focus on text stream
or massive document set, and mainly use the techniques of document clustering
[3,4]. Document clustering has two primary technical issues: (1) how the docu-
ments are modeled, and (2) how the similarities among the documents are mea-
sured. These two issues are closely related, and have effect on the clustering results
as well as the topic detection results. Zhang et al. summarize several classical doc-
ument representation models and similarity calculation methods in paper [5]. In
recent years, topic models are receiving extensive attention. Xu et al. introduce
the topic models and how the similarity is calculated under these models in detail
in [6]. Topic tracking based on microblogs are also receiving popularity. In this
field, an concerned topic is given, and the task of a tracking system is to classify
in a supplied list of stories as either on-topic or off-topic [7–10]. Topic tracking sets
its goals to restore the development of a specific event even though the key point
of the event shifts with time. Although the work in this paper belongs to the same
research field as the work mentioned above, they are quite different in essence: the
5WTAG algorithm aims at detecting topic from individual text, such as a piece of
tweet or Sina Weibo. To this end, semantic analysis along with syntactic analysis
and empirical statistics, instead of clustering technologies, are employed for topic
hashtag construction and recommendation calculation.

The huge volume of microblogs carrying sentiments necessitates automatic
sentiment analysis techniques, which assist users in summarizing public opin-
ions. Most research work in microblog-oriented sentiment analysis are based on
existing hashtags [2,11–14]. For example, in [2] Liu et al. conduct a compre-
hensive study on the problem of entity-centric(such as celebrities and brands)
topic-oriented opinion summarization in twitter. In order to produce opinion
summaries and remarkable insight behind the opinions in accordance with some
certain entities and topics, they first have to mine topics from tweets. Topic
detection in [2] is totally based on existing human-annotated semantic tags in
tweets. Specifically, they integrate the human-annotated #hashtags as weakly
supervised information into topic modeling algorithms to obtain better interpre-
tation and representation for similarity calculation. Then, they run the Affinity
Propagation clustering algorithm to group #hashtags into coherent topics. Obvi-
ously, the above-mentioned work is quite different from the work described in
this paper, where we aim at mining topics from the untagged microblogs.

3 Modeling Chinese Microblogs with Five Ws

In this section, we summarize the similarity between a short-message-style news
and a microblog, which is the theoretical foundation to model a microblog with
five Ws. Then, we show how we map each of the words in microblog to an
attribute in five Ws and formalize microblogs using 5 W model.
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3.1 Similarity of Microblogs and Short-Message-Style News

The five-W model has been attributed to Thomas Wilson, who was a English
rhetorician and introduced the method in his discussion of the “seven circum-
stances” of medieval rhetoric [15]. Nowadays, it is often mentioned in journalism
and refers to five interrogative words: Who, What, When, Where and hoW
(Sometimes six Ws with Why added). They are exactly the reporters’ ques-
tions of which the answers are considered basic in information-gathering. To be
specific, a report can only be considered complete if it answers these questions
starting with an interrogative word [16]: Who did that? What was involved?
When did it take place? Where did it take place? and hoW did it happen?

Each question above should have a factual answer. Importantly, none of these
five questions can be answered with a simple “yes” or “no”. So, we define 5 W
as {“When”, “Where”, “Who”, “What”, “hoW”}.

Microblogs are quite similar to short-message-style news in two aspects:
(1) They both center on event description [17,18], and (2) They are both orga-
nized in the structure of “Inverted Pyramid”[19].

3.2 Mapping Chinese Microblogs to Five Ws

According to the analysis above, we can conclude that a Chinese microblog,
such as a Sina Weibo, can be considered as a piece of short-message-style news.
It inspires us that we can use the 5 W model to describe the event hidden in
the microblog. Let < w, h > represents a piece of Chinese microblog. w is its
content, and h is its topic hashtag. Next, we will introduce how we map each
of the notional words in w to the attribute of X in 5W({“When”, “Where”,
“Who”, “What”, “hoW”}). Here we take a piece of microblog as an example.

Assume w =“shiyuefen, Beijing, Shanghai, Gangzhou, Shenzhen fangjia
shang zhang 20 %, Wenzhou tongbi xiajiang. duoshu goufangzhe yuqi yixian
chengshi fangjia hui jixu shangzhang”. (In the past October, housing price rose
20 % in Beijing, Shanghai, Guangzhou, ShenZhen, while in Wenzhou it fell. Most
homebuyers forecast that in first-tier cities housing price will keep rising)”.

Definition 1. “When” is the set of words that refer to time, festivals, and
Chinese solar terms in microblogs;

In w, When = {“shiyuefen(October)”}.

Definition 2. “Where” is the set of the words that refer to geographical nouns
in microblogs;

In w, where = {“Beijing”, “Shanghai”, “Gangzhou”, “Shenzhen”,
“Wenzhou”}.

Definition 3. “Who” is the set of the words that refer to the name of a person,
a group of people or an institute.

In w, Who = {“goufangzhe(homebuyer)”}.
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Definition 4. “What” is the set of the words that refer to the things or abstract
concepts in microblogs. Of particular note it also includes some proper nouns
such as movie or television products, music products, novels, PC games, and
commodities and trade markers;

In w, What = {“fangjia(housing price)”}.

Definition 5. “hoW” is the set of the words that refer to actions or states of
being in microblogs;

In w, hoW = {“shangzhang(rise)”, “xiajiang(fall)”, “chixu(keep)”,
“yuqi(fore-cast)”}.

Let Ψy(x) represent the set of words contained in the text x and classified
to the attribute y. According to the Definition 1 to 5, the 5 W model of the
microblog < w,null > can be illustrated as the Formula (1).

Ψ5W(w) =
⋃

X∈5W

ΨX(w) (1)

We implement the mapping relation from part-of-speech annotations in ICT-
CLAS2013 to the attribute X in five Ws. We list it in Table 1.

Table 1. Mapping the part-of-speech annotations to five Ws

X = Annotations in ICTCLAS2013

When /t;

Where /ns, /nd, /s;

Who /nr, /nt, /r;

What /nz, /n(except /ns, /nd, /nr, /nt, /nz);

How /v, /vn;

4 The Description of the Algorithm 5WTAG

5WTAG is designed to be integrated into the micrblogging services and run
online on the client side. The input of 5WTAG is the microblog released by a
user, and the output is a list of recommended hashtags as well as the corre-
sponding recommendation evaluations. Firstly, we segment the microblog into
several clauses and extract candidate topic hashtags from each of the clauses.
Then, recommendation evaluation module will assign a recommendation to every
candidate hashtag according to several considerations.
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4.1 Exatracting the Candidate Hashtags

In order to construct candidate topic hashtags for a given microblog, we have
to segment the microblog into several clauses. Each clause has relatively com-
plete semantics and will contribute to one candidate hashtags. We have two
categories of punctuations worthy of consideration as separators: (1) Terminal
Punctuations, namely period, question mark, exclamation mark and semicolon;
and (2) Pause Punctuations, including comma and all the terminal punctuations.

Assume that < w, h > is a microblog. After segmentation, it can also be
denoted as << s1, s2, ...sl >, h >, where < s1, s2, ...sl > is the sequence of
clauses. Let d be any 5 W word in si. Then, any word d in w can be denoted as
the Formula (2).

d =< str(d), Ψ5W(d), ssid, loc > (2)

str(d) is the content of d. Ψ5W(d) is the category of five Ws that d belongs
to, i.e. Ψ5W(d) ∈ 5W. ssid is the sequence number of the clause si by which d is
contained. loc is the index of d in w.

In order to guarantee the correctness of semantics as more as possible, we
follow two rules in our work when constructing the candidate topic hashtags:

Rule 1. All the words that compose the same candidate topic hashtag should
come from the same clause.

Rule 2. All the words should be in the same order in candidate hashtag as they
are in the corresponding clause.

We use h∗ to denote a candidate topic hashtag. According to the Rules 1 and 2,
we can illustrate h∗ as the Formula (3).

h∗ =< d1, d2, ..., dm > s.t. ∀di,∀dj{
di.ssid = dj .ssid
di ≺ dj ⇔ di.loc < dj .loc

(3)

4.2 Recommendation Computation

In this subsection, we evaluate each of the obtained candidate topic hashtags on
the basis of several parameters, namely semantical completeness and correctness,
probability of occurrences for the 5 W presentation mode, keywords density, and
the location of the clause from which the candidate hashtag comes.

(1) Semantical Completeness of a Candidate Topic Hashtag
The semantical completeness defines that to what extent a candidate topic

hashtag can represent the whole event. In order to quantify the semantical com-
pleteness, we introduce the concept of hashtag presentation mode.

Definition 6. “Hashtag Presentation Mode” is the union of categories that a
hashtag owns according to the Formula (1). We use M(h∗) to denote the presen-
tation mode of h∗ =< d1, d2, ..., dm >. It can be calculated with (4).

M(h∗) = {Ψ5W(d1), Ψ5W(d2), ..., Ψ5W(dm)} (4)
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Since five 5Ws are the core elements for event description, the more 5 W
attributes that a candidate topic hashtag contains in its presentation mode, the
more details it can tell about the event. Therefore, we can conclude that the
semantical completeness of h∗ is proportional to the cardinality of M(h∗).

(2) Semantical Correctness of a Candidate Topic Hashtag
The remarkable character of natural language is that the words which are

logically relevant are often closer to each other. This provides us an effective
approach to determine the correctness of a candidate hashtag. We define the
Average Word Interval λ for the candidate hashtag h∗ =< d1, d2, ..., dm >. λ
can be calculated by the Formula (5).

λ =

m−1∑

i=1

(di+1.loc − di.loc − length(di))

m
(5)

The correctness of a candidate hashtag is inversely proportional to λ. In other
words, the more widely the 5 W words in h∗ scatters in the corresponding clause,
the worse semantical correctness h∗ may have.

(3) Probability of Occurrences of the 5W Presentation Mode
As we discussed above, from the viewpoint of semantical completeness, more

5 W attributes in a hashtag presentation mode mean more details about the
event. However, artificial hashtags show an opposite phenomenon: not all the
attributes in five 5Ws necessarily contribute to the final presentation mode of
every artificial topic hashtags. Actually, according to our statistics on the 11,008
human-annotated hashtags, only about 1.2 % of total contain at least 4 attributes
of five Ws in their presentation mode. Furthermore, according to the presentation
rate of each attribute, we can calculate the probability of occurrences for 5 W
presentation mode of h∗ with the Formula (6).

p(M(h∗)) =
∏

X∈M(h∗)

p(X)
∏

X/∈M(h∗)

(1 − p(X)) (6)

p(X) is the presentation rate of the attribute X, and can be measured with
artificial hashtags. All values of p(X) are all less than 0.5. Thus, Formula (6) will
give a higher score to the shorter and simpler hashtags. It is exactly consistent
with the tendency of simplification in human-annotated hashtags.

(4) Importance of a Candidate Topic Hashtag
When people describe an event, it is common that they may repeat some special

words. Based on this ground truth, we conclude that the importance of a candidate
hashtag is proportional to the Keyword Density [20] of the words it contains.

Let ρh∗ denote the importance of the candidate hashtag h∗ =< d1,
d2, ..., dm >, and ρdi

denote Keyword Density of the word di in h∗. Obviously,
ρh∗ is the continued product of multiple ρdi

s as is depicted in the Formula (7).

ρh∗ =
∏

di∈h∗
ρdi

=
∏

di∈h∗

count
di∈w

(di|w)
∑

∀d∈w

count(d|w)
(7)

count(x|y) is the frequency of occurrences of the word x in the text y.
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(5) Location of the Clause Corresponding to a Candidate Hashtag
Due to the limitation of characters, microblogs and SM news are usually

structured in the form of inverted pyramid, i.e. the most important information
is placed first within a text, and decreasing importance of information in subse-
quent paragraphs. So, we can determine the importance of a candidate hashtag
according to its source clauses location within the microblog.

For a candidate hashtag h∗ =< d1, d2, ..., dm >, its location is defined as
being the same as that of its source clause, i.e. h∗.ssid = di.ssid(di ∈ h∗).

So far, we have analyzed all the factors that have influence on the recommen-
dation of a candidate hashtag. The Formula (8) is the general score function for
evaluating the recommendation of h∗, taking all the factors into consideration.

S(h∗) = |M(h∗)| ∗ 1
λ

∗ p(M(h∗)) ∗ ρh∗ ∗ 1
h∗.ssid

(8)

Note that some microblogs may have titles at the very beginning. A title can
be regarded as the first clause of a microblog. The candidate hashtag derived from
the title has the location of 0 in the microblog, i.e. h∗.ssid = 0, or say S(h∗) ∼ ∞.
Therefore, candidate hashtags extracted from titles will rank highest.

4.3 Compressing OverLength Candidate Hashtags

Due to the directly proportional relation between the completeness of a candidate
topic hashtag and its recommendation, longer candidate hashtags may defeat
the shorter ones. However, long candidate hashtags are not advantageous in the
classification and retrieval of microblogs. Moreover, they are not in accord with
the characteristics of shortness and simpleness of human-annotated hashtags.
So, we set a threshold to limit the length of a automatically-annotated hashtags.
In this paper, we make use of the statistical result from artificial hashtags, and
set the length threshold T as 	μ + σ
 = 10. Next, we introduce two strategies
for compressing the hashtags with the length larger than T .

Method 1 Length-Based Compression. The basic idea of this method is to
remove the longest words from h∗ iteratively until it meets the requirement of
length constraint. The advantage of this method is the simpleness in implemen-
tation and the efficiency in execution. The weakness is that this method neglects
the semantic of words and may decrease the semantical correctness of h∗.

Method 2 Semantic-Based Compression. The basic idea of this method is
to remove all the words of one attribute in five Ws once time so as to shorten the
length of h∗. Considering the statistical result based on empirical data, we should
remove the words of “Where” first, then of the others successively in the order
of attribute presentation rate. Compared with the former method, the latter takes
the semantic of words into consideration, but it may weaken the completeness of
h∗, and lead to the failure of h∗ in event description.



Determining the Topic Hashtags for Chinese Microblogs Based on 5W Model 63

5 Experiment Evaluation

5.1 Experimental Data Set and Methodology

In this section, we present the evaluation results on the real microblog data set
collected from Sina Weibo. Table 2 is the details of the experimental data set.

In our experiments, two methods are implemented: 5WTAG-P(Period) and
5WTAG-C(Comma). The former uses termination punctuations as the separa-
tors to split the microblogs, while the latter uses pause punctuations to do that.
Besides, we regard the data set of artificial hashtags as our baseline. We verify
the 5WTAG algorithm in three aspects: the semantical correctness, the quality of
recommendation, the semantical correctness comparison on the two compression
strategies for overlength topic hashatags.

Table 2. Description of experimental data set

Categories Number

Total microblogs 840,593

Microblogs with at least one hashtags 108,714

Total distinct artificial hashtags 11,008

5.2 Experimental Results

Semantical Correctness Evaluation. We evaluate the semantical correctness
of a candidate hashtag in two aspects: (1) whether the candidate topic hashtag
is semantically understandable to users, and (2) whether the candidate topic
hashtag is the accurate abstract of its source clause. Theoretically, the semantical
correctness evaluation can only be conducted by man. However, in order to
promote the efficiency, we partially adopt automatic evaluation of machine. For
that sake, we propose two principles: (1) If a candidate hashtag contains only
one 5 W word, it is semantically correct, and (2) If the average word interval of
a candidate hashtag is 0, it is semantically correct.

We sample randomly 1,000 microblogs from our data set and construct can-
didate hashtags for each of them using 5WTAG-P and 5WTAG-C, respectively.
Table 3 is the result of semantical correctness evaluation.

Table 3. The Result of semantical correctness evaluation

Method 5WTAG-P 5WTAG-C

Number of candidate hashtags 2566 4218

semantical correctness 42.1 % 69.7 %
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Table 3 shows that 5WTAG-C performs better than 5WTAG-P in the seman-
tical correctness of candidate hashtags. 5WTAG-C segments a microblog into
finer-grained clauses, which results in more candidate topic hashtags than
5WTAG-P. 5WTAG-C can effectively resolve long sentences with multiple
semantics, and thus it can avoid semantics confusion better than 5WTAG-P.
Essentially, the user’s arbitrary and ill-formed usage of punctuation in microblogs
is the predominant reason that makes 5WTAG-C more advantageous in semanti-
cal correctness. However, more candidate hashtags possibly mean worse seman-
tical completeness. In order to validate our prediction, we further test the car-
dinality of hashtag mode as well as the length of 5WTAG-C, 5WTAG-P and
human-annotated hashtags. Figure 1 illustrates the result.

From Fig. 1(a), we can see that most of human-anotated hashtags are rela-
tively short. Comparatively, 5WTAG-P is more inclined to create longer candi-
date hashtags. This is the result of the larger-grained segmentation of microblogs
with termination punctuations. Figure 1(b) reflects the semantical complete-
ness of artificial, 5WTAG-C and 5WTAG-P hashtags. X-axis is the number of
attributes contained in candidate topic hashtags, i.e. the cardinality of hashtag
mode. Figure 1(b) can exactly explain the phenomenon in Fig. 1(a) that human-
annotated hashtags are relatively shorter and simpler in most cases. The reason
is that most microbloggers are more willing to use one or two keywords to rep-
resent the whole event. Besides, due to the different granularities of microblog
segmentation, 5WTAG-C creates more candidate hashtags with single attribute
of presentation mode, while 5WTAG-P creates more combination hashtags with
multiple 5 W attributes.

Recommendation Quality Evaluation. We conduct the recommendation
quality evaluation based on 500 pieces of microblogs sampled randomly from the
data set. For each of the microblog, we use 5WTAG-C and 5WTAG-P to create
candidate topic hashtags, from which we manually choose the most satisfying

(a)Length Distribution (b)Cardinality of Hahstag Mode

Fig. 1. Comparison on artificial, 5WTAG-P, and 5WTAG-C hashtags (Color figure
online)
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Table 4. The result of recommendation quality evaluation

Methods Accuracy

5WTAG-P 64.8 %

5WTAG-C 45.1 %

candidate as its topic. Afterwards, we run the recommendation function so as to
assign recommendation score for each of the candidate topic hashtags. Next, we
examine whether the artificial hashtag is the same as the candidate hashtag that
ranks highest according to the recommendation function. If they are the same,
recommendation function is considered accurate. Table 4 shows the result.

Table 4 shows that 5WTAG-P performs better than 5WTAG-C in recommen-
dation quality. The reason is that the candidate hashtags created by 5WTAG-C
are often too simple to describe the whole event. When 5WTAG-C segments
microblogs in a finer-grained way, it breaks the overall semantics of microblog
at the same time. Topic-related words are scattered into more clauses, which
means that every single candidate hashtags may lost some of key details about
the event. So, it leads to more failure in recommendation accuracy.

According to experiments above, we can conclude that 5WTAG-C performs
better in the semantical correctness, while 5WTAG-P is better in the semantical
completeness and recommendation accuracy.

Compression Method Evaluation. In the third experiment, we test the per-
formance of two methods for compressing overlength hashtags. We choose 500
hashtags which are generated by 5WTAG-P manually so as to guarantee the
semantical correctness of these hashtags. Each of the 500 hashtags contains over
ten Chinese characters, and their topic are uniformly distributed in multiple
social fields, namely sports, politics, economy, entertainment, culture and mili-
tary. Then we run the two compressing methods and examine whether a com-
pressed hashtag still convey the main idea of the microblog. If it does, it is still
semantically correct. Table 5 is the result.

Table 5. Evaluation result on different compression methods

Pruning strategies Semantical correctness

Length-based 40 %

“When”-based 78 %

“Where”-based 72 %

“Who”-based 51 %

“hoW”-based 40 %

“What”-based 30 %
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Table 5 shows that the semantical correctness of length-based compression
method drops dramatically. It is because this method totally ignores the seman-
tics of words. When the words that are vital to semantics presentation are
removed, the whole topic hashtag may be no longer understandable to peo-
ple. Among semantic-based compression methods, the semantical correctness of
“What”-based pruning method drops most. The reason is “What”-related words
are the most necessary elements in event description. The result in this exper-
iment is consistent with the statistics from empirical data: the importance of
“What”-related words gives them more opportunities to be in topic hashtags.
The experiment result in Table 5 suggests that if we have to shorten a candi-
date topic hashtag, we should adopt a hybrid compression method: pruning the
longest words successively in the attribute order of “Where”, “When”, “hoW”,
“What” and “Who” until the candidate hashtag meets the length constraint.

6 Conclusion and Future Work

In this paper, we propose to model Chinese microblogs with 5 W model. The
concept of Five Ws comes from journalism and represents five questions, the
answers of which are considered as the basic elements for event description. We
reveal the justification to model microblogs with 5 W model by comparing the
similarity between microblogs and short-message-style news. We introduce the
detailed procedure of the algorithm 5WTAG, including segmenting a microblog,
extracting candidate topic hashtags and recommendation evaluation.

There are several applications based on 5WTAG are in the plan of our near
future work. For example, when a public event happens, many witnesses on
spot may release microblogs describing the same event. These microblogs are
possibly different in writing or added with individual comments, but they are
quite similar in five Ws. We can merge them and detect the public events at the
first time. Besides, it can be applied to identifying Internet rumors.
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Abstract. With the development of cloud computing, more and more
large scale multi-dimensional data are stored on cloud platforms. Multi-
dimensional index is an efficient technique to support processing data
efficiently. Designing a multi-dimensional index which supports multi-
user concurrent access efficiently has become a challenging problem. In
this paper, we propose a multi-version R-tree based on HBase (HMVR-
tree) to support multiple concurrent access. HMVR-tree maintains the
newest version of tree while keeping all the old versions of the nodes
for efficient concurrent update and query access to different nodes. The
evaluation results show that MHVR-tree has good scalability and has
much higher update throughput and the same level query throughput
compared to the original R-tree on HBase.

Keywords: HBase · R-tree · Concurrent access · Multi-version

1 Introduction

More and more large scale multi-dimensional data are stored to cloud plat-
forms in recent years. As one key technique of processing large scale data, multi-
dimensional index that supports multi-user concurrent access on the cloud plat-
form efficiently has become a challenging problem.

Key-value stores such as Bigtable [4] and HBase [1] have been proven to process
millions of updates while being fault-tolerant and highly available, but they can-
not support multi-dimensional access natively. Recent work [6,7,9,11,12] has
studied on building multi-dimensional indices on HBase, but there is little con-
sideration about concurrent access to the indices. MD-HBase [8] used space-filling
curve technique to transform multi-dimensional space into one dimension, but it
is inefficient for queries with high dimensional data. Different from space-filling
curve technique, R-tree [5] is built based on space partition technique. Synchro-
nization mechanisms are needed to support concurrent access to R-tree, which are
the main causes of inefficiency.
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 68–77, 2016.
DOI: 10.1007/978-3-319-42553-5 6
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For this challenge, this paper designs new access mechanisms for R-tree on
cloud platform which allow multiple users accessing R-tree nodes concurrently
and implements a multi-version R-tree based on HBase (HMVR-tree). HMVR-
tree maintains the newest version of tree while keeping all the old versions of
nodes. HMVR-tree also provides efficient concurrent update and query access
to different nodes. HMVR-tree is evaluated with synthetic data and the result
shows that it has good scalability.

The remainder of this paper is organized as follows. Section 2 briefly intro-
duces HBase and R-tree. Section 3 describes HMVR-tree framework with related
algorithms. Section 4 evaluates HMVR-tree with synthetic data and Sect. 5 con-
cludes the paper.

2 Preliminaries

2.1 HBase

HBase [1] is an open source, distributed, versioned non-relational database.
HBase uses HDFS (Hadoop Distributed File System) [3] as its underlying stor-
age file system and provides random, realtime read/write access to large scale
data on clusters of commodity machines. HBase supports high throughput while
being fault-tolerant and highly available.

Figure 1 shows the structure of HBase table. An HBase table consists of many
rows. Each row is addressed uniquely by one key and is composite of one or more
columns. Each column may contain multiple versions, with each distinct value
contained in a separate cell. The columns are grouped into several families.
A column can be uniquely identified by family : qualifier. The number of
columns has no limitations. It is free of cost to store NULLs where there is no
value in the column for HBase. HBase also provides split and compact algorithms
to keep its good scalability.

In HBase, ZooKeeper [2] is used to provide distributed lock service. HBase
provides lock mechanisms to make sure one row can be modified by only one
client at the same time. HBase supports the following three atomic operations.

put(rowkey, family, qualifier, value); (1)

get(rowkey, family, qualifier); (2)

increase(rowkey, family, qualifier, amount); (3)

put operation updates the specific column in one row with value. get opera-
tion acquires data in the specific column of one row. increase operation increases
the value of the specific column with amount value.

Figure 1 also shows the scan sequence of HBase. HBase starts to scan the cells
in the next column until all cells in this column are scanned. Similarly, it starts
to scan the next row after all the columns in this row are scanned. The scan
operations are performed on the server side and filter mechanism is provided to
reduce the cost of scanning unnecessary cells.
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Fig. 1. HBase table structure and scan sequence

2.2 R-tree

R-tree [5] is a data structure based on B+ tree [10], which is a popular data
structure for multi-dimensional data organization. In R-tree, multi-dimensional
objects are represented by minimum bounding rectangles (MBRs). Each node of
R-tree corresponds to the MBR that bounds its children nodes. The entries of the
children are generally stored in a page of the filesystem, so the number of entries
in one node is generally fixed. R-tree can support efficient multi-dimensional
queries that benefit from high efficient pruning ability.

3 HMVR-tree

In order to support concurrent access to R-tree, synchronization mechanisms
must be provided. During data insertion, because the child nodes may be split,
new entries are possible to be added to the parent. Thus, other update and
query operations cannot be executed until it completes execution. This is the
main cause of inefficiency. To solve this problem, we design new mechanisms for
HMVR-tree.

3.1 Basic Idea

UpdateOperations.There are three kinds of update operations, data insertion,
data deletion and data update. HMVR-tree treats update and delete operations as
special insert operation. This means the update and delete operations are treated
as insert objects with marks. During the execution of update operation, HMVR-
tree maintains the newest version of tree while keeping all the old versions of the
nodes except the MBRs of the entries. HMVR-tree executes split procedure in a
lazy way, which means that the split procedure may not be executed immediately
when it is needed to be split. The version of one node changes if and only if it splits.
The update operation uses write version to search down the tree and maintains
the read versions if the node can be correctly accessed by queries. HMVR-tree
maintains relationship of timestamps and versions periodically.
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Query Operations. The query operations use read versions to search down the
tree. Before the processing of each query, one unique timestamp is assigned to
the query. The query operation uses the assigned timestamp to find the newest
version to query for spatial queries. For a spatio-temporal query, mapping rela-
tionship is used to find the root entries in the query time range and the query
is decomposed to multiple sub-queries and then be processed.

3.2 Data Structure

Figure 2 shows the logic view and storage view of HMVR-tree. There are four
tables in HMVR-tree.

(1) Metadata table. Metadata table stores the metadata of HMVR-tree. In
this table, there is only one family named “Meta”. The “RV” and “WV”
columns store the read and write version of the entire HMVR-tree respec-
tively. The “NodeIDs” column stores the current allocated rowkeys in node
table.

(2) Version conversion table. Version conversion table stores mapping rela-
tionships among timestamps and versions. The “TimeStamp” column stores
the allocated timestamp and the “Conversions” family stores the mapping
relationships. In the “Conversions” family, qualifier stores the timestamp
and value stores the corresponding version.

(3) Root information table. Root information table stores root nodes infor-
mation. In the “Meta” family, the “RV” and “WV” columns store the read
version and write version of the root node respectively. The “RootID” col-
umn stores the current root node ID in node table and the “RootCol” col-
umn stores the current qualifier of root node entry stores in the “RootIDs”
family. In the “RootIDs” family, qualifier of each column stores the version
of HMVR-tree and value stores the corresponding root entry.

(4) Node table. Node table stores all the nodes of HMVR-tree. The “Meta”
family stores the metadata of the node such as the column allocated in this

Fig. 2. Logic view and storage view of HMVR-tree
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Algorithm 1. Insertion
Input: o: multi-dimensional object;

1 insert(Object o)
2 rootRow= get(“RT”, “Meta”, “RootID”);
3 version =get(“MT”, “Meta”, “WV”);
4 insertInternal(rootRow, o, version);

Algorithm 2. insertInternal
Input: nodeID: ID of the node in R-tree;

o: multi-dimensional object;
version: the version of the node;

1 insertInternal(long nodeID, Object o, long version)
2 type = get(nodeID, “Type”, version);
3 if type!=LEAF then
4 start = get(nodeID, “StartCol”, version);
5 end = get(nodeID, “EndCol”, version);
6 entries = getEntries(nodeID, “Entries”, start, end);
7 entry = minExtend(entries, o);
8 entry.extend(o);
9 put(nodeID, “Entries”, entry.col, entry);

10 insertInternal(entry.nodeID, o, version);

11 else
12 col=increase(nodeID, “Meta”, “Col”, 1);
13 put(“Entries”, col, o);
14 increase(node, “Meta”, “EndCol”, 1);

15 split(nodeID, version);

row (in “Col”), read version (in “RV”), write version (in “WV”) and parent
node ID (in “P”). The “Type” family stores versions of the node and the
corresponding node type. The “Start” family stores versions of the node and
the corresponding start column in the “Entries” family. Similarly the “End”
family stores the versions and the corresponding end column. The entries of
one node are stored in the “Entries” column.

We use little-endian coded row key instead of default big-endian coded row
key. Thus, consecutive integers are mapped to inconsecutive integers. This opti-
mization reduces the data skews among different region servers and accelerates
data processing efficiency.

We store the opposite values of the versions to make newer versions are
accessed earlier. During data insertion, the newest versions of entries are accessed
frequently. During query processing, newer versions of entries are accessed more
frequently in most cases because the users often pay more attention to events
that recently happened. So storing the opposite values accelerates processing
efficiency of HMVR-tree.
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Algorithm 3. split
Input: nodeID: ID of the node in R-tree;

version: the version of the node;
1 split(long nodeID, long version)
2 start = get(nodeID, “StartCol”, version);
3 end = get(nodeID, “EndCol”, version);
4 if end - start < CAPACITY then
5 return;

6 else
7 increase(“MT”, “Meta”, “WV”, 1);
8 increase(nodeID, “Meta”, “WV”, 1);
9 entries = getEntries(nodeID, “Entries”, start, end);

10 rtreesplit(entries, group1, group2);
11 nodeID1=increase(“MT”, “Meta”, “Rows”, 1);
12 nodeID2=increase(“MT”, “Meta”, “Rows”, 1);
13 addEntriesToNode(nodeID1, group1);
14 addEntriesToNode(nodeID2, group2);
15 entry1=calculateMBR(group1);
16 entry2=calculateMBR(group2);
17 parentID = get(nodeID, “Meta”, “P”);
18 addEntriesToNode(parentID, {entry1, entry2});
19 increase(“MT”, “Meta”, “RV”, 1);
20 increase(nodeID, “Meta”, “RV”, 1);
21 split(parentID, version);

3.3 Insertion Algorithm

The insertion algorithm of HMVR-tree is shown in Algorithm 1. First the root
node ID is got from root information table (Line 1). Then the version of HMVR-
tree is got from metadata table (Line 2). Last insertInternal algorithm is called
to insert multi-dimensional object into HMVR-tree (Line 3).

insertInternal algorithm is shown in Algorithm 2. The node type is got
according to the version (Line 2). If the node is not a leaf node, it needs to search
for the minimum extended entry (Lines 4–7), update the MBR of the minimum
extend entry (Lines 8–9) and recursively call insertInternal algorithm to insert
multi-dimensional object into the tree (Line 10). If the node is a leaf node, the
multi-dimensional is added to the next column in the “Entries” family in node
table (Lines 12–13), and the end column is increased by one (Line 14). Finally,
it needs to split the node if needed (Line 15).

split algorithm is shown in Algorithm 3. The start and end columns in the
“Entries” family with specific version are got from the “Meta” family (Lines
2–3). Then if the node does not need to be split, it returns immediately (Lines
4–5). If the node needs to be split, the write version of this node and entire
HMVR-tree are firstly increased to make the other insert operations work with
the newest version (Lines 7–8). Then the entries are got and split into two groups
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Algorithm 4. Range Query
Input: q: multi-dimensional range query;
Result: rs: the set of objects satisfies q;

1 query(Query q)
2 rootRow=get(“MT”, “Meta”, “RootID”);
3 version =get(“MT”, “Meta”, “RV”);
4 queryInternal(rootRow, query, version, rs);
5 return rs;

Algorithm 5. queryInternal
Input: nodeID: ID of the node in R-tree;

q: multi-dimensional range query;
version: the version of the node;
rs: the set of objects satisfies q;

1 queryInternal(long nodeID, Query q, long version, ResultSet rs)
2 type = get(nodeID, “Type”, version);
3 start = get(nodeID, “StartCol”, version);
4 end = get(nodeID, “EndCol”, version);
5 if type!=LEAF then
6 entries = getEntries(nodeID, “Entries”, start, end);
7 for each entry in entries do
8 if q.intersects(entry) then
9 query(entry.nodeID, q, version);

10 else
11 Objects =getObjects(nodeID, “Entries”, start, end);
12 for each object in objects do
13 if q.contain(object) then
14 add object to rs;

(Lines 9–10). After that, two new nodes are allocated (Lines 11–12) and the two
groups of entries are inserted into the newly allocated nodes respectively (Lines
13–14). The MBRs of the two groups are calculated (Lines 15–16) and inserted
into the parent node (Lines 17–18). The read version of the node and the entire
HMVR-tree are increased (Lines 19–20). Finally, it needs to split parent node if
needed (Line 21).

3.4 Query Algorithm

The query algorithm of HMVR-tree is shown in Algorithm 4. First the root node
ID is got from root information table (Line 2) and the read version of HMVR-tree
is got from metadata table (Line 3). Then queryInternal algorithm is called
to process the query (Line 4). Finally, the result set is returned (Line 5).
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queryInternal algorithm is shown in Algorithm 5. The node type, start and
end columns of the node are firstly got (Lines 2–4). If the node is not a leaf node,
it searches the entries that intersect the query (Lines 6–9). If the node is a leaf
node, the objects that are contained in the query range are added to candidate
set (Lines 11–14).

4 Experiments

4.1 Experimental Setup

Hadoop versioned 2.3.0-cdh5.0.1 is used to provide HDFS for HBase and MapRe-
duce framework for throughput evaluation. HBase versioned 0.96.1.1-cdh5.0.1 is
used as experimental platform. Both the Hadoop cluster and the HBase cluster
are deployed on 9 commodity PCs in a high speed Gigabit network, with one
PC as Master node and the others as Slave nodes. Each PC has an Intel Quad
Core 2.66 GHZ CPU, 4 GB memory and CentOS Linux 5.6 operating system.
Each PC is set to hold maximum 4 Map or Reduce tasks running in parallel and
the cluster is set to hold maximum 32 tasks running in parallel. MapReduce is
used to simulate multiple clients that request server simultaneously.

We compared HMVR-tree with R-tree which uses HBase as storage (HR-
tree). The parameters used in evaluation are summarized in Table 1. In the
evaluations, all the parameters use default values unless otherwise specified.

4.2 Insertion Throughput Evaluation

We use one MapReduce job with different number of Map tasks running in
parallel to simulate multiple concurrent access.

Figure 3(a) shows the throughput with regard to the number of clients. Com-
pared with HR-tree, HMVR-tree has higher throughput. The reason is that the
mechanisms in HMVR-tree make insertions among different nodes be executed
in parallel.

It can also be found that the throughput of HMVR-tree increases as the number
of clients increases while HR-tree keeps almost the same throughput. The reason
is that the insertion operation can be executed in parallel among different nodes
in HMVR-tree. This result also shows that HMVR-tree has good scalability.

Figure 3(b) shows the throughput with regard to the number of multi-
dimensional objects. HMVR-tree has higher throughput than HR-tree. The

Table 1. Specifications of synthetic data

Parameter Value range Default value

#objects 10 k, 20 k, 40 k, 80 k, 160 k, 320 k 160 k

#dimensions 2 2

#clients 1, 2, 4, 8, 16, 32 32

Data distribution Uniform Uniform
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Fig. 4. Query throughput evaluation

throughputs of HMVR-tree and HR-tree both drop as the number of objects
increases. The reason is that as the number of objects increases the depth of
tree increases, so it needs to access to more nodes to complete insertion.

4.3 Query Throughput Evaluation

We use one MapReduce job with different number of Map tasks to simulate mul-
tiple clients that do range queries. The selectivity of each query is set to 0.01%.

Figure 4(a) shows the query throughput with regard to different number of
clients. The query throughput of HMVR-tree increases as the number of clients
increases. This result shows that HMVR-tree has good scalability on processing
queries. The throughput of HMVR-tree is a little lower than that of HR-tree.
This is because HMVR-tree needs more operations to search different versions
of nodes.

Figure 4(b) shows the query throughput with regard to different number of
queries. It can be found in Fig. 4(b) that HMVR-tree has similarly throughput
compared with HR-tree. The reason is that the newest version of HMVR-tree
has similarly tree depth compared with HR-tree.

5 Conclusion

Designing a multi-dimensional index which supports multiple concurrent access
for large scale data organization is a challenging problem. In this paper, we
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propose a multi-version R-tree based on HBase for concurrent access. HMVR-
tree maintains the newest version of tree while keeping all the previous versions.
HMVR-tree provides concurrent update and query access to different nodes of
the tree. The evaluation results show that MHVR-tree has good scalability and
has much higher update throughput and the same level query throughput com-
pared to the original R-tree on HBase.
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Abstract. Big data is playing an important role in daily life and has developed
into a new subject. Especially, an efficient big data transmission is the foundation.
This is because even with a high-efficient data analysis, a limited transmission
speed still cannot satisfy the requirement of real-time big data. In this article, we
first make an extensive analysis on the tendency of investing short- and
long-distance big data transmission, and then summarize future challenge issues
urgently to be solved: (1) in short-distance big data transmission, MapReduce
well satisfies the requirement of big data processing, and it will be integrated with
an optical-wireless hybrid data center network. The seamless convergence of
wireless and optical subnets with different physical devices and protocols cannot
be ignored; (2) to mitigate the pressures of data analysis and link capacity
expansion caused by using traditional transparent-bit-rate transmission, the
correlated data transmission should be considered. Some enabling technologies
are proposed by us for solving the challenge issues above, along with simulation
results that will guide the future work.

Keywords: Big data transmission � Virtual network embedding � Node
placement

1 Introduction

The integration of man, machine and material gives rise to the explosive growth of data
scales and high complexity of data patterns. The world has entered the era of networked
big data. According to IDC forecast, the global data size will reach 40 ZB in 2020.
Similar to natural and human resources, big data contains great social, economic and
scientific values. How to effectively analyze enormous data and turn them into
actionable knowledge has drawn great attentions all over the world. In the commercial
field, lots of companies like IBM, Google, Amazon and Facebook are sparing no effort
to develop their own big data processing technology. In academia, top international
journals “Nature” and “Science” published special issues of “Big data” and “Dealing
with big data”, in order to discuss the challenges that big data face in terms of network
economics and environmental science.
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Big data is playing an increasingly important role in daily life and has developed
into a new subject direction, data science. To improve the ability of extracting
knowledge from the vast amounts of data, USA started the project “Big Data Research
and Development Initiative” in 2012, and EU also has research projects of the database
in FP7 Call 8. In China, the topic of big data technology and application has been a
major project for science foundation programs, mainly including data analysis based on
cognitive computing, big-data-oriented grid computing, and the theory of an efficient
transmission for networked big data. Among which, an efficient transmission is a
foundation. This is because even with a high-efficient data analysis, a limited trans-
mission speed still cannot satisfy the requirement of real-time big data.

2 Tendency of Big Data Transmission

2.1 Short-Distance Big Data Transmission

In the aspect of short-distance big data transmission within a data center (DC),
MapReduce is an ideal framework [1–6] where the master node (one server) divides a
raw chunk into data items that will be processed in parallel by the other servers
functioned as mappers, and then these mappers shuffle, sort and merge intermediate
results in the manner of all-to-all communication. With the mature of wireless tech-
nology supporting flexible all-to-all communication and simple deployment, a future
MapReduce should be integrated with a wireless-optical hybrid intra-DC network
where the servers from the same rack achieve all-to-all communication via wireless
links while the communication among inter-rack servers is performed through reserved
optical fiber cables [7]. According to the statistics result of related literature indexed by
IEL and Elsevier databases from 2011 to 2015 in Figs. 1(a, b), the short-distance big
data transmission is an emerging topic despite increasing concern on the future
MapReduce under an optical-wireless hybrid intra-DC network.

2.2 Long-Distance Big Data Transmission

In the aspect of long-distance and inter-DC big data transmission [8], the transition
from “transparent-bit-rate transmission” to “correlated data transmission” would be
occurred so that the inherent advantages of big data analysis could be taken.
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In transparent-bit-rate transmission, the raw chunk generated from a DC is delivered
hop-by-hop to another destination DC without in-path data fusion and simplifying. The
delivery of unnecessary data items puts massive pressure on the expansion of link
capacity and data analysis. In fact, there are different interest semantics, each of which
corresponds to one group of data items within a chunk. Thus for the correlated data
transmission, in-path computing nodes can be responsible for the analysis of data
correlation within one chunk, in order to find a group of data items with the same
interest semantic for each computing node. Only one local group of data items with the
same interest semantic is retained as “info” and shall be switched as a single entity out
from the current computing node until it has arrived at the destination DC. Since the
destination handles small-size info rather than a big raw chunk, the pressures of data
analysis and link capacity expansion are mitigated. According to the statistics result of
related literature indexed by IEL and Elsevier databases from 2011 to 2015 in
Figs. 2(a, b), some works focusing on analyzing data correlation in wireless networks
[9–13] provide references though the research on correlated data transmission remains
untouched in wired networks.

3 Challenge Issues of Big Data Transmission

3.1 Virtual Network Embedding for Short-Distance Big Data
Transmission

In short-distance big data transmission, MapReduce well satisfies the requirement of
big data processing, and it will be integrated with an optical-wireless hybrid intra-DC
network in the future. The seamless convergence of wireless and optical subnets with
different physical devices and protocols cannot be ignored. For tackling above problem,
the network virtualization is a promising approach of decoupling big data processing
services from the substrate network. Two different types (intra-rack and inter-rack) of
big data processing services can be represented as virtual networks that will be
embedded into the same substrate network according to a certain principle. As an
example of the intra-rack virtual network owned by a big data processing service in
Fig. 3(a), the nodes 2, 3, 4 and 5 will be embedded into substrate mappers, i.e.,
low-level servers each only with wireless interfaces, in a specific rack, and meanwhile,
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the node 1 will be embedded into the substrate master node, i.e., a high-level server that
has wireless and wireline interfaces. How to achieve the aforementioned intra-rack
virtual network embedding with the least cost becomes a challenging issue.

3.2 Computing-Node Placement for Long-Distance Big Data
Transmission

To mitigate the pressures of data analysis and link capacity expansion caused by using
traditional transparent-bit-rate transmission, the correlated data transmission should be
considered. The ability to analyze data correlation would be obtained by a reasonable
computing-node placement. The network includes data sources (SNs) storing raw
chunks and destination DCs (DNs) processing final data. The raw chunk initiated by a
SN is transferred along in-path nodes to the specified DN. Due to the difference of
territorial policy and economy, computing nodes (PNs) could obtain different levels of
potential computing resources of analyzing data correlation at various locations. Thus,
the PN placement is concerned with placing the least number of PNs in a subset of
candidate locations with high potential computing resources, which is another chal-
lenging issue.
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4 Possible Research Directions and Critical Technical
Problems

In terms of challenge issues above, some possible research directions are summarized
as follows. An intra-rack virtual network embedding algorithm with the objective of
minimizing the transmission power of servers would be proposed to map the virtual
networks of intra-rack big data processing services into the same substrate network via
cutting the transmission-power-weighted graph. A PN-placement algorithm based on
the weighted hybrid communication graph would be proposed to satisfy the minimum
graph connectivity and guarantee considerable potential computing resources. An
adaptive routing and bandwidth allocation of info and raw chunks are supposed to be
realized using one SDN-based bandwidth customized strategy in a long-distance big
data transmission network.

The corresponding critical technical problems to be solved are in the following. For
the transmission-power-weighted graph cutting, we must consider how to mathemati-
cally represent the virtual networks of big data processing services, create one
transmission-power-weighted graph for each rack, and select the final rack and its
weighted graph as the substrate network to be mapped. PNs could obtain different levels
of potential computing resources at various candidate locations, thus leading to the
generation of diverse feasible solutions, each of which has one weighted hybrid com-
munication graph for PN placement. Thus, it is necessary to determine the final
weighted hybrid communication graph with the optimal feasible solution so that a
considerable quantity of potential computing resources can be obtained.

5 Enabling Technologies

5.1 Intra-rack Virtual Network Embedding Algorithm
for Short-Distance Big Data Transmission

Representation of Virtual Networks: For big data processing services, the corre-
sponding intra-rack virtual network can be denoted as vn(s, ϕ, wb, c), s is the virtual
node to be mapped to the substrate high-level server of a certain rack, ϕ denotes the set
of virtual nodes to be mapped into substrate low-level servers in a specific rack.
Assuming each virtual node has the same requirement of computing resources, i.e., c,
and the virtual link between a pair of virtual nodes consumes the radio bandwidth wb.

Construction of a Transmission-Power-Weighted Graph: Due to the existence of
radio communications in each rack, a transmission power r(u) should be assigned to the
server u. Therefore, we have the following definition of the weighted directed graph Γ
representing the internal structure of a rack. In Γ, the weight c(u, v) of the wireless link
(u, v) is Pu(v) which denotes the transmission power required to directly send data from
server u to server v. The wireless link (u, v) exists if r(u) ≥ Pu(v).

Methodology: To minimize the total power cost Σu 2 Γ r(u) in the weighted undirected
graph Γ of one rack, we delete the vertexes with available computing capacity lower
than c, and delete the wireless links with available radio bandwidth lower than wb.
Thus, the updated graph Γ′ is obtained, as an example in Fig. 3(b). In Γ′, each node
should be able to directly transmit data to the others. We then update the link weight of
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Γ′: c(u, v) → c(u, v) − min{c(u, x), (u, x) 2 Γ′}, here, min{c(u, x), (u, x) 2 Γ′} is the
minimal weight among all outgoing links of the vertex u. As in Fig. 3(b), since the
weights of the outgoing links (b, c) and (b, d) owned by the vertex b are 7 and 4,
respectively, we have min{c(b, x), (b, x) 2 Γ′} = 4. Correspondingly, we update the
weights of (b, c) and (b, d) to 3 and 0, respectively, in Fig. 3(c). After updating all link
weights, we only reserve the wireless links with none weight (such as the red arrows of
Fig. 3(c)), so that the total power cost can be reduced. Because every rack may have a
simplified graph, we utilize the following method to decide which graph is the final
result. For the simplified C

0
i of the i

th rack, the sets of high- and low-level servers will be
M

0
i and P

0
i, respectively. We let Xi

j record the available computing resources of the jth

(j 2 M
0
i) high-level server in C

0
i, and X

i
k records the available computing resources of the

kth (k 2 P
0
i) low-level server in C

0
i. The final graph should have the following properties:

8i : s
. P

j X
i
j þ

P
k X

i
k

� �h i
�!, 8i : jP0

ij � j/j; jM 0
i j � 1, and each node is able to

transmit data to the others with the least amount of relays. Here, ϒ is the maximal delay
of processing big data, and τ (τ > ϒ) is the actual time duration of processing big data
per unit of the computing resource. Next, let N1 record the number of successfully
embedded intra-rack virtual networks, then the residual N2 = (N − N1) virtual networks
will be changed into inter-rack ones that will be embedded into the same substrate
network through reserved optical fiber cables.

Results: The test optical-wireless communication network with 3 racks each owns 3
high-level servers and 6 low-level servers is in Fig. 3(a), where the number beside
every wireless link (u, v) is the pre-determined value of Pu(v). For each intra-rack
virtual network, |ϕ| = 2, c = 1 and wb = 1. The initial capacity of computing resources
owned by each low- and high-level server SCl ¼ 10, SCh ¼ 20. Finally, the wave-
length capacity ba = 6. We compare the total number of unsuccessfully embedded
virtual networks @ between our design framework and benchmark neglecting
virtual-network transformation [8], with the increasing number of intra-rack virtual
networks L in Fig. 3(d). A small @ means a good performance of virtual network
embedding for big data processing. We can see that @ ¼ 0 only when L = 90 for the
benchmark, while for our design framework, @ ¼ 0 when L = {90, 100, 110, 120}
because we can further change unsuccessfully intra-rack virtual networks into
inter-rack ones that would be embedded into substrate high-level servers from different
racks through reserved optical fiber cables. The improvement ratio of decreasing @ is
about 81 % over the benchmark.

5.2 PN Placement, Adaptive Routing and Bandwidth Allocation
for Long-Distance Big Data Transmission

Construction of a Hybrid Communication Graph: We design the following hybrid
communication graph (HCG), in order to ensure the algorithm has wide generality. Let
χ be a set of SNs, B be a set of DNs, and Z be a set of candidate locations where PNs
can be placed. Each node is assigned a weight that is related to its potential computing
resources of analyzing data correlation. Since we are interested in the placement of
PNs, for y 2 χ [ B, the computing capacity ey = 0, and the corresponding weight
Cy = 0. For z 2 Z, ez (0 ≤ ez ≤ emax) is the computing capacity one PN placed at z can
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harvest, where emax is the maximum computing capacity one PN can harvest. Corre-
spondingly, the weight of a candidate location is given by:

CðzÞ ¼ emax � ez
emax

þ 1 ð1Þ

This weight function ensures that the locations with more computing capacity have
lower weights, hence will be favored by our solution for PN placement. Based on the
above conditions, we obtain the edge-weighted HCG(χ [ B [ Z, w, E) which is an
edge-weighted undirected graph with the vertex set V = χ [ B [ Z and the edge set
E. The weight of an edge (u, v) 2 E is given as:

wðu; vÞ ¼ CðuÞþCðvÞ
2

ð2Þ

Figure 4(a) shows an example of HCG with χ = {x1, …, x6}, B = {b1, b2}, and
Z = {z1, …, z25}. The numbers in parentheses are node weights, while the weights
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(normal font numerals) of only the edges that form a part of the complete graph are
listed in Fig. 4(a). The other edge weights are not shown to improve figure clarity.
Figure 4(b) shows the complete graph converted from HCG in Fig. 4(a). This complete
graph denoted by HCG(χ [ B [ Υ, w, E) only includes DNs and SNs, meanwhile,
every node is directly connected with others. The placement solution (a set of PNs
Υ � Z) is said to be feasible if HCG(χ [ B [ Υ, w, E) has a high total computing
capacity

P
y2! ey. Note that, the number of finally deployed PNs is !j j, which is the

size of the graph HCG(χ [ B [ Υ, w, E). As in Fig. 4(b), the edge represents the
determined the path between every pair of SN and DN, but we will have various results
of the path under different feasible placement solutions. Obviously, the final solution
!� of our PN-placement problem is the graph HCGðv [ B [ !�; w; EÞ with a high
total computing capacity

P
y2!� ey and the smallest size j!�j.

Methodology: We first compute K (K > 1) paths between every pair of SN and DN
since the total weight maybe not the optimal even if only the least-weighted path is
determined for each pair of SN and DN. Here, the value of K is equal to the average node
degree of the network. Next, we randomly select one ofK paths as an edge between a pair
of SN and DN, and together with SNs and DNs, these edges form a candidate HCG.
Finally, we find the HCG with the highest total computing capacity and then merge the
edges shared by paths into the final graph such as Fig. 4(c), where the number in
parentheses is the computing capacity of PNs. The adaptive routing of info and raw
chunks is conducted on the final graph. After achieving adaptive routing, we find that the
switching of transmission functions between chunk and info is involved within every PN.
As for a PN, the input is a raw chunkwhile the output is info. Correspondingly, the optical
orthogonal frequency division multiplexing (OFDM) supports the transmission of raw
chunks since a super channel can be established using OFDM; motivated by traffic
grooming, the wavelength division multiplexing (WDM) is utilized to provide a fixed
wavelength channel of aggregating info. We have achieved the function switching
between OFDM and WDM-based on SDN and a virtual programmable architecture-on-
demand (AoD) optical backplane, which can be seen in Fig. 4(d). The main idea of this
approach is the recombination of components for the achievement of the desired trans-
mission function in the manner offlow tables managed by a centralized controller NOX.

Results: The prototype system supporting the aforementioned switching of transmis-
sion functions is shown in Fig. 5, where we make the following expansion of Packet-In
and Flow Mod messages: add a domain “rate” representing the size of info or a raw
chunk into Packet-In message. The value of this domain is a random line rate and if it is
within the scope [1–100], the WDM transmission function will be allocated for info,
while the OFDM is allocated for a raw chunk with the line rate located in the scope [100–
200]; on the other hand, we let the domain “max_len” of action_output denote a specific
transmission function. For example, as shown in Fig. 4(d), the achievement of WDM
transmission function involves components FPGA L2, PLZT, MUX, and EDFA on the
virtual programmable optical backplane, which means max_len = 15, i.e., 0x000f, and
the corresponding Wireshark of Flow Mod message is in Fig. 6; the achievement of
OFDM transmission function involves SSS, FlexGridTx, and FlexGrid Rx on the virtual
programmable optical backplane, which means max_len = 112, i.e., 0x0070.
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Fig. 5. Prototype system

Fig. 6. Wireshark of Flow Mod message when max_len = 15
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6 Conclusion

In this article, we first made an analysis on the tendency of investigating short- and
long-distance big data transmission. Though existing works have their advantages, they
cannot well satisfy the requirement of big data transmission. Thus, we made a blueprint
where some enabling technologies are executed to achieve virtual network embedding
for short-distance big data transmission and node placement for long-distance corre-
lated data transmission. Some simulation and experimental results demonstrated the
effectiveness of our solutions. But in the near future, a series of algorithms and
mechanisms will be investigated by us according to this blueprint.
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Abstract. Membership query of dynamic sets is essential for applications
which generate or process a continuous stream of data items. These applications
often require to cache items dynamically and answer membership queries for
duplicate detection on unbounded data streams. Three key challenges for the
caching mechanism are the limited memory space, high precision requirement
and different priority-levels related with items. In this paper, we propose a
compact in-memory index, Bloom Filter Ring (BFR), which is more suitable for
dynamic caching of items on unbounded data streams. We demonstrate the time
complexity and precision of BFR in finite memory space, and theoretically
prove that BFR has higher expectation of average capacity than Aging Bloom
Filter, the current state of art. Furthermore, we propose Priority-aware BFR
(PBFR) to support membership query scheme which takes into account priority
levels of items. Experimental results show that our algorithms gain better per-
formance in term of cache hit ratio and false negative rate.

Keywords: Membership query � Bloom filter � Priority � Hit ratio

1 Introduction

We are at the beginning of BIG DATA era [1], in which the data needed to be stored,
computed and analyzed are incredibly fast accumulated. Many systems and applica-
tions involve a large volume of continuous data streams [2], which may contain a high
degree of duplicate items. Thus, dynamic caching of items for membership queries of
duplicate detection is particularly important to applications working on unbounded data
streams. For instance, web crawlers which process a stream of web-links, rely on URL
caching to avoid crawling massive duplicate web documents [3]. Cache of edge proxies
in Content Distribution Networks rely on URL caching to locale target proxy of user
request [4]. Obviously, an important factor that determines the efficacy of these
applications, is the effective “Caching Mechanism”.
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Simple Web Crawler. Consider a simplistic web crawler which collects a set of web-
links on web documents and then crawls those links recursively. Since some URLs
may appear on multiple documents, it is important to identify duplicate URLs as
accurately as possible and avoid crawling them multiple times. Thus, the crawler has to
maintain a cache of URLs to record already crawled items previously. Besides, since
there is a huge gap between costs of cache misses for URLs with different metadata
(size, popularity, etc.), a further requirement for the caching mechanism is to maintain
URLs according to its corresponding metadata.

Obviously, the key factor for solving the problem is the “Caching Mechanism”,
which should be memory-efficient and priority-aware. In this paper, we propose a
compact in-memory index, Bloom Filter Ring (BFR), which is more suitable for
dynamic caching of items on unbounded data streams. The proposed scheme, BFR,
utilizes the memory space more efficiently than previous schemes. Furthermore, we
propose an improved scheme for BFR, Priority-aware BFR (PBFR), to support
membership query scheme which takes into account priority levels of data items.

Our contributions can be concluded as follows.

(1) We propose Bloom Filter Ring (BFR), a highly space efficient data structure for
indexing and querying items on an unbounded data stream. Furthermore, we
propose PBFR to support query scheme which takes into account priority levels.

(2) Via theoretical analysis, we prove that BFR have higher expectation of average
capacity than Aging Bloom Filter, the current state of art. Besides, we demon-
strate the time complexity and precision of our algorithms in finite memory.

(3) Our experimental evaluation for synthetic as well as real datasets shows that, our
algorithms gain better performance in term of cache hit ratio and false negative rate.

2 Related Work

The bloom filter [5] is a space-efficient probabilistic data structure that supports set
membership queries. Recently, bloom filters are popularly used in the area of high-
speed network processing [6–8]. It consists of a bit array and a set of hash functions to
index item. When an item is inserted, the corresponding bits are set to one. Meanwhile,
we can probe every bit to give the answer of item existence.

Since standard bloom filter does not support element deletion operation, a bulk of
studies focus on the bloom filter variants on dynamic sets. Decaying-based schemes,
such as Stable Bloom Filter (SBF) [9], block Decaying Bloom Filter (b_DBF) [10],
explicitly or implicitly delete stale data by decreasing the values of counters while item
inserting. However, because of selecting cells randomly, false negative may exist in the
membership query of other items. Besides, the setting of maximum of a cell is also a
problem. There may be memory waste if the value is too large. Extending-based
schemes, which assume the memory size is not restricted, such as Multi Dimension
Dynamic Bloom Filter (MDDBF) [11], Bloom Filter Chain [12], add a new bit or unit
when all the previous units are full. Buffering-based schemes, such as Double Buffering
[13], Aging Bloom Filter [14] cache elements in SRAM and simulate cache replace-
ment algorithms (LRU etc.) to delete stale data. Decaying-based and buffering-based
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schemes assume that the total memory size is already fixed. However, extending-based
schemes may not be suitable for the memory-tight scenario.

Besides, plenty of previous works focus on the area of priority-aware bloom filters.
L-priorities bloom filter (LPBF) [15] explicitly introduces priorities into bloom filters.
LPBF keeps high space efficiency of standard bloom filter at the expense of time and
space complexity. Aging Bloom Filter [14] assumes items in a data stream are time-
sensitive. We do not make such assumption. We believe that the priority, which guides
the insertion and deletion of items, should be assigned by user. Importance-aware
Bloom Filter (IBF) [3] differs from previous works in its consideration of user-defined
importance values. Experiments show that IBF has lower false positives and false
negatives for important data items compared to SBF [9].

In this paper, we assume that the total memory size m and the allowed false positive
rate f are already fixed. We propose an improved buffering scheme for bloom filter. Our
goal of the proposed scheme is to maximize the number of data programmed into the
bloom filter. We will mainly compare with IBF [3], SBF [9] and Aging Bloom Filter
[14] respectively.

3 Algorithm and Analysis

In this section, we first describe design of Bloom Filter Ring (BFR), which is a highly
space efficient data structure for indexing and querying items on an unbounded data
stream. Compared to Aging Bloom Filter [14], BFR uses multiple bloom filter units
organized in ring manner and reinserts duplicate items selectively. Afterwards, we
extend BFR to priority-aware scenario and introduce PBFR algorithm. Then we will
demonstrate the time complexity and precision of both algorithms. The notations used
for our algorithms are listed in the Table 1 for quick reference.

Table 1. Notations

Parameter Comment

m Total available memory size
f Allowed false positive rate
ni Number of individual bloom filter units in BFR
mri Minimum reinsert interval between item and its nearest duplicate in BFR
fsingle Allowed false positive rate of single bloom filter unit
Nsingle Number of distinct data programmed into single bloom filter unit in BFR
Nb Total number of distinct data programmed into BFR
Hb Expected hit ratio of BFR
C Number of priority categories in PBFR
Pi number of items with priority i in single unit in PBFR. 0� i�C � 1
R Initial clearing ratio of the lowest priority in PBFR
AWR The average weighted priority of single unit in PBFR
zsingle The number of bits needed to be cleared in single unit in PBFR
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3.1 Bloom Filter Ring

BFR (Bloom Filter Ring) consists of multiple bloom filter units organized in queue
and a set of hash functions. We denote them by BF½i�ð0� i� ni� 1Þ and H ¼ h1;ð
h2; . . .; hkÞ. Here ni is total number of units in the queue and k is the total number of
hash functions. The bloom filter units in BFR work in round-robin manner that items
are always inserted into the front unit of BFR, BF[0]. If BF[0] is full, then the tail of
BFR, BF[ni − 1] is cleared and added to the front of queue as new BF[0]. We say a
unit is full when the total number of inserted items is larger than its expected capacity.

We introduce an important parameter mri in the algorithm. When an item x is
inserted, the algorithm first locate its nearest duplicate. If the interval is larger than mri,
then item x will be reinserted into the current bloom filter unit of BFR. Otherwise, the
item x will be ignored. The detailed algorithm of BFR is shown in Fig. 1.

Bloom Filter Ring(x) 
1.  result := ffalse
2.  ffor idx 0 to ni-1 
3.    iif x is in the BF[idx] then
4.      result := ttrue
5.      break for 
6.  eend for
7.  iif result is ffalse or INTERVAL is larger than mri
then
8.    iif the BF[0] is full tthen
9.      clean BF[ni-1], add to the front as new BF[0]
10.   insert x into BF[0] 
11. rreturn result

Fig. 1. pseudo-code of Bloom Filter Ring algorithm

The BFR algorithm has some features that make it more suitable for the scenario of
item aging. First, BFR consists of multiple bloom filter units, which makes it more
smooth while item insertion and deletion. Since only one unit may not be filled with
items at any given time, the average capacity is enlarged, resulting in better lower
bound of capacity. Second, because of parameter mri, BFR does not always reinsert
duplicate items, which utilizes the memory space more efficiently.

Theorem 1 (Average Capacity). Given that {f,m} are constants, the average capacity
of BFR is larger than or equal to that of Aging Bloom Filter.

Proof: According to the principle of standard bloom filter, we can derive optimal k an
N with given false positive rate f and memory size m.

ksingle ¼ b log2
1

fsingle
c ð1Þ
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Nsingle ¼ b m � ln 2
ni � ksingle c ð2Þ

After all the parameters are fixed, the average capacity of BFR is shown in formula
(3), which is obviously larger than or equal to that of Aging Bloom Filter.

Nb¼ 1
2
ðni � Nsingle þðni� 1Þ � Nsingle þ 1Þ¼ 1

2
þð1� 1

2 � niÞ � b
m � ln 2
ksingle

c ð3Þ

Furthermore, we assume the probability of duplicates in the latest dynamic sets
with range X is P(X), then the hit ratio can be represented in formula (4). Obviously, we
can calculate the optimal ni when all the running parameters {f,m} are already fixed.
Experimental results also prove the correctness of theoretical analysis.

Hb¼f þð1� f Þ � Pð1
2
þðni� 1

2
Þ � b m � ln 2

ni � b log2 1
1�

ffiffiffiffiffiffi
1�fni

p c cÞ ð4Þ

3.2 Priority-Aware Bloom Filter Ring

PBFR (Priority-aware BFR) maintains the number of elements with different prior-
ities in SRAM, and calculate the average weighted priority of single bloom filter unit
when it is full accordingly. Meanwhile, we set different clearing ratio to different
priority, R for the lowest priority. Afterwards, the number of bits needed to be cleared
in single unit zsingle can be calculated, which is used to clear bits randomly in corre-
sponding unit. Obviously, this is useful for decreasing the false positive rate of items
with higher priority. The structure of PBFR algorithm is shown in Fig. 2.

Theorem 2 (False Positive Rate). False positive rate of PBFR is lower than that of
BFR.

Proof: Our goal is to analyze how the false positive rate behaves when we clear bits in
single bloom filter. At that time, the rate of zero bits in bit array is 1/2. According to the
statistic result of elements with differentiated priorities in single bloom filter unit, the
number of bits needed to be cleared can be represented as follows.

Fig. 2. Structure of PBFR
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zsingle ¼ 1
2
� msingle � AWR ¼ msingle

2Nsingle
�
XC�1

i¼0

Pi � R � ðC � iÞ
C

ð5Þ

Afterwards, we can calculate the new false positive rate of single unit in PBFR. The
value is represented in formula (6), which is obviously lower than that of BFR.

f 0single ¼ fsingle � ð1� 2zsingle
msingle

Þk ð6Þ

3.3 Complexity Analysis

Theorem 3 (Time Complexity). Given that {k,C} are constants, the processing of
each data element in the input stream in BFR and PBFR take constant time, inde-
pendent of the length of the stream.

Proof: The time cost of BFR for handling each element is dominated by k. Within each
iteration, we firstly probe k cells simultaneously to detect duplicates, and then reinsert
the element into the front unit in the worst case. Besides, when current bloom filter unit
is full, we has to clear new unit. Since {k} are all constants, the time complexity is
Oð2kþ k

ln 2Þ, which is also constant.
In addition to clearing new bloom filter unit, PBFR also needs to clear some bits by

average weighted priority for current bloom filter unit, So the time cost of PBFR is a
little bit larger than that of BFR. However, since clearing operation is only done once
when current bloom filter unit is full, the time complexity of PBFR is also constant,
which is independent of the length of the stream.

4 Experimental Evaluation

In this section, we evaluate the proposed schemes. The synthetic dataset is generated
under specific rule, where its duplication probability of items according with normal
distribution. The real dataset is DNS traffic traces captured from the backbone network.
Both of these datasets contain one million data items.

4.1 Cache Hit Ratio in BFR

In this section, We implement four schemes: BFR scheme with mri configured 1/16,
BFR with mri configured 15/16, Aging Bloom Filter [14] and Stable Bloom Filter [9].

(1) Experiment Parameters
Setting f and m. All the schemes are given the same memory size m and allowed
false positive rate f. The default value for m and f are 4 KB and 10−6, respectively.
Setting K and N. Given that {f,m} are constants, we can conclude optimal
number of hash functions K and maximum capacity N.
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(2) Performance Metrics
HR (Hit Ratio). Hit Ratio is an important metric for effectiveness of caching
algorithm, because it can reflect the memory utilization rate more closely.
AHR (Actual Hit Ratio). We remove false positive rate from HR as AHR.
Obviously, AHR can reflects the effectiveness of caching algorithm more
precisely.

(3) Results and Analysis
HR (Hit Ratio). Figure 3(a) shows how the hit ratio varies as f increases. We vary
the false positive rate f from 10−9 to 10−3 and reach four conclusions. First, the hit
ratio of all schemes increases with f since larger f always means larger capacity.
Second, since BFR has larger capacity with given f and m, the cache hit ratio is
comparatively higher than other schemes. Third, as f increases, the hit ratio of
aging bloom filter gradually catch up with that of BFR since the minimum
capacity is already enough to contain the major range of duplicates. Fourth, BFR
has better hit ratio with lower false positive rate f and memory size m. The result
shows that hit ratio of BFR has 19.7 % increment compared to Aging Bloom
Filter while false positive rate f equals 10−9, higher than that of other values.
Figure 3(b) shows that how the hit ratio varies as m increases while f fixed. The hit
ratio of BFR is also higher than that of other schemes.

The result using real dataset shown in Fig. 4 almost conforms with the previous
one. Since the real dataset contains more duplicate items, the hit ratios of all
schemes are all higher than using synthetic dataset. Among all schemes, BFR with
mri configured 15/16 gains best hit ratio. This is mainly because with bigger value
of mri, BFR has more opportunity to ignore duplicate items, resulting in better
memory utilization rate.
AHR (Actual Hit Ratio). Figure 5 shows the actual hit ratio with f varying from
10−9 to 10−3. The default value for m is 4 KB. Since BFR with mri configured
15/16 has larger expectation of capacity and smaller fluctuation in capacity, it
gains the best actual hit ratio. The results indicate the effectiveness of BFR
algorithm heavily.

(a) Correlation with f (m=4KB)         (b) Correlation with m (f=10-6) 

Fig. 3. Average hit ratio using synthetic dataset
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4.2 Optimal NI in BFR

Now we analyze what will happen when the number of bloom filter units (ni) in BFR
grows. We assume the value of total memory size m and false positive rate f is 4 KB
and 10−6, respectively. It is obvious from Fig. 6 that with ni ranging from 1 to 32, the
cache hit ratio reaches the maximum while ni equals 8, which is almost consistent with
our theoretical analysis where the optimal ni is 8.476. However, we need to notice that,
since the optimal value of formula (4) is related with data distribution, the optimal NI
may be not consistent for different dataset. Besides, the parameter mri may also has
some influence on the result.

4.3 Priority-Aware Bloom Filter Ring

In this section, we compare PBFR with BFR and Importance-aware Bloom Filter
(IBF) [3]. Our overall goal is to see how these variants behave when different data
items have different priorities.

(1) Experiment Parameters
Setting K and C. Given fixed memory size m and false positive ratio f, we can
derive optimal number of hash functions K and maximum capacity N. Since IBF
uses multiple bits for a cell to represent the value of priority, we set C to 8 for
simplicity.

Fig. 5. Actual hit ratio of BFR algorithm

(a) Correlation with f (m=4KB)         (b) Correlation with m (f=10-6) 

Fig. 4. Average hit ratio using real dataset

Fig. 6. Hit ratio with respect to ni
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Setting ni and R in PBFR. After previous experiments, we use the optimal ni of
BFR here. We set the value of R in PBFR to 0.5, which means that half of non-
zero bits will be cleared if the unit is filled with elements with the lowest priority.
Setting P in IBF. For fairness consideration, we set P = K*C in IBF-MC, where
P means No. of cells to delete. This is because that we need to balance the number
of bits caused by element insertion and deletion. While element insertion, the
values of bit vector will be increased by K*C/2. Considering that there is only half
probability to choose non-zero cells while random deletion, the value of P will be
set to K*C

(2) Performance Metrics
FP/FN Against Priority. Since FP may be included in HR, the answer to the
existence is not necessarily correct. We give the false positive FP and false
negative ratio FN on every category of priority to refine the impact of this factor.

(3) Results and Analysis
During the experiments, the real datasets are marked priorities ranging from 0 to 7
randomly. Figure 7(a) gives the distribution of items.
HR Against Priority. As shown in Fig. 7(b), IBF has the biggest increment
between priority 0 and 7 among all schemes, which reflects its effectiveness in
retaining items with higher priority. However, hit ratio of items with priority 7 in
IBF is still lower than that of BFR and PBFR, indicating its lower memory
utilization ratio relatively.

(a) Data distribution of real dataset        (b) Hit Ratio against priority 

(c) False Positive against priority          (d) False Negative against priority 

Fig. 7. Priority-aware results of real dataset
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FP/FN Against Priority. Figure 7(c, d) show how FP and FN varies with priority
ranging from 0 to 7. We can reach a series of conclusions from the result. First,
false positive rate of PBFR is slightly lower than that of BFR, which is consistent
with our theoretical analysis. Second, while the false positive of PBFR and IBF
are almost the same, false negative rate of PBFR is almost 2 times lower than that
of IBF. This is because IBF clears more bits than PBFR, causing more negative
answers for elements in the cache. Third, elements with higher priority (priority 7)
in PBFR gains less false positive rate and false negative rate than that with lower
priority (priority 0).

5 Conclusion

Dynamic caching of items for membership query is of great importance for applications
working on unbounded data streams, such as web crawlers [3], proxy caches [4]. The
key challenge is the “Caching Mechanism”, which should be able to maintain data
items dynamically and efficiently. In this paper, we propose two aging schemes for
bloom filter, BFR and its Priority-aware variant, which are more suitable for dynamic
caching of items on unbounded streams. Experimental results show that our algorithms
gain better performance in term of hit ratio and false negative rate.

In the practical aspect, how to design a flexible adjustment algorithm that can
change the running parameters of BFR and PBFR, is a significant work in future.
Besides, the average weighted priority may not be a best choice to distinguish differ-
entiated priorities clearly in PBFR. The strategy of clearing non-zero bits may be
further improved, which is another important work for us in future.

References

1. Lynch, C.: Big data: how do your data grow? Nature 455, 28–29 (2008)
2. Asadi, N., Lin, J.: Fast candidate generation for real-time tweet search with bloom filter

chains. ACM Trans. Inf. Syst. (TOIS) 31, 13 (2013). ACM
3. Bhoraskar, R., Gabale, V., Kulkarni, P., et al.: Importance-aware bloom filter for managing

set membership queries on streaming data. In: 5th International Conference on
Communication Systems and Networks (COMSNETS), pp. 1–10. IEEE (2013)

4. Fan, L., Cao, P., Almeida, J., et al.: A scalable wide-area web cache sharing protocol.
ACM SIGCOMM Comput. Commun. Rev. 28(4), 254–265 (1998)

5. Bloom, B.H.: Space/time trade-offs in hash coding with allowable errors. Commun. ACM
13(7), 422–426 (1970)

6. Jin, J., Ahn, S., Oh, H.: A multipath routing protocol based on bloom filter for multi-hop
wireless networks. Mob. Inf. Syst. 2016, 1–10 (2016)

7. Yang, T., Liu, A.X., Shahzad, M., et al.: A shifting bloom filter framework for set queries.
Proc. VLDB Endow. 9(5), 408–419 (2015)

8. Liu, W., Qu, W., Gong, J., et al.: Detection of superpoints using a vector bloom filter. IEEE
Trans. Inf. Forensics Secur. 11(3), 514–527 (2016)

A Compact In-memory Index for Managing Set Membership Queries 97



9. Deng, F., Rafiei, D.: Approximately detecting duplicates for streaming data using stable
bloom filters. In: Proceedings of the 2006 ACM SIGMOD International Conference on
Management of Data, pp. 25–36. ACM (2006)

10. Shen, H., Zhang, Y.: Improved approximate detection of duplicates for data streams over
sliding windows. J. Comput. Sci. Technol. 23(6), 973–987 (2008)

11. Guo, D., Wu, J., Chen, H., et al.: Theory and network applications of dynamic bloom filters.
In: INFOCOM, pp. 1–12. IEEE (2006)

12. Asadi, N., Lin, J.: Fast candidate generation for real-time tweet search with bloom filter
chains. ACM Trans. Inf. Syst. (TOIS) 31(3), 13 (2013)

13. Feng, W., Shin, K.G., Kandlur, D.D., et al.: The BLUE active queue management
algorithms. IEEE/ACM Trans. Netw. (ToN) 10(4), 513–528 (2002)

14. Yoon, M.K.: Aging bloom filter with two active buffers for dynamic sets. IEEE Trans.
Knowl. Data Eng. 22(1), 134–138 (2010). IEEE

15. Hu, H.S., Zhao, H.W., Mi, F.: L-priorities bloom filter: a new member of the bloom filter
family. Int. J. Autom. Comput. 9(2), 171–176 (2012)

98 Y. Wang et al.



Smart Phone and Sensing Application



Accurate Identification of Low-Level Radiation
Sources with Crowd-Sensing Networks

Chaocan Xiang1, Panlong Yang2(B), Wanru Xu3, Zhendong Yang1,
and Xin Shen1

1 Logistic Engineering University, Chongqing, China
xiang.chaocan@gmail.com, {xcc123dbs,sxfrank0216}@163.com
2 University of Science and Technology of China, Hefei, China

panlongyang@gmail.com
3 PLA University of Science and Technology, Nanjing, China

xwr88023@gmail.com

Abstract. The use of crowd-sensing networks is a promising and low-
cost way for identifying low-level radiation sources, which is greatly
important for the security protection of modern cities. However, it is
challenging to identify radiation sources based on the inaccurate crowd-
sensing measurements with unknown sensor efficiency, due to uncontrol-
lable nature of users. Existing methods mainly concentrate on wireless
sensor network, where the sensor efficiency is available. To address this
problem, inspired by EM (Expectation Maximization) method, we pro-
pose an iterative truthful-source identification algorithm. It alternately
iterates between sensor efficiency estimation and truthful-source identi-
fication, gradually improving the identification accuracy. The extensive
simulations and theoretical analysis show that, our method can con-
verge into the maximum likelihood of crowd-sensing measurements, and
achieve much higher identification accuracy than the existing methods.

Keywords: Crowd-sensing networks · EM (Expectation Maximization)
method · Low-level radiation source

1 Introduction

With the rapid development of urbanization and increasing population, more
and more attentions are paid to the identification of low-level radiation sources
[2]. For example, RFTrax RAD-CZT sensors are used to detect the gamma radia-
tion from the sources of dirty bombs and controlled aerosol injections etc. [4,13].
Although wireless sensor networks are proposed to identify the low-level radia-
tion sources [2,13], its deployment and maintenance consume large quantities of
money in a large-scale city [10]. As sensor technologies mature and drive down
costs, the smartphones are equipped with rich set of sensors, such as accelera-
tor, GPS and microphone [9]. We believe that the sensors of detecting radiation
sources will also be embed in the future [7,9]. With the wide usages of smart-
phones, the smartphone users unintentionally form a dense, large-scale sensor
c© Springer International Publishing Switzerland 2016
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network, called crowd-sensing networks [6,10]. It is low-cost and promising to
identify low-level radiation sources based on crowd-sensing networks. However,
it is non-trivial to build such systems with two main challenges as follows.

– First, the radiation measurements are random variables, following Poisson
distribution [4]. Also, the intensity of the low-level radiation sources could be
low enough to be appeared as “normal” background radiation.

– Even worse, the low-cost sensors of users have measurement errors, character-
ized by the sensor efficiency [3]. The sensor efficiencies of users are unknown
previously due to the uncontrollable nature of users.

The existing methods [2,4] are based on a ratio of the measurement likelihood
under the assumption the source is truthful and that it is false. As these meth-
ods focus on wireless sensor networks, they need to know the sensor efficiency
previously. Moreover, their identification accuracy is greatly dependent on the
identification threshold, which is extremely hard to be determined [11,17].

To address the drawbacks of status quo methods, we study how to identify
the low-level radiation sources based on crowd-sensing networks. Inspired by
EM (Expectation Maximization) method [5], we propose an iterative truthful-
source identification algorithm, which alternately iterates between the sensor
efficiency estimation of users and the truthful probability estimation of sources.
This algorithm leverages the intermediate estimation results as feedbacks for the
new estimations of the next iteration, gradually improving the estimation accu-
racy of both the sensor efficiency and the truthful probability. Finally, we make
extensive simulations to evaluate the identification performance of our method.

The major contribution of this paper is three-folds:

1. To the best of knowledge, we are the first work for identifying truthful low-
level radiation sources based on crowd-sensing networks, where the sensor
efficiency of users are unknown previously.

2. Inspired by EM method, we propose an iterative truthful-source identification
algorithm. The sensor efficiency of users is estimated based on the estimations
for the truthful probability of radiation sources. These estimation results are
feeding back to re-estimate the truthful probability.

3. Theoretical analysis and simulation results show that, our method can con-
verge into the optimal estimations of both the sensor efficiency and the
truthful probability through limited iterations, where the likelihood of crowd-
sensing measurements is maximized.

2 Related Work

With the development of the cities, it is greatly important to detect the low-level
radiation sources, such as the defense strategy against dirty bomb [2,3]. As a
simple way of identifying the radiation sources, Mean Detector is presented in
[8], which exploits the mean of the measurements as the detector. If the detector
is above the threshold, the assumption H1 (i.e. the radiation source is truthful)
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is decided; otherwise, the assumption H0 (i.e. it is false) is decided. Although
this method is easy to use in practice, the identification accuracy is poor since
the intensity of low-level radiation sources is too low to distinguish them from
the background radiation.

To address the drawback of Mean Detector, the likelihood ratio is employed
for identification. For example, Sundaresan et al. [14] use the Likelihood Ratio
Test to identify the truthful radiation sources. Specifically, the ratio of the max-
imum likelihood under the assumption H1 to that under the assumption H0
is considered as the detector. If the likelihood ratio is above the identification
threshold, the radiation source is considered as the truthful one, and vice versa.
Moreover, they propose a distributed identification method, considering the lim-
ited bandwidth of wireless sensor network. Specifically, each sensor uses Like-
lihood Ratio Test for truthful identification based on the local measurements.
And then, the local results of identification for each user are fused in the center,
greatly decreasing the communication bandwidth. Similar to Sundaresan et al.
[14], Chin [2,12] propose Sequential Probability Ratio Test (SPRT) method to
identify the low-level radiation sources. They sequentially use multiple times of
likelihood ratio test to identify the truthful sources, increasing the identification
accuracy. Despite their high identification accuracy, the performance of these
likelihood ratio test methods is tightly coupled with the identification thresh-
old, however, which is extremely difficult to be determined [11]. Thus, these
methods are difficult to be applied in practice. Further, these methods mainly
consider wireless sensor networks, where the sensors can be calibrated. Never-
theless, this paper focuses on crowd-sensing networks, where the sensors of users
can not be calibrated and the sensor efficiency are unknown due to the uncon-
trollable nature of users [9,16]. Thus, these methods cannot solve the problem of
truthful radiation sources in crowd-sensing networks. In contrast, we propose an
iterative truthful-source identification algorithm to alternately estimate between
the truthful provability of sources and the sensor efficiency of users, increasing
the likelihood of measurements to the maximum. Moreover, our identification
threshold is determined easily, as its change makes a slight influence on the
identification accuracy.

3 System Model and Problem Description

3.1 System Model

In this system model, we consider that, N users join in the crowd-sensing net-
works and measure the radiation counts about M candidates of low-level radi-
ation sources. Let Aj and Xj denote the intensity and the location of the j-th
source, respectively, j = 1, 2 . . . M . According to the radiation intensity decay
model [2,4], the radiation intensity of the j-th radiation source at the loca-
tion Xij is:

Iij = Aj

||Xj−Xij ||2 (1)

where ‖ • ‖ represents the Euclidean distance between the two locations.
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Ideally, the radiation counts per unit time measured at the location Xij follow
a Poisson distribution with the parameter Iij [14]. In addition, the background
radiation is universal, which is characterized by a Poisson distribution with the
parameter Bj . Also, the low-cost sensor of each user has measurement errors,
characterized by the sensor efficiency ei [3]. Let cij denote the radiation counts
measured by the i-th user at the location Xij for the j-th source. Note that,
the radiation counts indicate the radiation counts per unit time unless otherwise
specified. As a result, the measurement model is given by:

{
H0 : cij � π

(
ei · Bj

)

H1 : cij � π
(
ei · (Iij + Bj)

) (2)

where H1 and H0 denote the assumption the source is truthful and that it is
false, respectively. π(•) denotes the Poisson distribution. It is worth noting that,
the above measurement model is widely used and validated in [2,4].

According to Eq. 2, the conditional probability of the radiation counts cij

measrued by the i-th user about the j-th radiation source is given by:

p(cij |Sf
j
) = φ

(
ei · Bj

)
(3)

p(cij |St
j
) = φ

(
ei · (Iij + Bj)

)
(4)

where St
j

and Sf
j

denote the j-th radiation source is truthful and false, respec-
tively. φ(•) is the probability function for the Poisson distribution, i.e. φ(λ) =
λcij

cij !
exp (−λ) [1].

3.2 Problem Description

In the crowd-sensing networks, each user uses the available devices (such as
smartphone) to make measurements about the radiation source, including the
radiation counts (i.e. cij) and the measured location (i.e. Xij). Simultaneously,
large amounts of crowd-sensing measurements are send to the central server by
the available communication network, such as WiFi and cellular network [10].
As a result, the server acquires the measurement set of crowd-sensing users as:

Z = {zij |zij = (cij ,Xij), j = 1, 2 · · · M, i ∈ Uj} (5)

where Uj is the subset of the users, measuring the j-th radiation source. Note
that, each radiation source is only sensed by parts of users, due to the roaming
behavior of the crowd-sensing users. Thus, we can get 0 ≤‖ Uj ‖≤ N .

The crowd-sensing measurements of the users are susceptible to unknown
measurement errors with unknown sensor efficiency. Further, these errors is
extremely difficult to be calibrated by the users, due to the uncontrollable nature
of users in crowd-sensing networks [9,16]. As a result, it is vitally important to
identify the truthful radiation sources based on these inaccurate crowd-sensing
measurements. In this paper, we study how to solve this problem, which is
described as: there are M candidates of low-level radiation sources with the
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known intensity at known locations, how to identify the truthful sources based
on the measurement set Z of crowd-sensing users, whose sensor efficiency is
unknown in prior.

4 Iterative Truthful Source Identification Algorithm

4.1 Algorithm Design

We first formulate the truthful-source identification problem as a Maximum
Likelihood Estimation problem, where the likelihood function is given by:

L(Z) =
M∏

j=1

∏

i∈Uj

log
{
p(cij |St

j)p(St
j) + p(cij |Sf

j )p(Sf
j )

}
(6)

According to Eq. 6, this Maximum Likelihood Estimation problem has incom-
plete data, i.e. the truthfulness status of the radiation sources, e.g. whether
the source is truthful. In this paper, we leverage the EM method to solve
this problem. Specifically, let V denote the truthfulness of the sources, i.e.
V = {vj , 1, 2 · · · M}, where vj = 1(0) denotes the j-th source is truthful (or false).
We choose V as the latent variables. Then, the likelihood function is given by:

L(Z|V ) =
M∏

j=1

∏

i∈Uj

{

vj · log
[
p(cij |St

j)
]
+ (1 − vj) · log

[
p(cij |Sf

j )
]
}

(7)

EM method is a classic estimation method in Mathematics Statistics [5].
It iterates between E-step and M-step until convergence, increasing the likeli-
hood value of measurements incrementally into the maximum. Inspired by EM
method, we propose an iterative truthful-source identification algorithm, which
iterates between the truthful probability estimation and sensor efficiency esti-
mation, as shown in Fig. 1. Through iterations, the estimation accuracy of both
the truthful probability and the sensor efficiency increases step by step until
the likelihood of measurements converges. Finally, the truthful probability esti-
mations of sources are used for truthful source identification according to the
identification threshold.

In the following, we take the (k + 1)-th iteration as an example, and specify
the truthful probability estimation and the sensor efficiency estimation.

Truthful Probability Estimation: We use the posterior probability of truth-
ful probability based on the new estimations of sensor efficiency as the estima-
tions of truthful probability. More specifically, let E(k) denote the estimations
of sensor efficiency in the k-th iteration, i.e. E(k) = {e

(k)
i , i = 1, · · · N}, where

e
(k)
i denotes the estimation of ei in the k-th iteration. Let V (j, k + 1) denote

the truthful probability estimation of the j-th source in the (k + 1)-th itera-
tion. Then, deriving from Eqs. 1, 3, and 4, the truthful probability estimation
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Inaccurate
sensing data

Truthful
sources

Truthful Probability

Estimation

Sensor Efficiency

Estimation

( , 1)V j k

( 1)k
ie

Fig. 1. Framework of iterative truthful-source identification algorithm. V (j, k +1) and

e
(k+1)
i denote the estimations of truthful probability and sensor efficiency in the (k+1)-

th iteration, respectively.

V (j, k + 1) is given by:

V (j, k + 1) = p(vj = 1|Z, E(k))

=
p(Z, E(k)|vj = 1)p(vj = 1)

τ=1∑

τ=0
p(Z, E(k)|vj = τ)p(vj = τ)

=
{

1 + F (j, k)
( 1

V (j, k)
− 1

)}−1

(8)

where F (j, k) =
∏

i∈Uj

{
[ Bj

Iij+Bj

]cij · exp(e(k)i · Iij)
}

.

Sensor Efficiency Estimation: Firstly, according to Eqs. 7 and 8, based on
the new estimations of truthful probability, we get the expected likelihood func-
tion as:

Q(Z|V ) = EV |Z,E(k)

[
L(Z|V )

]

=
M∏

j=1

∏

i∈Uj

{

V (j, k + 1) · log
[
p(cij |St

j)
]

+
(
1 − V (j, k + 1)

) · log
[
p(cij |Sf

j )
]
}

(9)

And then, we compute the new estimations of sensor efficiency (i.e. e
(k+1)
i ),

so as to maximize the expected likelihood function in Eq. 9. Thus, we have

∂Q(Z|V )
∂ei

= 0, i = 1, . . . N (10)

At last, according to Eqs. 9 and 10, we can derive the sensor efficiency esti-
mations e

(k+1)
i as: (i = 1, · · · N)

e
(k+1)
i =

∑
j∈Si

cij
∑

j∈Si

[
Bj + Iij · V (j, k + 1)

] (11)

where Si denotes the set of sources measured by the i-th user.
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4.2 Algorithm Description and Analysis

Based on the algorithm design of previous section, we describe the iterative
truthful-source identification algorithm as Algorithm 1. Our algorithm is very
simple, and the time complexity is extremely low. The time complexity is O(N ·
M ·K), where N,M and K denote the number of the users, the radiation sources
and the iterations, respectively. As a result, our algorithm has a polynomial time
complexity.

According to the convergence property [15] of EM method, our algorithm
can converge into the maximum likelihood of crowd-sensing measurements with
limited iterations, achieving the optimal estimation of the truthful probability.
The proofs of the convergence are presented in the literature [15], and we specify
them no more.

Algorithm 1. Iterative Truthful-source Identification Algorithm

1: Initialize e
(0)
i and V (j, 0), i = 1, 2..N, j = 1, 2..M ;

2: k = 0;
3: while Q(Z|V ) does not converge do
4: for (j = 1;j ≤ M ;j + +) do

5: Compute V (j, k + 1) based on V (j, k) and e
(k)
i , i = 1, 2 . . . , N , according to

Eq. 8.
6: end for
7: for (i = 1;i ≤ N ;i + +) do

8: Compute e
(k+1)
i based on V (j, k + 1), j = 1, 2 . . . , M , according to Eq. 11.

9: end for
10: k = k + 1;
11: end while
12: Let eci = the converged value of e

(k)
i , i = 1, 2 . . . , N ;

13: êi = eci , i = 1, 2 . . . , N ;
14: Let tcj = the converged value of V (j, k), j = 1, 2 . . . , M ;
15: for (j = 1;j ≤ M ;j + +) do
16: if tcj ≥ τ then
17: t̂j = 1;
18: else
19: t̂j = 0;
20: end if
21: end for
22: return êi and t̂j , i = 1, 2 . . . , N, j = 1, 2 . . . , M ;

5 Experimental Evaluations

We conduct extensive simulations to evaluate our method in this section. First,
we introduce the methodology and settings of these simulations. And then, we
evaluate the identification performance of our method, i.e. the convergence of
our algorithm.
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5.1 Simulation Methodology and Settings

We simulate a medium-scale crowd-sensing networks to identify the low-level
radiation sources. Specifically, 100 low-level radiation sources are randomly dis-
tributed in the square region of 2000m× 2000m. Each radiation source is present
with the probability 0.4. The intensity of these sources changes randomly from
2 × 105 to 6 × 105 CPM (Counts-Per-Minute). The background radiation and
the sensor efficiency randomly vary from 10 to 100 CPM and from 0.3 to 0.9,
respectively. This settings is consistent with the real experiments [2,4]. N users
participate this crowd-sensing networks. Each user makes measurements for a
source with the probability 0.3. The identification threshold is set to 0.5 for our
method unless otherwise specified. The simulation programs are written in Mat-
lab, and run in a personal computer with Win7 Intel Core i5 processor and 4
GB RAM. All the simulations are executed for 100 times and we get the average
values.

In addition, we compare our method with existing approaches based on the
following two metrics:

– False positive rate: it denotes the ratio of the actually false sources in all the
identified truthful sources, called as false positiveconcisely.

– False negative rate: it denotes the ratio of the actually truthful sources in all
the identified false sources, called as false negative precisely.

5.2 Performance Evaluations

In this section, we evaluate the convergence of our algorithm. The number of
users N is set to 100. We analyze the performance of our method in differ-
ent iterations, in terms of the likelihood values and the identification accuracy,
which includes the false positive rate and the false negative rate. Note that, the
likelihood values denote the values of the expected likelihood function in Eq. 9.

Fig. 2. Likelihood values versus the number of iterations. Our method converges only
after 10 times of iterations.



Accurate Identification of Low-Level Radiation Sources 109

Fig. 3. The identification accuracy versus the number of iterations, including the false
positive and false negative.

As shown in Fig. 2, the likelihood values increase with the number of iter-
ations rapidly until convergence. Our method converges only after 10 times of
iterations. Furthermore, as illustrated in Fig. 3, the identification errors decrease
with the number of iterations until convergence, in terms of both the false pos-
itive rate and false negative rate. In addition, the false positive rate increases
singularly in the first two times of iterations, as shown in Fig. 3. The reasons
are as follows. The false negative rate decreases rapidly in these two iterations,
leading to the increasing number of the identified truthful sources which are yet
false. Thus, the false positive rate increases rapidly at the beginning.

In conclusion, the above experimental results indicate that, our method can
achieve the maximum likelihood of measurements after limited iterations. These
results are consistent with the theoretical analysis in Sect. 4.2.

6 Conclusion

In this paper, we propose an EM-based iterative truthful-source identification
method, accurately identifying the low-level radiation sources based on inaccu-
rate crowd-sensing measurements with unknown sensor efficiency. The sensor
efficiency of users and the truthful probability of sources are iterated to be esti-
mated alternatively, gradually increasing the likelihood values of crowd-sensing
measurements.
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Young Scholar Awards, NSF China under Grants No. 61502520, 61272487, 61232018,
and BK20150030.
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Abstract. Today’s localization technologies are multitudinous. Resear
chers solve the indoor localization problems using diverse methods and
equipments. Nowadays, we are still seeking the solutions to the indoor
localization problems which have to be precise, efficient and lightweight.
Unlike most localization techniques that require either specialized devices
or extensive preparations, we propose a novel scheme to find the direction
of target anchor points using common smartphones. Our method is derived
from a key insight: by moving a smartphone in regular patterns, we can
effectively emulate the sensitivity and functionality of an Uniform Circu-
lar Array to estimate angle of arrival of target signal. In other words, a user
only needs to hold his/her smartphone still in front of him/her, and rotate
his/her body around 360◦ duration with the smartphone. Then our system
will provide accurate directional guidance and leads the user to their desti-
nations (normal loudspeakers we preset in the indoor environment trans-
mitting the high frequency acoustic signals) after a few measurements.
Major challenges in implementing our system are not only imitating a vir-
tual antenna array by ordinary smartphone but also overcoming the com-
plex indoor environment. We propose rigorous algorithms to address these
challenges, and then design and deploy our system in an undergroundpark-
ing lot and a shopping mall. Extensive comparative experiments show that
our system is efficient and accurate under various circumstances.

Keywords: Indoor direction finding · Antenna array simulation · Mul-
tiple signal classification

1 Introduction

Localization technology is attractive in mobile social networks today for friend-
ing and sharing such as Weixin’s Friendshake and Weibo’s neighborhood micro-
blog. However, most of these functions are based on the Global Positioning System
(GPS) and cannot apply to the complex indoor environment. Many prior indoor
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direction finding systems measure the direction of signal source using antenna
array. They steer the arrays beam to determine the direction of maximum energy
using multiple signal classification. This direction corresponds to the signals spa-
tial angle of arrival. And these solutions are accurate and efficient. In order to gain
the narrow beam and hence achieve a good resolution, one needs a large antenna
array with a number of antenna elements. And this would result in a cumbersome
and expensive device and impose restrictions on regular users in daily life.

To capture the benefits of an antenna array while avoiding its disadvantages,
we simply utilize the movement of our smartphone to emulate an antenna array
instead. Simply put, as the smartphone moves, it samples the received signal
at successive locations in space, as if we had a receive antenna at each of these
points. By treating consecutive time samples as spatial samples, we can imitate
an antenna array and leverage it to determine signal’s spatial angle of arrival. We
propose an accurate and lightweight indoor direction finding scheme by treat-
ing high-frequency narrow-band acoustic signals as research subjects. Assume
there is a loudspeaker emitting acoustic signals in indoor environment and the
user moves the smartphone horizontally and steady in some regular patterns
for a period of time with a approximate constant velocity. During this sampling
period, we gather acoustic samples from the microphone of the smartphone.
Then, after we applied the noise reduction (BPF) and signal optimizing (AGC),
we imitate a virtual antenna array to process the received signals. Eventually,
we leverage multiple signal classification (MUSIC) algorithm to estimate the
direction of arrival of the target signals.

Speaking of antenna arrays, the Uniform Linear Arrays (ULA) are widely
studied. We already did a lot of pre-studies about imitating a Virtual Uniform
Linear Array (VULA) by moving the smartphone in front of the user’s body hor-
izontally and steady to determine the direction of received signals [11]. However,
through abundant experiments, we discover that the accuracy of the VULA sys-
tem is not only limited by the azimuth angle of the target signal but also affected
by the elevation angle between the user and acoustic source. In practice, the
smartphone and the signal source are not always at the same height. And dur-
ing direction finding, when the user turn his/her back on the signal source will
cause massive errors on the experiment results. In a word, the system based on
the VULA is invalid under several circumstances.

To the best of our knowledge, the following properties of Uniform Circu-
lar Arrays (UCA) make them attractive to our case. The UCA provides 360◦

azimuthal coverage and also provide the information on source elevation angles.
ULA, in contrast, provide only 180◦ azimuthal coverage, and no results of the
elevation angles. Moreover, the signal resolution processing by ULA is high at
some particular arrival angles but low at others. But the UCA has the same high
signal resolution around 360◦ azimuth. And these advantages of UCA can solve
the above problems perfectly. In Fig. 1, we hold the smartphone still and rotate
our body around for 360◦ during sampling to imitate a Virtual Uniform Circular
Array (VUCA). And we implement the UCA-RB-MUSIC algorithm to calculate
the direction of the target signals and solve the multipath effect problem as well.
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We designed, deployed, and evaluated our scheme of direction finding under
diverse circumstances. Our extensive experiment results show that our theory
supports high accuracy of direction finding. The flowchart of our systems are
shown in Fig. 2. For phone to speaker direction finding, the mean error and the
standard deviation of the measured angle is 3.4◦ and 3.9◦ respectively within
the range of 20 m.

Fig. 1. VUCA direction finding Fig. 2. Systems flowchart

2 Direction Finding Using VUCA System

2.1 Uniform Circular Array Simulation

We assume the user holds his/her smartphone still and rotates around his/her
body for 360◦. During the sampling period, we captures a single measurement
in a particular sampling interval T as if we had a receive antenna array at each
of these sampling points. These points are uniformly distributed on the moving
circular trajectory.

According the VUCA geometry in Fig. 3 we regard the first sample point
during rotating as antenna element 0. Assume the user rotates in constant angu-
lar velocity ω, the antenna elements are uniformly distributed over the circum-
ference of a circle of radius r. In our case, the radius stands for the distance
between users’ hand and body (our default is r= 0.3 m for humanbeings in aver-
age height). And the x axis lies on the line which connect the antenna element
0 with the circle center O. θ ∈ [0, π

2 ] is the source elevation angle which is mea-
sured down from the z axis. And the azimuth angle φ ∈ [0, 2π] is measured from
the x axis. Since we choose the first sample point as the element 0, the ground
truth of our system is easy to detect. Because the user start rotating right in
front of his/her body in most cases. We treat a single measurement we capture
as antenna element n and there are N elements in total during sampling. We
believe if the N is large enough, we can assume the trajectory of the smartphone
during the whole sampling period is a closed circle. Hence, the array element can
be displaced by angle γn from the x axis:
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Fig. 3. VUCA geometry analysis Fig. 4. An example of direction finding
using VUCA in ideal environment

γn = nωT ≈ 2πn

N
; n = 0, 1, · · · , (N − 1) (1)

However, assume the user rotates 360◦ in constant angular velocity ω, we can
represent γn using only N and n approximatively and refrain from the fact that
we do not know the exact velocity of the smartphone. Then the position vector
of element n is:

�pn = (r cos γn, r sin γn, 0) (2)

And the unit vector of the incoming acoustic signal which is defined by
elevation angle θ and azimuth angle φ has this form:

γ̂ = (sin θ cos φ, sin θ sin φ, cos θ) (3)

For the purpose of calculating the phase difference between the signals
received at the origin and at element n, we need to represent the time required
for the signals to travel from these two points τn.

τn =
γ̂ �pn

c
=

r

c
sin θ cos(φ − γ) (4)

The calculation of direction vector is similarly with the Uniform Linear
Arrays processing above. Let vector �θ = (β, φ) represent signal arrival direc-
tion. It can be expressed in the following equation:

A(�θ) =

⎡

⎢
⎢
⎣

ejβ cos(φ−γ0)

ejβ cos(φ−γ1)

· · ·
ejβ cos(φ−γN−1)

⎤

⎥
⎥
⎦ (5)

β is a parameter we introduce to define the value of elevation angle θ and c is
the velocity of acoustic signals:

β =
2πfa

c
r sin θ (6)

where fa is the center frequency of the target acoustic signal.
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2.2 Phase Mode Excitation of Continuous Circular Aperture

Unfortunately, the calculated direction vector is not a Vandermonde matrix.
In order to leverage MUSIC algorithm to determine the direction of acoustic
source, we need to construct a preprocessing matrix for A(�θ) via the phase
mode excitation technique.

First we can consider the case of a continuous circular aperture. The excitation
functions are periodic with period 2π and can be represented in terms of a Fourier
series. To a arbitrary excitation function w(γ) is determined by following formula:

w(γ) =
+∞∑

m=−∞
cmejmγ (7)

where the mth phase mode wm(γ) = ejmγ is a spatial harmonic of the array
excitation and cm is the corresponding Fourier series coefficient. As the result of
aperture exciting with the mth phase mode, the normalized far field pattern is:

fc
m(�θ) =

1
2π

∫ 2π

0

wm(γ)ejβ cos(φ−γ) dγ (8)

where the superscript c represents the continuous aperture. According to wm(γ),
the far field pattern can be express as:

fc
m(�θ) = jmJm(β)ejmφ (9)

where Jm(β) is the Bessel function of the first kind of order m. It contains
the information of the elevation angle and the amplitude. And thanks to the
Automatic Gain Control (AGC) we utilize, the amplitude of the acoustic signal
is replaced by another one that is close to constant. And also we can easily
detect that the far field signal pattern and the excitation function share the
same azimuthal angle change ejmφ.

But the number of modes can be excited is limited. Now we let M denote the
highest order mode that can be excited by the aperture at a reasonable strength
(m < M). We can say that visible region θ ∈ [π

2 ] translates into β = 2πfa

c r sin θ ∈
[0, 2πfar

c ]. The mode amplitude Jm(β) is small when the Bessel function order
m exceeds its argument β. If m ≥ M , fc

m(�θ) will be small over the entire visible
region. So

M ≈
⌊

2πfa

c
r

⌋

(10)

2.3 Phase Mode Excitation of Uniform Circular Array

Now we consider phase mode excitation of an N elements virtual uniform circular
array (VUCA) in our case. The normalized beamforming weight vector that
excites the array can be express as:

wH
m =

1
N

[
ejmγ0 , · · · , ejmγN−1

]
(11)
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Then we can get the resulting array pattern fs
m(θ):

fs
m(�θ) = wH

mA(�θ) =
1
N

N−1∑

n=0

ejmγnejβ cos(φ−γn) (12)

where the superscript s denotes the sampled aperture which is discrete. As a
result of |m| < N ,

fs
m(�θ) = jmJm(β)ejmφ +

+∞∑

q=1

[(j)gJg(β)eigφ + (j)hJh(β)ejhφ] (13)

In above equation, g = Nq − m and h = Nq + m. The first term in this
equation, the principal term, is the same with the far-field pattern of Eq. 9 cor-
responding to the continuous aperture case. The remaining terms are caused by
the sampling of the continuous aperture. And they are the residual terms to
our case. After setting the perspective from Eq. 13, we come to the conclusion
that the residual terms can be ignored if N > 2M . Due to the attribute of
J−m(β) = (−1)mJm(β), the UCA array pattern for mode m is:

fs
m(�θ) ≈ (j)|m|J|m|(β)ejmφ (14)

2.4 Beamforming Matrix and Direction Vector Construction

With this background on phase mode excitation of circular arrays, we can intro-
duce UCA-RB-MUSIC algorithm to solve the direction finding problem. For the
purpose of making the transformation of direction vector A(�θ) from element
space to beamspace, we need to introduce the beamformer FH

r :

B(�θ) = FH
r · A(�θ) (15)

For clarity of calculation we also present FH
e which is a intermediate quantity.

FH
e = CvV H (16)

where
Cv = diag{j−M , · · · , j−1, j0, j−1, · · · , j−M} (17)

and
V =

√
N [w−M , · · · , wM ] (18)

Equation 17 helps to eliminate the term (j)|m| in Eq. 14. In Eq. 11, the column
vector wH

m is already defined. According to the above discussion, we can get:

FH
e A(�θ) = CvV HA(�θ) =

√
NJ(β)v(φ) (19)

The information of the azimuthal angle φ is only in the vector v(φ).

v(φ) = [e−jMφ, · · · , e−jφ, 1, ejφ, · · · , ejMφ ]H (20)
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Through observation, this is similar in Vandermonde form to VULA direction
vector. And J(β) contains the information of elevation angle θ:

J(β)=diag[JM (β), JM−1(β), ··· , J1(β), J0(β), J1(β), ··· , JM (β)] (21)

Now we introduce WH that has centro-Hermitian rows. The FH
r is con-

structed by premultiplying FH
e by WH. The beamformer FH

r can be express
like this:

FH
r = WHFH

e = WHCvV H (22)

So the beamspace manifold vector B(�θ) will be:

B(�θ) = FH
r A(�θ) =

√
NWHJ(β)v(φ) (23)

The centro-Hermitian vector multiply another one can construct a real-valued
beamspace manifold vector. So W must satisfy ĨW = W ∗.

W =
1√
M ′ [v(α−M ), · · · , v(α0), · · · , v(αM ) ] (24)

where M ′ represents the total number of M which is M ′ = 2M + 1 and αi =
2πi
M ′ (i ∈ [−M,M ]).

Through observation, we learn that the during the progress of constructing a
real-valued beamspace manifold vector is also a progress of smoothing in matter
of fact. It helps the algorithm to eliminate the adverse impact of coherent signal
in the environment.

2.5 Estimating Direction of Arrival by MUSIC Algorithm

Assume the smartphone receives the acoustic signals at sampling point n is
x[tn] = A(�θ)S(tn) + σ(tn). And thanks to the BPF we leverage, the noise σ(tn)
is eliminated. Now the UCA-RB-MUSIC algorithm utilize the beamformer FH

r

to make the transformation from element space to beamspace:

y[tn] = FH
r x[tn] = B(�θ)S(tn) (25)

So the corresponding beamspace covariance matrix is:

Ry = E[y[tn]y[tn]H] (26)

Next step is the eigenvalue decomposition of covariance matrix R = Re{Ry},
and we introduce the signal-subspace and noise-subspace. We use Un =
(v2, · · · , vM ′) to represent noise eigenvectors of noise-subspace listed in descend-
ing order.

Eventually, the UCA-MUSIC spectrum has this form:

P (�θ) =
1

BT(�θ)UnUT
n B(�θ)

(27)
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We can estimate the direction of target signal depends on the 2-D search for
peaks in the spectrum P (�θ) = P (β, φ). The elevation angle which affect the spec-
trum through the parameter β = 2πfa

c r sin θ. And the azimuth angle φ(∈ 0, 2π),
which means that our system of indoor direction finding is omni-directional. An
example of VUCA direction finding results under ideal circumstances is shown
in Fig. 4.

3 Experiment

Our scheme is deployed on Sumsung NOTE2 with Android system. And several
ordinary digital loudspeakers are chose to be the acoustic sources. We set them
in various indoor environment as anchor points for us to locate. The acoustic
signals’ frequency in the experiments are selected to be 17000 Hz to 19500 Hz.

Experiment Design: The sketch of experiment design is shown in Fig. 5. The
distance between the smartphone and the acoustic source is L. φ is the azimuth
angle, θ is the elevation angle and the orientation angle of the acoustic source is
β which is shown in Fig. 6.

Fig. 5. Sketch of experiment design Fig. 6. Orientation angle β of acoustic
source

The main method of evaluating performance of our scheme is to vary L, φ,
θ and β by deploying the loudspeakers and smartphones at different positions.
We also did a lot of contrast experiment to Virtual Uniform Linear Array direc-
tion finding and Virtual Uniform Circular Array direction finding in the same
environment to verify the superiority of VUCA system. We measure φ and θ 50
times for each circumstance with both VULA and VCLA.

3.1 Indoor Environment with Single High Frequency
Acoustic Wave

Effected by the Distance and Azimuth Angle: We deploy our system
in a large underground parking lot where there is only one acoustic source in
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the environment. The direction finding accuracy of different distance L is a
significant evaluation to our system. Hence, we set L= 5 m, 10 m, 20 m, 30 m, φ =
30◦, 90◦, 240◦ and θ = 0◦. In matter of fact we also test the angular errors when
L> 30 m, but the results become unstable for both the VULA and VUCA since
the signal is too weak. So we do not show the results of this case. Now we plot
the mean angular errors on different distance between the smartphone and the
speaker using both VULA and VUCA and the cumulative distribution function
(CDF) of the angular errors of the VUCA system in Fig. 7.

First, we notice that the mean error of the VUCA system is less than 4◦ when
L< 20 m. And it is still acceptable when L= 30 m. Then through observation,
there are not much differences of the direction finding performance between the
VULA system and the VUCA system when φ = 90◦. But when φ = 30◦ the
VUCA performs better than VULA obviously. We believe the reason to that
phenomenon is the VULA system’s resolution to the acoustic signal is changing
and it related to the rate of change of the direction vector. The resolution reaches
the highest when the directions of the arrived signal are perpendicular to the
axial line and gets lower and lower when it come close to the same direction
along the axial line of VULA. But the VUCA system’s resolution remains the
same for 360◦ duration.

Eventually, we do not show the mean error of the VULA system when φ =
240◦. Because the VULA is very unstable when the user turns his back on the
acoustic source. When φ1 = 2π −φ2, the direction of vectors of these two arrival
signals are the same. It causes the fuzzy phenomenon of the VULA system and
it affects our direction finding accuracy extremely.

Effected by the Elevation and the Orientation Angle: In this section,
we test the angular errors when the speaker and the smartphone are not at the
same height. We set L= 8 m, φ = 45◦ and θ = 0◦; 10◦; 20◦ and β = 0◦. We can
find the different performances of the VULA system and the VUCA system in
different scenarios in Fig. 8(a). We detect that the VULA is affected when the
elevation angle θ grows. On the other hand, the VUCA retain almost the same
accuracy with different elevation angles. We believe the main reason to these
results is only the VUCA system take the elevation angle of the target signals θ
into consideration.
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The Orientation Angle of the Acoustic Source: In the experiments, we
find that the different orientation angle β of the acoustic source will also affect the
results. We now evaluate the VUCA system with different β. Figure 8(b), (c) show
the standard division of angular error when β = 0◦, 45◦, 90◦, L ≤ 6 m, L= 24 m,
θ = 0◦ and φ = 45◦. We learn that the closer we get to the acoustic source
the easier direction finding accuracy is affected by the orientation angle β. We
believe the reason to this phenomenon is that the acoustic source we choose is not
omni-directional, and when we are near the acoustic source, the signals reflected
from the wall sometimes are stronger than those directly goes to the smartphone.
But when L= 24 m, the signals reflected from the wall becomes much weaker than
those directly from the acoustic source. So the orientation angle has less influence
to our results.

3.2 Indoor Environment with Multiple High Frequency
Acoustic Waves

Our system is built on the assumption that a person in a library or a hospital
can leverage their smartphone to locate the loudspeakers in the environment
transmitting high frequency acoustic signals using our system. But in daily life,
these speakers are used for other purposes half the time, i.e. playing music or
announcements. So we need to detect the robustness of our system when the
same acoustic source transmitting multiple frequencies acoustic signal.

We set β = 0◦, φ = 45◦ and θ = 10◦. In Fig. 9(a), we can detect that when
L ≤ 20 m, the VUCA system is stable for the acoustic source transmitting both
single and multiple acoustic signals. But when L > 20 m, the results have been
affected. We believe that is because when the speaker sends multiple signals, the
signal strength of each component becomes weaker. Fortunately, in the indoor
application scenario such as a shopping mall or a hospital, there are high power
speaker in a passageway or a conference room in most cases.

And we also have another assumption that the different loudspeakers trans-
mitting various high frequency acoustic signals to distinguish different locations
in indoor environment. If the user knows a specific frequency of his/her tar-
get acoustic signal. Our system can guide the user to his/her destination after
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he/she rotates 360◦. So we also need to verify the direction finding ability of
the VUCA system when the multiple acoustic sources transmitting different
high frequency acoustic signals in the environment. And the experiment results
show that our system is stable when there are multiple different high frequency
acoustic signals in the environment. Figure 9(c) shows an example of experiment
results when there are two different frequency acoustic sources transmitting by
two loudspeakers in the noisy environment.

Noisy Environment: We deploy our VUCA system in a big shopping mall
called WANDA Plaza where it is noisy and many people waking around and
blocking the line connect from the acoustic sources (the digital loudspeakers we
set on shelves or on the ground) and user. We also let the speakers send multiple
signals. And the results of experiment show that almost all errors are less than
12 degrees for L <= 30M which is acceptable for daily use. The CDF of the
angular error in the noisy environment shows in Fig. 9(b).

4 Conclusion

In this paper, we propose a novel scheme to estimate the direction of the high
frequency acoustic source in indoor environment. By rotating a common smart-
phone around the user’s body for 360 degrees, our system can imitate a virtual
uniform circular array (VUCA) to detect the direction of the user’s destination.
Comparing to other direction finding scheme, our method is lightweight and
also accurate. In contrast to our previous work of virtual uniform linear array
(VULA) system, we solve the Blind-zone problem and reduce the impact of ele-
vation angle between the acoustic source and smartphone to the accuracy of
direction finding. By getting rid of the multipath effect using UCA-RB-MUSIC
algorithm, the extensive experiments show that our scheme works well under
various circumstances. In addition, there are still some future works to do. For
example, the calculation of VUCA system is more complex than the VULA sys-
tem. We can optimize the algorithm of VUCA system in order to obtain faster
response speed of our system. And also we can try to develop an indoor local-
ization system which is based on our direction finding technique.
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Abstract. Location based service (LBS) becomes increasingly popu-
lar in indoor environments recently. Among these indoor positioning
techniques providing LBS, a fusion approach combining WiFi-based and
pedestrian dead reckoning (PDR) techniques is drawing more and more
attention of researchers. Although this fusion method performs well in
some cases, it still has some limiting problems. In this work, we study
map information of a given indoor environment, analyze variations of
WiFi received signal strength (RSS), define several kinds of indoor land-
marks, and then utilize these landmarks to correct accumulated errors
derived from PDR. This fusion scheme, called Landmark-aided PDR
(LaP), is proved to be light-weighted and suitable for real-time imple-
mentation by running an Android app designed for experiment. A com-
parison has been made between LaP and PDR. Experimental results
show that the proposed scheme can achieve a significant improvement
with an average accuracy of 1.68 m.

Keywords: Indoor positioning · PDR · Landmarks · Fusion

1 Introduction

Recently the location based service (LBS) is becoming increasingly popular, in
indoor environments, because massive wireless networks are built according to
the IEEE 802.11 wireless Ethernet standard. Indoor mobile positioning tech-
niques are the backbone of LBS. These techniques can be generally divided into
two categories according to the nature of measurements: (1) pedestrian dead
reckoning (PDR) based on inertial sensors such as accelerometers, gyroscopes,
etc. [1]; (2) received signal strength (RSS) of WiFi as a metric for location deter-
mination [2].

c© Springer International Publishing Switzerland 2016
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PDR is a self-contained approach but will produce a growing drift as walking
distance increases [14]. It relies on readings of inertial sensors embedded in smart-
phones to detect steps, calculate step length and determine walking direction.
RSS-based positioning mainly includes model-based approach and fingerprinting
method. Because of background interference, non-uniform spreading, signal fad-
ing and reflections in WiFi signal propagation [15], accurate path-loss model is
hard to obtain, thus leading to an inevitable distinct error. Fingerprinting method
has a higher accuracy, but requires tedious manual collection of data for training
before positioning. In short, these RSS-based approaches are not suitable to imple-
ment on smartphones, either because of their low accuracy, or because of compli-
cated preprocessing. Recent research tends to combine both PDR and RSS-based
techniques to achieve a better performance [9–11]. Indoor map information is also
taken into consideration among some of these studies [16,19].

Through observations, we find human behaviors, like turning, going upstairs
or downstairs, can be easily recognized by reading value variations of inertial
sensors on smartphones, such as gyroscope, altimeter sensor, and accelerometer,
etc. In addition, we also notice that obvious fluctuation of WiFi RSS will take
place when pedestrians pass by doors, or across projection points of WiFi Access
Points (AP) in their walking paths. Such locations of turns, doors, and AP pro-
jection points can be obtained when map information is available, and they can
be used to determine locations of the pedestrians. These locations are regarded
as landmarks, which are considered as new initial points of a PDR algorithm to
eliminate system cumulative errors. In this paper, we study the map informa-
tion, analyze variations of WiFi RSS, redefine the conventional term landmark,
and then propose an efficient, feasible fusion scheme for combining landmarks
and PDR on smartphones, called Landmark-aided PDR (LaP). A comparison
has been made between LaP and PDR. Experimental results show the proposed
scheme can improve overall performance significantly with an average accuracy
of 1.68 m.

The rest of the paper is organized as follows: some related works in the
literature are introduced in Sect. 2. In Sect. 3, we present a conventional PDR
and methods of identifying landmarks, as well as the fusion scheme. Section 4 is
an evaluation and discussion of the experimental results. We make a conclusion
of the paper and reveal some potential future works in Sect. 5.

2 Related Works

A conventional PDR mainly contains three parts: step detection, step length esti-
mation and walking direction estimation. For step detection, there is a common
method called peak detection [3,4], which can be used to analyze acceleration
signals. The authors in [5] gave a dynamic step length estimation method based
on proportional relationship between hip bounce and step length. An experimen-
tal equation representing a relation between step length and average acceleration
during a step was proposed in [3]. For the walking direction estimation, some of
the recent researches focus on combining gyroscope with other inertial sensors
such as geomagnetic sensor [6–8].
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There are accumulated errors in PDR due to the drift of inertial sensors. To
integrate PDR with other positioning methods is a better solution to achieve high
positioning accuracy. Recent research tends to fuse RSS-based localization tech-
nique and PDR together to navigate the pedestrian in indoor environments [9–11].
Most of the existing fusion methods adopt the Kalman filter or particle filter.

Floor plan is also of valuable reference in indoor mobile positioning and can
be combined with PDR. Lan et al. transformed the floor plan into a link model,
based on which a trajectory-based map matching algorithm was proposed in
[12]. Davidson et al. put the focus on the influences of walls and obstacles, and
proposed a particle filter-based fusion approach in [13].

3 Methodology

All localization techniques have their own strengths and drawbacks, including
the PDR approach: providing high accuracy within a short range but leading
to an inevitable drift during a pedestrian walk. In this section, we will give an
introduction of conventional PDR algorithm, redefine the term ‘landmarks’, and
then correct the drift error with these landmarks. The flow chart of the proposed
LaP is shown in Fig. 1.

Fig. 1. Flow chart of LaP
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3.1 Pedestrian Dead Reckoning

PDR is a pedestrian positioning solution which determines the next position of
a pedestrian by adding travelled distance to the previous position, as Eq. (1)
shows:

Pt = Pt−1 + Dt

(
sin(ϕt)
cos(ϕt)

)

(1)

Where Pt is the position at time stamp t, Dt is the step length and ϕt is the
walking direction at time stamp t.

Current off-the-shelf inertial sensors, such as accelerometers, magnetometers
and gyroscopes, become more trustworthy and are widely embedded in smart-
phones, so a PDR system can be implemented on these intelligent terminals
more reliably. A classic PDR mainly contains three parts: step detection, step
length estimation and walking direction estimation.

Step Detection. When the pedestrian walks horizontally, periodical variations
can be detected from accelerometer readings, as shown in Fig. 2. It appears to
be an approximate sinusoidal curve. By performing peak detection with a given
threshold, pedestrian steps can be recognized in real time [3].

Step Length Estimation. There are two ways to estimate step length: one is
to set a fixed step length during walking process according to the characteristic
of pedestrian’s body; the other is to establish a dynamic calculation formula
of step length based on humans walking features. The former is easier to be
implemented but has a larger error while the latter is more complicated with
a higher accuracy. The widely used dynamic approaches are listed as follows,
Scarlet approach is adopted and k is set to 0.81 in our paper, according to the
experimental results in [17].
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Fig. 2. Recordings from accelerometer during pedestrian walk
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(1) Weinberg approach, the authors found that hip displacement in the ver-
tical direction was proportional with step length to some degree [5]. Step length
can be calculated as Eq. (2) illustrates:

Lwinberg = k ∗ 4
√

amax − amin (2)

where, amax and amin are the maximum and minimum value of the acceleration
in vertical direction during a step, k is a constant.

(2) Kim approach, proposed an experimental equation as which was repre-
senting a relation between step length and average acceleration which occurred
during a step [3]. The step length is calculated as Eq. (3):

Lkim = k ∗ 3

√
∑N

i=1 |ai|
N

(3)

where, N represents the number of acceleration sampling points during a step,
ai is the acceleration in one sampling process, k is a constant.

(3) Scarlet approach, improved the Weinberg approach, solved the variation
problem deriving from different pedestrians or different paces and stride lengths
of a same pedestrian [18]. The step length is calculated as Eq. (4):

LScarlet = k ∗
∑N

i=1 |ai|
N − amin

amax − amin
(4)

where, N , ai represent the same as in Eq. (3), amax and amin have the same
meaning of these in Eq. (2), k is a constant.

Walking Direction Estimation. Gyroscope is the most frequently used iner-
tial sensor in identifying walking direction, because it can precisely measure the
angular velocity of a moving object and is independent of interference from sur-
roundings. By integrating gyroscope data, the turning angle Φ during a step can
be obtained as Eq. (5):

Φ =
N∑

i=1

ωit (5)

where, N represents the number of sampling points during a step, ωi is the angle
velocity in one sampling, t is the sampling interval.

By adding the turning angle at each step to the previous walking direction,
new direction is determined. But due to an inherent drift error of gyroscope,
accuracy of walking direction will decay if this error is not eliminated.

3.2 Definition and Identification of Landmarks

In this paper, we make the following assumptions about indoor environment:
1© APs are placed inside the rooms or above the corridors, and the WiFi

signal can cover the pedestrian area.
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2© Angles of indoor corners are all right angles; between every two adjacent
corners is a straight path.

On the basis of above assumptions, certain location, such as building
entrance, is picked as the origin to build a coordinate frame. Some other special
locations with definite position information are defined as ‘landmarks’ which
can be used to calibrate PDR positioning. Detailed definitions and identification
procedures of theses landmarks are described as follows:

AP Within Visual Range. APs have been widely deployed in the indoor
environments. Theoretically the distance between pedestrian and AP can be
estimated by RSS measurement on the premise that accurate wireless signal
transmission model is established. Indoor environment is much complex, the
existence of reflection, refraction, scattering and a variety of segmentation loss
make it difficult to realize accurate RSS measurement. But when a pedestrian is
approaching an AP within visual range, the variation of RSS readings become
relatively stable.

Suppose that a pedestrian is walking along a path under the visual range of
an AP, RSS readings will present an obvious trend with a peak. For the RSS
peak detection, we use a moving average filter to eliminate the indoor noise. The
original RSS readings are smoothed with Eq. (6):

y
′
k =

1
m

m−1∑

i=0

yk+i k = 1, 2, 3... (6)

where y is the original reading, y
′

is the result after filtering, m is the filtering
step.

Obtained from a smartphone when we walk past an AP above the corridor,
all RSS readings are drawn in form of a curve in Fig. 3. According to this phe-
nomenon, we can take the projection point of the AP on pedestrians walking
path as a landmark.
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Fig. 3. RSS variations when passing by an AP (The AP is at 48)
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Fig. 4. Door with an AP inside

Fig. 5. RSS variations when passing by a door (The door is at 12)

Door with an AP Inside. As Fig. 4 shows, when a pedestrian walks past a
door with an AP inside, measured RSS also presents an obvious trend with a
peak because the shadowing effects caused by doors and walls are different. We
carried out an experiment to collect RSS readings when passing by a door, the
RSS curve is shown in Fig. 5. So a door with an AP inside can also be regarded
as a kind of landmark.

Indoor Corner. Indoor corners contain explicit position and direction infor-
mation, and can be regarded as another kind of landmark. To identify the corner
on floor plan, the first step is to recognize turning actions of pedestrians. Consid-
ering that gyroscope can only provide relative directions, we use a slide window
and a threshold to determine whether a turn is made.

When a turning action is recognized, the following step is corner matching.
In this step, we compare the current position estimated by PDR to all corner
positions in landmark database. If the deviation is under a certain threshold, we
consider it as a successful matching.
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3.3 Combination of Landmarks and PDR

After constructing a landmark database, we can make combination of landmarks
and PDR for indoor positioning. The combination includes two parts: position
calibration and error correction. When a pedestrian passes by a landmark, the
position calibration of PDR can be made; when a pedestrian walks past two adja-
cent landmarks, the error correction of PDR is capable of being implemented.

Position Calibration. Position calibration procedure varies with landmarks,
the details are as follows:

(1) When a pedestrian walks past an AP or door kind of landmark L, the
position of L is PL, the position derived from PDR is P ′, the position to update
is P . If match succeeds, then P = PL.

(2) When a pedestrian walks past a corner kind of landmark L, the position
of L is PL, the position derived from PDR is P ′, the position to update is P , then
P = PL. Besides, L contains direction information Φ′, the direction to update is
Φ, then Φ = Φ′.

Error Correction. When a pedestrian walks past two adjacent landmarks
L1, L2, with positions marked as P1, P2, D′ is the distance between the two
landmarks, and D is the walking distance calculated by PDR, suppose the system
error of PDR is EPDR, then

EPDR =
D

′ − D

D
(7)

Once obtaining the PDR system error, we can apply it to the coming posi-
tioning process to revise position estimation in real time. The equation we use
is as follows:

Pt = Pt−1 + Dt

(
sin(ϕt)
cos(ϕt)

)

∗ (1 − EPDR) (8)

4 Evaluation

In this section, real experiments are conducted to evaluate the performance of
LaP. Experiment results are illustrated and analyzed, a comparison is made
between PDR and LaP.

4.1 Experiment Setup

We develop an Android app to collect location data during the experiments and
then analyze the data with MATLAB. The device involved in the experiments
is a Hongmi 2 running the Android 4.4 operating system. The experiments are
performed on the third floor in college of information science and engineering
of our university, the flat size of the building is about 66 m by 80 m. Figure 6
shows the floor plan of the third floor. During the experiments, a pedestrian is
supposed to walk along a pre-decided trajectory with the smartphone in hand.
Treating the floorboard as a reference, we record the pedestrian’s real position.
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Fig. 6. Floor plan of the building

4.2 Experimental Results and Discussions

Figure 7 shows the true path, comparing with the trajectories of PDR only and
LaP from one experiment. As the experiment goes on, PDR produces a large
accumulated error on both distance and direction. In the first straight path,
the trajectory of PDR only is obvious longer than the true path. Moreover,
there is a great angle drift in clock-wise direction of PDR only. On the contrary,
the trajectory of LaP is closer to the true path. When a pedestrian passes by
landmarks, accumulated errors of the accelerometer and the gyroscope can be
well corrected.

A comparison of positioning accuracy is demonstrated in Figs. 8 and 9. The
mean localization error of PDR only and LaP is 4.92 m and 1.68 m respectively.
LaP reduces the localization errors by 65.9% compared with PDR only approach.
The experimental results show that LaP effectively improves the localization
accuracy.
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Fig. 7. The true path, the trajectories of PDR and LaP

Fig. 8. Localization error CDF
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Fig. 9. Location error of each step

5 Conclusion

In this work, we have proposed a novel approach, LaP, for indoor positioning.
LaP explores some special locations of indoor environments, which can be recog-
nized by observing value variations of inertial sensors on smartphones. These
special locations, called landmarks, are exploited to correct system cumulative
errors. Finally, we develop an Android app for real experiments in a designate
testbed to compare LaP with a PDR only approach. Experiment results show
LaP effectively improved localization accuracy. Furthermore, LaP is a light-
weighted approach that can be easily implemented in real time on smartphones.

In future works, we will focus on identifying more kinds of landmarks in
indoor environment, such as stairs, elevators and so on, to support a better
correction of PDR errors. Besides, we also find performance of PDR shows a dis-
tinct difference between different placements to smartphones during a pedestrian
walk, motivating us to utilize this potential indicator for further improvement.
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Abstract. Vehicles have become essential tools of transport, offering a great
opportunity to exploit the relationship between people and the car. This paper
aims to solve an interesting problem, recognizing who the person is through
their driving behaviors. Driver identification is useful for quite a few situations,
such as car usage authentication, context-based recommendation, and determi-
nation of auto-insurance compensation. In this work, we propose WhozDriving,
an approach that analyzes drivers’ driving behavior data and extract some
sudden changes of driver behaviors as features which can be applied to dis-
tinguish different drivers. We propose a supervised learning method to detect
anomaly driving trajectory from driving data. Experimental results on driving
datasets show that our proposed approach is effective in terms of anomaly
detection rate and misclassification anomaly rate.

Keywords: Driver identification � Anomaly detection � GPS trajectory � Driver
behavior patterns � KNN

1 Introduction

In recent years, several anomaly detection studies have been carried out in different
fields, e.g. intrusion detection, fraud detection, medical and health detection, text data
anomaly detection and sensor network detection. The anomaly detection is intended to
recognize patterns in data which do not match expected or normal behavior [1]. The
anomaly in the data can be significant and crucial in different occasions. While different
occasions have to consider different anomaly detection techniques since the definition
of anomaly and the data feature are not the same. In this paper, we concentrate on
anomaly detection of driving trajectory data.

For automobile insurers, telematics represents a growing and valuable way to
quantify driver risk. Instead of pricing decisions on vehicle and driver characteristics,
telematics gives the opportunity to measure the quantity and quality of a driver’s
behavior. Although there are some studies on human behavior, which define anomaly as
significant changes in the activity level of a user not expected according to his usual
activity level [2, 3], the experimental environment is indoor and the experimental subject
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is the single human without interacting with the physical world. In other words, these
works only focus on human behavior changes in a given space. Particularly, detecting
abnormal trajectories is very important since some automobile insurances are restricted
to a specific driver. When a driver has an accident on the road, but applying for
insurance claims is later than the accident, how to ensure that the accident driver is the
applicant? So the definition of abnormal driving trajectory is an unmatched driver
driving in an applicant’s vehicle. What’s more, the driving behavior is indirectly
characterized by the movement trajectories of vehicles.

Therefore, we propose WhozDriving, an anomaly detection method based on super-
vised machine learning to facilitate this problem. WhozDriving tries to select optimal
feature combination from original data to profile the driver and then uses a supervised
learning method to recognize anomaly driving trajectory in a probabilistic sense. And we
can correctly detect 90.5 % of abnormal driving trajectories from driver’s trajectory data.

The remainder of this paper is structured as follows. We first review related work in
Sect. 2, then formally define the problem in Sect. 3. We explain the detailed design of
WhozDriving in Sect. 4, followed by experimental results in Sect. 5. Finally, we
con-clude our work in Sect. 6 and discuss possible avenues for future work.

2 Related Work

We briefly review related work, which can be divided into the following three areas.
The first area is research on analyzing human behavior by ambient sensors or

wearable sensors [4]. Several works have studied human behaviors in smart homes
with different sensors embedded in the environment [5], such as RFID (radio-frequency
identification) sensors placed on furniture [6], electricity usage detectors [7], cameras
[8], and motion sensors [9] which can be used to measure human behavior and to detect
anomaly in a smart home environment. In this work, vehicle driving coordinates are
used to assess human behavior when driving in a vehicle. We can regard vehicle and
sensor in the vehicle as our monitoring sensors.

The second one includes research into driving behavior. A smartphone –based
model was used to detect aggressive reactions in senior drivers [10]. Driver performance
was classified to improve safety [11]. Even only data provided by vehicle trackers was
applied to classify driver behavior [12]. In the example above, each driving trajectory
belongs to a specific driver by default. Nevertheless, there have always been some
abnormal driving trajectories in the driver trajectory dataset. In this paper, we use
driving data to detect abnormal driving trajectory.

The third one focuses on anomaly detection techniques, which vary with different
application and data [1]. The anomaly detection techniques are mainly based on
classification [13], clustering, [14] nearest neighbor [15] or statistics [16]. In this paper,
we choose a supervised learning method in consideration of semi-labeled data for
anomaly detection.

3 Problem Statement

In this section, we formulate the abnormal driving trajectory detection problem and
show the key challenges in this work.
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Set D ¼ d1; d2; d3; . . .; dnf g denote n drivers, Ai ¼ ai;1; ai;2; ai;3. . .; ai;m
� �

denote
m driving trajectories of driver di. There are r abnormal driving trajectories in Ai which
do not belong to di. Each trajectory ai,j is composed of driver di’s 2D position coor-
dinates (in meters) at every second, and the start point of every trajectory is (0, 0) and
ai,j = {(xi,j,0, yi,j,0), (xi,j,1, yi,j,1), (xi,j,2, yi,j,2), …, (xi,j,z, yi,j,z)}. The abnormal trajectory
detection problem is defined as follows.

Problem: Given one driver’s trajectory data Ai with r abnormal trajectories, how can
we recognize the r abnormal driving trajectories in Ai?

To address this problem, the key challenges are listed as follows:

• How to form an aggregate profile that potentially makes each driver unique?
• How to evaluate different features and extract an optimal combination of these

features?
• How to know the detection result is close to the ground truth?

4 Detailed Design of WhozDriving

In this section, we describe the method for processing original data from the raw
position coordinates and selecting the optimal feature combination, then we introduce
our approach of detecting abnormal driving trajectories.

4.1 The Framework of WhozDriving

As a driving trajectory is too simple to profile a unique driver, the data processing
module mainly calculates raw features from rotated position coordinates. The feature
selecting part tries to extract the most valuable features from a mess of immature
features. After all the preparations are completed, we utilize the KNN algorithm to
identify the intentionally inserted abnormal driving trajectories. According to the
analysis, a model is presented as shown in Fig. 1.

Fig. 1. The framework of WhozDriving
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4.2 Feature Extraction

When a driver drives his vehicle on the road, he usually brakes due to traffic light or
accelerates because of overtaking another vehicle. During the velocity changes, drivers’
driving reaction may differ by their driving habits, particularly sudden velocity change.
Thus we first calculate the velocity and acceleration using the following formulations,
then divide the trajectory into many segments by the starting point of acceleration or
deceleration.

Given a driver di’s trajectory ai,j, the velocity denoted by vi,j,t and the acceleration
denoted by ai,j,t at time point t are calculated by Eqs. (1) and (2) respectively. Units of
them are m/s and m/s2 respectively and vi,j,0 = 0, ai,j,0 = 0.

vi;j;t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi;j;t � xi;j;t�1Þ2 þðyi;j;t � yi;j;t�1Þ2

q
ð1Þ

ai;j;t ¼ vi;j;t � vi;j;t�1 ð2Þ

Where t denotes time and t > 0.
As we are mainly concerned about the sudden change of velocity, we select those

segments that continue one or two seconds in the same state of acceleration or
deceleration. Now we have four different types of trajectory segment, they are
one-second-acceleration, one-second-deceleration, two-second-acceleration and two–
second-deceleration. Then we can calculate the statistic of characteristics of velocity
and acceleration for every segment.

For each two-second-acceleration segment, the average value of velocity is calcu-
lated by Mðvi;j;tÞ ¼ ðvi;j;t þ vi;j;tþ 1Þ=2. Maximum of velocity is Max(vi,j,t) minimum of
velocity is Min(vi,j,t), the average value of acceleration is calculated by
M ai;j;t
� � ¼ ðai;j;t þ ai;j;tþ 1Þ=2, variant of acceleration is V ai;j;t

� � ¼ ððai;j;t �Mðai;j;tÞÞ2
þðai;j;tþ 1 �Mðai;j;tÞÞ2Þ=2, maximum of acceleration is Max(ai,j,t), and minimum of
acceleration is Min(ai,j,t). For each type segment, we compute the mathematical
expectation and variance of previous seven statistics once again. Finally, we get 56
features. For the two-second- acceleration type segments, the features are shown in
Table 1. The other three type segments are similar to this table.

4.3 Feature Selection

The CfsSubsetEval1 feature selection method evaluates the worth of a subset of attri-
butes by considering the individual predictive ability of each feature along with the

Table 1. Raw features of two-second-acceleration segment

Category M(vi,j) Max(vi,j) Min(vi,j) M(ai,j) V(ai,j) Max(ai,j) Min(ai,j)

Average F1 F2 F3 F4 F5 F6 F7
Variant F8 F9 F10 F11 F12 F13 F14

1 http://weka.sourceforge.net/doc.stable/weka/attributeSelection/CfsSubsetEval.html.
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degree of redundancy between them. Subsets of features that are highly correlated with
the class while having low intercorrelation are preferred. So we can use the CfsSub-
setEval algorithm with the BestFirst search method in Weka to select the optimal
features from a mess of features.

4.4 Algorithm Design

We propose an anomaly detection algorithm which includes two stages. In Phase 1, we
use the CfsSubsetEval attribute selection algorithm to extract the optimal combination
of features to profile drivers in a specific training set. After that, in Phase 2, we adopt
the KNN algorithm to train the classifier from the training set.

KNN is the most elementary and most classic classification algorithm, and the basic
idea is: if most of k neighborhoods of a data object o belongs to one class, then the data
object o also belongs to the same class. Firstly, KNN utilizes labeled training to build
the classifier. Then we randomly select some trajectories from driver dm, put them into
the trajectory set of driver dn, change the selected trajectories’ label to dn, then get the
test set of driver trajectories. If we can use the trained classifier to identify original
trajectories of driver dm from the new dataset, the algorithm would be useful to detect
abnormal driver trajectories from a specific driver’s trajectory set Ai.

The algorithm designed in this work is used for anomaly detection for driving
trajectories. As the driving data is dynamic, it is necessary to update the detection
model for different drivers to ensure its efficiency.

5 Experiments

5.1 The Dataset

AXA2 provided a dataset of 547,200 driving trajectories of 2,736 anonymized drivers.
Every driver has 200 driver trajectories. The trajectory is composed of the car’s
position coordinates (in meters) at every second. In order to protect the privacy of the
drivers’ location, the start point of every trajectory is the origin (0, 0), and all trajec-
tories are randomly rotated, and short lengths of trajectory data were removed from the
start/end of the trajectory. What’s more, a small and random number of false trajec-
tories (trajectories that were not driven by the driver of interest) are planted in each
driver’s trajectory (Fig. 2).

As mentioned in Sect. 4, in order to detect anomaly trajectories, we randomly insert
other driver’s trajectories to one driver’s raw trajectories. The dataset for training the
detection model is created by the following method. Given a driver dm, we randomly
insert r abnormal trajectories from other drivers. The sample data is selected from two
drivers’ trajectories (dm and dn) and different combinations of drivers need to randomly
build different anomaly detection model. The original trajectories from driver dm are
assigned label dm, the same as trajectories from driver dn. We choose 10 % of two

2 https://www.kaggle.com/c/axa-driver-telematics-analysis.
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drives’ randomly selected 400 trajectories as the test set. The test set includes p tra-
jectories randomly selected from driver dm and changed label from dm to dn which are
regarded as abnormal trajectories for driver dn. The remaining q trajectories in the test
set are directly selected from driver dn. p plus q is 40. The other 90 % of two drivers’
trajectories constitute the training set. Thus, the number of abnormal trajectories is
dynamic. It can help us to validate if our algorithm can adapt to different realistic data.
The training data and test data are as shown in Table 2.

5.2 Metrics

There are two metrics used in our abnormal detection algorithm: detection rate
(DR) and false alarm rate (FR). The algorithm with higher DR and lower FR are
considered to be better. The confusion matrix is shown in Table 3, and the DR and FR
and are used to evaluate our algorithm.

DR ¼ TN
FPþ TN

ð3Þ

FR ¼ FN
FN þ TN

ð4Þ

Fig. 2. Some trajectories of driver d1

Table 2. Allocation situation of experiment data

Data All Driver dm Driver dn
Training set 360 200-p 200-q
Test set 40 p q

Table 3. Confusion matrix

Category Classified as dn Classified as dm
Driver dn TP FN
Driver dm (abnormal) FP TN
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5.3 Experimental Results

We have implemented all the experiments in Python and Java, and have compared our
algorithm with other anomaly detection approaches, including naive Bayes, Bayes Net,
J48 and random forest.

After the data processing, we get 56 features. Then we use the CfsSubsetEval
attribute selection algorithm to extract the optimal combination of features to profile
drivers in a specific training set and we get 17 features in this experiment.

Secondly, we analyze the DR and FR of our algorithm in different experiment data
to choose the optimal parameter for our approach and explain the relationship between
FR (DR) and data distribution; and lastly we compare our algorithm with other algo-
rithm by examining the DR and FR.

In the first stage, the CfsSubsetEval algorithm is adopted to extract appropriate
features from the original unshaped features set. The 17 filtered features are highly
correlated with the class while having low intercorrelation.

Parameter Selection. In the second stage, after we have synthesized all the experi-
mental results, we finally adopt the KNN algorithm to solve this anomaly detection
problem. The comparison between our algorithm and others is presented in the last
stage. Different value for parameter K can contribute to different performance of the
KNN algorithm. The detection results for DR and FR using different value for
parameter K are respectively shown in Fig. 3.

From the results of Fig. 3, we can see that KNN for K = 7 has the best performance
with the highest DR and relatively low FR. When the parameter K is set as 7, the
distribution of test data is still dynamic with the different abnormal trajectory number.
So we display the relationship between DR (FR) and abnormal trajectory number in
Fig. 4.

From the results of Fig. 4, we can find that abnormal trajectory number has almost
no impact on DR, while the FR decreases with the abnormal trajectory number. We can
easily comprehend these results. On the one hand, our algorithm is robust to different
test data for the stable DR. On the other hand, when the abnormal trajectory number
increases, the test set tends to be more balanced, which are fit for the KNN algorithm
and we can find that FR gets lower and lower.

Fig. 3. Detection results for DR and FR using different value of K.
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Algorithm Comparison. In the last stage, we compared our algorithm with other
anomaly detection methods by DR and FR, and the result is shown in Fig. 5.

The result which is depicted in Fig. 5 shows that KNN performs better than other
algorithms, with the highest DR and lowest FR. In conclusion, our algorithm’s
detection rate (DR) is up to 90.5 %, and the false alarm rate (FR) is least down to
28.4 %. Our algorithm is also robust to different number of abnormal trajectories for
the stable DR and the smaller and smaller FR. Therefore, WhozDriving is adequate for
handling with dynamic real data.

6 Conclusion and Future Work

In this paper, we have focused on the challenging issues of detecting abnormal driving
trajectory in driver’s history trajectories. We have proposed WhozDriving to solve this
problem. Our experiment results indicated that WhozDriving is adequate for anomaly
detection.

Although the experimental results suggest that WhozDriving is effective at anomaly
detection, the results only based on a specific driving data and the data is poor for only
rotated coordinates. Therefore, for future work, we will expand our algorithm to other
drivers’ more diversified driving trajectories, i.e., OBD (On-Board Diagnostic) data.

Fig. 4. Detection results of different abnormal number

Fig. 5. Detection results of different algorithms
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Furthermore, based on the detection of abnormal trajectory, we also want to describe
the anomaly and even find some patterns. Our work is crucial for automobile insurance
and claims settlement that will help drivers and insurance companies.
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Abstract. In this paper, we present a model of predicting the next location of a
student in campus based on Markov chains. Since the activity of a student in
campus is closely related to the time at which the activity occurs, we consider
the notion of time in the prediction algorithm that we coined as Trajectory
Prediction Algorithm (TPA). In order to evaluate the efficiency of our prediction
model, we use our wireless data analysis system to collect real spatio-temporal
trajectory data in campus for more than seven months. Experimental results
show that our TPA has increased the accuracy of prediction for over 30 % than
the original Markov chain.

Keywords: Wireless data analysis system � Trajectory prediction � Activity
regularity � Markov chain

1 Introduction

With the rapid development of radio access technologies, it provides much conve-
nience for us to collect a large number of user location information. An individual
carrying the mobile phone unintentionally generates many spatio-temporal trajectories
that are represented by a sequence of detection device IDs with corresponding access
times [1]. When the individual does not know that his movements are recorded, these
trajectory information can reflect the individual’s actual activity regularity. Individual
trajectory prediction plays a very important role in nowadays such as the traffic
planning, urban planning and control of influenza problem.

In this paper, we established a model for predicting the student’s trajectory in
campus. Since the location-based service is based on the location of its user, predicting
the next location of an individual can provide the recommendations of the corre-
sponding surrounding restaurants, supermarkets or gas stations. In traffic planning,
predicting activities of track traffic participants can inform possible future traffic con-
ditions, which can further help the implementation of traffic control. In network opti-
mization, predicting the trajectory of an individual can help the SDN controller to
prepare the relevant cells before the individual arrives to guarantee seamless handover
authentication, and then ensure seamless user experience during mobility [2]. On the
basis of Markov process, we consider the notion of the time with student activity
regularity, model for the student’s trajectories and predict the next location of the
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student. We also calculate the accuracy and the predictability for the prediction of the
next location to evaluate our forecast model.

The remainder of this paper is organized as follows. First, we introduce the related
work in Sect. 2. Then we describe the trajectory prediction model, the Trajectory
Prediction Algorithm (TPA) for the trajectory prediction in campus and the evaluation
method of TPA in Sect. 3. Afterwards, we present the experiment analysis and eval-
uation results with the data of campus students in Sect. 4. Finally, this work is con-
cluded in Sect. 5.

2 Related Work

For individual trajectory prediction, plenty of researchers have paid attention to Mar-
kov models. Markov chain represents the mobility behavior of an individual and
predicts the next location based on the matrix of transition probability and the current
location. For example, Ashbrook and Starner [3] have built a Markov model for
predicting user future movements and extracted the Points Of Interest (POIs), which are
frequently visited by an individual, before building the Markov model. POIs are
extracted using a variant of the k-means clustering algorithm on the individual’s
mobility trajectories. In [4], a mobility Markov chain was built where they used a
clustering algorithm called DJ-cluster to discover the POIs. Since different buildings in
campus have their own functions, we extracted a student’s POIs on the basis of the
student’s activity regularity and buildings’ function.

A variant of Markov model called the Mixed Markov-chain Model (MMM) [5] has
been proposed for predicting pedestrian movement. This approach clusters individuals
into groups based on their mobility trajectories and then generates a specific Markov
model for each group. This approach was evaluated experimentally on tracking data
collected in the field and shows a model that takes into account the unknown factors for
improving the accuracy of prediction. In [6], multiple order Markov chains were built
to predict vehicle trajectories. The transition probabilities are computed on an indi-
vidual vehicle’s basis. Since different students possesses different activity regularities, a
student’s transition probabilities are based on the student’s historical trajectories in the
campus.

The trajectory prediction of mobile nodes is a part of the human mobility research.
Trajectory data representing human mobility can help build a better social network and
travel recommendation. Spyropoulos et al. [7] propose a model called “Community-
based Mobility Model” to well simulate real nodes’ movement. In his research, the
model consists of two states: “local” state and “roaming” state, where the local state is a
Random Direction movement restricted inside local community and the roaming state
is a Random Direction movement outside local community. The “Community-based
Mobility Model” is represented by using the two-state Markov Chain. Ekman et al. [8]
have studied the human daily behavior, where human movement model has been
divided into several sub-models in the time dimension. The model intuitively depicted
the movement pattern of people. For instance, the model presents the everyday life that
people go to work in the morning, spend their day at work, and commute back to their
homes at evenings.
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Song et al. [9] have compared the prediction accuracy of four major families of
location predictors that have been tested on Dartmouth’s campus-wide WiFi wireless
network. The four major families of location predictors are respectively Markov-based,
compression-based, PPM and SPM predictors. They proposed that low-order Markov
predictors performed as well or even better than the more complex and more
space-consuming compression-based predictors. On the theoretical side, Barabasi et al.
[10] have analyzed the predictability of human mobility by studying the mobility
patterns of anonymized mobile phone users. Their approach constructs a graph in
which each node is associated with the percentage of time spent in the cell. Afterwards,
the probability distributions of the three entropy measures are computed in order to
characterize the predictability. Finally, a predictability score is computed, which rep-
resents the degree of predictability of the user’s whereabouts. From the combination of
the empirically measured user entropy and the Fano’s inequality, the authors conclude
that there is a potential 93 % average predictability in the human mobility.

3 Trajectory Prediction in Campus

3.1 Trajectory Prediction Model

An individual’s next location can be predicted by using the Markov chain and their
previous spatio-temporal trajectories. The spatio-temporal trajectory is a trace gener-
ated by a moving individual in geographical spaces, where each point consists of a
location and timestamp such as p ¼ ðx; tÞ. A Markov chain is a stochastic process with
the Markov property, which is widely used in discrete time states prediction. In a
Markov chain, the probability of moving to a state (i.e., POI) depends on the current
state and the probability matrix of the transitions between states. More precisely, a
Markov chain is composed of:

• Each state, such as x1; x2; x3; . . ., corresponds to a POI. These states generally have
an intrinsic semantic meaning, therefore semantic labels such as “dormitory” or
“laboratory building” can often be attached to them. Since the Markov chain is a
sequence of random that satisfies the Markov property, the future state only depends
on the current state and is independent of the past states.

• The transition, such as pi;j, represents the probability of moving from state xi to state
xj. A transition from one state to itself can occur if the student has a probability of
moving from one state to an occasional location before coming back to this state.
For instance, a student can leave his “dormitory” to go shopping outside school
before coming back to “dormitory”.

A Markov chain can be represented either as graph (see Fig. 1) or a transition
probability matrix. In the graph representation, nodes represent POIs while arrows
symbolize the transitions between POIs. The transition probability that represents the
transition between two states is described in corresponding line. In the matrix repre-
sentation, the row corresponds to the POI of origin while the column corresponds to the
destination POI. The cell stores the probability that represents the transition from origin
location to destination.
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The feature of Markov chain is that the probability model is based on the historical
data, and forecast is determined only by the current POI. If different times in a same
POI share the same prediction result, it may cause a large accuracy bias especially for
people whose activity period has effects of their movement patterns, such as students in
the campus. To address this issue, we divided the time domain to construct Markov
Chain sub-models in our TPA.

3.2 Trajectory Prediction Algorithm

Thereafter, we describe the Trajectory Prediction Algorithm (TPA) for predicting
students’ next POI, which is decomposed in three steps (Algorithm 1). During the first
step, we extract the student’s POIs based on his activity regularity in campus. After-
wards, during the second step, we consider students’ activity regularity to divide the
time domain. Finally, the transition probability matrix of each time domain is
computed.

Fig. 1. Trajectory prediction model with Markov chain
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Those four regions that students frequently visit are the dormitories, canteens,
teaching building areas and laboratory buildings. Those canteens, teaching building
areas, laboratory buildings and the student dormitory that the student has visited in the
period regard as the student’s POIs in corresponding sub-model. After the POIs are
discovered, the transitions and their associated probabilities can be computed. The
transitions between those POIs can represent the transition probability matrix.

The daily location transition of a student in campus is closely related to the time at
which the transition occurs, because of the special social attribute of student in campus.
Students depart from the dormitory to the teaching building area or laboratory on
weekdays and they may not go to teaching building or laboratory on vacation. In
addition, students have different courses on different days, then they may go to different
teaching buildings on different days. At the same time, students have different mobility
regularities even on different period of one day. For instance, that a student moves from
dormitory to teaching building occurs much more frequently in day than in night.
Therefore, taking the movement time into account will have some contributions to the
prediction of student next location.

In this paper, we consider six kinds of dates, including Monday, Tuesday, Wed-
nesday, Thursday, Friday, and vacation (including weekends, holidays, winter vacation
and summer vacation). At the same time, one day’s time is divided into three parts,
including [08:00-12:00], [12:00-18:00], and [18:00-24:00]. Once the activity cycle is
divided into sub-parts by time dimension and the POIs of every sub-parts are dis-
covered, we separately calculate the transition probability matrixes for the eighteen
sub-chains.

The prediction algorithm (Algorithm 2) needs to input the current states (including
timestamp and location) and all transition probability matrixes of the student’s Tra-
jectory Prediction Model, and then will output the prediction result. For instance, the
input could be current timestamp that corresponds to the transition probability matrix
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such as Table 2 and the current location on T5. The algorithm finds the corresponding
row and searches the most probable transition. In our example, as the current location is
T5 at corresponding time, the prediction is T1 with a probability of 66.7 %.

3.3 Evaluation for TPA

In order to evaluate the efficiency of our prediction method, we compute two metrics:
the accuracy and the predictability. The accuracy Acc is the ratio between the number
of correct predictions pcorrect over the total number of predictions ptotal.

Acc ¼ Pcorrect=Ptotal ð1Þ

The predictability Pred is a theoretical measure representing the degree that the
mobility of an individual is predictable based on his corresponding Markov chain (in
the same spirit as the work of Barabasi and co-authors [10]). For instance, if the
predictor knows the student current location T5 with the corresponding sub-model (see
Fig. 1), the probability of making a successful guess is theoretically equal to the
maximal outgoing probability transition, which is 66.7 % for this particular example.
More formally, the predictability Pred of a particular Markov chain is computed as the
sum of the product between each element of the stationary vector p of the corre-
sponding Markov chain, which corresponds to the probability of being in a particular
state (for l, the total number of states of the Markov chain) and the maximum outgoing
probability (Pmax�out) of the kth state:

Pred ¼
Xl

k¼1
ðpðkÞ � Pmax�outðk; �ÞÞ ð2Þ

In this paper, we split the original trajectory data into two sets: the training set,
which is used to build the prediction model, and the test set, which is used to evaluate
the accuracy of the predictor. We compute the average predictability for each dataset
category based on the students’ Markov chain of corresponding category from training
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dataset. The average accuracy of each dataset category is computed by putting test
dataset into corresponding sub-chains. We computed the accuracy of our prediction
model and the theoretical predictability of student trajectories using the students’
spatio-temporal data that are collected by the wireless data analysis system in the
campus.

4 Experiment and Analysis

4.1 Data Acquisition

The experiment data in this paper are collected in campus by the wireless data analysis
system, named WiCloud [11], which can provide edge networking, proximate com-
puting and data acquisition for innovative services. We used OpenWrt system trans-
forming the wireless router to develop the new WiFi access point. Our WiFi access
point can detect the beacon frames that are sent by intelligent terminals and transmit the
parsed beacon frames information to the cloud server over the network. We have
deployed forty WiFi access points covering nineteen different places in the campus of
BUPT, including dormitories, canteens, teaching buildings and laboratory buildings. In
order to make the significance of prediction, we extracted more than two hundred
million records from June 10, 2015 to January 31, 2016.

The students’ mobility trajectory data are collected in real time by WiCloud in
campus. When the subscriber who carries the smart terminal whose WiFi is open
appears within the coverage area of the WiFi access point, smart terminal’s MAC
address and other spatio-temporal trajectory information will be recorded by WiCloud.
Those detection data are collected per second, with the location information of the
students. Finally, the students’ trajectory information are transmitted to the cloud server
for storage and processing.

4.2 Data Preprocess

In the data preprocessing progress, we need to handle hundreds of millions records
collected from the WiFi access points to suitable format. In each piece of the original
record, there are the MAC address of the smart terminal, radio signal strength, and the
detected timestamp. The original data are like: 581F28382B53|-68|1441756631. Every
WiFi access point also has a MAC address, and the original data are stored in a folder
named with the MAC address in server. Then we can get students’ spatio-temporal
trajectories. The format of the original spatio-temproal trajectory data consists of five
parts. They are the MAC address of the smart terminal, the student’s arrival timestamp,
the student’s departure timestamp, the student’s dwell time, and the name of detection
point. The original spatio-temporal trajectory data are like: 80717A883D60|143978
2861|1439783625|764|student canteen.

We divide the total dataset into six different datasets, whose characteristics are
summarized in Table 1. We selected these students whose spatio-temporal trajectory
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records are relatively much in campus. Divide the preliminary processed trajectory data
into training set and test set for every sub-model. The “visit locations per student per
day” reflects the average number of students’ transition location per day, while the
“POIs per student” reflects the average number that students appeared in different
locations per day. Table 1 shows student’s activity is more frequently on workday than
on vacation.

4.3 TPA Training

The transition probability matrix contains up to nine different states: “student dormi-
tory” (D), “teaching building 1” (T1), “teaching building 2” (T2), “teaching building 3”
(T3), “teaching building 4” (T4), “main teaching building” (T5), “laboratory” (L),
“student canteen” (C1), “general canteen” (C2). Our goal is to predict the student next
location based on his all transition probability matrixes of TPA. Thus, the rows of the
transition probability matrix denote all possible current locations while a column
represents the next position in the Markov chain. For instance, if the current position is
D, the prediction of the next location will be T4 and a transition will occur from
position D to position T4.

To illustrate the concept of prediction based on the Markov chains, Table 2 shows
the transition probability matrix and the mobility trajectories are taken from a student of
BUPT whom we simply name as Tom to preserve his anonymity. In our experiment, if
the previous location is T4, the prediction will be D with a probability of 66.7 %.

4.4 Experiment Evaluation

In our experiments, we split the trajectory data into two sets: the training set, which is
used to build Markov chains, and the testing set, which is used to evaluate the accuracy
of the prediction model. We extract two days data as the student’s test set in every
sub-model, and the others as training set. And we selected one hundred students’

Table 1. Characteristics of datasets

Char. (average) Mon Tue Wed Thu Fri Vac

Visit locations per student per day 10 10 10 10 10 7
POIs per student 4 4 4 4 4 3

Table 2. Transition probability matrix of Tom

Source/dest. D T1 T4 T5 C2

D 0.0 0.142 0.429 0.287 0.142
T1 0.334 0.0 0.0 0.333 0.333
T4 0.667 0.0 0.333 0.0 0.0
T5 0.333 0.667 0.0 0.0 0.0
C2 1.0 0.0 0.0 0.0 0.0
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spatio-temporal trajectories for the experiment evaluation. Figure 2 shows the evalu-
ation results of the TPA and original Markov chain where the time domain is not
divided.

Figure 2 shows that the accuracy of TPA ranges from 74.13 % to 78.25 % and the
predictability ranges from 65.85 % to 72.71 %. While the accuracy of original Markov
chain only ranges from 38.28 % to 42.24 % and the predictability is 40.82 %. The
experimental results show that the TPA gives us a satisfying prediction result.

5 Conclusion

In this work, we have presented an algorithm for next location prediction in campus
called Trajectory Prediction Algorithm (TPA) that considers the notion of time in the
process of prediction. We divided the time domain into several sub-parts and respec-
tively computed the corresponding transition probability matrix. Experiment results on
wireless data analysis system show that the accuracy of TPA ranges from 74.13 % to
78.25 %. We concluded that the TPA did much better in forecasting the students’
trajectory than original Markov chain.

Acknowledgment. This work is supported by National Natural Science Foundation of China
(Grant No. 61471053).

Fig. 2. Evaluation results on accuracy and predictability
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Abstract. With rapidly development of wireless communications and elec-
tronics, precision agriculture turns into a promising application of the sensor
networks. In this paper, the measurement of volumetric moisture content for soil
is explored with the sensor networks. The method of high-frequency capacitance
is applied to the moisture content detection for three kinds of arable soil: red
soil, moisture soil and paddy soil. First of all, the measuring principle is ana-
lyzed: high-frequency equivalent electronic model of soil test plate is serially
connected with constant inductor, so as to obtain the relation between the
equivalent capacitance and resonance. Then we measure the correspondence
between resonance frequency and soil volumetric moisture content through
experimental methods, in addition, the impact of resonance frequency range and
environmental temperature is analyzed. To the best of our knowledge, this is the
first study on soil moisture content detection based on high-frequency capaci-
tance covering circuit theory, hardware simulation, resonance-frequency selec-
tion, temperature compensation and sensor networks. The experimental results
validate the effectiveness of our method, thus, our method possesses significant
application value.

Keywords: Soil volumetric moisture content � Sensor networks �
High-frequency capacitance � Dielectric constant � Series connection resonance

1 Introduction

Nowadays, due to rapidly development of wireless communications and electronics,
the sensor networks are widely used for various application areas. Precision agriculture
has become one of these application areas, which possesses a powerful trend in the field
of agriculture.1 Soil moisture content turns to be an important parameter in water-
saving irrigation of precision agriculture [1]. Real-time monitoring of soil moisture
content is able to help us understand the growth rhythm of crops, and has a significant
meaning to provide a suitable growth environment for crops [2].

Methods based on dielectric constant are commonly used to measure soil moisture
content. It utilizes the dielectric property of soil to determine the moisture content. The
changes of the dielectric constant ε of soil fully reflects the changes of volumetric
moisture content θv in soil. Several research results [3, 4] have been achieved based on

1 Jiangsu Province, research joint innovation funds – BY2014037-07.
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this property in recent years. Refer to the relationship between ε and θv, the fully
empirical formula of Topp et al. [5] and the half theoretical half empirical formula of
Herkelrath et al. [6] are the most frequently employed. The formula of Topp et al. is a
cubic polynomial equation describing the correspondence between θv and ε, which is
determined through various kinds of soil test, as shown in Eq. (1):

hv ¼ �5:3� 10�2 þ 2:92� 10�4e

� 5:5� 10�4e2 þ 4:3� 10�6e3
ð1Þ

We only need one parameter ε to get θv. The half theoretical half empirical formula
of Herkelrath et al. has been used widely because of its better accuracy of measurement
on soil moisture, as shown in Eq. (2):

hv ¼ a
ffiffi
e

p þ b ð2Þ

where both a and b are the calibration parameter, and they need to be calibrated
according to different types of soil.

Zhu et al. [7] conduct research on the relationship between ε and θv in four types of
soil in China by using time domain reflectometer (TDR). It has shown that Herkelrath’s
fitting equation is better than Topp’s, and the RMSE value is smaller, so it can be
considered as the first choice in corresponding applications. However, the measuring
circuit of TDR method is difficult to design. We cannot measure accurately when the
depth of soil is small, because reflection condition is complex, and the error is large,
especially when the depth is less than 10 cm. Capacitance sensor method is considered
as a substitute for TDR [8] because it has better precision with repeatability.

In contrast, we first analyse the changes of the soil volumetric moisture content θv
and high-frequency series resonance frequency f0 in Chinese three common kinds of
arable soil from the aspects of circuit theory and simulation method. Then we deter-
mine the correspondence between soil volumetric moisture content and resonance
frequency, using experimental approaches for the three kinds of soil respectively. We
also present theoretical analysis for the selection of the resonance frequency range and
temperature compensation.

2 Circuit Principle and Resonant Frequency Selection

The basic test principle of the high-frequency capacitor method is to use the LC
resonance principle: a sensor is considered as an equivalent capacitor in the LC series
resonance by making a series resonant circuit with a fixed inductor Lf on the outside of
the sensor. With the change of soil moisture content between plates, the soil dielectric
constant changes as well, which can lead to LC series resonance frequency change.
Figure 1 below is the high-frequency electronic model of capacitive moisture sensor.

In Fig. 1, LP represents the parasitic inductance between the plates. RP and CP stand
for the parasitic resistance and the parasitic capacitance. R represents the soil resistance
between the plates, Cx represents equivalent capacitance of the sensor. Parasitic LP, RP
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and CP are related to the shape and size of the measuring plate. The total complex
impedance of the circuit is shown in Eq. (3):

Z ¼ RP þ jxðLf þ LPÞþ R
jxðCP þCxÞ

� R � jxðCP þCxÞ
R2 � jxðCP þCxÞþR

ð3Þ

which can be rewritten as Eq. (4):

Z ¼ RP þ R

1þx2R2ðCP þCxÞ2

þ j x Lf þ LP
� �� xR2ðCP þCxÞ

1þx2R2ðCP þCxÞ2
" #

:

ð4Þ

Through Eq. (5), we can get circuit resonance condition:

x Lf þ LP
� � ¼ xR2ðCP þCxÞ

1þx2R2ðCP þCxÞ2
: ð5Þ

Denote L = Lf +Lp, C = CP + Cx in Eq. (5), we obtain resonant angular frequency
w0:

x0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(
1
LC

� 1

R2C2 )

r
;

where
1
LC

[
1

R2C2 : ð6Þ

Finally we are able to get the expression of resonance frequency:

f0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð 1
LC � 1

R2C2Þ
q

2p

LpRp

R

Cp

Cx

Fig. 1. High-frequency electronic model
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with
1
LC

[
1

R2C2 ; ð7Þ

where L represents the sum of the constant resonant inductance value Lf and the
parasitic inductance of the capacitor LP. LP is related to the shape and size of the
capacitor itself. C represents the sum of the parasitic capacitance CP and the capacitor
equivalent capacitance Cx. The value of CP is related to the resonant frequency.
R represents the resistance of the soil probe between plates. The entire measuring
circuit is a series resonant circuit and the resonant quality factor Q is shown in Eq. (8):

Q ¼ 1
RP

ffiffiffiffi
L
C

r
: ð8Þ

3 Theoretical Calculation and Results

3.1 The Selection of the Test Frequency

Through the analysis of the basic testing principle, we get the basic expression of the
resonance frequency f0. In the expression, parasitic quantity LP, RP and CP is associated
with the probe’s structure shape. Probes with different shapes and sizes have different
parasitic values.

The capacity of sensor probes’ equivalent capacitance is related to the surrounding
media and its own parasitic capacitance CP [11]. It is the function of dielectric constant
ε of soil and geometric factor delta δ as shown in Eq. (9):

Cx ¼ de; ð9Þ

Where δ represents the sensor probe plate geometric factor, and ε represents the
dielectric constant of the soil.

Refer to Eq. (9), the equivalent capacitance of the sensor probe has a linear relation
with the surrounding soil dielectric constant. Dry the Red soil up completely and put it
into a container, then insert the sensor probe fully into the soil. We use high-precision
capacitance meter to measure the capacitance value and it is about 18 pf in completely
dry red soil. Through looking it after in the table [10], we can learn that the theoretical
value of the dielectric constant of the red soil is 2.07. According to the theory, we obtain
the geometric factor coefficient of the delta δ for probe with the shape, the size of it is
8.7 × 1012. Similarly, it can be concluded that the geometric factor of the sensor probe
plate for tide sandy clay soil and paddy soil are 11.2 × 1012 and 10 × 1012 respectively.

Herkelrath et al. [6] use TDR method to validate that Herkelrath’s half theoretical
half empirical formula can be used as the priority, and it gives the value of correction
parameters a, b for different types of soil. According to the experiments, for red sandy
soils, a = 0.1098, b = 0.1568. The RMSE of the curve fitted by this set of a, b values
and the measured values 0.005cm3cm−3. Similarly, we can choose a, b values for tide
sandy clay soil and paddy soil correction respectively: a = 0.1134, b = 0.2194 and
a = 0.1117, b = 0.1626.
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After substituting Eq. (9) into Herkelrath’s half theoretical half empirical formula,
the relationship of equivalent capacitance Cx to soil volumetric moisture content and
the equivalent capacitance are analyzed, as shown in Eq. (10):

Cx ¼ kðhv � bÞ2

where k ¼ d
a2

: ð10Þ

After substituting the formula (10) into the formula (8), we can examine the
relationship between the soil volumetric moisture content and the circuit resonance
frequency f0:

f0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð 1
LC � 1

R2C2Þ
q

2p

where

1
LC

[
1

R2C2 and C ¼ CP þ kðhv � bÞ2: ð11Þ

3.2 Relation Function Fitting

We can get corresponding moisture content of soil moisture volume through the sensor
probe equivalent capacitance. The increase of soil moisture content can lead to the
increase of dielectric constant and the probe plates. Suppose that the capacitance value
increases by 15 pF, and 11 points are selected and substituted into Herkelrath’s
equation [6]. When the ambient temperature for experiment is 25 °C, we analyze the
theoretical correspondence between the equivalent capacitance of Cx and soil volume
number θv as shown in Fig. 2.

Fig. 2. The corresponding relationship between moisture content and the equivalent capacitance
(Color figure online)
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Fig. 3. Relation between moisture content and the resonance frequency (Color figure online)

Parasitic LP, RP and CP are related to the shape and size of the plate. For the test
probe, the magnitudes of parasitic LP, RP and CP are nH, Ω, pF respectively. The soil
resistance R between plates changes along with the moisture content of the soil.
Compounding experimental soil into samples with different moisture content, we
determine its order of magnitude under the condition of 25 °C. Finally it can be
concluded that soil resistance between the plates ranges from 10 kΩ to hundreds of kΩ.
Taking the value of parasitic inductance LP as 10 nH, parasitic resistance RP as 1 Ω,
parasitic capacitance CP ranging from 1 pF to 5 pF, then the soil resistance R ranges
from 60 kΩ to 150 kΩ, along with moisture content changes.

We select winding patch inductance as the constant inductance, the value is set as
150 nH. According to the formula (8), we can calculate that in the ideal condition,
quality factor of series resonance ranges from 30 to 90, and it has good resonance
conditions. But in the practical measurement, the soil resistance R paralleled with the
resonant capacitance in the equivalent circuit has the effect of reducing the Q value. In
addition, the parasitic parameters of the test circuit and components will also reduce the
Q value. After determining the order of magnitude and the value of parameters, we can
use circuit simulation tool Multisim to simulate the soil electrical model. According to
the size of the assumptive equivalent capacitance, we can obtain the circuit resonance
frequency f0 by simulation. The theoretic moisture content of soil volumetric can be
calculated through the size of corresponding equivalent capacitance, and then we can
get the relation between soil volumetric moisture content θv and resonance frequency
f0, as shown in Fig. 3.

4 Experimental Demonstration

4.1 The Experimental Process

We dry the red soil, moisture soil and paddy soil respectively to ensure that the moisture
content of soil is close to 0, and the prepare experimental soil samples according to the
definition of soil volumetric moisture content, as shown in formula (12):
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hv ¼ vw
vs

� 100%: ð12Þ

In the formula, θv represents soil volumetric moisture content, vw represents water
volume and vs represents soil volume.

Compound the experimental soil into several test samples which respectively
accounts for 5 %, 10 %, 15 %, 20 %, 25 %, 30 %, where each should be fully mixed
and standing.

After configuring test samples, we can carry out the experiments. The hardware
circuit for test mainly contains the sensor probe plate, voltage-controlled oscillation
circuit, and oscilloscope. We also give metallic shield to the hardware circuit board. The
voltage-controlled oscillator chip SiT3808 is selected for the Voltage-controlled oscil-
lation circuit, the output of which is connected to the LC equivalent circuit. The input
voltage Vin can be adjusted by the slide rheostat, and it will cause changes of the fre-
quency on LC. We can use the oscilloscope to observe the output wave form amplitude,
when the measured amplitude is the largest, the frequency represents the resonance
frequency f0. After measuring each soil sample for 10 times, we analyze the average value
from several similar data sets. Then we can get the correspondence relationship between
volume moisture content of the sample soil and the measured frequency.

4.2 Selection of Resonance Frequency Spectrum

The dielectric properties of the soil is influenced by many factors, of which the test
frequency is the largest. When soil test frequency is lower than 1 MHz, soil dielectric
constant is extremely unstable in a discrete state. It is even higher than that of water;
When the test frequency is higher than 1 MHz, the dielectric constant of the soil is
relatively stable [11]. Generally speaking, in order to avoid the electrode polarization
effect, the frequency of testing should be at least 20 MHz.

Taking configured soil samples with 20 % moisture content; Adjusting the constant
inductance; Changing their resonant inductance to change their resonance frequency.
The adjusted frequencies are respectively about 10 kHz, 100 kHz, 1 MHz, 10 MHz,
and 100 MHz. According to the formula (11), we can calculate the capacitance value of
the moment, soil moisture can be obtained by compared to Fig. 2, as shown in Fig. 4.

It can be seen from Fig. 4 that we get more accurate measurement of soil volumetric
moisture content with the frequency becomes higher. Therefore, considering the
implementation of high frequency circuit hardware and the specific situation of the
difficult actual test, we chose the patch winding inductance as the constant inductance,
and set the value as 150 nH, thus the resonance frequency of the experimental circuit
ranges 20–75 MHz.

4.3 Experimental Results at 25 °C

When the environment temperature is 25 °C, the patch winding inductance is 150 nH,
the moisture content of experimental soil is 0, 5 %, 10 %, 15 %, 20 %, 25 %, 30 %,
after taking repeated measurements, the experimental results are shown in Table 1.
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In Table 1, θv is the moisture content, R denotes the measured frequency for red
soil, M measured frequency for moisture soil, P measured frequency for paddy soil.
When the experimental environment temperature is 25 °C, the correspondence curves
of measured values and theoretical values for these three kinds of soils are shown in
Figs. 5, 6 and 7 respectively. Measurement error is from −0.05 to +0.02.

Fig. 4. Measured results under different frequency when moisture content is 20 %

Table 1. Correspondence of measured resonance frequency and moisture content

θv 0 0.05 0.10 0.15 0.20 0.25 0.30

R 72.3 56.7 51.2 45.3 36.3 32.6 28.4
M 54.6 44.6 38.2 31.4 27.6 23.8 21.4
P 64.0 56.4 46.2 37.2 32.7 28.1 27.2

Fig. 5. Comparison of theoretical values and measured values at 25 °C for red soil (Color figure
online)

164 Z. Huan et al.



5 Temperature Compensation

5.1 Improvement of Experimental Equipment

Considering that the sensor is mainly used in outdoor environment, and outdoor
temperature cannot be maintained at 25 °C constantly, so we need to make temperature
compensation to the sensor. We place the sensor at two different environments where
temperatures are respectively 0 °C and 40 °C. In order to get more reliable test results,
we have improved test device.

The entire test system consists of single-chip microcomputer control module,
sampling module, D/A voltage-controlled oscillator module, sensor test module, data
storage module, and temperature test module. 16-bit high-precision AD5660 is adopted

Fig. 6. Comparison of theoretical values and measured values at 25 °C for moisture soil (Color
figure online)

Fig. 7. Comparison of theoretical values and measured values at 25 °C for paddy soil (Color
figure online)
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for D/A sampling chip, MSP430F2012 with 10-bit precision AD sampling ports is
adopted for single-chip, SIT3808 chip is adopted for voltage-controlled oscillation.
Oscillation frequency ranges from 1 MHz to 80 MHz. MCU I/O port transforms digital
signals into analog signals through D/A conversion chip which are used to control the
output frequency of VCO. When the resonance of the constant inductance and soil
equivalent capacitance occurs, the AD sampling value from the I/O port becomes
maximum. We store both the AD sampling value and the soil temperature that is
measured by the temperature module into the EEPROM through the storage module.
After the EEPROM value is taken out, we can calculate the frequency when the circuit
resonance occurs. The structure diagram of the test device is shown in Fig. 8:

5.2 Experimental Results

Topp [5] gives not only fully empirical formula of soil moisture content, but also
presents the change formula of water dielectric constant with the temperature changes:

ew ¼ 78:5ð1� 4:60� 10�3 T � 25ð Þ
þ 8:8� 10�6 T � 25ð Þ2Þ

ð13Þ

From the formula (13) we can know that the dielectric constant changes along with
the temperature of the water.

After configuring the tested soil, we should place it in the high and low temperature
alternating test chamber, set the temperature as 0 °C and 40 °C respectively and make a
test on the soil every 2 h. Calculate the value in the EEPROM and take a length of the
temperature date that relatively stable, and take the mean value as shown in Figs. 9, 10
and 11:

Through the figure above, we can find that environment temperature has a sig-
nificant influence on the measured results when the temperature is unequal to 25 °C. In
order to further improve the test precision of the sensor, we need to make a temperature
compensation to it [12].

Place the configured soil with 20 % moisture content respectively into the test
environment where the temperature ranges from 0 °C to 40 °C, and seal the test device
to prevent the evaporation of water, then we can get the relationship curve between the
measured values and the environment temperature [13], as shown in Fig. 12.

In order to get the compensation expression of the impact of temperature T to the
measured value, we use the values measured at different temperature to minus the

Fig. 8. Improved test device
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Fig. 9. Test results for red soil (Color figure online)

Fig. 10. Test results for moisture soil (Color figure online)

Fig. 11. Test results for paddy soil (Color figure online)
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moisture content (20 %) measured at indoor samples temperature, then we can obtain
the error value Δy. We can get the function expression by Δy curve fitting, and write
the fitting function into the single-chip. Note that real-time calculation will need high
computational cost, so we need to get as many as possible corresponding error values,
and put them into the program to check value processing.

Refer to formula 14 to 16 with error functions for red soil, moisture soil and paddy
soil respectively.

Dy ¼ �6:1279� 10�5T3 þ 0:0026T2

þ 0:3173T � 4:6828

R2 ¼ 0:9923

ð14Þ

Dy ¼ �0:0002T3 þ 0:012747T2

þ 0:069428T � 2:702

R2 ¼ 0:9885

ð15Þ

Dy ¼ �1:7508� 10�5T3 þ 0:0018T2

þ 0:3246T � 4:8414

R2 ¼ 0:9913

ð16Þ

We set the revised test device into an environment with 20 % water volume content
and range the temperature from 0 °C to 40 °C. Take the mean value of multiple tests,
as shown in Figs. 13, 14 and 15.

From Table 2, T is denoted as environment temperature, R means results of red
soil, M represents results of moisture soil, and P means results of paddy soil.

Fig. 12. Moisture content results for various soil under different temperatures (Color figure
online)
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Fig. 13. Revised moisture content test results of red soil. (Color figure online)

Fig. 14. Revised moisture content test results of moisture soil. (Color figure online)

Fig. 15. Revised moisture content test results of paddy soil. (Color figure online)
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6 Conclusion

In this paper, by utilizing sensor networks, we obtained the relation expression between
the resonance frequency and the equivalent capacitance by analyzing the capacitance
soil moisture high-frequency electronic model. In addition, through the theoretical
analysis and calculation, we analyzed the correspondence curves between resonance
frequency and soil volumetric moisture content for three kinds of soils respectively. We
used the measured method to get correspondence curve between the frequency values
and the soil volumetric moisture content. Through temperature compensation, we made
the correction to the test results of sensors. According to the experimental results, we
summarized the following conclusions:

(1) The changes of the frequency with the soil volumetric moisture content have the
same trend, and the measured frequency value can distinguish the range of soil
volumetric moisture content. We completed the soil moisture content test by using
the high frequency capacitance method to replace the TDR method.

(2) Test errors exist due to some external factors. However, for arable soil, the errors
can be accepted because moisture measurement accuracy meets the requirements
of crop moisture.

(3) Through temperature compensation, the influence of environment temperature to
the sensor can be eliminated. Hence, we further improved the test precision and
stability of the sensor.

References

1. Schieffer, J., Dillon, C.: Precision agriculture and agro-environmental policy. In: Precision
Agriculture 2013, pp. 755–760. Wageningen Academic Publishers (2013)

2. Wang, X., Hu, J., Jiang, M., Zhao, X., Hu, J., Zhao, Y.: The experiment of additional
resistance method to measure the percentage of moisture quickly. J. Agric. Eng. 25(10),
76–81 (2009)

3. Wagner, N., Daschner, F., Scheuermann, A., et al.: Estimation of the soil water
characteristics from dielectric relaxation spectra. In: 2014 IEEE Sensors Applications
Symposium (SAS), pp. 242–247. IEEE (2014)

Table 2. The revised error comparison table

T(°C) 0 5 10 15
R −2.5 1.2 1.5 1.2
M −1.0 1.2 0.1 0.5
p −3.0 0.9 2.5 1.7
T(°C) 20 25 30 35
R 2 0.2 −0.5 −0.3
M −2.3 1.6 −0.2 −5
p 1.7 0.5 0.2 −3.0

170 Z. Huan et al.



4. Mizuguchi, J., Piai, J.C., de França, J.A., et al.: Fringing field capacitive sensor for
measuring soil moisture content: design, manufacture, and testing. IEEE Trans. Instrum.
Meas. 64, 212–220 (2015)

5. Topp, G.C., Davis, J.L., Annan, A.P.: Electromagnetic determination of soil moisture
content: measurements in coaxial transmission lines. Water Resour. Res. 16(3), 574–582
(1980)

6. Herkelrath, W.N., Hamburg, S.P., Murphy, F.: Automatic, real-time monitoring of soil
moisture in a remote field area with time domain reflectometry. Water Resour. Res. 27(5),
857–864 (1991)

7. Zhu, A., Ji, L., Zhang, J., Xin, X., Liu, J., Liu, H.: The study on the experiential relationship
between dielectric constant and the volumetric moisture content in different types of soil.
J. Soil 48(2), 263–268 (2011)

8. Axel, R., Carlos, M.R.: Corrections for simultaneous measurements of soil moisture content
and salinity using a capacitance sensor. In: Minneapolis ASABE Annual International
Meeting, USA, pp. 1–10 (2007)

9. Kelleners, T.J., Soppe, R.W.O., Robinson, D.A., et al.: Calibration of capacitance probe
sensors using electric circuit theory. Soil Sci. Soc. Am. J. 68(2), 430–439 (2004)

10. Ju, Z.: The relationship between dielectric constant and the volumetric moisture content in
Chinese several types of typical soil. Resource and Environment College, Chinese
Agricultural University, Beijing (2005)

11. Ma, X., Ma, J.: The analysis on upper limit of dielectric measurement of soil moisture. Study
Soil Water Conserv. 9(2), 82–86 (2002)

12. Liu, F.: The study of soil profile moisture sensor which based on the principle of high
frequency capacitance. Jiangsu University (2012)

13. Zhang, Y., Ma, Y., Jiang, Z., et al.: The development of portable soil moisture measuring
instrument which including the temperature compensate. Sens. Micro Syst. 05, 73–76 (2014)

Soil Moisture Content Detection Based on Sensor Networks 171



Missing Value Imputation for Wireless Sensory
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Abstract. Soil data is indispensable in hydrology or other environmen-
tal sciences. In present, the soil data is often collected by unattended
wireless sensing system and then inevitably involves continuous missing
values due to the unreliability of system, while in traditional commercial
or manually-collected datasets, the data losses are sparsely distributed.
time-series dataset, aimed at answering such a question: whether or not
existing methods suit for wireless sensory soil dataset with continuous
missing values, and how well they perform. With a real-world soil dataset
involving two-month complete samples as the benchmark, we evaluate
these six missing value infilling methods, compare their performance,
and analyze the possible reasons behind. This study provides insights
for designing new methods that can effectively deal with the missing
values in wireless sensory soil dataset.

Keywords: Wireless sensory data · Soil dataset · Missing value impu-
tation · Performance evaluation

1 Introduction

The existence of missing data makes it very difficult to realize accurate data
analyzing and modeling. In fact the data missing is not only common in indus-
try, commerce, and scientific research fields [18,22] but also inevitable in those
scenarios. Generally data missing happens due to the errors or the failures of
instrument or operation. Without careful considerations of missing data, domain
experts cannot efficiently and precisely understand what their data really indi-
cates [8]. For the hydrology, the agriculture, or other ecological fields, the ecolog-
ical dataset is generally obtained by either human-operating devices or remotely
automatic devices [14,19,29,30]. Nowadays, a popular methodology of imple-
menting large-scale, micro-level ecosystem monitoring is to deploy wireless sensor
networks [4,21] in the sites concerned by scientists. It benefits much—decreasing
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the costs of human resources and maintenance, realizing real-time observations
across geographically distributed regions [5,9,23,24]. In practice, however, the
use of wireless sensor network in ecosystem monitoring poses new challenges—
the dataset collected by wireless systems, often called wireless sensory dataset,
often experiences more significant data losses than datasets of traditional fields,
such like the bank and the medical study.

First, wireless ecology sensing systems are usually left unattended in out-
door environments, say, tropical forests, cold regions, wetlands, desserts, and
riversides, and are expected to operate for a long term, say, a few weeks or even
months. These systems are very prone to be accidentally damaged by extreme
weather conditions, such as storms, rains, or lightening, and therefore cannot
always record ecological events in time. Moreover, limited labor resources or
unpredictable harsh weathers sometimes lead to infeasible visits to remotely
deployed devices, and consequently, the damage or the failure of devices often
cannot be discovered until the next routine checking, which aggravates the data
loss so much that the missing values or even records in the dataset occur one
after another—forming large gaps in the dataset.

Second, the low-power low-rate wireless links used to form ecological sensors
into a network are unreliable and rendered dynamics sometimes [15,25], and
consequently cannot deliver all the obtained data to end-users—also leading to
non-ignorable data missing. Different than traditional datasets in which miss-
ing values are very sparsely scattered, therefore, the wireless sensory dataset
inevitably suffers missing values that occur continuously in a larger range and
considerably undermine the completeness of dataset. Also, it is worth noting that
strictly speaking, repeating the operations of obtaining ecological data does not
make sense because of the ceaseless temporal-spatial dynamics of natural envi-
ronment. Figure 1 indicates the incompleteness in the dataset obtained by a
small-scale wireless sensor network we use to monitor the hydrology in forests.
Clearly we can see the continuous data missing due to the failed data communi-
cation through wireless links (at sensor 2) and the unattended battery depletion
(at sensor 3).

Until now, however, researchers have not yet payed attention to infill the
continuous missing values in wireless sensory time-series datasets, and have little
knowledge about which existing methods are possibly effective under such a
case. This study investigates several typical approaches of infilling missing data
designed for traditional time-series dataset and examines their performances in

Fig. 1. Illustration of the continuous data missing in a dataset whose data points are
returned by two wireless sensors
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dealing with large-scale continuous data missing in the dataset of soil moisture,
in hope of analyzing and determining which approaches will be more potential for
this new task and giving some insights for designing new data missing infilling
policies for wireless sensory ecological dataset. Our work is based on the soil
moisture dataset because as a critical environmental factor [16], the soil moisture
data is a common input to hydrologic and agricultural models in the soil and
water management activities [1,2,7,11,20].

Recently, there have been more attempts which study the missing values
infilling methods for soil moisture datasets. Wang et al. [27] present a three-
dimensional method, based on the discrete cosine transforms, for filling the miss-
ing values of the satellite images dataset of soil moisture. Dumedah et al. [6] treat
the soil moisture dataset to be a time-series and investigate the effectiveness of
six methods, including the multiple linear regression, the weighted Pearson corre-
lation coefficient, the station relative difference, the soil layer relative difference,
the monthly average, and the merged method. In their subsequent work [7], they
further evaluate nine neural network based infilling methods; they find that the
nonlinear autoregressive neural network, the rough set method, and the monthly
replacement can achieve better accuracy in comparison with the methods in their
previous paper. Kornelsen et al. [13] examine the effectiveness of the monthly
average, the soil layer relative difference, the linear and cubic interpolation, the
artificial neural networks, and the evolutionary polynomial regression infilling
methods; the evaluation results show that the interpolation and the artificial
neural network methods are more effective, yet only for infilling small gaps in
dataset. However, these methods all assume small gaps in the datasets and then
are unable to be effectively applied to infill continuous missing data inherently
existing in the wireless sensory datasets. In this paper we test six typical methods
to evaluate their performance, which are the Linear Interpolation (LI), the Soil
Layer Relative Difference (SLRD), the Autoregressive Integrated Moving Aver-
age (ARIMA), the Vertical Multiple Linear Regression (VMLR), the Horizontal
Multiple Linear Regression (HMLR), and the Weighted K-Nearest Neighbors
(WKNN). To thoroughly investigate these methods, we examine their perfor-
mances with different gaps of continuous data missing, based on a soil moisture
dataset involving unsteady records.

The rest of this paper is organized as follows. Section 2 describes the back-
ground of our study and some observations of soil moisture data in the real
world. Section 3 presents six typical methods of infilling missing data and how
to apply them in our dataset. Section 4 analyzes and evaluates these six methods
in terms of accuracy. Finally, Sect. 5 concludes this study.

2 Soil Dataset

The dataset used in this paper is collected by a soil monitoring system deployed
in the Jiufeng National Forestry Park, Beijing, China; this system is shown in
Fig. 2, and it locates at 115.7◦E and 39.4◦N (marked with a red point). Beijing
is of dry and monsoon-influenced humid continental climate, where the daily
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Fig. 2. Deployment of the soil monitoring site (Color figure online)

average temperature is only −3.7 ◦C in January and the precipitation from June
to August is about three-fourths of the total yearly precipitation. In this system,
there are three soil-monitoring stations around ten meters away from each other;
and they report their data to a data logger which buffers the collected the data
in local SD card. Every week, an operator manually pulled out the soil data
file from the SD card. Each station is equipped with five soil sensing probes
arranged at five top-bottom layers (depths): 2 cm, 5 cm, 10 cm, 15 cm, and 20 cm,
respectively; and each probe simultaneously captures three attributes with an
interval of 15 min: the soil moisture, the soil temperature, and the soil electrical
conductivity. Also, the logger associates a timestamp with each record.

3 Description of Infilling Methods

This section will introduce six widely-used methods for infilling missing values
in the soil moisture dataset. We develop programs based on the R language to
implement those methods.

3.1 Linear Interpolation (LI)

Based on the curve fitting with linear polynomials, the linear interpolation (LI)
is a simple but effective method in practice [17]. The LI fills the missing values
of time series by Eq. (1), where y0 and y1 are the soil moisture values on time
t0 and t1(t1 > t0), respectively, and then y will be the missing value on time t
which ranges from t0 to t1.

y = y0 + (y1 − y0)
t − t0
t1 − t0

(1)

3.2 Soil Layer Relative Difference (SLRD)

Field experts often resort to the SLRD method [26] to infill missing data and they
usually employ the parametric test of relative difference among soil moisture data.
Equation (2) shows how to impute the missing soil moisture data. Suppose that
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there are n soil-monitoring stations in a given region, each of which reports a time-
series soil records including samples returned by the probes of different depths
(layers). For a given sampling depth j, in Eq. (2), θi,j(t) represents the soil mois-
ture of depth j at station i at time t, and θ̄j(t) represents the average over the
depth-j soil moisture values reported by all the n stations at time t. And, δi,j ,
called the relative difference, is calculated by the first equation of Eq. (2).

δi,j(t) =
θi,j(t) − θ̄j(t)

θ̄j(t)
(2)

θ̄j(t) =
1
n

n∑

i=1

θi,j(t)

Note that the SLRD method only takes into consideration the data with
as the same depth as the missing data, because it assumes that across different
stations, the soil moisture data with an identical depth is relatively correlated [6].
When soil moisture is missing at depth j of station i at time t, θ̄j(t) is computed
by the available depth-j data of all the other stations, while δ̄i,j is estimated
by the mean of all the values of the j-th depth at station i. The estimated soil
moisture θest can be expressed with Eq. (3).

θest(t) = θ̄j(t) + θ̄j(t) × δ̄i,j (3)

3.3 Autoregressive Integrated Moving Average (ARIMA)

Typical for statistics, the ARIMA model is widely used to analyze the time-series
data [12]. In fact ARIMA involves three types of models: the autoregressive
model (AR), the moving average model (MA), and the model (ARMA) com-
bining MA and AR. To process a non-stationary data series, like the soil data
we use, ARIMA has to difference this data series to make it stationary for the
const statistical properties. We do not consider the seasonal effect and then use
the non-seasonal ARIMA(p, d, q) model [10] to predict (infill) the missing values,
in which p is the number of autoregressive term, d, the number of nonseasonal
differences for keep stationary, and q, the number of lagged forecast errors. The
general ARIMA model is given together in Eqs. (4) and (5).

yt =

⎧
⎪⎪⎨

⎪⎪⎩

Yt d = 0
Yt − Yt−1 d = 1
(Yt − Yt−1) − (Yt−1 − Yt−2) d = 2

· · · · · ·
(4)

ŷt = μ + φ1yt−1 + · · · φpyt−p − θ1et−1 − · · · θqtt−q (5)

In Eq. (4), Yt is the observed data series until time t, yt is d-th difference of
Yt, and generally, that d ∈ [0, 4] is adequate to lead to a stationary series. For the
general forecasting given by Eq. (5), φi(1 ≤ i ≤ p) and θi(1 ≤ i ≤ q) are model
parameters, while p and q are the model orders. The parameters φi and θi are often
estimated according to the least square or the maximum likelihood methods.
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When a missing value is of sequence k in the whole data, ARIMA first chooses
a sub-series of length Lk before the k-th data point. In this paper, we plot
the original soil moisture data and find its non-stationarity. After empirically
differencing the non-stationary soil data of length Lk with a proper d, we can
determine a desirable pair of p and q by examining the auto-correlation and the
partial-correlation of yt. Finally we mainly use the arima function provided by
the R language to complete the missing value imputation.

3.4 Vertical Multiple Linear Regression (VMLR)

Each sensing probe attached to the station can sample not only the soil moisture
but also the soil temperature and the electrical conductivity data. The VMLR
method assumes that for a given depth k, the soil moisture data of depth k corre-
lates both with the soil moisture values of other depths and with the temperature
and the electrical conductivity of depth k.

ŷk = a1 × tk + a2 × ck +
m∑

i=1,i �=k

bi yi (6)

If there are m layers, the VMLR model is expressed in Eq. (6) where tk
and ck represent the temperature and the electrical conductivity of depth k,
respectively, and yi, the soil moisture value of depth i(i �= k). Therefore the task
of the VMLR is to find parameters a1, a2, and bi.

3.5 Horizontal Multiple Linear Regression (HMLR)

Similar to the VMLR method, the HMLR method also uses the multiple linear
regression to infill the missing soil moisture values. Yet the HMLR method focuses
on the correlation of data points at the same depth from different stations; in other
words, for a given station s, the soil moisture data of depth k at s correlates both
with the soil moisture values of depth k of other stations and with the temperature
and the electrical conductivity of depth k at station s. The correlation of sensing
attributes from nearby sensors are often employed to predict the missing data due
to faulty devices [3,28].

ŷs,k = a1 × ts,k + a2 × cs,k +
m∑

i=1,i �=s

bi · yi,k (7)

The HMLR model is given by Eq. (7) where m denotes the number of stations,
ts,k and cs,k are the temperature and the electrical conductivity values of depth
k at station s.

3.6 Weighted K-Nearest Neighbours (WKNN)

The WKNN resorts to K similar observations to impute missing values. The
Euclidean distance is commonly used to determine the similarity between two
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Fig. 3. Illustration for the WKNN method (the white block is the missing value)

data points. For the simplicity, suppose that data point x has a missing value at
attribute a, denoted by x(a), and that there are n data points, y1, y2,. . . yn in the
training dataset. The similarity between x and yi(1 ≤ i ≤ n) can be calculated
by Eq. (8) where m is the number of attributes of x or yi.

d(x, yi) =

√
√
√
√

m∑

j=1,j �=a

(
x(j) − y

(j)
i

)2

(8)

After obtaining all the distances between x to yi, we can determine the k
nearest neighbors. For instance, if the k nearest neighbors of x are shown in Fig. 3
and the distance from x to yi is equal to di, we can infill x(a) with x̂(a) calculated
by Eqs. (9) and (10), both of which together express an implementation of a
K-nearest neighbors model with a weighted function.

x̂(a) =
k∑

i=1

y
(a)
i w(di) (9)

w(di) = e−di (10)

4 Analysis

4.1 Setup

The monitoring system in our study site operated from October 2010 to October
2012. In the whole dataset of two years there are a large amount of irregularly
distributed data losses. We elaborately find that the set of records obtained
from October 2010 to January 2011 involves only one missing soil moisture value;
therefore this set of records can be reasonably reckoned to be a complete dataset;
specifically, we we choose the data—returned by the sensing probe of depth 5 cm
at a station— as the benchmark dataset to evaluate the six infilling methods.
The benchmark has 6060 records of three soil attributes (the soil moisture, the
soil temperature, and the soil conductivity). Figure 4 shows the distribution of
all the soil moisture values in the benchmark dataset.

To simulate the continuous missing characteristics of soil dataset returned by
wireless sensing system, we artificially specify various missing segments with dif-
ferent ratios. We first remove the missing segment from the benchmark dataset
and then apply the six imputation methods to infill the values in this missing
segment. Table 1 gives the missing ratios used in this paper. The choices of five
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Fig. 4. Soil moisture data from the sensing probe of depth 5 cm at a station

Table 1. Configuration of the missing records in evaluation

Missing segment Missing range Missing ratio (%) Duration (days)

Seg. 1 1001∼1048 0.79 0.5

Seg. 2 1001∼1192 3.17 2

Seg. 3 1001∼1672 11.09 7

Seg. 4 1001∼2344 22.18 14

Seg. 5 1001∼3688 44.36 28

Seg. 6 3001∼3048 0.79 0.5

Seg. 7 3001∼3192 3.17 2

Seg. 8 3001∼3672 11.09 7

Seg. 9 3001∼4344 22.18 14

Seg. 10 3001∼5688 44.36 28

missing ratios are determined by the inspection (physical visit) period in prac-
tice, which is usually half a day, one day, one week, or one month (four weeks). It
is clear, in Fig. 4, that the moisture varies steadily before the 2500-th data point,
but drastically after the 3000-th data point. So, to evaluate the performance of
the six methods under steady and dynamic time-series data, we specify two data
points in the benchmark dataset: Start I, the 1001-th data point and Start II, the
3001-th data point, as labeled in Fig. 4. In Table 1, missing segments 1∼5 all start
from Start I and missing segments 6∼10 all start from Start II.

RMSE =

√
√
√
√ 1

n
×

n∑

i=1

(ŷi − yi)2 (11)

In this study, we use the root-mean-square error (RMSE), widely-adopted
in the community [7], to evaluate the six methods of infilling the missing soil
moisture data. In detail, as shown in Eq. (11), RMSE is the root of the average
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squared differences between the predicted value (ŷi) and the original one (yi).
In general, the smaller the RSME derived by a method is, the better the effec-
tiveness of this method.

4.2 Results

This section compares the performance of the six infilling methods with different
missing scales and different fluctuations. Figure 5 plots the data points infilled
by the six methods and the real data points. Note that the observed soil mois-
ture values are marked by empty black circle, and the predicted values of the
six methods are marked by different colors shown as the legend in Fig. 5(a). For
the shortest missing segment over the steady dataset (Fig. 5(a)), these infilling
methods except for the SLRD all works well; for the longest missing segment
over the fluctuating dataset (Fig. 5(j)), the six methods differentiate much in per-
formance. For each given missing rate, the performances of the LI, the ARIMA
and the WKNN under unsteady dataset all decrease obviously, in comparison
with their performances under steady dataset. Interestingly, the VLMR and the
HLMR fits better with most of the missing segments starting from Start II, espe-
cially the VLMR with larger missing rates. For both the steady and the unsteady
datasets, as the missing rate increases, the accuracy of the VLMR and WKNN
does not change obviously, while the accuracies of all other methods degrade
significantly. Noticeably, for infilling the significantly fluctuating dataset with
more continuos missing values, the WKNN can also well predict the variation
trend of dataset, like the VLMR and the HLMR, although its accuracy is lower
than that of the VLMR. From Fig. 5, it can be seen that for the shortest missing
segment over the steady dataset, the ARIMA, the WKNN and the LI have great
accurate prediction, but the VMLR demonstrates the most steady and precise
prediction as the dataset becomes unsteady and the missing ratio is larger.

The six methods are further compared in Fig. 6. It is worth mentioning that
the imputation performances of the LI and the ARIMA become very poor for
the missing segments beginning from the Start II, after which the soil moisture
values varies drastically; when the missing segments are chosen from here, the
LI method, only using two reference points, does not work well for infilling the
large-scale continuous missing. The ARIMA just uses a segment of steady data
before the missing values (Start II), which does not contain sufficient information
(large or periodic dataset is preferable for ARIMA), and consequently results in
lower performance. Both the VMLR and the HMLR employ the multiple linear
regression to infill the missing soil moisture values, but the VMLR is preferred to
the HMLR—suggesting that for a given station, the different soil layers (depths)
for the VMLR can profile the temporal correlation of soil moisture with more
accuracy, i.e., the data from vertically arranged layers at the same station render
closer correlation, in comparison with the same layers at different stations.

A comprehensively numerical comparison in terms of RMSE is given in
Table 2. For the missing segment beginning at Start I, in average, the WKNN is
the best predictor, followed by the VMLR, the LI, and the ARIMA, the fifth is
the HMLR, five of which are similar; and the worst is the SLRD. For the missing
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Fig. 5. Comparisons of the six methods with five different missing ratios. The legend
in Fig. 5(a) works for all the other sub-figures. (Color figure online)
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Fig. 6. Comparisons of the six methods with different missing ratios (Color figure
online)

segment beginning at Start II, the VMLR performs the best and the SLRD still
is the worst. It is noticeable that when being applied to infill the dataset with sig-
nificant fluctuation, the performances of the LI, the ARIMA, and the WKNN all
decrease, but the VMLR and the HMLR show slight promotion of performance.
Based on the short-term time-series dataset used in this paper, the evaluation
results show that the VMLR, the WKNN, the LI, the ARIMA, and the HMLR
are all preferred to the SLRD which is commonly used by field experts. In par-
ticular, the VMLR method, with the average RMSE of 0.217 % over the first five
missing segments, seems more suitable to infill unsteady dataset.

Table 2. RSMEs of six methods with different missing ratios

Method RMSE at different missing segments (%)

Seg. 1 Seg. 2 Seg. 3 Seg. 4 Seg. 5 Avg. (seg.

1∼5)

Seg.6 Seg. 7 Seg. 8 Seg. 9 Seg. 10 Avg. (seg.

6∼10)

LI .050 .089 .109 .110 .765 .225 .053 .843 1.049 3.098 2.703 1.549

SLRD 2.779 2.855 3.020 3.309 3.520 3.097 2.201 2.889 2.645 2.899 2.932 2.713

VMLR .181 .211 .157 .138 .172 .172 .228 .181 .222 .220 .234 .217

HMLR .159 .238 .444 .393 .465 .340 .662 .427 .424 .738 2.198 .890

ARIMA .030 .089 .136 .249 .779 .257 .060 .876 1.068 2.760 3.444 1.642

WKNN .035 .041 .116 .238 .309 .148 .905 .490 .407 .662 1.144 .722

5 Conclusions

Ecological time-series dataset collected by wireless sensing systems often experi-
ences continuous data losses which pose new challenges for missing data process-
ing. Researchers now have little knowledge about effective approaches to address
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this issue. This paper has investigated six typical methods that are used to infill
missing data in a soil time-series dataset and compared their performances under
different scenarios. We find that totally, the VMLR and the WKNN methods
can achieve better accuracy in infilling continuous missing soil moisture data.
In detail, to infill short missing segments of steady soil dataset, the ARIMA,
the LI, and the WKNN perform desirably. To infill missing values in unsteady
soil dataset with large continuous missing values, the VMLR overwhelms all the
other methods, and the accuracy of the WKNN is slightly lower than that of
the VMLR. For all the specified missing segments, the VMLR is almost always
preferred to the HMLR, indicating that the data from different layers of a given
station is more strongly correlated than the data from different stations at the
same layer. Thus, taking into account the correlation among multiple factors will
be a promising start to design effective missing value infilling methods.
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Grant no. 61300180 and the Fundamental Research Funds for the Central Universities
of China with Grant no. TD2014-01.
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Abstract. In the era of big data and Internet of things, massive sen-
sor data are gathered with Internet of things. Quantity of data captured
by sensor network are considered to contain highly useful and valuable
information. However, since sensor data are usually correlated in time
and space, not all the gathered data are valuable for further processing
and analysis. Preprocessing is necessary for eliminating the redundancy
in gathered massive sensor data. In this paper, approaches based on static
Bayesian network (SBN) and dynamic Bayesian network (DBN) are pro-
posed for preprocessing big sensor data, especially for redundancy elim-
ination. Static sensor data redundancy detection algorithm (SSDRDA)
for eliminating redundant data in static data sets and real-time sensor
data redundancy detection algorithm (RSDRDA) for eliminating redun-
dant sensor data in real-time are proposed. Experimental results show
that the proposed algorithms are feasible and effective.

1 Introduction

Networks of thousands of sensors present a feasible and economic solution to
some of our most challenging problems, such as environment monitoring, mil-
itary sensing and tracking [1]. Since sensor data streams are measurements of
continuous physical phenomenon, spatial and temporal correlations within data
streams are inherent. Thus the probability that the data sampled by a node is
highly correlated or repetitious over time is quite high [2].

Singular-value-qr decomposition (SVDQR) has been proposed in [3] to reduce
the redundancy in wireless sensor networks. But this algorithm just select the
principal data sets from particular sensor nodes to represent all the sensor nodes
in the neighborhood, so the accuracy of redundant node detection is not very
good. Extending an adaptive information filtering system to make decisions
about the novelty and redundancy of relevant documents is addressed in [4].
[5] presents a simple and inexpensive on-line method to detect duplicates in the
response set. [6] described a formulation of partial redundancy elimination based
on a cost-benefits analysis of the flow graph. Costs and benefits are measured
by the number of evaluations of an expression. But most of those methods men-
tioned above are used to process the redundancy of non-numeric data, such as
text file. And these methods are hard to be used to process redundant data
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 185–197, 2016.
DOI: 10.1007/978-3-319-42553-5 16
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in realtime. Among the numerous tools designed for the analysis of temporal
sequences, dynamic Bayesian networks has been the most successful one [7].
A dynamic Bayesian network (DBN) is an extension of static Bayesian net-
work (SBN) to temporal domain, in which condition dependencies are modeled
between random variables both within and across time slots [8]. In this paper,
we present two redundancy elimination approaches based on SBN and DBN,
respectively, i.e., static sensor data redundancy detection algorithm (SSDRDA)
for eliminating redundant data in static data sets and real-time sensor data
redundancy detection algorithm (RSDRDA) for eliminating redundant sensor
data in real-time.

This paper is organized as follows: a brief literature survey related to Bayesian
networks is described in Sects. 2. Then, in Sects. 3 and 4, the algorithm of static
sensor data redundancy detection and real-time sensor data redundancy detec-
tion are presented with detailed description. Section 5 discusses the performance
analysis and evaluation of our methods.

2 Problem Formulation

SBN represents a set of random variables in form of nodes on a directed acyclic
graph. It indicates the conditional dependencies of the random variables. In a
SBN, random variables are defined as a sequence X={x1, x2, · · · xn} and xi is
conditional dependent of its non-descendants given its parents. Therefore, the
joint distribution of random variable xi can be written as P (x1, x2, · · · , xn) =∏n

i=1 P (xi|pa(xi)), where pa(xi) is the parent of xi. A DBN is an extension of
SBN to time domain, it is suitable for dealing with real-time problems. However,
building a DBN with lots of random variables is a complex project. In practice,
the structure of a Bayesian network will not change sharply in limited time, in
order to simplify this problem, we make some reasonable assumptions [9]:

* the variation of condition probability is stable at a specific time.
* a dynamic process can be modeled by a first-order-Markovian:

P (x[t + 1]|x[1], x[2], · · · , x[t]) = P (x[t + 1]|x[t])

* the transition probability P (x[t + 1]|x[t]) is stable in a time slot t

A DBN is formed with two parts (B0, B→), B0 is an initial network which
defines the prior P(x[0]), B→ is a transition network that defines a two slice tem-
poral Bayes net [10]. Regardless it is initial network or transition network, the
essence of learning the structure of DBN is to find the parents of a specific node.
For initial network, it describes the relationship of nodes at current time, thus, the
parents of typical node is at current time. For transition network, it describes the
relationship of nodes between two slots, so the parents of one node in transition
network is in its former time. The joint distribution of the model of DBN can be



Redundancy Elimination of Big Sensor Data Using Bayesian Networks 187

obtained by unrolling two slots temporal Bayes net until the network has T slots
and multiplying together all of the conditional probability distributions:

PDBN (x[0], x[1], · · · , x[T ]) = PB0

T−1∏

t=0

PB→(x[t + 1]|x[t]) (1)

2.1 Learning the Structure of Bayesian Network

Building a specific Bayesian network can be described as finding a suitable struc-
ture of network while a training data set D is given. And a Bayesian network
is represented as B = (S, θ), where S is the structure of network (i.e., deter-
mining what depends on what) and θ is the parameters (i.e., the strength of
these dependencies) [11]. In order to build the Bayesian network, we divide the
sensor data set into several random variables through cluster algorithm and get
transition probability matrix through statistics approach [12]. In this paper, we
use k-means algorithm to divide the sensor data, and the number of groups is
dynamically determined by the degree of dispersion of sensor data. We use a
score metrics to get the degree of matching between training sets D and the
structure S, the probability of structure S while data set D is given can be
written as:

P (S|D) =
P (S)P (D|S)

P (D)
=

P (S)
∫

θ
P (D|S, θ)P (θ|S) dθ

P (D)
(2)

Thus, we can depend on the score metrics to search for the best Bayesian
network. As we mentioned above, the main point of learning the structure of a
network is to get the parent nodes of one specific node. From Eq. (2) we can get
P (S|D) ∝ P (S)P (D|S), so we define a simplify score metrics:

Score = log P (D|S, θs) (3)

where θs is the estimate optimal parameter which maximizes the likelihood func-
tion. For a dynamic network we give the following definition:

θ0i,j,k = P (Xi[0] = k|pa(Xi[0]) = j), θ→
i,j,k = P (Xi[t] = k|pa(Xi[t − 1]) = j) (4)

where θ0i,j,k is the conditional probability of Xi being in its kth value given
that its parents pa(Xi[0]) in state j. θ→

i,j,k denotes in the transition network the
conditional probability of Xi in its kth state at time t given that its parents
pa(Xi[t − 1]) in state j. We can get those conditional probabilities through
statistical methods. Initial network describes the dependencies among the nodes
at current time, and transition network describes the dependencies of the nodes
between two temporal slots. So we define a counting rule for initial and transition
networks as follows. If in initial network T = t, else if in transition network
T = t − 1:

C(Xi[t] = k, pa(Xi[T ]) = j) =

{
1 Xi[t] = k, pa(Xi[T ]) = j

0 otherwise
(5)



188 S. Xie et al.

According to the counting rule above, it is easy to get the number of specific
state appeared in initial and transition network:

N0
i,j,k =

∑

l

C0((Xi[0] = k, pa(Xi[0]) = j);X l)

N→
i,j,k =

∑

l

C→((Xi[t] = k, pa(Xi[t − 1]) = j);X l) (6)

where � denotes the number of training sequence, and in the training sequence
Ni,j,k denotes the number of Xi being in its kth state given that its parents in
state j.

According to the methods mentioned above, we can get the conditional prob-
ability in initial network and transition network:

θ0i,j,k =
N0

i,j,k∑
k N0

i,j,k

, θ→
i,j,k =

N0
i,j,k∑

k N→
i,j,k

(7)

Consider the joint probability distribution of DBN, the likelihood function of
a specific training data set given a possible network structure can be expressed
as:

P (D|S, θs) =
∏

i

∏

j

∏

k

(θ0i,j,k)N0
i,j,k ×

∏

i

∏

j

∏

k

(θ→
i,j,k)N→

i,j,k (8)

thus, the score metrics can be expressed as:

Score = log P (D|S, θs) =
∑

i

∑

j

∑

k

N0
i,j,k × log θ0

i,j,k +
∑

i

∑

j

∑

k

N→
i,j,k × log θ→

i,j,k

(9)

From the score metrics we can learn that the function is formed with two
parts, one is the parameters in initial network, the other is the parameters in
transition network. It denotes that the structure of initial and transition net-
work can be learned separately. One of the most used algorithm for learning the
structure of Bayesian network is k2 algorithm [13]. We combine the score metrics
which was mentioned above with K2 algorithm, and K2 is like a greedy algo-
rithm which maximizes the score of metrics. Because the structure of Bayesian
network is directed acyclic graph (DAG) [14], in order to avoid cyclic graph in
network, the K2 algorithm assumes an initial ordering of the nodes such that, if
Xj proceeds Xi in order, an arc from Xj to Xi is not allowed. But the disadvan-
tage is that the initial ordering should be based on prior expert knowledge, and
in fact it is difficult to get the prior knowledge in practical environment. Thus,
in the following algorithm we do not consider the initial ordering. First of all, we
use K2 to get the dependencies of each node, and then modify the cyclic graph
part in the network.
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Algorithm 1. K2 algorithm
Input: - A set of nodes X = {X1, X2 · · · , XN}

- A data set D
- M is the maximum in the degree of node

Output: For each node, a printout of the parents of the node
1: for i = 1 to N do
2: πi = φ
3: ScoreOld = score(D, pii, Xi)
4: okToProceed = true
5: while okToProceed && |πi| < M do
6: Let Xj be the node in X − pii that maximizes ((D, pii, Xi)unionXj)
7: ScoreNew = Score((D, pii, Xi)unionXj)
8: if ScoreNew > ScoreOld then
9: ScoreOld = ScoreNew

10: pii = piiunionXj

11: else
12: okToProceed=false
13: end if
14: end while
15: end for

3 Static Sensor Data Redundancy Detection

In a sensor network, there are many factors which cause data redundancy. For
example, the gap among each node is close, the type of collecting data is similar.
The sensor data stored in database is regarded as static data. We propose a
static sensor data redundancy detection algorithm (SSDRDA) by building the
SBN of the sensor nodes. According to the dependencies reflect in the SBN, the
inference of redundant node can be figured out.

In the process of learning the structure of Bayesian network which mentioned
above, we must first get the state transition probability matrix. Figure 1(a) shows
an example of a Bayesian network structure for a four nodes problem. We can
get the parents nodes of one specific node in the network. Figure 1(b) shows the
transition probability matrix between current node and its dependent nodes.
The row of the matrix denotes the number of state of parents nodes, and the
column of the matrix denotes the number of state of current node. For each
row

∑n
i=1 Pki = 1, where k = 1 · · · m. With the dependencies of each node,

a specific node can form a subnet with its parent nodes. And according to the
data sets those sensor nodes collected, we can get a state transition probability
matrix of each subnet through statistical methods. If the conditional probability
of Xi

t being in state sik approach to 1 given that its parents are in state spa
i ,

it indicates that we can inference the state of Xi
t by its parents node. And it is

defined as:
P (Xi

t = sik|Pa(Xi
t) = spa

i ) −→ 1 (10)



190 S. Xie et al.

Fig. 1. A example of Bayesian network with four sensor nodes and transition proba-
bility matrix

Algorithm 2. Static Sensor Data Redundancy Detection Algorithm
Input: - A set of nodes X = {X1, X2 · · · , XN}

- The Bayesian network of N nodes
Output: A printout of node redundancy
1: for i = 1 to N do
2: isRedundancy=false
3: set Pai to empty:Pai = φ
4: initialize the transition probability between Xi and its parents

transMatrix = φ
5: Pai = findTheParent(Xi)
6: transMatrix = createTransMatrix(Xi, Pai)
7: if

∑H
h=1 max(P (Xi

t = sik|Pa(Xi
t) = spaih )) −→ H then

8: isRedundancy = true
9: end if

10: end for

Thus, if the state of current node can be inferred by parents nodes, we regard
current node as redundant node. The conditional probability define as:

H∑

h=1

max(P (Xi
t = sik|Pa(Xi

t) = spa
ih )) −→ H (11)

where Xi
t denotes node i at time t,sik denotes node i in its kth state, Pa(Xi

t)
denotes the parents nodes of node i at time t, spa

ih denotes the parents nodes in
its hth state, H denotes the number of the state of parents nodes.

4 Real-Time Sensor Data Redundancy Detection

In Sect. 3, we have proposed an algorithm for static sensor data redundancy
detection. Is there a way that we could detect the redundant node while it is
working? If a specific node is detected as redundant node at time t, the node does
not need to work at this time. A DBN is an extension of SBN to temporal domain,
in which conditional dependencies are modeled between random variables both
within and across time slots [7]. The varying dependencies of each node in DBN
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Fig. 2. The model of variable structure DBN

Fig. 3. The process of real-time redundancy detection

reflects the real-time characteristic of a sensor network. The main point of real-
time data redundancy detection is that the state of a specific node at time t can
be inferred by its dependent nodes at time t − 1. The dependencies in a sensor
network will not change sharply in limited time [15]. Figure 2 shows a model
of variable structure DBN. If we unroll the DBN in {T1, T2 · · · , Tn} slices, the
transition structure in each slice is invariable. Figure 3 shows that we split each
time slice into two parts, in the former part all of the nodes are in waking state,
and with the data collected in this part, we can learn the structure of Bayesian
network in current time slice. As mentioned above, the structure of Bayesian
network will not change sharply within a limited time. Thus, in the second part
of the time slice, we use the structure which is trained in former part to predict
the state of each node. Based on this mechanism, the sensor network is in a cycle
of collecting data, learning transition network, and state inference.

Bayesian inference in SBN can be extended to DBN, and DBN mainly focus
on the dependencies across two time slots [15,16]. Suppose the state sequence of
node X is {X1,X2 · · · ,Xn}, if the conditional probability of node X in a specific
states is approach to 1 given that the state of its parent nodes at previous time,
it denotes that the state of current node X can be inferred by its parents nodes
at previous time. If node X is working at this time the data collected by it can
be regarded as redundant data. Node X in any states can be described as the
confidence level of node X given that the state of its parent nodes as evidence.
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Algorithm 3. Real-time Sensor Data Redundancy Detection
Input: - A set of nodes X = {X1, X2 · · · , XN}

- The transition network for all nodes
- The transition probability matrix for each node
- A data set which was collected at t − 1 for all nodes

Output: A printout of state for each node
1: for i = 1 to N do
2: Sensor state = working
3: set Pai to empty: Pai = φ
4: initialize the transition probability between Xi and its parents

transMatrix = φ
5: Find the parents of Xi according to the Bayesian network

Pai = findTheParent(Xi)
6: Get the states probability table of the parent of Xi at t − 1, elements in this

table is like P (X = statesi), i = 1, 2 · · ·
7: transMatrix = createTransMatrix(Xi, Pai)
8: for i = 1 to |state| do
9: P (Xs|epa) =

∑
i,j···k P (Xs|pa1i, pa2j , · · · , pa|pa|k) ×∏|pa|

m=1 P (pam|epam)
10: end for
11: if max(P (Xs|epa)) → 1 then
12: Sensor state = sleeping
13: end if
14: end for

For the inference list as follows:

P (X|epa) = P (X|epa1 , · · · , epai
, · · · , epa|pa|)

=
∑

i,j,···k
P (X|pa1i, · · · , pa|pa|k)P (pa1i, · · · , pa|pa|k|epa1 , epa2 · · · epa|pa|)

=
∑

i,j···k
P (X|pa1i, · · · , pa|pa|k)P (pa1i|epa1) · · · P (pa|pa|k|epa|pa|) (12)

where pai denotes ith parent node; epai
denotes the probability of the state of

parent node; |pa| denotes the number of parent nodes; pamn denotes the value
of parent node pai in state n. Thus, according to the evidence of parent nodes,
the inference of current node in a specific state is defined as:

P (Xs|epa)=
∑

i,j···k
P (Xs|pa1i, pa2j , · · · , pa|pa|k)

|pa|∏

m=1

P (pamn|epam
) (13)

where s denotes the state of node X.
From Eq. (13) we can learn that the probability of current node in a spe-

cific state is the sum of the prior probability of the parents nodes in all state
combination and the sum of conditional probability given that the state of its
parents nodes. We can get the prior probability of the states of parents nodes in
previous time through training data sets. Put the values of transition and state
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probability into Eq. (13), we can infer the specific state of current node. And the
algorithm of real-time sensor data redundancy detection is shown above.

5 Experimental Results and Discussion

In this section, several experiments are conducted to validate the feasibility of
the proposed algorithms on sensor data redundancy detection. Our test data
comes from 25 sensor motes which use Arduino Leonardo boards, XBee radios,
and a handful of off-the-shelf parts, including a temperature and humidity sen-
sor, and an electret microphone amplifier. These motes were distributed around
the conference venue, and reported back during the conference. The data were
made publicly available online [17]. These sensor nodes collected temperature,
humidity, and microphone values once every one minute. With the data collected
by sensor nodes, we can learn the structure of dependencies among these nodes
using the method described in Sect. 2.

Figure 4 shows the dependencies of each sensor node, in Fig. 4(a, b, c) hori-
zontal axis denotes current node, and the star which are marked in vertical axis
denotes its parent nodes. And in a static data set, if a specific node is detected as
redundant node, it denotes the data collected by this node is redundancy and we
can get those data by its parents nodes. Based on this mechanism, we can weigh

Fig. 4. The dependencies of each sensor node in the data sets of temperature, humidity,
and microphone
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Fig. 5. The number of detected redundant nodes in different number of sensor nodes

the performance of our algorithm by the accuracy of estimating the redundant
data. The root-mean-square-error (RMSE) between real and estimated values of
redundant data can be regarded as metrics.

RMSE =
√

mean[(yit − yit)2],mean(RMSE) =
∑N

n=1 RMSEn

N
(14)

where yit is real value of node i at time t, yit is predict value of node i at time t,
mean(RMSE) is the mean RMSE of all redundant nodes, N is the number of
redundant node.

For the static sensor data sets, we have proposed the SSDRDA to detect redun-
dant nodes, and prior to the SSDRDA we have built a SBN (Fig. 4) of the 15 sensor
nodes. Figure 5 shows the number of detected redundant nodes in different total
number of sensor nodes. And we can learn that the number of redundant nodes in
temperature and humidity data sets is more than microphone data set. The rea-
son is that the temperature and humidity is gradually changed, and sensor nodes
at different position may collect similar data. But the data of microphone sensor
nodes collect is closely relevant to the position of the nodes and its data fluctuation
is higher than that of temperature and humidity. Thus, the number of redundant
nodes in temperature and humidity is more than microphone.

In our data sets there is no prior knowledge to clearly divide the set into redun-
dant and non-redundant parts, so the effectiveness of the detected redundant sen-
sor nodes is hard to be conducted in terms of recall and precision. In order to get
the effectiveness of the algorithm, we estimate the data which is detected as redun-
dant and the RMSE of estimating result can reflect the accuracy of our algorithm.
Considering the purpose of estimating redundant data is just to validate the feasi-
ble of SSDRDA, we use the most common and simple method which named weight
method for missing data estimation. In this method we put different weight on the
parents of redundant nodes as Eq. (15), and the weight is base on the similarity
between current node and its parent, dk is the weight.

R =
1
W

[
N∑

k=1

(dkXk)] (15)

where W =
∑N

k=1 dk.
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Fig. 6. The results of estimating the data of redundant nodes in static data sets

Figure 6 shows the result of estimating the data of redundant node by its
parents nodes. And Fig. 6(d) shows the mean RMSE of estimated and real value,
because of the fluctuation of the data collected by microphone mote is higher
than those of temperature and humidity, we can learn that the error rate of
microphone data is higher than those of temperature and humidity.

Figure 3 shows the process of real-time redundancy detection. We define
100 min as one time slice, and in the first 60 min of a slice all of sensor nodes stay
in waking, then use the data sets collected in first 60 min to build the transition
network. Figure 7(a)-(c) shows the predicted state of the sensor nodes in the last
40 min. If the predicted state of one sensor node is “sleeping”at a specific time,
it means if the node stay in waking at this time then it will generate redundant
data and the node can sleep at this time. Otherwise, if the predicted state of
one sensor node is “waking”, then the node need to wake at this time. In order
to validate the accuracy of the predicted state, we recover the redundant data.
And Fig. 7(d) shows the mean RMSE of real and estimated data of all redundant
node data. From Fig. 7(d) we can learn that the RSDRDA is good at real-time
redundancy detection.
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Fig. 7. The predicted state of parts of the sensor nodes using RSDRDA

6 Conclusion

This paper aims to big sensor data redundancy elimination. In this paper,
approaches based on SBN and DBN are proposed for big sensor data elimination.
We have proposed SSDRD to eliminate redundant data in a static data set and
RSDRDA to eliminate redundant sensor data in real-time. And the RSDRDA is
based on a new time varying DBN model that is capable of describing the evo-
lution of nonstationary temporal sequences. In order to validate the accuracy of
the proposed algorithms, we use a common method to recover redundant data,
and the result of RMSE shows that the proposed algorithms are feasible and
effective.
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Abstract. As the ‘Industry 4.0’ and ‘Made in China 2025’ has been
put forward, the need of the large-scale system integration for Internet
of Things (IoT) has been more and more urgent. At present, different
IoT systems have different database types, table structures and denomi-
nating rules for sensing parameters. So for the existing IoT system inte-
gration, there are such as sensing parameter’s conversion difficulty, com-
plex matching process, low integrating efficiency issues. To solve these
problems, we propose a novel model for IoT sensing parameter automat-
ically matching which can achieve the IoT system integration on a large-
scale. Meanwhile combining KNN thought, using a weighted method to
improve the KNN algorithm, we put forward the automatic IoT sensing
parameters matching algorithm. By the multiple practical IoT system
integration cases, we validate the rationality and efficiency of the model
and the algorithm. The result shows that the model and the algorithm
are feasible and efficient. They realize the rapid automatic matching for
the heterogeneous IoT sensing parameters, improving the IoT system’s
integration efficiency. It is conducive to the large-scale heterogeneous IoT
system quick integration and has great significance to promote the IoT’s
application in large scale.

Keywords: Internet of Things · KNN · System integration · Parameter
matching

1 Introduction

With the development of Internet of Things (IoTs) technology, IoT begins to be
applied in the areas of production and life. A typical IoT architecture, through
the front sensors collecting the external physical information changes, it converts
the acquired information into electrical signal according to a certain rule. Then
it transmits, processes, analyze, and store the information through network and
computer. The acquired sensing data and the analyzed results can be visually
display in the form of curve, data list, etc. Currently, the IoT has been widely
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 198–211, 2016.
DOI: 10.1007/978-3-319-42553-5 17
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applied in the meteorology, medicine, environment and industrial production
and other fields [1–5].

In the ‘Industry 4.0’ and ‘Made in China 2025’ plan, it mentions that the
development of industrial enterprises needs to integrate lots of IoTs to form large
data storage and data accumulation in order to process and analyze big data
to improve the management and decision-making in the modern enterprises and
promote the enterprises’ transforming and upgrading [6,7]. At present, a lot of
IoT systems are isolated from each other. For the sake of quick IoTs’ integra-
tion, achieving the big data’s process, analysis and application, it needs to come
together the monitoring data collected by the existing IoTs [8–10]. So it needs
to process the monitoring data which is stored in the different IoTs’ database
with the unified format, then store these data into the standard database of the
integration platform and publish the external standard interfaces. As the dif-
ferent manufacturers use different IoTs’ database, different table structure and
different sensing parameter denominating methods [11–13], so in the data con-
version, different data storage format requires different data converting process.
In this process, it needs to configure the mapping relationship for the sensing
parameters. Due to so many IoT’s monitoring data, the mapping configuration
is so complex, heavy workload and low efficiency.

Early IoT’s research mainly focuses on the system’s underlying algorithm
design [14–16], the specific system implementation [17,18], and how to improve
the efficiency of system’s development [19,20], etc. There are few of research on
IoT integration. In the paper [21], the author proposed an object-oriented archi-
tecture for IoT development to achieve modularity, reusability and independent
design of hardware. In the literature [22], it studied the methods for IoTs’ data
acquisition and put forward a data collection method with high efficiency and
low energy. In [23], it described a IoT’s framework based on service and proposed
the integration method of IoT. In the reference [24], it studied to standardize
data interfaces after information system integration. The above researches have
a very in-depth study on the IoT’s architecture, data acquisition and so on. But
for the large-scale IoTs’ integration, it needs to research how to match data in the
integrating process for the heterogeneous IoT systems. For the aforementioned
problems, we summary and abstract the method for large-scale IoTs’ integration,
through the analysis of historical data, adopting the improved KNN algorithm
to achieve the fast and automatic sensing parameters’ matching between IoTs’
database and integration platform’s database, shorten the sensor parameters’
mapping time and improve the efficiency of IoTs’ integration. In order to ensure
the effectiveness of the algorithm, it validates the rationality and efficiency of
the model and the algorithm through the multiple IoTs’ application cases.

2 Sensing Parameters’ Matching Algorithm

2.1 Sensing Parameters’ Matching Model

As shown in Fig. 1, when IoTs are integrated, the main work is the mapping
for sensing parameters between the IoTs’ database and integration platform’s
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Fig. 1. Sensing parameters’ mapping

Fig. 2. Model of sensing parameters’ matching

database. Currently, when integrating the sensing data, the developer needs to
analyze the storage structure of database and sensing parameter x for the new
IoT’s integration, then configure these parameters as y in the integrated IoT’s
database according to the analysis. They implement the mapping relationship f
between databases to convert the time-serial sensing data which is transmitted
into the integrated platform’s database in real-time. Due to the specific scenarios,
there are masses of sensing parameters need to map, so the configuration is
complicated and so high erroneous rate.

According to the same features of the IoT system’s monitoring parameters in
the specific application environment, based on there has been a lot of historical
data in the integrated database and through the appropriate machine learning
algorithms, we compare and analyze every sensing parameter between acquired
parameters and historical parameters, completing to establish the sensing para-
meters’ mapping relationship automatically. The model for sensing parameters’
automatic matching as shown Fig. 2.
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Data acquisition module: the data acquisition model corresponds to every
IoT’s database and connects to the accessing database directly. The model’s func-
tion completes analyzing database’s content based on the different databases’
storing structures to extract the names and the values of sensing parameters.

Main program of data acquisition: the main program of data acquisition
calls each data acquisition model dynamically and collects the acquired sensing
parameters.

Automatic parameters’ mapping model: through matching the sensing
parameters in the historical database with the parameters in the IoT’s data-
base, it establishes the mapping relationship for the sensing parameters and
formulates the sensing parameters’ mapping profile.

Mapping profile: it describes the standard of the sensing parameters’ mapping
relationship which is established by the automatic parameters’ mapping model.

Data conversion model: by loading and analyzing the mapping profile, it
analyzes, maps and converts the sensing parameters acquired by the main pro-
gram of data acquisition. Then it will store these converted parameters into the
standard database according to the standard data format.

Standard interfaces: it publishes and shares the integrated data based on the
standard data interfaces.

2.2 Improved KNN Algorithm

k-Nearest Neighbor algorithm (KNN) is one of the best algorithms for the classi-
fying algorithm in data mining. KNN is the non-parametric estimating method
which calculates objects’ different eigenvalues to classify [25]. KNN algorithm
extracts historical data’s features based on the chosen features. The training
parameters are formatted as feature vectors T .

The specific implementing procedures as follows:
Step 1. Depending on the choice of the features, acquiring the historical data’s

features’ values in order to get the training set T of feature values vector. Among
them, m represents the number of the training set, n represents the dimensions
of the features.

T =

⎛

⎜
⎝

t1,1 · · · t1,n
...

. . .
...

tm,1 · · · tm,n

⎞

⎟
⎠ (1)

S represents the vector of the training set and its corresponding parameters’
type. Among them, p is the sensing parameters’ category.

S = (T, Y ) =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

t1,1 · · · t1,n y1
t2,1 · · · t2,n y1
t3,1 · · · t3,n y2
...

. . .
...

tm,1 · · · tm,n yp

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(2)
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Step 2. Given testing parameter objects, according to the selected features,
generating the testing set T ′.

T ′ = (t′1, t
′
2, · · · , t′n) (3)

Step 3. Calculate the Euclidean distance of each row vector in T ′ and T .

li(t′j , ti,j) =

√
√
√
√

n∑

j=1

(t′j − ti,j)2 (i = 1, 2, · · · ,m) (4)

Step 4. Sort the li, select the first K smallest distance values.
Step 5. According to the chosen K neighboring main categories, classify the

testing parameter objects.
KNN has the traits of simple procedures, easy to understand, easy to imple-

ment, without training, high accuracy, and low outliers interference. But its dis-
advantages are the high computational complexity, large memory overhead. This
paper gives good solutions for computing efficiency and space taking through
optimizing and improving the KNN algorithm.

Grouping Fast Searching KNN Algorithm. KNN classification algorithm is
the lazy one, testing set needs to calculate the Euclidean distance for each parame-
ter in the training set, there are shortcomings of computing intensive, low efficient
classification. Meanwhile, because it needs to calculate the Euclidean distance
between each parameter, thereby it will produce a temporary boundary training
set which will have a negative effect on the testing results and reduce the classi-
fying accuracy. By using grouping fast searching KNN algorithm, it will optimize
the KNN algorithm’s large computation, low classifying efficiency and accuracy.

KNN grouping fast searching algorithm breaks the training set down into
groups according to the category, calculates each group’s center position which
can represent this group. Testing set calculates the distance with every group’s
center position. Then select several nearest groups to apply the KNN algorithm
to calculate the distances between the testing set and every training sets in the cho-
sen groups. Sort the calculating distances and chose the pre−K minimum values,
then based on these K nearest neighboring main categories to classify the testing
parameter objects. By KNN grouping fast searching algorithm, on the basis of
ensuring the matching accuracy for sensing parameters, reduces the calculation
and improves the classifying efficiency. The experiments show that the algorithm
is suitable for sensing parameters’ automatic matching in the large amount.

KNN Weighted Algorithm. When performing KNN algorithm to calculate
the Euclidean distance of each row vector in the testing set and the training
set, according to the same calculation for every weighted feature has the same
contribution to the final outcome. But for the procedure for sensing parameters’
automatic matching, every same weighted feature can’t meet the actual needs.
Equal weight has different distance between the feature vectors or cosine after
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calculation. There by the in accurate calculation affects the classifying accuracy.
When matching sensing parameters, the greater dispersion features have, the
more data can represent the features of different sensing parameters and the
larger contribution on sensing parameters’ matching. The small discrimination
illustrates the small dispersion of different sensing parameters on this feature. For
different contribution to each feature, the large dispersion sets higher weight, the
small dispersion has small one. The variance is just a measure which can weigh
the difference between sensing parameters and expectations on the different fea-
tures and the fluctuation of sensing parameters.

KNN weighted algorithm uses the features’ variance as the weight of this fea-
ture when calculating the Euclidean distance. The improved calculating method
is as follows:

li(t′j , ti,j) =

√
√
√
√

n∑

j=1

ωj(t′j − ti,j)2 (i = 1, 2, · · · ,m) (5)

Among them, m is the amount of the training sets, n is the feature’s dimen-
sion, ω is the variance of each feature.

2.3 Automatic Matching Algorithm for Sensing Parameters

On the basis of the proposed sensing parameters’ adaptive matching model and
the improved KNN algorithm, we propose the algorithm for sensing parame-
ters’ automatic matching which can reduce the calculation and achieve more
accurately matching sensing parameters. The procedures of algorithm as below:

Step 1. Establish the connection between data acquisition module and IoT’s
database, analyze data and extract sensing parameters of the database.

Step 2. The main program of data acquisition calls data acquisition model
to realize collecting the contents of sensing parameters.

Step 3. Parameters’ automatic mapping model acquires historical data’s
eigenvalues according to the chosen features to get the feature vector set T of
the training set (See formula 1). Among them, m is the amount of the training
sets, n is the feature’s dimension. Then solving the features’ center coordinate
Cp of every sensing parameter.

Step 4. Given testing parameter objects, according to the extracted features
to generate test vectors T ′ (See formula 3). Calculate the distance lp between
testing vector and every feature’s center coordinate C. Among them, p is the
amount of sensing parameters’ category.

lp(t′j , Cp) =

√
√
√
√

n∑

j=1

(t′j − Ck,j)2 (k = 1, 2, · · · , p) (6)

Sort the lp in ascending order, chose the first m̂ sensing parameters’ categories
and adopt the selected sensing parameters’ feature vector to generate the new
feature vector T̂ of the training set.
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T̂ =
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⎝
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. . .
...

t̂m̂,1 · · · t̂m̂,n

⎞

⎟
⎠ (7)

Step 5. Calculate every eigenvalue’s mean μj and variance Dj .

μj = Ej =
m∑

i=1

t̂i,j/m̂ (8)

Dj =
m∑

j=1

(t̂i,j − μj)2/m̂ (9)

Normalize each feature’s variance to get D′
j .

D′
j =

Dj − min(Dj)
max(Dj) − min(Dj)

(10)

According to KNN weighted algorithm, take D′
j as the weight ωj of each

feature, that is ωj = D′
j . Calculate the Euclidean distance li of each row in

testing sets and vector sets.

li(t′j , t̂i,j) =

√
√
√
√

n∑

j=1

ωj(t′j − t̂i,j)2 (i = 1, 2, · · · , m̂) (11)

Step 6. Sort li and chose pre − K smallest values.
Step 7. According to these K neighboring main categories Y , sort testing

parameter objects and generates the mapping profile.
Step 8. Data conversion model analyzes and maps the sensing parameters

acquired by the main program of data acquisition by loading sensing parameters’
mapping profile and convert these parameters to the standard data format stored
in the standard database.

Step 9. Complete the sensing parameter’s automatic matching procedures.

3 Algorithm Validation

3.1 Validating Environment

In order to verify the feasibility and the efficiency of the sensing parameters’
automatic matching algorithm, we validate the algorithm on the basis of the
existing data and the integrating database structure in refrigerator product test.

Fridge in the developing and testing period needs to be sampled to test
its refrigerating capacity. The testing method firstly falls the freezing chamber
to −18 ◦C, then places the freezing chamber to the Ballast load M package in
the room temperature to start continuing cooling. In 24 h, the refrigerator’s
freezing load descends from 25 ◦C to −18 ◦C, meanwhile, the freezing chamber’s
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temperature keeps from 0 ◦C to 12 ◦C. In order to describe the temperature
and electrical parameters in the testing procedure, the parameters needed to be
tested includes the temperature of cold closet, freezing chamber and refrigerating
load M package as well as room temperature, voltage, current, power and power
consumption.

For the sake of ensuring the scientific verification for the algorithm, by ana-
lyzing the sensing parameters in the historical database, we analyze the testing
data accumulated in the recent two years. These parameters are collected by 156
tests, every test last 24 h, the acquiring interval is 2 s. At last 6,739,200 records
have been got and every record contains 8 sensing parameters. We select 30 times
testing data to validate in the accessing database.

3.2 Algorithm Implementation

Features’ Selection. By analyzing the product testing method and the features
of testing data, choose the features which can describe each category of sensing
parameters completely.

Firstly, choose the features of the cold closet’s temperature, the freezing
chamber’s temperature, the temperature of freezing load M package and the
room temperature. In the time-serial data, the extreme points generally are of
great significance. Through analyzing, we found that the temperatures of cold
closet, freezing chamber, room are quite different, so the maximum, minimum,
average of the testing data can be selected as the features. The freezing cham-
ber’s temperature and the temperature of the freezing load M package have the
similar value in the numerical range, but both temperatures’ changing trend are
different, so the maximum and minimum slope need to be added in the features.
The temperature’s trend of the freezing load M package change from above freez-
ing to subzero, so whether crossing the zero can be used as one of the features.
Meanwhile, variance can measure the dispersion of the testing parameters well,
so it can be a feature. Secondly, about voltage, current, electrical parameters of
power and power consumption, the voltage remains substantially stable status,
the value range is relatively stable around the rated voltage, current and power
variation is consistent, but the value range is very different. Power consumption
feature parameter keeps increasing in the testing process.

According to the above analysis, the selected features includes maximum,
minimum, mean, variance, zero-passing point or not, the maximum positive and
negative slopes.

Automatic Parameters’ Matching. Data acquisition module establishes
the connection with the IoT’s database, then analyzes the data’s contents and
extracts the sensing parameters. The main program of data acquisition calls
each data acquisition model dynamically and collects the acquired sensing val-
ues. Then the parameters’ automatic mapping model obtains sensing values to
do the format. The formatted data will be stored in Excel. Parameter’s auto-
matic mapping model reads the stored unified sensing data, obtains the historical



206 Z. Qiu et al.

data’s features according to the selected features and gets the training set T . The
recorded every sensor’s name is to be as a label Y . Among them, the amount
of the training set m is 156 ∗ 8 = 1248, the feature’s dimension n is 7 and the
solved center points of every sensor’s feature C (See formula 12).
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Give the testing parameter objects, choose the testing data in the accessing
database, according to the selected features to generate the testing vector T ′ and
record every testing sensor’s name as the label Y ′. Among them, the amount of
testing sets is 30, the feature’s dimension is 7.

Calculate the distance l between each testing set in the testing vector and
each row vector in C. Sort the l in ascending order, choose the first 3 types
of sensing parameters. Generate the feature vector T̂ for the selected sensing
parameters. Among them, the amount of the training sets is 156 ∗ 3 = 468
changing from m to m̂, the feature’s dimension is 7. Calculate the mean μj and
the variance Dj of each eigenvalue’s dimension and normalize every feature’s
variance Dj to get D′

j , the results is shown in Table 1.
According to KNN weighted algorithm, take D′

j as every feature’s weight ωj .
Calculate the Euclidean distance li between the testing set and each row vector
in vector sets T̂ , now n = 7, m̂ = 468.

Sort the 468 calculated distances l in ascending order, select the K smallest
values, according to the pre−K neighboring main sensors’ name label Y , estab-
lish the mapping relationship with the sensor’s labels Y ′ in the testing sample
and generate the both mapping profile. Data conversion model loads the sensing
parameter’s mapping profile to analyze and map the sensing parameters acquired

Table 1. The result of data processing

Feature Average Variance Normalization

Maximum 53.73 329.61 0.00996

Minimum 24.06 397.88 0.01203

Mean 35.45 296.30 0.00895

Variance 172.93 33073.39 1

Zero-passing point or not 0.125 0.22 0

Maximum positive slopes 3.72 72.20 0.00218

Maximum negative slopes −3.18 101.32 0.00306



IoT Sensing Parameters Adaptive Matching Algorithm 207

by the main program of data acquisition. Then it converts these parameters to
the standard data format stored into the standard database, and completes the
parameter’s automatic matching process.

K Value Choice. In order to ensure the accuracy of the sensing parameter’s
automatic matching algorithm, the appropriate K value will affect the label’s
mapping result directly. If the K value is too small, although the low computing
complexity, it is susceptible by the noisy point and has the low accuracy. If the
K value is too large, the computing complexity will increase and the accuracy
is not guaranteed. In the existing validating environments for the algorithm, we
do the comparative analysis for the accuracy of the label Y and Y ′ mapping
relationship for different K values. K value typically is lower than the square
root of the number of the training samples, different K values have different
accuracy as shown in Table 2. As can be seen in Fig. 3, when the K value is 11,
the accuracy is the highest.

Implementation of Sensing Parameter’s Matching System. As shown in
Fig. 4, according to the proposed sensing parameter’s matching model, we design
and implement the sensing parameter’s matching system. The main implement-
ing functions include the data acquisition model, the main program of data
acquisition and automatic parameters’ mapping model. Among them, it includes
database connecting wizard which can guide the connecting parameters’ config-
uration of the accessing database visually to realize accessing to different types
of databases. In order to ensure the accuracy of the generated mapping profile,

Table 2. Accuracy of different K values

K 1 3 5 7 9 11 13 15 17 19 21 23

Accuracy % 85.12 85.20 86.12 89.11 91.86 92.80 92.65 91.52 91.41 91.32 91.26 91.25

Fig. 3. Accuracy of different K values
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Fig. 4. The GUI of sensing parameters’ matching system

it will not only display the results after automatically matching sensing parame-
ters but also support the modification for the error mapping relationship. And
it supports to save and import the parameter’s mapping profile.

3.3 Performing Analysis of Algorithm

Analysis of Algorithm’s Accuracy. According to different features have
different effects on the classification, when using the sensing parameter’s adaptive
matching algorithm to calculate the feature’s distance, KNN weighted algorithm
is used to improve the matching accuracy.

According to the validating environment, select 30 times of testing data and
obtain the variances of different features through using Table 1 to compare these
two algorithms. The compared result as shown in Table 3, it can greatly improve
the matching accuracy of sensing parameters through KNN weighted algorithm.

Table 3. Comparison of different algorithms accuracy

Parameter KNN (average) Weighted KNN (average)

Value Rate Value Rate

Cold closet’s temperature 25 83.3 29 96.7

Freezing chamber’s temperature 26 86.7 30 100

Freezing load M package’s temperature 25 83.3 30 100

Room temperature 27 90.0 29 96.7

Voltage 30 100.0 30 100.0

Current 29 96.7 30 100.0

Power 29 96.7 30 100.0

Power consumption 30 100.0 30 100.0
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Through the above theory and verification, it can be proved that selecting
variance as the distance to calculate the weight is right and effective. The clas-
sifying result’s accuracy of the weighted KNN algorithm depends on the chosen
weight. As can be seen in Table 1, whether zero-crossing feature weight is 0 which
indicates this feature is similar in different tests. In the process of sensing para-
meter’s matching, this feature is the redundant item, the weight is 0 indicates
the feature’s dimension decreases from 7 to 6. As can be seen, weighting KNN
is also a method of selecting the features.

Analysis ofAlgorithm’s ExecutingEfficiency. KNN classification algorithm
is the lazy one, sensing parameter’s adaptive matching algorithm improves the
algorithm through the grouping fast searching method. Firstly, calculate the dis-
tances m between testing sets and the center point of each type of sensor’s para-
meters. Sort the calculated distances in ascending order, select the first m̂ types
of sensors’ parameters. Then use the selected feature vectors of sensor’s parame-
ters to generate the new feature vectors of the training sets. Through the grouping
fast searching method, the efficiency of the algorithm is improved m/m̂ times. In
the algorithm’s validation of this paper, ensuring the algorithm’s accuracy, the
efficiency of the algorithm is improved m/m̂ = 1248/468 ≈ 2.67 times.

4 Conclusion

In this paper, we propose a sensing parameters matching algorithm, which
realized sensing parameters adaptive matching between different IoT systems.
Through improving and optimizing KNN algorithm, we improve the accuracy
and reduce the computing complexity of the algorithm. We use the existing test
environment to validate our model and algorithm. The result shows that our
algorithm is more stable and more efficient. Our algorithm reduced the sensor
parameter’s mapping process between IoT systems and improved the efficiency
of the IoT system integration. Our contributions as follows:

(1) Through putting forward the model for matching sensing parameters
automatically, we define the sensor parameter adaptive mapping process between
IoT systems.

(2) For solving the shortcomings of KNN algorithm’s high computing com-
plexity and large amount of data. etc., the improved grouping fast searching
KNN algorithm reduced the computing complexity and improved the efficiency
of the algorithm.

(3) According to different characteristics of different effects on the final clas-
sification result, we selected characteristic of variance as calculating the weights
of KNN algorithm, which improved the classification accuracy and reduce the
dimension of feature.

(4) Through the existing validating environment, we implement the sens-
ing parameters adaptive matching model and validate the rationality and fea-
sibility of aforesaid algorithm in the K value selection, algorithm’s complexity
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and accuracy. The results show that the algorithm can quickly establish sens-
ing parameter’s mapping relationship between different IoT systems and can
achieve adaptive fast matching of the sensing parameters, at the same time, the
improved algorithm can reduce the complexity of the original algorithm.

Our future work will try to use other classification algorithms and study the
algorithm’s computing complexity, accuracy and efficiency. Meanwhile, we are
going to study the data’s transmitting security for the IoT system integration
and apply the sensing parameters adaptive matching model in wider areas and
do the further study and validation.
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Abstract. Ocean observation plays an essential role in ocean exploration.
Ocean science is entering into big data era with the exponentially growth of
information technology and advances in ocean observatories. Ocean observa-
tories are collections of platforms capable of carrying sensors to sample the
ocean over appropriate spatio-temporal scales. Data collected by these platforms
help answer a range of fundamental and applied research questions. Given the
huge volume, diverse types, sustained measurement and potential uses of ocean
observing data, it is a typical kind of big data, namely marine big data. The
traditional data-centric infrastructure is insufficient to deal with new challenges
arising in ocean science. This paper discusses some possible new strategies to
solve marine big data challenges in the phases of data storage, data computing
and analysis. A geological example illustrates the significant use of marine big
data. Finally, we highlight some challenges and key issues in marine big data.

Keywords: Big data � Ocean observation � Marine big data � Infrastructure

1 Introduction

The ocean covers more than 2/3 of Earth’s surface. Phytoplankton in the surface ocean
produces half of the oxygen from photosynthesis on Earth. Ninety percent of heat from
global warming has been absorbed by the ocean. No matter where we live, the ocean
affects our life. However, 95 % of the ocean remains unexplored and under-appreciated
by humans [1]. This calls for understanding all facets of the ocean as well as its
complex connections with Earth’s atmosphere, land, ice, seafloor, and life—including
humanity. It is essential not only to advance knowledge about our planet, but also to
ensure society’s long-term welfare and to help guide human stewardship of the
environment.

Oceanography is evolving from a ship-based expeditionary science to a distributed,
observatory-based approach, facilitating data collection of long-term time series and
providing an interactive capability to conduct experiments using data streaming in real
time [2]. Multi-source ocean observing data are collected and stored at an unprece-
dented scale and speed [3]. Based upon Gartner’s definition of big data [4], ocean
observing data do have the 3Vs (Volume, Velocity and Variety) characteristics.
Therefore, ocean observing data can be regarded as a typical kind of big data, i.e.
marine big data.
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These data must be stored in raw format, parsed, calibrated and processed for
quality control, then analyzed, and further derived into other products such as visu-
alizations [5]. Due to the unique characteristics of marine big data, they exceed the
processing and analysis capacities of conventional systems. This situation has caused
new challenges for the traditional technologies such as relational databases and scale-
up infrastructures [6]. Current researches involving big data primarily concern with
how to discover and make sense of such high amounts of data more effectively and
efficiently [7]. Key issues investigated include infrastructure [8], storage [9], analysis
[10], security [11], etc.

The rest of this paper is organized as follows. In Sect. 2, we introduce some
important ocean observatories and ocean observing programs for data acquisition. In
Sects. 3 and 4, we discuss some possible strategies to resolve key issues in marine big
data storage, computing and analysis, respectively. Applications in Sect. 5 illustrate the
significance of marine big data, followed by the conclusion and future work in Sect. 6.

2 Data Acquisition

During data acquisition phase, ocean observatories equipped with various sensors are
utilized to collect raw data from the ocean. This section will introduce some repre-
sentative ocean observing platforms and projects for marine data acquisition.

2.1 Ocean Observing Platforms

The ocean observatories are collections of platforms capable of carrying sensors to
collect data over certain spatio-temporal scales. These platforms include ships, satel-
lites, and a range of Eulerian and Lagrangian systems [12].

- Ships have been the primary tool for oceanographers for centuries and will remain
a central piece of infrastructure in the foreseeable future. The capabilities of the ships
have improved significantly in the station holding and dynamic positioning,
multi-beam and side-scan sonar systems.

- Satellites constitute the most essential oceanographic technology innovation in
modern times. They are the new tools for understanding various ocean processes and
land-air-sea interactions over decadal time scales. Satellite data have revealed new
phenomena which were previously inaccessible using only in-situ observing data.

- Seafloor electro-optic cables with high bandwidth and sustained power offer
potential means for providing sustained observation in the ocean. Seafloor cables have
successfully been used to study a wide range of topics such as seafloor seismicity,
tsunamis, seafloor dynamics, coastal upwelling ecosystem productivity, etc.

- Drifters and Floats are passive, battery powered Lagrangian platforms used in
creating surface and subsurface maps of ocean currents and ocean properties,
respectively.

- Moorings provide the means to deploy sensors at fixed depths between the sea-
floor and the sea surface. They provide high frequency fixed location subsurface data to
supplement the spatial data collected by ships, autonomous underwater vehicles, and
satellite remote sensing.
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- Gliders are a type of autonomous underwater vehicle using buoyancy-based
propulsion to convert vertical motion to horizontal motion. Due to very low-power
consumption, gliders provide data over large spatio-temporal scales.

- Autonomous Underwater Vehicles (AUVs), provide much-needed flexibility in
ocean observations as they allow for the movement of sensors through the water in
three-dimensions. They can systematically and synoptically survey particular lines,
areas, and/or volumes. Like gliders, AUVs relay data and mission information to shore
via satellite.

2.2 Ocean Observing Projects

The dream of long-term observation in the ocean has explored for more than twenty
years. Many countries and organizations have given their contributions to establish
global, regional or local ocean observing systems by using various platforms with
multiple sensors onboard. Next, we introduce several national or international projects
for long-term ocean observation.

- Argo [13] is a global array of more than 3000 free-drifting profiling floats that
collect high-quality temperature and salinity profiles from the upper 2000 m of the
ice-free global ocean and currents from intermediate depths. This allows, for the first
time, continuous monitoring of the temperature, salinity, and velocity of the upper
ocean. Deployments began in 2000 and national programs need to provide about 800
floats per year to maintain the Argo array. The broad-scale global array has already
grown to be a major component of the ocean observing system. It builds on other
upper-ocean ocean observing networks. It is the sole source of global subsurface
datasets used in all ocean data assimilation models and analyses.

- Ocean Networks Canada (ONC) [14], an initiative of the University of Victoria,
operates the world-leading NEPTUNE and VENUS cabled ocean observatories in the
northeast Pacific Ocean off Canada’s west coast. Its goals are to deliver science and
information for good ocean management and responsible ocean use for the benefit of
Canadians. ONC cabled observatories collect data that help scientists and leaders make
informed decisions about coastal earthquakes and tsunamis, climate change, coastal
management, conservation and marine safety.

- Ocean Observatories Initiative (OOI) [15] is a National Science Foundation-
funded integrated infrastructure project composed of science-driven platforms and
sensor systems that measure physical, chemical, geological and biological properties and
processes from the seafloor to the air-sea interface. The OOI has transformed research of
the oceans by establishing a network of interactive, globally distributed sensors with
near real-time data access, enhancing our capabilities to address critical issues such as
climate change, ecosystem variability, ocean acidification, and carbon cycling.

3 Data Storage

The collected marine data will be transferred to a data storage infrastructure for further
processing and analysis. Long-term sustained and multi-source data acquisition leads to
the rapid expansion and complexity of data. It raises huge challenges in storage and
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processing of these data [16]. The datasets stored at the data center come from many
different sensors hosted on remote sensing or in-situ platforms. To optimize the system
and considering storage capability, and speed response, the metadata and some types of
data are stored in relational databases, and some other types of data are stored in files
[17]. Normally, data types with a wide range of parameters but not too much data, such
as nutrients, pollutants and any other sample measurements, are stored in relational
databases. However, data types with few parameters but huge volume of data, such as
CTD, ADCP and imagery sensors, are stored in binary, ASCII, or image files.

3.1 Storage Foundation

File systems, the bottom level in storage mechanisms, are the foundation of the
applications at upper levels. Many companies and researchers have their solutions to
meet the different demands for storage of big data. For example, Google’s GFS is an
expandable distributed file system to support large-scale, distributed, data-intensive
applications [18]. HDFS [19] and Kosmosfs are derivatives of open source codes of
GFS. Microsoft developed Cosmos to support its search and advertisement business
[20]. Facebook utilizes Haystack to store the large amount of small-sized photos [21].

3.2 NoSQL Databases

Traditional relational databases cannot meet the challenges on categories and scales
brought about by marine big data. NoSQL databases are becoming the core technology
for big data storage. NoSQL databases feature flexible modes, support for simple and
easy copy, simple API, eventual consistency, and support of large volume data [22].
This section will introduce three main NoSQL databases based on different data
models: key-value databases, column-oriented databases, and document-oriented
databases.

Key-value Databases. Key-value databases are constituted on a simple data model
and data are stored corresponding to key-values. Every key is unique and customers
may input queried values according to the keys. Such databases feature a simple
structure and the modern key-value databases have higher expandability and shorter
query response time than relational databases. Over the past few years, many key-value
databases have appeared as motivated by Amazon’s Dynamo [23] system.

Column-Oriented Databases. Column-oriented databases store and process data
according to columns other than rows. Both columns and rows are segmented in
multiple nodes to realize expandability. Many column-oriented databases are mainly
inspired by Google’s BigTable [24]. The basic data structure of BigTable is a
multi-dimension sequenced mapping with sparse, distributed, and persistent storage.
Indexes of mapping are row key, column key, and timestamps, and every value in
mapping is an unanalyzed byte array.

Document-Oriented Databases. Compared with key-value storage, document storage
can support more complex data forms. Since documents do not follow strict modes,
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there is no need to conduct mode migration. In addition, key-value pairs can still be
saved. MongoDB, SimpleDB, and CouchDB are three important representatives of
document storage systems [22]. MongoDB [25] stores documents as Binary JSON
(BSON) objects. Every document has an ID field as the primary key. Data in SimpleDB
[26] is organized into various domains in which data may be stored, acquired, and
queried. Domains include different properties and name/value pair sets of projects. Data
in Apache CouchDB [27] is organized into documents consisting of fields named by
keys/names and values, which are stored and accessed as JSON objects. Every doc-
ument is provided with a unique identifier.

3.3 In-memory Databases

To optimize the application performance, data centers not only scale their sizes but also
change system architectures with a particular focus on storing and retrieving large
datasets more quickly. Accessing data stored in secondary devices is time-consuming.
Therefore, it is highly unlikely that a high-performance application would be able to
perform jobs efficiently using disk-based system architectures, such as Hadoop and
GFS. Notable trends are the growth of in-memory databases and the widespread
adoption of flash SSDs in data centers [28]. In-memory databases primarily rely on
DRAM main memory for data storage. They are orders of faster than disk-optimized
databases in typical data analytics queries. New databases with simpler data models
(often referred to as “NoSQL” or “NewSQL”) become popular for applications that do
not require rich RDBMS functionalities. These systems offer superior scalability and a
low response time. Ever increasing main memory capacities have fostered the devel-
opment of in-memory database systems [29]. For example, CedCom caches data in
main memory [30], which combines the power of Cache-Only Memory Architecture
(COMA) and the structural principle of Hadoop. Stanford University’s RAMClouds
aim to build a cluster scale storage system entirely with DRAM [31].

4 Data Computing and Analysis

Due to the multi-source, massive, heterogeneous, and dynamic characteristics of
application data involved in a distributed environment, one of the most important
characteristics of big data is to carry out computing on the petabyte (PB), even the
exabyte (EB)-level data with a complex computing process [32]. Therefore, utilizing a
parallel computing infrastructure to efficiently analyze and mine the distributed data are
the critical goals for big data processing. In this section, we introduce some repre-
sentative computing infrastructures, methods and tools for big data analysis.

4.1 Computational Model

Big data are generally stored in hundreds and even thousands of commercial servers.
Thus, the traditional parallel models, such as Message Passing Interface (MPI) and
Open Multi-processing (OpenMP), may not be adequate to support such large-scale
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parallel programs. Recently, some proposed parallel programming models effectively
improve the performance of NoSQL and reduce the performance gap to relational
databases. Therefore, these models have become the cornerstone for the analysis of
massive data [22].

- MapReduce [33] is a simple but powerful programming model for large-scale
computing using a large number of clusters of commercial PCs to achieve automatic
parallel processing and distribution. In MapReduce, computing model only has two
functions, i.e., Map and Reduce. The Map function processes input key-value pairs and
generates intermediate key-value pairs. Then, MapReduce will combine all the inter-
mediate values related to the same key and transmit them to the Reduce function. The
user only needs to program the two functions to develop a parallel application.

- Dryad [34] is a general-purpose distributed execution engine for processing
parallel applications of coarse-grained data. The operational structure of Dryad is a
directed acyclic graph, in which vertexes represent programs and edges represent data
channels. Dryad executes operations on the vertexes in clusters and transmits data via
data channels. During operation, resources in a logic operation graph are automatically
map to physical resources. Dryad allows vertexes to use any amount of input and
output data, while MapReduce supports only one input and output set.

- Pregel [35] facilitates the processing of large-sized graphs, e.g., analysis of net-
work graphs and social networking services. A computational task is expressed by a
directed graph constituted by vertexes and directed edges. When the graph is built, the
program conducts iterative calculations, which is called supersteps among which global
synchronization points are set until algorithm completion and output completion.

4.2 Data Analysis

Data analysis is the final and the most important phase in the value chain of big data,
with the purposes of extracting potential useful values and providing suggestions or
decisions. However, data analysis is a broad area, which frequently changes and is
extremely complex. Many traditional data analysis methods may still be utilized for big
data analysis, such as Cluster Analysis, Factor Analysis, Correlation Analysis,
Regression Analysis, A/B Testing, Statistical Analysis, Data Mining, etc. Some big
data analysis methods can be used to speed up the extraction of key information from
massive data. At present, the main processing methods of big data include Bloom
Filter, Hashing, Index, Triel, Parallel Computing, etc.

For marine data analysis applications, data mining is an essential method to extract
hidden, unknown, but potentially useful information and knowledge from massive,
incomplete, noisy, fuzzy, and random data. In 2006, The IEEE International Confer-
ence on Data Mining Series (ICDM) identified ten most influential data mining algo-
rithms [36], including C4.5, k-means, SVM, Apriori, EM, PageRank, AdaBoost, kNN,
Naive Bayes, and CART. These ten algorithms cover classification, clustering,
regression, statistical learning, association analysis, and linking mining, all of which are
the most important topics in data mining research and development. To adapt to the
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multi-source, uncertain, dynamic marine big data, existing data mining methods should
be expanded in many ways [37, 38].

Parallel processing has been the mainstream of designing efficient data-processing
platforms so that data could be processed in a distributed and parallel manner,
improving the throughput of data processing [39]. MapReduce is the most represen-
tative paradigm. Modern research on big data analysis has focused mostly on
employing the MapReduce programming paradigm and the Hadoop Ecosystem, giving
rise to a number of DBMSs that can be deployed in a distributed cloud-based envi-
ronment [40], such as Pig [41] and Hive [42].

After algorithm parallelization, the traditional analysis software tools will have the
ability of big data processing. Das et al. [43] integrated R, an open source statistical
analysis tool, and Hadoop to improve the weak scalability of traditional analysis tool
and poor analysis capabilities of Hadoop. The in-depth integration pushes data com-
putation to parallel processing, which enables powerful deep analysis capabilities for
Hadoop. Standard Weka, an open-source machine learning and data mining tool, can
only run on a single machine with a limitation of 1-GB memory. Wegener et al. [44]
integrated Weka and MapReduce to break through the limitations, taking the advantage
of parallel computing to handle more than 100-GB data on MapReduce clusters. In
recent years, extracting valuable information and insightful knowledge from big data
has become an urgent need in many disciplines. Due to its high impact in many areas,
more systems and analytical tools have been developed for big data analysis, such as
Apache Mahout, MOA, SAMOA and Vowpal Wabbit [45].

5 Applications of Marine Big Data

Marine big data are fundamental to a variety of research fields in biology, earth science,
and ocean and atmospheric science. This section will give an example of geological
application to demonstrate the potential use of marine big data.

Tsunami is a massive, fast-moving wave created by an underwater earthquake or
landslide. The large volume of water displaced by a sudden movement of the seafloor
creates a pulse in the ocean that races out from its source at a speed of up to 500 miles
per hour and extends thousands of feet below the surface. Although rare, tsunamis like
those that occurred in March 2011 in Japan and December 2004 around the Indian
Ocean were tragic reminders of the destructive power of the ocean. As a result, gov-
ernments of countries surrounding the Pacific and Indian Oceans, with help from
scientists from around the world, continuously monitor the ocean bottom for possible
tsunami-producing seismic activity and the fast-moving signs of tsunamis in the open
ocean. Even a few minutes’ warning can mean the difference between wide scale
catastrophe and saving hundreds or thousands of lives.

On April 1 at 4:46:45 PM Pacific Daylight Time (23:46:45 UTC), a magnitude 8.2
earthquake occurred off Chile’s Pacific coastline, according to the US Geological
Survey. Ocean Networks Canada instrumentation captured both ground shaking and a
very small tsunami as they crossed the northeast Pacific (shown in Fig. 1).
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6 Conclusion and Future Work

Ocean science is entering into big data era with the exponentially growth of infor-
mation technology and advances in ocean observatories. However, marine big data is
still in its infancy. Many key technical issues, such as big data storage, computing
model, analysis method, and application system supporting decision-making should be
fully investigated. Some challenges need to be resolved in the future work.

- Infrastructure: Various ocean observatories are collecting and transmitting data
continuously. Data quantity reaches to an unprecedented scale that will surpass the
storage and processing capacities of existing infrastructures. A traditional data-centric
infrastructure, in which a central data management system ingests data and serves them
to users on a query basis, is insufficient to accomplish the range of scientific tasks, e.g.
collecting real-time data, analyzing data and modeling the ocean on multiple scales and
enabling adaptive experimentation within the ocean. The increasingly growing data and
its real-time requirement cause problems of how to store and manage such huge
heterogeneous datasets with moderate requirements on hardware and software
infrastructure.

- Data transfer: Marine big data are often acquired and stored at different locations.
Meanwhile, data volumes are continuously growing. PB or EB level data transfer may
be involved in data acquisition, transmission, storage, and other spatial transformations.
Data transfer usually incurs high costs, which is the bottleneck for big data computing.
For example, typical data mining algorithms require all data to be loaded into the main
memory. Even if we do have a super large main memory to hold all data for computing,
moving such a huge amount of data across different locations is too expensive due to
intensive network communication and other I/O costs. Data transfer time is far greater
than its computing time. So improving the transfer efficiency is a key issue to improve
computing in big data applications.

Fig. 1. Map of the epicentre and 16 aftershocks along the subduction zone between the Nazsca
and South American plates, 1 April 2014 (Source: http://www.oceannetworks.ca/tsunami-alert-
follows-82-quake-chile)
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- Ocean analytics: Ocean Analytics is an exciting new way to distill and exploit the
vast amount of marine data available from in-situ or remote sensing observatories. It
can be designed for modeling and forecasting of both short-term high-impact events,
such as earthquakes and tsunamis, and long-term large-area events, such as ocean
acidification and global warming. It can also be applied to a multitude of different
decision support applications that use large amounts of data and require complex
calculations. Many existing data mining algorithms do not scale beyond datasets of a
few million elements or cannot tolerate the statistical noise and gaps in marine data.
New developed analytical algorithms should strengthen scalability, effectiveness,
fault-tolerance, and parallelization.

The ocean affects our life. In turn, human activities affect the ocean. We need
observe, measure, assess, protect, and manage the ocean. Researches on marine big
data provide new tools and forecasts of decision making to improve safety, enhance the
economy, and protect our environment. Marine big data pave the way for sustainable
development and better life.
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Abstract. The mobility pattern of vessel is one of the key metrics on
ocean MDTN network. Because of the high cost, little experiment has
focused on research of vessel mobility pattern for the moment. In this
paper, we study the traces of thousands of vessels. Firstly, after studying
the traces of vessels, we observe that the vessel’s traces is confined by
invisible boundary. Second, through defining the distance between traces,
we design MR-Similarity algorithm to find the mobility pattern of vessels.
Finally, we realize our algorithm on cluster and evaluate the performance
and accuracy. Our results can provide the guidelines on design of data
routing protocols on ocean MDTN.

Keywords: Ocean delay tolerant network · MapReduce · Mobility
pattern · Trace similarity · Vessel data analysis

1 Introduction

The sparse network coverage on the ocean is a big problem, which make it hard to
realize low cost communication in ocean area. Based on the knowledge of MDTN,
the mobility of vessels can create the chances of end-to-end communication [1],
which can realize a low cost communication networks structure.

In terrestrial MDTN, vehicles or humans are equipped with wireless devices
which can communicate with each other as well as stationary infrastructure. The
efficiency of the routing algorithm strongly depends on the mobility pattern of
the node. In order to improve the delivery radio and reduce average delay, the
researchers has paid much attention on studying the mobility pattern of humans
[2–5] and vehicles [6–10]. In [4], the author provided a human mobility model
based on the human inter-contact time pattern. Musolesi designed a human
mobility model based on human’s social features. In [8], Luo constructed SUVnet
vehicle mobility model which is more realistic than the random waypoint model.
In [10], Zhu used the historical vehicles’ data to build a trajectory prediction
model by using multiple order Markov chains.

However, unlike the mobility pattern of human and vehicle, the vessels in the
ocean has different characteristics and challenges. First, unlike human, the vessel
does not have social attribute, which makes the human mobility pattern cannot
c© Springer International Publishing Switzerland 2016
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directly apply to the ocean area. Second, there are no roads in the ocean. The
moving vehicles on the street are confined by roads. Different vehicles surely have
the same trace when they pass through the same road. However, the vessel on the
ocean may move freely. So, we need to find the mobility pattern of the vessels.

In order to investigate the mobility pattern of vessels, we use the vessels’
trace datasets of Bohai Sea and Donghai Sea. We collected the data of over
4000 vessels for three months (from 2015-09-01 to 2015-12-01). In this paper, we
provide MR-Similarity algorithm to detect the mobility pattern of vessels. To
the best of our knowledge, it is the first paper report on vessel mobility pattern
of vessels with real GPS data at this scale. Our main contributions are as follows:

1. We have detected that there are invisible boundary which confine the
vessels during their sailing process.

2. We provide a new definition of distance between traces which can detect
the similarity of two traces. By calculate the even trace of these similar traces,
we detect the mobility pattern of most vessels. The pattern can be used to design
data routing algorithm.

3. We use MapReduce model to realize the algorithm to increase the concur-
rency. We evaluate the performance and accuracy by conduct the experiment on
the cluster.

The paper is organized as follows. In Sect. 2, we survey the related work of
mobility pattern of human and vehicles. In Sect. 3, we design of MR-Similarity.
In Sect. 4, we evaluate the performance of MR-Similarity. Finally, conclusions
are presented and suggestions are made for future research in Sect. 5.

2 Related Work

In this section, we introduce some researches related to our paper. The nodes
mobility pattern has a great effect on the network performance, so the research
on mobility pattern has draw amounts of attentions. In general, these studies
can be classified into two categories: the human mobility pattern and vehicle
mobility pattern.

Human’s social attribute and living habits result in the different inter-contact
time and duration. Authors in [11–13] distribute special devices to volunteers
to collect the inter-contact time, inter-contact duration, inter-contact locations
and MAC address data. The researchers utilize these dataset to discover the
mobility pattern of human. In [2], the author processes the dataset and put the
inter-contact time’s Cumulative Distribution Function (CDF) on logarithmic
coordinate. He draws the conclusion that the inter-contact time obeys the power
law distribution in 10 min to 24 h period. In [14], the author find that the CDF
of inter-contact time obey the power law distribution in the short term and
exponential decay in the long term. The authors utilize the social attribute of
human and discover the human mobility pattern which can simulate humans’
walking traces [3,4].

Vehicular Network are fundamental application of MDTN. To improve the
delivery radio and reduce the delay. Authors in [15] collect the traces of 40 buses
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for nearly two months. By analyzing the data, the author discover the periodicity
features of bus mobility. Authors in [16] design ShanghaiGrid project to collect
the traces of 6850 taxies and 3620 buses. Zhu find that the taxies inter-contact
time CDF obeys light tail distribution [6]. Authors in [8] utilize these traces to
create the SUVnet mobility pattern which performs better than Random Way-
point model. In [10], the author find the mobility pattern from the historical data
and use multiple order Markov chain to predict the future traces. He utilize the
model to design a routing algorithm. The result shows that the pattern is effective.

However, the prior researches are all focus on the terrestrial network. In this
paper, we will summarize the mobility pattern of vessels on the ocean.

3 MR-Similarity Design

In this section, we will provide the MR-Similarity algorithm that can be used
to detect the mobility pattern of vessels. We first graphically analyze the vessels
data. Then we provide a new definition called “distance between traces” to
detect the similarity of different traces. We use MapReduce model to increased
algorithm parallelism.

3.1 Vessel Trace Analysis

In Sect. 1, we mentioned that there is no road on the ocean to confine the vessels.
After analyzing the trace data of 4000 vessels for three months, although the
vessels’ traces are all different, we have noticed that most traces are confined
by invisible boundary as shown in Fig. 1. So we could treat these boundary as
the overland road. Apparently, none of these similar traces could represent for
others. We need to design an algorithm to detect these similar traces and find
the “road” on the ocean.

3.2 Distance Between Traces

In this section, we provide a new definition called “distance between traces” to
be the metric of traces’ similarity.

Figure 2 shows two traces ra and rb. The points on traces ra is denoted by

La = {la1, la2, . . . , lan, . . .} (1)

For each element in La, we can calculate the minimum distance from lak (k =
1, 2, . . . , n, . . .) to rb. S in figure is the accurate distance between two points. The
minimum distance set Sab is denoted by

Sab = {Sab,1. Sab,2, . . . , Sab,n, . . .} (2)

The distance from ra to rb is give by

dab = max(Sab) (3)
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Fig. 1. Example of trace

Consider the condition of Fig. 3, the distance from ra to rb is max(Sab).
However the distance from rb to ra is max(Sba). So dab �= dba. So the distance
between trace ra and rb is given by

Dab = max(dab, dba) (4)

The sab,i in Fig. 2 and max(sba) in Fig. 3 is the distance between traces.
Based on the definition, we know that the distance between traces is strongly

affected by each point on traces. The GPS signal is easy interfered by the envi-
ronment that results in the data exception problem. We take Sab as an example
to show the detail process of delete exception data.

We first need to calculate the the average value of Sab, Sab is given by

Sab = sab,1+sab,2+...+sab,n+...
Sab.count

(5)

The standard deviation σab of Sab is given by

σab =

√
∑Sab.count

i=1 (sab,i−Sab)2

Sab.count
(6)

Based on statistics knowledge, we take the data out of the range of (Sab ±
2σab) as exception data.

3.3 Algorithm Design

In this subsection, we will give the detailed description of MR-Similarity. The
algorithm is divided into two phases: similarity detection and trace fusion. We
use MapReduce model to design the algorithm to increase the parallelism.
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Fig. 2. Distance between trace a and b

Fig. 3. Distance between trace a and b

Similarity Detection. Similarity detection phase is designed to detect the sim-
ilar traces. Each trace needs to maintain a dataset called nearTraceIDs which
is created to store the unique identifier of similar traces. We let commRadius
be the threshold of of similarity. If the distance between two traces are less than
commRadius, we treat them as the similar trace and put the trace’s identifier
in each nearTraceIDs set. The commRadius means the communication radius
of vessel. We usually set the commRadius from 500 m to 1000 m.

Because there are infinite number of points on a trace, we need to even
discretize the trace into m − 1 (m is big enough) pieces to make the algorithm
runnable. According to MapReduce model, all the inputs and outputs should be
the key-value pairs.

Algorithm 1 shows the Mapper of similarity detection phase. The input is the
< traceID, points > key-values pairs. The traceID is the unique identifier of a
trace, the value points is the m length array of discretized points.

The functions calculateDistance can be used to calculate the distance and
the parameters are two points.

The loop is designed to find each points’ minimum distance to all other traces.
As we discussed in Subsect. 3.2, the distance between two traces is calculated as
Eq. (4). According to the MapReduce, the reducer function can easily process
the data with same interKey. To ease the procedure, the Mapper of similarity
detection needs to emit proper < interKey, interV alue >. Before emitting the
key-value pairs, we judge the value of traceID, and put the smaller one in front.
So the reducer can find the maximum distance in one time.

Trace Fusion. Algorithm 2 shows the Reducer of similarity detection phase.
Thanks to the Mapper, all the minimum distances from each points in each
traces are all existing and the all the minimum distance between each two traces
have the same interKey.
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Input :<traceID, points>;
Output:<interKey, interV alue>;
for i from 0 to (m− 1) do

for each tempTrace in trace do
distance = infinity;
for j from 0 to (m-1) do

tempValue = calculateDistance(trace[traceID].points[i],
tempTrace.points[j]);

if tempValue < distance then
distance = tempvalue;

end

end
if traceID <tempTrace.traceID then

EmitIntermediate(traceID+’:’+
tempTrace.traceID, distance);

else
EmitIntermediate(tempTrace.traceID+’:’+

traceID, distance);
end

end

end

Algorithm 1. Mapper of similarity detection

The Reducer uses the loop to find the maximum distance that can be treated
as the distance between two traces. Then it judge whether the distance is less
than commRadius. If so, it parses the interKey by special character ‘:’, and
add the traceID into each other’s nearTraceIDs dataset. To avoid the changing
of commRadius, we also need to emit the distance key-value pairs.

As we mentioned in Subsect. 3.2. None of these similar traces could represent
for others. In this phase, we will provide a trace fusion algorithm based on
MapReduce to find the “road” on the ocean.

The idea of trace fusion is very simple. We discretize each similar trace into
(M − 1) pieces from same side and sequentially number the points from 0 to
(M − 1). For the points of same number, calculate the average of latitude and
longitude. The fusion trace needs to maintain an attribute called weight, which
represent the vessel’s passing probability. It is the amount of fused traces.

Algorithm 3 shows the Mapper of trace fusion phase’s preparation step.
It is designed to group these similar traces. The fusion trace have four ele-
ment. fTraceID is the fusion trace unique identifier. coordinates stores the
average latitude and longitude pairs. weight stores the weight of fusion trace.
fusedTraceIds stores the grouped traceID. fTraceID is the hash number of
the sum of fused traces’ traceID plus the character ‘f’ in front. Also each trace
will add an element fTraceID which indicates the trace is belong to which
fusion trace group.
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Input :<interKey, interV alues>;
Output:<interKey, distance>;
distance = interValues[0];
for each interValue in interValues do

if interValue > distance then
distance = interValue;

end

end
if distance < commRadius then

tempID[] = parse(interKey,’:’);
trace[tempID[0]].nearTraceIDs.add(tempID[1]);
trace[tempID[1]].nearTraceIDs.add(tempID[0]);

end
Emit(interKey,distance);

Algorithm 2. Reducer of similarity detection

Input :<traceID, nearTraceIDs>;
if nearTraceIDs == null then

fTraceID = ’f’+ hash(traceID);
fTrace[fTraceID].fusedTraceIds.add(traceID);
fTrace[fTraceID].weight = 1;

else
sumID = 0;
for each nearTraceID in nearTraceIDs do

sumID += nearTraceID;
end
fTraceID = ’f’ + hash(sumID);
fTrace[fTraceID].fusedTraceIds.union(traceID,

trace[traceID].nearTraceIDs);
fTrace[fTraceID].weight = fTrace[fTraceID].fusedTraceIds.length;

end
trace[traceID].fTraceID = fTraceID;

Algorithm 3. Mapper of group traces

Algorithm 4 shows the Mapper of trace fusion phase. It is designed to
discretize each trace into (M-1) pieces. The input is the < traceID,
processedData > key-values pairs. The processedData is the data processed by
interpolation.

Input :<traceID, processedData>;
Output:<interKey, interV alue>;
coordinates = discretize(processedData, M);
for i from 0 to (M-1) do

EmitIntermediate(traceID.fTraceID + ’:’ + i, coordinates[i]);
end

Algorithm 4. Mapper of trace fusion
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The interKey is combined by fTraceID and the coordinate’s sequence num-
ber on the trace. The reason why we deal with the data in this method is shown
as Fig. 7. Figure 7 have five traces. Trace 1, 2 and 3 are similar traces. Their fTra-
ceID is “f1”. Trace 4 is “f2” and trace 5 is “f3”. Because interKey is combined
by fTraceID and the coordinate’s sequence number, the same relative coordinate
of similar traces has same interKey. For example, the first coordinate of trace
1,2 and 3’s interKey are all “f1:0”. So the Reducer could easily calculate the
average coordinate. The Reducer of trace fusion is shown as Algorithm 5.

Input :<interKey, interV alues>;
fTraceID = parse(interKey,’:’);
if interValues.length > 1 then

sumX = sumY = 0;
for each coordinate in interValues do

sumX += coordinate.x;
sumY += coordinate.y;

end
aveX = sumX / interValues.length;
aveY = sumY / interValues.length;
fTrace[fTraceID[0]].add((aveX, aveY));

else
fTrace[fTraceID[0]].add(interValues[0]);

end

Algorithm 5. Reducer of trace fusion

Fig. 4. Demonstration of trace fusion

So far, the whole procedure of MR-Similarity is finished. The simple example
result of MR-Similarity is shown as Fig. 5. The red trace in Fig. 5 is the real
vessel traces. The upper four traces are in the same group. The lower ten are in
the same group. The blue trace is the fusion trace which indicate the mobility
pattern of vessels in this monitoring area (Fig. 5).
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Fig. 5. Example result of MR-Similarity (Color figure online)

4 Performance Evaluation

In this section, we will evaluate the performance of MR-Similarity. We use real
trace data to do the experiment.

4.1 Experiment Design

The MR-Similarity is running on normal PCs. We use three same computers to
form the experiment environment. Each PC has 8 GB memory. The CPU is intel
i5 4570 Quad-Core Processor(3.2 GHz). The operating system is Linux centOS
6.5. The Hadoop version is 2.3.0. All the PCs can be treated as Mapper and we
use only one reducer in this experiment.

Firstly, we fixed m, M on 300 and amount of traces on 150. Change the
Mapper from one to five, and record the running time of similarity detection
phase and trace fusion phase.

Secondly, we fixed the Mapper number on five and m, M on 300. Increase the
amount of traces with same increment from 50 to 250, and record the running
time of similarity detection phase and trace fusion phase.

Finally, we fixed the Mapper number on five and amount of traces on 150.
Increase the m and M with same increment from 100 to 500, and record the
running time of similarity detection phase and trace fusion phase.

4.2 Result Analysis

Figure 6 illustrates the performance evaluation result of similarity detection
phase. Figure 6(a) shows the time cost on different Mapper number. With the
increasing of Mapper, the time cost of similarity detection is decreased like power
function. Figure 6(b) shows the time cost on different amount of traces. With
the increasing of traces, the time cost of similarity detection is increased by
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Fig. 6. Performance evaluation of similarity detection

Fig. 7. Performance evaluation of trace fusion

square rule. Figure 6(c) shows the time cost on different m. With the increasing
of traces, the time cost of similarity detection is increased by square rule. The
user can choose proper parameters based on different situation.

Figure 7 illustrates the performance evaluation result of trace fusion phase.
Figure 7(a) shows the time cost on different Mapper number. With the increasing
of Mapper, the time cost of trace fusion is not decreased. Figure 7(b) shows the
time cost on different amount of traces and Fig. 7(c) shows the time cost on
different m. The time cost of the trace fusion is almost the same on different
situations. By analyzing the log of Hadoop, we find that the mainly time cost
of the algorithm is on the data reading and node schedule. We suggest use one
node to running the algorithm to save resources.

5 Conclusion

In this paper, we collected the real trace of about 4000 vessels for three months.
By analyzing the data, we find that the vessels’ traces are confined by invisible
boundary. According to this, we present a mobility pattern detection algorithm
called MR-Similarity to find the “road” on the ocean. The mobility pattern could
be used to help data routing algorithm design in ocean MDTN.

Nevertheless, many issues still remain to be explored. Our ongoing works
are: (1) Find out the inter-contact pattern of vessels; (2) Design data routing
algorithm based on this pattern; (3) Design a trace generating model for vessels.
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Abstract. Knowledge graph completion aims to predict missing rela-
tions between known entities. In this paper, we consider the method
of knowledge graph embedding for hyper-relational data, which is com-
mon in knowledge graphs. Previous models such as Trans(E, H, R) and
CTransR either are insufficient to embed hyper-relational data or focus
on projecting an entity into multiple embeddings, which might not be
plausible for generalization and might not ideally reflect the real knowl-
edge. To overcome the issues, we propose a novel model named TransHR,
which transforms the vectors of hyper-relations between a pair of enti-
ties into an individual vector acting as a translation between them. We
experimentally evaluate our model on two typical tasks including link
prediction and triple classification. The results demonstrate that Tran-
sHR significantly outperforms Trans(E, H, R) and CTransR especially
for hyper-relational data.

Keywords: Knowledge graph · Embedding · Distributed learning

1 Introduction

Knowledge graphs, such as WordNet [16], Freebase [1] and Yago [8], represent
rich factual information and play an increasingly important role by facilitating
various applications. However, the inherent complexity of real-world makes the
knowledge graphs far from complete even if they usually contain huge amounts
of entities and relations. Hence, it is meaningful to mine the potential knowledge
rules from the large-scale knowledge graphs, thus attempt to complete them. In
fact, many methods are proposed for knowledge graph completion by predicting
missing relation facts among known entities under the supervision of a given
knowledge graph.

An elementary fact of a knowledge graph is represented in the form of a triple
by two entities and a relation, i.e., (head, relation, tail) denoted by (h, r, t). For
example, (Obama,born here,USA) corresponds to the knowledge that Obama was
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 236–246, 2016.
DOI: 10.1007/978-3-319-42553-5 20
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born in USA. The basic idea behind knowledge graph completion in literature is
to regard intuitively the triple as a computable equation when it is encoded into
a metric space [4], that is, h + r ≈ t holds for triple (h, r, t). This assumption
results in the relation completion by finding a r∗ such that it corresponds to one
of the nearest neighbors of r, that is, h + r∗≈ t for a given pair (h, t).

Difficulties arise when there are multiple relations between a pair of entities,
since only one legal r is allowed by the equation in the metric space and multi-
metric space based mechanisms are then proposed. For example, TransR [15]
embeds entities and relations into distinct spaces, and project entities from entity
space into relation spaces by relation-specific matrices. However, the separate
projections disconnect the diverse aspects of the same entities which might have
been highly semantically related. For an instance extracted from FB40K [14]
as shown in Table 1, there are totally 14 relations between head entity Judy
Law and tail entity Sienna Miller, which indicate the changing relationship of
the celebrity couple in different periods of time. Obviously in order to reflect
the real knowledge, it is more reasonable to model the multi-relations as an
individual one rather than breaking one person into 14 different parts.

Motivated by above observation, we propose a translation-based schema,
named TransHR, to especially address the issues of embedding multi-relations
between entity pairs. First of all, to clearly distinguish our approach, it is nec-
essary to re-define the relation patterns. In general, the relations in knowledge

Table 1. A case of hyper-relation in FB40K. There are 14 relations between the per-
son entity Judy Law and the person entity Sienna Miller. For example, the relation
“/people/person/spouse s” indicates Jude Law spouses Sienna Miller.

Head Relation Tail

Jude Lawa /people/person/spouse s Sienna Millerb

/celebrities/celebrity/sexual relationships

/base/popstra/infidelity/perpetrator

/base/popstra/celebrity/insult perpetrator

/base/popstra/celebrity/breakup

/base/popstra/celebrity/infidelity perpetrator

/base/popstra/celebrity/insult victim

/people/marriage/spouse

/base/popstra/celebrity/dated

/base/popstra/public insult/perpetrator

/base/popstra/public insult/victim

/base/popstra/breakup/participant

/base/popstra/dated/participant

/celebrities/romantic relationship/celebrity
ahttps://en.wikipedia.org/wiki/Jude Law
bhttps://en.wikipedia.org/wiki/Sienna Miller

https://en.wikipedia.org/wiki/Jude_Law
https://en.wikipedia.org/wiki/Sienna_Miller
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graphes are classified into four types by previous works in terms of the number
of entities: 1-to-1, 1-to many, many-to-1, and many-to-many [4,15,23]. Although
it is easily coincident with intuition, this straightforward relation classification is
somewhat ambiguous and not efficient for our approach. We start from the view
point of number of relations and classify them into two catalogues: sole-relation
and hyper-relation. If there are multiple relations simultaneously between a
pair of entities, then each of these relations is called a hyper-relation, as Fig. 1
shows an example. Hyper-relations are pretty common and the embedding accu-
racy of hyper-relations is of significance for knowledge graph completion. Fol-
lowing the definition of hyper-relation, the algorithm TransHR tries to learn
the appropriate vector representations for both entities and relations, and then
projects the relations from relation space into entity space by transition matrices.
The advantages of TransHR are two folds. First, it is computationally efficient
when compared to TransR and CTransR because the expensive operation of
matrix projection is applied to individual relations rather than entities, whose
number is usually order of magnitude smaller. Second, TransHR can capture
the entity-independent properties, thus might be closer to the real knowledge.

The contributions of this paper are: (1) We propose a new relation category
based on the topology of knowledge graphs, which provides a novel idea to
embed triplets effectively; (2) We propose a new model called TransHR, which
outperforms previous models including Trans(E, H, R) and CTransR in link
prediction and triple classification, as lately shown in experiments.

The paper is organized as follows. We discuss related models in Sect. 2 and
describe our model in Sect. 3. We detail an experimental study on Freebase in
Sect. 4, comparing TransHR with many methods from the literature. Finally we
give an conclusion in Sect. 5.

Fig. 1. Here shows an example of hyper-relational data at the top left corner. h, t
represent entities and r1, r2 represent relations linking h and t. Entities h and t are
embedded into entity space. Relations r1 and r2 are embedded into relation space. Two
transition matrices Mr1 and Mr2 project the relation vectors r1 and r2 respectively
from the relation space into a vector r(h,t) in entity space such that h, t and rh,t can
form a triangle, i.e., rh,t performs as a translation from h to t.
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2 Related Work

We denote a triple by (h, r, t) and their embedding vectors by the same letters in
boldface, h, r, t. A relation-specific matrix is represented as Mr and the score
function of a triple is expressed as fr(h, t).

2.1 Translation-based Models

Translation-based models have a close connection with our model and some
of them will be considered as baselines in experiments. As mentioned before,
TransE [4] wants h+ r ≈ t when (h, r, t) holds, which indicates that t should be
a nearest neighbor of h + r. The score function is fr(h, t) = ‖h + r − t‖22. But
it has issues when modeling hyper-relational data.

To solve the issues of TransE, TransH [24] introduces the mechanism of pro-
jecting to the relation-specific hyperplane and enables an entity having different
representations in different relations. Similar to TransE, TransH has the score
function fr(h, t) = ‖h⊥ + r − t⊥‖22. Though TransH embeds triplets by trans-
lating on hyperplane, it does not break the restraint of single space. Therefore,
TransR [15] makes a meaningful adjustment, which models entities and rela-
tions in distinct spaces, i.e., entity space and multiple relation spaces, and
performs translation in the corresponding relation space. The score function is
obtained by fr(h, t) = ‖hMr + r − tMr‖22, where Mr ∈ R

k×d, h, t ∈ R
k and

r ∈ R
d. The motivation of TransR boils down to the multiple aspects of each

entity and various relations focus on different aspects. However, head-tail entity
pairs usually manifest diverse patterns under a specific relation. So CTransR
is proposed as an extension of TransR, which clusters diverse head-tail entity
pairs into groups and learns distinct relation vectors for each group. TransR and
CTransR need two matrix-vector multiplications, which make them have large
amount of calculation and can not apply on large-scale knowledge graphs.

Since the entities linked by a relation always contain various types and
attributes, a more fine-grained model TransD [11] is proposed as an improve-
ment of TransR and CTransR, which defines two vectors for each entity and
relation, and uses them to generate an unique mapping matrix for every entity-
relation pair. What’s more, some other translation-based models inspired by
other points also come out, such as PTransE [14], which considers relation paths
as translations between entities for representation learning and TranSparse [12],
which explores sparse projection matrices to deal with the issue that entities and
relations are heterogeneous and unbalanced.

2.2 Compositional Representation based Models

Besides translation-based models, there are many other methods following the
approaches of knowledge graph embedding, such as Bayesian clustering based
models [13,17,22,25], neural network based models [2,3,5,7,21], circular correla-
tion based on tensor product [10] as well as models based on matrix factorization
[18–20] and gaussian distribution [10]. A major disadvantage of above approaches
is that they usually require more parameters and are difficult to train.
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3 Translating for Hyper-relational Data

To solve the problem of hyper-relation embeddings, we propose TransHR, which
embeds entities and relations in entity space and relation space, respectively,
and transforms the vectors of multiple relations between an entity pair into an
individual vector acting as a translation in entity space. In addition, to simplify
embedding problems, we categorize relations into two classes: sole-relation and
hyper-relation.

3.1 Relation Category

Previous models usually adopt two kinds of relation category. One categorizes
the relations into four classes: 1-to-1, 1-to-many, many-to-1 and many-to-many,
according to the cardinalities of their head and tail arguments. For instance,
if the average number of tails per head is greater than 1.5 and the average
number of heads per tail is less than 1.5, the relation will be treated as 1-to-
many. However, it might not always be consistent with the fact and might be
somewhat complex. The other [12] categorizes relations into two classes: complex
and simple relations, where the complexity of a relation is proportional to the
number of triplets (or entities) linked by it. Though it reduces relation classes,
sometimes it might be hard to distinguish due to its fuzzy definition.

In this paper, relations are categorized into sole-relation and hyper-relation.
For all of the entity pairs linking by a relation r, if there does not exist any other
relation between them, i.e., the relation r exist alone between those entity pairs,
we call it sole-relation. Otherwise, it appears simultaneously with other relations
between a pair of entities, so called hyper-relation. We denote all triples (h, r, t)
in the knowledge graph as T , the whole relation set as R, sole-relation set as Rs

and hyper-relation set as Rh. Rr denotes the whole relation set R eliminated the
relation r. Then sole-relation and hyper-relation can be defined as

Rs = {r|(h, r, t) ∈ T & ∀r′ ∈ Rr, (h, r′, t) /∈ T}

Rh = {r|(h, r, t) ∈ T & ∃r′ ∈ Rr, (h, r′, t) ∈ T}
It can be obtained by the above definitions that our relation category is definite
and can always be consistent with the fact.

3.2 TransHR

When modeling hyper-relational data, previous models are either unable to dis-
tinguish the hyper-relations between a pair of entities or concentrated on break-
ing the entities into several parts, which can not easily catch the properties of
entity-independence and might be bad for generalization. Intuitively, it is more
reasonable to model the hyper-relations between a pair of entities as an indi-
vidual vector rather than disconnecting the diverse aspects of them. Hence, we
propose TransHR, which transforms vectors of the hyper-relations between a
pair of entities from relation space into one vector performing as a translation



Knowledge Graph Completion for Hyper-relational Data 241

in entity space. Since we do not destroy any independent entity or relation, our
model might be closer to the real knowledge.

In TransHR, for each triple (h, r, t), entity embeddings are denoted by
h, t ∈ R

k and relation embedding is denoted by r ∈ R
d. Note that, the dimen-

sion of entity embeddings is not necessarily equal to the dimension of relation
embeddings, i.e., k �= d.

Assume that there are n relations between a pair of entities and the ith
relation is denoted by ri (i = 1, 2, ..., n). To project relation vectors from relation
space to entity space, we denote a transition matrix Mri ∈ R

d×k for each relation
ri. With the transition matrices, the projected vectors can be obtained by

r(h,t) = riMri(i = 1, 2, ..., n) (1)

where r(h,t) ∈ R
k. Therefore, each relation-specific matrix Mri transforms its

corresponding d-dimensional vector ri into an individual k-dimensional vector
r(h,t) which acts as a translation from the head entity vector h to tail entity
vector t. Then the score function can be correspondingly defined as follows

fr(h, t) = ‖h + r(h,t) − t‖2
2 (2)

where function fr stands for a dissimilarity measure, which we take either L1

or L2-norm. Hence, fr(h, t) indicates the dissimilarity of h + r(h,t) and t. We
assign a transition matrix for each relation between one entity pair, though those
triplets have the same score, the relations in them can have different embedding
vectors, and thus, TransHR achieves modeling hyper-relational data.

3.3 Training

To train the parameters of the score function fr(h, t), we follow [4] to minimize
a margin-based score function as objective for training

L =
∑

(h,r,t)∈S

∑

(h′,r,t′)∈S
′
max(0, fr(h, t) + γ − fr(h

′, t′)) (3)

where max(0, x) aims to get the maximum between 0 and x, γ > 0 is a mar-
gin hyperparameter (generally take the value 1) separating positive and negative
triples, which is commonly used in many margin-based models such as SVMs [6].
As the embeddings of entities and relations are normalized, the margin γ can actu-
ally regularize the above objective and keep weights from collapsing or deviating.
S denotes the set of positive triples and S′ denotes the set of negative triples, which
is generated by removing either the head or tail entity but not both and filling in
with a randomly selecting entity. fr(h, t) is the score of the positive triple, while
fr(h′, t′) denotes the score of corresponding negative triple. The loss function (3)
prefers lower scores of positive triples than negative triples. The learning process
is carried out by stochastic gradient descent(SGD). If fr(h, t) > fr(h′, t′) − γ,
SGD is performed to minimize the objective function.
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4 Experiments and Analysis

Experiments are conducted on data extracted from Freebase. Our task is to pre-
dict missing h or t for a correct triple (link prediction) and classify whether a triple
is correct or not (triple classification). We first describe the data sets and then
compare our model with current state-of-the-art methods on the above tasks.

4.1 Data Sets

We choose two data sets extracted from Freebase, which encodes general facts of
the world. For example, the triple (Obama,born here,USA) in Freebase builds a
relation born here as a translation from the name entity Obama to the location
entity USA. In this paper, we employ FB15K used in [3] and download FB40K
released by [14] and select the 607 relations which occur more than 10 times to
create FB38K. Their statistics are displayed in Table 2.

4.2 Implementation

TransHR is obtained by modifying the codes in C++ downloaded from https://
github.com/mrlyk423/relation extraction and will be compared with Trans(E,
H, R) and CTransR. The experiments are conducted on a Ubuntu server with
Intel Xeon(R) CPU E5-26200 (2.00 GHz) and 12 GB RAM.

During the training phase, we use SGD for optimization. Following [4], entity
and relation embeddings are initialized with the same random procedure pro-
posed in [9]. To avoid overfitting, the transition matrix is initialized as an identity
matrix. At each main iteration of the algorithm, we first randomly sample a triple
from the training set, served as the positive triple, and sample a single corrupted
triple as the negative triple. After that, the embedding vectors of the entities
and relations are normalized. The parameters are updated by taking a gradient
step with constant learning rate and the algorithm is stopped according to its
performance on a validation set.

We select the learning rate α among {0.001, 0.005, 0.01}, the margin γ among
{0.1, 0.5, 1, 2}, the dimension of entity vectors k and the dimension of rela-
tion vectors d among {20, 50, 80, 100}. The best configuration are: α = 0.001,
γ = 1,m, n = 100, and taking L1 as dissimilarity. For both the two data sets,
We traverse to training for 500 rounds.

Table 2. Data sets used in the experiments

Data Set #Rel #Ent #Train #Valid #Test

FB15K 1345 14,951 483,142 50,000 59,071

FB38K 607 37516 322,696 8914 9,954

https://github.com/mrlyk423/relation_extraction
https://github.com/mrlyk423/relation_extraction
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4.3 Link Prediction

Link prediction is to complete the missing h or t for a positive triple (h, r, t), i.e.,
complete t given (h, r) or complete h given (r, t). Instead of only giving one best
result,we focus on ranking a set of candidate entities from the knowledge graph.

Evaluation Setup. We follow the same setup in [15]. For each test triple (h, r, t),
h or t will be deleted and substituted by each entity in the knowledge graph in
proper sequence. Scores of those corrupted triples are calculated by the mod-
els and ranked by ascending order, thus the rank of the correct entity will be
recorded. Similar to [4], we report the mean rank of above predicted ranks and
the hits@10, i.e., the ratio of ranks in the top10. This evaluation setting is named
“Raw”, which may be unfair to those models because the knowledge graph may
contain corrupted triples and it should not be regarded as wrong to rank them
before the original correct entity. Hence, before ranking we should eliminate
these corrupted triples appeared in the knowledge graph and the new evaluation
setting is named “Filter”. For both settings, a lower mean rank and a higher
hits@10 is the mark of a better model.

Results Analysis. Table 3 shows the overall evaluation results on link predic-
tion, from which, we conclude that TransHR consistently outperforms the coun-
terparts on both FB15K and FB38K; TransR and CTransR are in the second
place, while TransE and TransH acquire the worst results, which might validate
that single space is insufficient to model hyper-relational data.

However, TransHR is primarily designed for modeling hyper-relational data
and we hypothesis that the improvements are due to its advantage in modeling
hyper-relational data. To confirm the point, we dig into the detailed results
of the most frequently occurring 10 hyper-relations, shown in Table 4. We can
observe that TransHR acquires significant improvements at most of the time.
For instance, the relation “/location/location/contains” appears 20,597 times in
the training set and TransHR can achieve an accuracy of 97.8 % (increased by
3 % points) predicting the head and 78.2 % (increased by 30 % points) predicting
the tail.

Table 3. Evaluation results on link prediction. Mean Rank shows the average
rank of correct entities and Hits@10 shows the proportion of correct entities ranked
in top10. For Mean Rank, the lower, the better; while for Hits@10, the higher, the
better. As observed, TransHR outperforms other models significantly.

DataSets FB15K FB38K

Metric Mean Rank Hits@10(%) Mean Rank Hits@10(%)

Raw Filter Raw Filter Raw Filter Raw Filter

TransE [4] 243 125 34.9 47.1 564 197 55.3 67.3

TransH [23] 211 84 42.5 58.5 560 190 54.6 66.1

TransR [15] 226 78 43.8 65.5 567 189 58.6 73.7

CTransR [15] 233 82 44 66.3 568 186 59.5 76.7

TransHR 209 67 47.8 70.0 559 183 59.6 76.5
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Table 4. Hits@10 of Trans(E, H, R), CTransR and TransHR on top10 frequently
occurring hyper-relations.The numbers in Frequency denote their occurrence number
in training set.The improvements achieved by TransHR is very promising.

Relation Frequency
Hits@10 (TransE/TransH/TransR/CTransR/TranHR)

Head Tail
/people/person/nationality 21496 2.5 / 3.4 / 3.4 / 5.5 / 3.9 28.3 / 27.3 / 30.2 / 27.0 / 45.9
/location/location/contains 20597 95.0 / 94.4 / 96.0 / 95.9 /97.8 52.5 / 53.2 / 71.8 / 74.5 / 78.2
/location/location/containedby 20578 46.4 / 47.3 / 67.5 / 71.0 / 72.5 95.5 / 96.2 / 91.0 / 95.0 / 98.3
/people/person/place lived 14146 47.5 / 42.2 / 53.7 / 53.9 / 61.1 86.6 / 86.4 / 92.0 / 94.5 / 93.8
/people/place lived/location 14119 87.4 / 87.4 / 93.5 / 96.3 / 94.6 50.3 / 46.9 / 55.7 / 60.5 / 66.2
/location/location/people born here 13715 91.4 / 90.0 / 96.3 / 97.9 / 97.1 57.5 / 56.0 / 61.9 / 67.0 / 73.2
/people/person/place of birth 13607 57.5 / 58.2 / 62.0 / 68.9 / 69.6 91.9 / 91.3 / 96.6 / 97.8 / 96.9
/education/education/institution 11739 98.8 / 98.5 / 98.8 / 99.2 / 100 77.3 / 73.5 / 85.8 / 94.2 / 97.3
/education/educational institution/students graduates 11609 99.2 / 97.5 / 99.0 / 99.5 / 100 78.4 / 76.9 / 88.2 / 95.0 / 96.0
/education/education/student 11556 76.0 / 76.0 / 89.0 / 94.2 / 95.1 99.7 / 98.3 / 99.7 / 99.7 / 99.7

4.4 Triple Classification

This task is to identify whether a given triple (h, r, t) is correct or not, which is a
binary classification researched in [21] for each triple. The metric is the accuracy
based on how many triples are identified correctly.

Evaluation Setup. FB38K is used in this task and we follow the same settings
in NTN [21]. As knowledge graphs only have positive triples and classification
evaluation needs negative labels, we corrupt each positive triple in the selected
testing set to create one corresponding negative triple resulting in a total of
double testing triples with equal number of positive and negative examples.
When generating the negative ones, we follow the approach in [21] that only the
entities appeared in the same position of the replaced entity in the data set are
qualified for the possible answer set.

Each relation is equipped with a relation-specific threshold δr. The decision
rule for classification is simple: for a triple (h, r, t), if the dissimilarity score (by
the score function fr) is below δr, then predict positive; otherwise predict neg-
ative. The relation-specific threshold δr is determined by classification accuracy
on the validation set.

We compare our model with the same models demonstrated in link predic-
tion and also optimize with SGD. Note that the best settings of entity vector
dimension k and relation vector dimension d here are 50.

Results Analysis. Table 5 shows the evaluation results of triples classification
and TransHR outperforms all the other methods.

Table 5. Triple classification on FB38K

Dataset FB38K

TransE [4] 80.6

TransH [23] 78.6

TransR [15] 80.2

CTransR [15] 70.4

TransHR 81.8
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5 Conclusions and Acknowledgements

In this paper, we propose a novel knowledge graph embedding model TransHR
for modeling hyper-relational data. TransHR transforms vectors of the hyper-
relations between a pair of entities from relation space into an individual vector
serving as a translation in entity space. Experiments on the task of link prediction
and triple classification show that TransHR achieves promising improvements
compared to Trans(E, H, R) and CTransR. In addition, the relation category
introduced in this paper also turns out to be effective.

This work was supported by NSF Project (61302077) Social Search for Col-
laborative User Generated Services upon Online Social Networks and by 863
project (2014AA01A706).
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Abstract. Approximate subgraph matching query is increasingly
adopted to retrieve labeled, heterogeneous networks with millions of
vertices and edges. Those networks are usually noisy and lack of fixed
schema. Previous exact subgraph matching query (such as subgraph iso-
morphism) and approximate matching aimed at small proprietary net-
work are not practicable. Recently approximate subgraph matching over
large graph usually reduces match accuracy to ensure query efficiency.
In this paper, We present a novel approximate subgraph matching query
method. We propose a similarity score function to measure the subgraph
match quality. Based on it, we adopt a two-step-strategy in subgraph
matching query processing: candidate selection and query processing.
And we employ an indexing technique to improve query efficiency. We
experimentally evaluate our method on query efficiency and effectiveness.
The results demonstrate that our method outperforms state-of-the-art
method NeMa especially on efficiency.

Keywords: Approaximate subgraph matching · Graph query · Large
graph

1 Introduction

Subgraph matching query is widely adopted to retrieve information from emerg-
ing graph databases, e.g., knowledge graphs, social networks and genome data-
bases. Given an attributed target network and a small query graph, how to effi-
ciently identify a matched subgraph in the target network is a critical task for
many graph applications, which has been widely studied in chemi-informatics,
bioinformatics and Semantic Web, such as SPARQL [10] and XQuery [1]. How-
ever, many real-life graphs are noisy and incomplete with its topology and con-
tend information, thus finding exact matches for a given query graph is not
realistic, and approximate subgraph query is more appealing. There are also a
variety of metrics to measure the quality of result subgraphs, such as subgraph
c© Springer International Publishing Switzerland 2016
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isomorphism, maximum common subgraphs and graph edit distance. But unfor-
tunately, those measures are suitable for biological and chemical structures, and
not appropriate for real-life graphs. This motivates us to investigate approximate
subgraph matching query techniques suitable for the above problem which can
relax rigid label and topology matching constraints of subgraph isomorphism
and other traditional graph similarity. The graph similarity metric must satisfy
the following two observations: (a) if two vertices are close in a query graph,
the corresponding vertices in the result subgraph must also be close. (b) There
maybe some differences in labels of the matched vertices.

In this paper, we present a novel approximate subgraph matching query
method ASMQ (Approximate Subgraph Matching Query), which adopts a two-
step-strategy. The contributions are presented as follows. (1) We propose a sim-
ilarity score function to measure the quality of the match, which aggregates the
similarity of matching both individual vertices and graph structure (Sect. 3). (2)
We employ an indexing technique that allows for quickly identifying the local
topology and label information of each vertex (Sect. 4). (3) We adopt a two-step-
strategy in the process of subgraph matching query (Sect. 5). (4) We experimen-
tally evaluate our method on query efficiency and effectiveness to demonstrate
that our method outperforms NeMa in some extend (Sect. 6).

2 Related Work

These days graph query has attracted great attention, which can be categorized
into exact subgraph matching query and approximate subgraph matching query.
Exact subgraph matching consists of C-Tree [3] and gCode [19], GraphQL [4] and
SPath [17]. Those algorithms is too strict for real-life graphs which are complex
and noisy. The approximate subgraph matching have been extensively studied
in bioinformatics, such as PathBlast [5], NetAlign [8], SAGA [13], and IsoRank
[11]. However, these algorithms target smaller biological networks. Others aimed
at large graphs such as TALE [14] and SIGMA [9] utilize edge misses to measure
the quality of a match, these techniques also cannot incorporate the concept of
proximity among entities. There are other works on inexact subgraph matching,
including belief propagation based net alignment [2], edge-edit-distance [16], sub-
graph matching in billion node graphs [12], regular expression based graph pat-
tern matching [2], unbalanced ontology matching [18], SLQ [15], NESS [6], and
NeMa [7]. Among them, NESS and NeMa is proposed for approximate subgraph
matching query over large real-life graphs, which is close to us. But NESS only
considers the proximity among vertices, asking for strict vertices label match-
ing. NeMa considers both proximity among vertices and labels, but the vertex
matching function in NeMa is a many to one function and the neighbourhood
vector may not record all the topology information of the graph, So sometimes
two vertices in query sometimes match to one vertex in the result subgraph.
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3 Preliminaries

We start with a few definitions and then draw a mathematics description of our
subgraph matching query problem. And then introduce the indexing technique
adopted in ASMQ, which allows for quickly identifying vertices information when
computing the matching score of a query graph with its matches.

3.1 Problem Definition

We use target graph and query graph to represent a heterogeneous network
dataset and query graphs, respectively. Which denote as G = (VG, EG, LG) and
Q = (VQ, EQ, LQ). [7] Given a target graph and a query graph. Approximate
subgraph matching is that there exist a subgraph X = (VX , EX , LX) in G sat-
isfy a function f : VQ → VX , s.t., (1) ∀v ∈ VQ, the similarity of L(v) and L(f(v)),
determined by a given label similarity function ΔL, is more than or equal to a
predefined threshold ε, and (2) ∀(u, v) ∈ EQ, there is a path from f(v) to f(u)
in EX . Under these conditions, We call X a subgraph matching of Q in graph
G. Furthermore, the vertex f(v) in X is called the matching vertex w.r.t1 vertex
v in query Q, f is often referred to as a matching of Q in G and X=f(Q).

Definition 1 (Matching Score). Given a query graph Q and a large data
graph G, X is a matching of Q in graph G. The matching score of X is defined
as:

Score(X) = Scorev(X) + Scoree(X) (1)

where
Scorev(X) =

∑|VQ|
i=1

sim(vi, f(vi)), (2)

Scoree(X) =
∑

vi,vj∈Q

sim((vi, vj), (f(vi), f(vj))) (3)

Scorev(X) is the total similarity of all query vertices with its matched ver-
tices. For a vertex v in query Q and a vertex u in target graph G, we use Jaccard
similarity represented by sim(v, u) to evaluate the semantic similarity between
two entities connected to vertices u and v. The value range of Jaccard similarity
is 0 to 1, the more similar of the two label sets, the higher of sim(v, u).

Scoree(X) is a metric to valuate the similarity of proximity among vertex
pairs in query graph and target graph, which can be called edge similarity. The
consideration of value scope of edge similarity, we use the following function to
compute it.

sim((vi, vj), (f(vi), f(vj))) = a|d(f(vi),f(vj))−d(vi,vj)| (4)

Here, d(vi, vj) is the distance between vi and vj , d(f(vi), f(vj)) is the distance
between f(vi) and f(vj), which are the matching vertices of vi and vj respec-
tively in G. We use the difference between the distance to measure edge simi-
larity. Intuitively, if Q is subgraph isomorphism to G, the matching score is the
1 w.r.t: with regard to.
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upper bound score. So in this paper, we turn the problem of finding the most
approximate match to identifying a match with highest matching score with the
query graph.

3.2 Indexing

Neighborhood Domain. To capture the local topology information around a
vertex, we introduced k-Distance Set and Neighborhood Domain, which decom-
pose the graph into a distance-wise structure, thus reduce the space complexity
to the linearity of the graph size. Given u ∈ G and a distance k (k ≥ 0), the
k-distance set of u, denoted as Nk(u), is the set of vertices k hops away form u.

Definition 2 (Neighborhood Domain). Given u ∈ G and a non-negative
neighborhood scope k0, the neighborhood domain of u, denoted as N(u), is defined
as:

N(u) = {Nk(u)|k ≤ k0} (5)

N(u) stores all k-distance sets of u from k = 0 (a singleton set with element u
only) up to the neighborhood scope k = k0. Therefore, all the topology infor-
mation in the k0-neighborhood subgraph of u is encoded in the neighborhood
domain N(u).

Hash Table Index. In ASMQ, we employ two hash tables, which are respec-
tively named NebhHT and LabHT, as index for quickly identifying topology
and labels information of vertices in target graph. A hash table is a kind of
key-value structure (key-indexed) for storing data, as long as we input a key,
we can find its corresponding value. NebhHT can preserve the local topology
information around a vertex that as the key, using the vertices within its neigh-
bourhood domain as values in the hash table. LabHT is corresponds to each label
in graph, where we use single label as the key, and those vertices having the label
are hashed as values. Utilizing the two hash tables, we can easily capture the
information of a vertex in G, improving the query efficiency dramatically.

Here, we give a description of list(v) used in ASMQ acquired through LabHT,
where v is the query vertex. list(v) is a set of vertices, which are the intersection
of vertex sets in LabHT hashed by all the single label of v.

4 ASMQ Algorithm

The (sub)graph query problem is in general np-hard, since the matching func-
tion is nondeterministic. That may be verified by subgraph isomorphism [3], a
special case of graph query. So we resort to heuristic solution to the problem.
We firstly identify candidate set for each query vertex according its semantic
and neighbourhood domain. Then we adopt an inference technique to identify
the optimal match. So ASMQ can be divided into two step, Candidate Selection
and Query Processing.
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4.1 Candidate Selection

We give the definition of candidate set as follows. Given a query vertex vi, its can-
didate set C(vi) in target graph G must satisfy: (1) for all the ui in C(vi), the
vertex similarity sim(vi, ui) is more than or equal to the predefined threshold ε,
and (2) for all the vj in 1-Distance Set of vi N1(vi), there exists uj in neighbour-
hood domain of ui N(ui) satisfying that the labels similarity of vj and uj is more
than or equal to ε. Algorithm 1 gives the pseudocode of candidate selection. For
each vertex v in query graph, lines 1–2 quickly identify its list(v) in G according
to LabHT, which is introduced in Sect. 4.2. Intuitively, all the vertex u in list(v)
satisfy L(v) ∩ L(u) �= ∅. We only need to select candidate vertices from list(v),
because the other vertices in G don’t have any similar labels with v. Then lines 3–9
select candidate vertices for each query vertex from list(v) according to the defin-
ition of candidate set. Among it lines 4–6 choose vertices satisfy the first criterion
in the definition, and further, lines 7–9 select vertices satisfy the second criterion.
Finally we get candidate set C(v) of each query vertex.

Algorithm 1. Candidate selection algorithm
Input: Target graph G, Neighborhood domain N(u) of G, Query graph Q,

1-Distance Set N1(v) of Q, similarity threshold ε
Output: Candidate set C(v)

1 for each vertex v ∈ VQ do
2 identified list(v) using LabHT;

3 for each vertex v ∈ VQ do
4 for each vertex u ∈ list(v) do
5 Compute sim(v, u)
6 if sim(v, u) ≥ ε then
7 for all vertex v1 ∈ N1(v) do
8 if ∃ u1 ∈ N(u) satisfy sim(v1, u1) ≥ ε then
9 put u into C(v)

4.2 Query Processing

ASMQ treat Q as a graphical model, where each vertex is a random variable
with a set of matches as possible assignments [15]. It finds top matches that
maximizes the joint probability for Q with highest matching scores.

Given a query graph Q, we identify a match X that maximizes Score(X) by
seeking maxui

b(ui). For each vertex vi ∈ VQ and its match ui, b(ui) is formulated
as:

b(t)(ui) = max
ui

(sim(vi, ui) +
∑

vj∈N1(vi)
m

(t)
ji (ui)), (6)

for each match ui of vi and each vj in the 1-distance set N1(vi) of vi in Q. Here
m

(t)
ji (ui) is a message (as a value) sent to ui from the matches of vj ∈ N1(vi) at

the tth iteration:
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m
(t)
ji (ui) = max

uj

(sim(vj , uj) + sim((vi, vj)(ui, uj))

+
∑

vk∈N1(vj)\vi

m
(t−1)
kj (uj)),

(7)

for each match uj of vj . (uj , ui) represents the match of the query edge (vj , vi).
Intuitively, the score b(t)(ui) is determined by the quality of ui as a vertex match
to vi (sim(v)), the quality of edge matches (sim(e)), and the match quality of
its neighbors uj as message (m(t)

ji (ui)).
In query graph, some vertices play more importance roles than others, which

can be evaluate by its degree deg(u) and candidate vertices numbers |C(v)|.
We can use the function rank(v) = |C(v)|

deg(v) to identify the most important one
v0 with littlest value. To improve the graph match precision, we choose v0 as
a start vertex and identify its match u0 with highest b(·), then we find the
match vertices with highest scores of the vertices in N1(v0), and further, find
the optimal matches of vertices connected to N1(v0), and so on, until identifying
the result subgraph.

Algorithm 2. Query Processing Algorithm
Input: Query graph Q, 1-Distance Set N1(v) of Q, candidate set C(v).
Output: Maximum score matching of Q in G.

1 Choose start vertex vi;
2 t := 0; flag := true.
3 Initialize the m0(·) = 0;
4 while flag do
5 i := i + 1;

6 compute b(t)(ui) using Eq. 7;
7 for each vertex vj ∈ N1(vi) do
8 for each vertex uj ∈ C(v) do

9 compute b(t)(uj) using Eq. 7;

10 repeat
11 choose vj ∈ N1(vi) and let vi := vj ;
12 jump to step 6;

13 until all the vertex in Q has been computed;;
14 if more than a threshold number of query vertices v satisfy

b(t)(ui) = b(t−1)(ui). then
15 flag := false;

The pseudocode of our query processing algorithm is shown in Algorithm2.
Given a query graph, line 1 firstly computes its start vertex vi using ranking
function. Next, lines 2–3 initialize the messages of each vertex m(·) = 0. Lines 5–9
iteratively compute b(·) of vi following message propagation, identify a match of
vi. Lines 10–13 choose a neighbour vertex of vi, then compute its matched vertex,
and repeat this step until all the query vertex has its matched vertex. Lines 14–
15 compares the acquired matched vertices of the final iteration with previous
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iteration, if the number of query vertices that satisfy b(t)(ui) = b(t−1)(ui) is more
than a threshold number, the iteration terminate and we acquire the optimal
matched subgraph.

ASMQ firstly computes candidate set for each query vertex according to
label similarity function and neighbourhood domain in candidate selection. Then
identifies a match u0 of start vertex with the highest score b(·), and induces an
optimal match f(Q) following the vertex matches with top b(·) scores connected
to u. Denoting |VQ| is the number of vertices query graph vertices, L is the
average number of list(v), mQ and dQ are respectively the average number of
candidates and 1-distance vertices for each query vertex. And d and m are the
average degree of graph Q and G respectively. Then the total time complexity in
candidate selection is O(d ·m ·L · |VQ|). The computation of start vertex has time
complexity O(|VQ|). The time required for each iteration is O(|VQ| · mQ · dQ).
If the total iterations is I, the overall time complexity of ASMQ is O(d · m · L ·
|VQ| + |VQ| + I · |VQ| · mQ · dQ).

5 Experiments

In this section, we present the experimental results to demonstrate the efficiency
and the effectiveness of our algorithm ASMQ on real-life graph datasets including
YAGO and IMDB. In order to evaluate ASMQ, we compared it with NeMa. We
acquired the source code of NeMa from its author, and write our source code
based on it. All the experiments were implemented in C++ and run using a
single core in a 1TB, 2.5 GHz linux server.

5.1 Experimental Setup

Graph DateSets. We present our experimental results over datasets IMDB2

and YAGO3. The Internet Movie Database (IMDB) with 12,811,149 vertices rep-
resent the entities of TV series, movies, actors, producers, directors, among oth-
ers, and their relationships and 18,282,215 edges. YAGO with 2,932,657 vertices
and 11,040,263 edges is a large knowledge base of information harvested from
many sources including Wikipedia, WordNet and GeoNames. All the vertices in
YAGO and IMDB are annotated with labels containing semantic information.

Query Graphs. We extracted subgraphs randomly from the target graphs to
generate query graphs, and then introduced two type of noise to each query
graph: structural noise and label noise. (1) Structural noise is that we randomly
delete and insert edges to the extracted subgraphs. (2) Label noise is that we
insert randomly generated words to the extracted subgraph vertex labels. The
queries were characterized by diameter and node number, denoted by DQ and
|VQ|, respectively.

2 http://www.imdb.com/interfaces�plain.
3 http://www.mpi-inf.mpg.de/yago-naga/yago/.

http://www.imdb.com/interfaces$sharp $plain
http://www.mpi-inf.mpg.de/yago-naga/yago/
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Evaluation Metrics. Since we extract query graphs from target graphs, we
have already known the correct vertex matches. So we use precision(P) correctly
top-1 query graph matches over all the query graphs.

5.2 Experiment Results

Performance Analysis. In these experiments, we evaluate the performance of
our algorithm over two real-life graphs. For each graph, we randomly generate
50 query graphs for each of the three sets: (1) |VQ| = 7, DQ = 4 (2) |VQ| = 5,
DQ = 3, and (3) |VQ| = 3, DQ = 2.

If we construct the index NebhHT according to neighbourhood domain with
neighborhood scope k0 = 1, it is easy to reach that the final matches are subgraph
isomorphism to query graph, which is not our intention. And our experiments
show that the query results are relatively satisfactory with k0 = 2. It is unneces-
sary to construct index with a higher k0, whose time complexity is exponential
growth. The time consumed on neighbourhood domain with the neighborhood
scope k0 = 2 over YAGO and IMDB is respectively 9272 s and 11042 s, which
can be constructed off-line.

Fixed the label similarity threshold ε as 50%. The average query time with
|VQ| = 7 is shown in Table 1, we can draw: (a) ASMQ identify the optimal match
subgraph is around 2.3 s for YAGO, and 0.34 s for IMDB, it can be observed that
our algorithm is efficient for large graph datasets. (b) Compared with candidate
selection time, the query processing time is very small and it can be ignored
when compute the total time. (c) The query time for IMDB is small, due to its
vertex type is considered.

The total query time in different query sizes of NeMa and ASMQ over both
YAGO and IMDB networks is shown in Table 2. We can observe that the con-

Table 1. Average query time with |VQ| = 7: CS means candidate selection time, QP
refers query processing time in the second step, and TT is the total average time on
querying the graph.

Dataset CS (ms) QP (ms) TT (s)

YAGO 2362.52 6.68 2.37

IMDB 335.6 3.30 0.34

Table 2. Total query time: the total query time of NeMa and ASMQ over two graphs
(YAGO and IMDB). The second row represent query size displayed by query vertices
number of each graph and the total query time is present in sec.

YAGO IMDB

|VQ| = 7 |VQ| = 5 |VQ| = 3 |VQ| = 7 |VQ| = 5 |VQ| = 3

NeMa 2.05 0.99 0.73 0.63 0.18 0.21

ASMQ 2.37 1.07 0.59 0.34 0.17 0.13
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Table 3. Precision of graph match (YAGO): the subgraph match precision of ASMQ
and NeMa with different label noises shown in the second column, where |VQ| is the
number of query vertices.

P |VQ| = 7 |VQ| = 5 |VQ| = 3

0 30 % 50% 0 30% 50 % 0 30 % 50 %

NeMa 0.67 0.62 0.67 0.93 0.94 0.93 0.96 0.92 0.83

ASMQ 0.90 0.90 0.90 0.96 0.96 0.94 0.97 0.97 0.92

sumed query time of ASMQ is smaller than NeMa on IMDB. And when the
vertices size of the query is 3 on YAGO, the query time of ASMQ is also smaller
than NeMa. So we draw the conclusion that the efficiency of our subgraph match-
ing query algorithm ASMQ outperforms NeMa.

Performance Against Noise. In this set of experiments, we investigate the
impact of varying noises on the performance of ASMQ. Fixing the label similarity
threshold as 50%, We vary the label noise from 0% to 50%, and investigate
the effectiveness of ASMQ. Table 3 illustrate both algorithms subgraph match
precision of ASMQ and NeMa with different label noises over YAGO network.
The precision of ASMQ was improved compared with NeMa, especially when
vertex number is 7. It is because when identify the matched subgraph, we firstly
identify the optimal start vertex according to characteristics of the query graph,
rather than a arbitrary one.

In those experiments, we can conclude that our subgraph matching query
algorithm ASMQ outperforms by 2/3 on efficiency than NeMa with 30 % label
noise and added another one edge to each query graph as structural noise. And
although there are not any distinct differences on individual vertex match preci-
sion between both algorithms, ASMQ has improved graph match precision with
different label noises, especially when query in the size of |VQ| = 7 and DQ = 4.

6 Conclusions and Acknowledgements

In this paper, we have introduced a new approximate subgraph matching query
method ASMQ, which can relax the rigid label and topology matching con-
straints of subgraph isomorphism and other traditional graph and is more suit-
able for real-life graphs. We propose a score function to evaluate the match
quality, and then employ a two-step-strategy, candidate selection and inference
algorithm to identify the optimal graph matches. Our experimental results over
real-life datasets show that ASMQ efficiently finds high-quality matches, as com-
pared to state-of-the-art work NeMa.

This work was supported by NSF Project (61302077) Social Search for Col-
laborative User Generated Services upon Online Social Networks and by 863
project (2014AA01A706).
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Abstract. Nowadays the nearest neighbor (NN) search in the high
dimensional space can be applied in many fields and it becomes the
focus of information science. Usually, R-near neighbor that sets a fixed
query range R is used in place of NN search. However, the traditional
methods for R-near neighbor can not achieve the satisfactory perfor-
mance in the high dimensional space due to the curse of dimensionality.
Moreover, some methods is based on probabilistic guarantees so it does
not provide the 100 % accuracy guarantee. To improve the problem, in
this paper, we propose a novel idea to build the index structure. This
method is based on the mathematical features of the coordinates of the
data points. Specifically, we employ the mean value and the standard
deviation of the coordinate to index the data point. This method can
efficiently solve the R-NN search with the 100% accuracy guarantee in
the high dimensional space. Extensive experimental results demonstrate
the effectiveness of the proposed methods.

Keywords: R-near neighbor · High-dimension · Multimedia

1 Introduction

Nowadays there are the increasingly growing scale of multimedia information.
For the explosive scale of multimedia information, a fundamental problem is
how to effectively store and retrieve them. And these information always are
represented as multi-dimensional data. So the nearest neighbor (NN) search
becomes the hotspot application for a lot of fields. Let D be a collection of
objects, and d(oi, oj) denotes the distance between oi and oj , where oi and oj

are two arbitrary objects in the collection D. Given a query object q, o1 is the
nearest neighbor (NN) of q if and only if d(o1, q) ≤ d(oi, q), where oi ∈ D and
oi �= o1. The nearest neighbor search contains top − k nearest neighbor (kNN)
and R-near neighbor (R-NN). Given a query object Q and a fixed query range
R, R-NN is to find out all objects whose difference from the query object Q is
less than the query radius R. Usually, R-NN is used in place of the NN search in
the multimedia application. In this paper, we propose a novel method to solve
the R-NN problem with 100 % accuracy guarantee.

To address the problem of the R-NN search in high dimensional space, in this
paper we propose a high dimensional index mechanism that guarantees 100 %
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 257–271, 2016.
DOI: 10.1007/978-3-319-42553-5 22
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accuracy with satisfactory efficiency for the R-NN search. Firstly, the high dimen-
sional data are transformed into 2-dimensional metric space in terms of their
mathematical features. Then we use existent multi-dimensional structure (such
as R-tree) to index them. Furthermore, based on mathematical features of this
2-dimensional index method we present a novel single dimensional index method.
Specifically, we organize this single dimensional index method as a tree struc-
ture and in this paper the B+ tree is used in this method. As for the search
algorithm, we respectively present 2-dimensional and single dimensional prun-
ing mechanisms for the corresponding index methods. Given a query point Q,
as for the 2-dimensional index method, to begin with it is transformed into 2-
dimensional metric space. Moreover, we employ the pruning rules and Q to filter
out false data points and to obtain the candidate set. Additionally, the candidate
set is retrieved to achieve the true nearest neighbors. With regard to the single
dimensional method, the similar search process can be implemented to obtain the
true nearest neighbors. Extensive experiments shows the efficiency and effective-
ness of our method.

Our main contributions are: (1) a novel way to address the NN search in
the high dimensional space. We originally use the mathematical features of data
points to build the index structure. This idea broadens the horizon of solving the
problem of NN search in the high dimensional space. (2) The index methods and
search algorithms. We propose the effective methods to address the problem of
nearest neighbor search. Concretely, we present different methods to index the
high-dimensional data, and these methods complement each other. Moreover,
we provide the pruning mechanisms for search algorithms in the corresponding
methods. (3) Extensive experiments. We perform ample experiments to show
the superiority of the proposed methods over the traditional ones.

The rest of this paper is organized as follows. Section 2 discusses the related
work. And Sect. 3 details the high dimensional index methods. In Sect. 4 we
provide the experiment results. And finally we conclude this paper and present
the future works in Sect. 5.

2 Related Works

Generally speaking, the multi-dimension and high-dimension index can roughly
be divided into two parties: data partition and space partition. In addition to
them, VA-file and approximate search methods also are effective index structures.

As for data partition, R-tree firstly was proposed to solve multi-dimension R-
NN search problem [1]. It employs the minimum bounding rectangle (MBR) to
simulate B+ tree index structure in multi-dimensional space. Then R-tree were
extended to some variants. R∗-tree [9] and R+-tree [10] are both of its variants.
They improve the way to split MBRs to reduce overlaps. Additionally, M-tree
[8] introduces distance from the current node to its parent node into the current
node as an entry to add an extra filter scheme. However, these methods can only
effectively cope with multi-dimensional data. With regard to high dimensional
ones, the overlaps in data partition become far heavier as the increase of the
dimension. And the heavy overlaps deteriorate the searching performance.
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The space partition methods are overlap-free, because it partitions the entire
space no matter whether there exists objects. The pyramid technique is a well-
known method to index high dimensional objects. It partitions the unit hyper-
cube space into 2d pyramids [4]. The iMinMax method is similar to pyramid
technique [5]. iDistance is a special index structure because it fuses the charac-
teristic of data partition with the one of space partition [3]. Additionally, k − d
tree and its variants are the traditional space partition methods [12]. It par-
titions the space into the sub-spaces in terms of the different dimensions each
time.

However, with respect to high dimensional data, theoretically the efficiency
of tree-like index structures is lower than sequential scan because random disk
access is more expensive than sequential scan of the disk [11]. Thus the VA-file
based on sequential scan was proposed to handle high dimensional index [6]. It
compresses each high dimensional data into a bit-string of length b. Meanwhile,
space filling curves also is a efficient dimension reduction method [7].

In order to accelerate the high dimensional NN searching, locality sensitive
hashing (LSH) has been proposed [2]. It sacrifices a little accuracy and space to
obtain a sub-linear searching time. It has some variants to improve the perfor-
mance of NN searching [13,14]. But it is the approximate method so it can not
guarantee the exact answers.

3 Algorithm

Traditional methods of high dimensional index geometrically partitions the
Euclidean space into a series of sub-space. They assign each data points into
the fixed sub-space in terms of different rules. But we try to find out a new coor-
dinate system so as to transform the coordinate of the high dimensional data
point into a new low dimensional one. We consider the unit metric space as the
data space. This is meaningful because other data space can be mapped into the
unit metric space. When we analyze the mathematical features of coordinates of
the data point in different dimensions, we find that they indicate the structure
features of coordinates of the data point. Furthermore, we can employ them to
build a new coordinate system so as to represent these data points.

3.1 Preliminaries

Consider a dataset D of N data points in a unit d-dimensional metric space Rd.
Let d(X,Y ) denotes the distance between X and Y , where X and Y are two
arbitrary points in the dataset D. (x1, x2, ..., xd) and (y1, y2, ..., yd) respectively
are coordinate values in different dimensions of X and Y . Given a query point
Q and a query radius R, the R-near neighbor (R-NN) of the query point Q is
denoted as Q(R). Q(R) is to find out all data points whose distance from the
query point Q is less than the query radius R in dataset D. Generally speaking,
distance d(X,Y ) is measured in terms of the Euclidean metric. So it is denoted
as d(X,Y ) =

√∑
(xi − yi)2, where xi and yi respectively are the coordinate
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values of X and Y in ith dimension. Geometrically speaking, the R-NN of the
query point Q is to find out all data points within the hyper sphere whose center
is Q and the radius is R. The notations used in this paper is described in Table 1.

Table 1. The meaning of notations

Notation Meaning

D The dataset

N Number of data points in the dataset

d Dimension of the dataset

X A data point with coordinate (x1, x2, ..., xd)

Y A data point with coordinate (y1, y2, ..., yd)

Q A query point with coordinate (q1, q2, ..., qd)

X A data point with coordinate x, x, ...,x

O Origin point with coordinate (0, 0, ..., 0)

R A query radius of Q

d(X, Y ) Distance between X and Y

x Mean value of the data point X

δx Standard deviation of the data point X

OV Straight line v1 = v2 = v3 = ... = vd

It is acknowledged that the diagonal line through the center is the longest
straight line in the unit d-dimensional metric space. Thus if we map the data
points onto this diagonal line, the answer is the sparsest distribution of these
mapped points on the straight line. There are 2d−1 the diagonal line through the
center. We choose the straight line equation: v1 = v2 = v3 = ... = vd as the first
dimension of the new coordinate system, where v1, v2, v3, ..., vd are variables in
different dimension of the point V on the diagonal line. Furthermore, when we
map the data points onto this diagonal straight line v1 = v2 = v3 = ... = vd, we
can obtain that as for the arbitrary data point X : (x1, x2, ..., xd) its distance
from this diagonal line is the

√
d times of its standard deviation.

Lemma 1. With respect to the data point X:(x1,x2, ...,xd) and the diagonal
line OV : v1 = v2 = v3 = ... = vd in the unit d-dimensional metric space, the
distance from the point X to the diagonal straight line is the

√
d times of the

standard deviation δx of (x1, x2, ..., xd), where δx is the standard deviation

of (x1, x2, ..., xd), namely, δx =

√

1
d

d∑

i=1

(xi − x)2 and x is the mean value of

(x1, x2, ..., xd), that is, x = 1
d

d∑

i=1

xi. If we make a vertical line from X to the

diagonal line, the foot point is the point (x, x, ..., x) and its length is
√

dδx.

Proof. With regard to the data point X : (x1, x2, ..., xd, the distance between
X and the arbitrary point on the straight line OV : v1 = v2 = v3 = ... = vd is



A Novel High-Dimensional Index Method 261

presented as d(X,V ) =

√
d∑

i=1

(xi − vi)
2. Because the distance between X and the

straight line OV is the shortest length among the distances from X to arbitrary
point on this straight line, we can transform the original question into the one,

solving the minimum of the function f(v1, v2, ..., vd) =
d∑

i=1

(xi − vi)
2. We can

obtain the simplified function g(v) =
d∑

i=1

(xi − v)2, where v = v1 = v2 = v3 =

... = vd, because the point v is on this straight line: v1 = v2 = v3 = ... = vd.

g(v) =
d∑

i=1

(xi − v)2 = dv2 − 2v
d∑

i=1

xi +
d∑

i=1

(xi)2 (1)

Thus when v = 1
d

d∑

i=1

xi = x, we can obtain the minimum distance between

X and the straight line according to the (1). Therefore, the point (x, x, ..., x)
is the foot point of the vertical line from X to the straight line OV . And the

length of the vertical line is
√

dδx, where δx =

√

1
d

d∑

i=1

(xi − x)2.

3.2 The Pruning Algorithm

Now we can represent the data point X : (x1, x2, ..., xd as the 2-dimension form
(x, δx). However, this 2-dimensional form representation can not determine the
exact location of X, because this form is geometrically a hyperplane. The point
on this hyperplane meets the condition that its vertical line to the straight line
OV : v1 = v2 = v3 = ... = vd has the foot point X (x, x, ..., x) and the length
of the vertical line is

√
dδx. But in fact the point X : (x1, x2, ..., xd has the

fixed location. So the transformation from (x1, x2, ..., xd to (x, δx) loses a little
location information. The aim for the transformation has two: On the one hand,
reducing the volume of the storage of the data point in order to make its index;
on the other hand, easily obtaining the range of the distance between the data
point and the query point so as to prune the inappropriate data point instead
of heavily computing its exact value.

Given a query point Q : (q1, q2, ..., qd), because the 2-dimensional representa-
tion of data points lies in the range of the plane space, we will determine a plane
in the unit d-dimensional space so that all data points and the query point can be
mapped into this plane so as to measure the range of their distance. We choose
the plane that is determined by the straight line OV : v1 = v2 = v3 = ... = vd

and the query point Q. The location information about the query point Q is
decided. We map the data point X into the point C in the plane OV Q as
shown in the Fig. 1. And the point C has the coordinate of 2-dimensional form
(x, δx) in the same side with the query point Q as regard to the straight line
OV in this plane in the Fig. 1. Furthermore, the distance between the mapped
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point C and the query point Q is CQ:
√

d ∗ (x − q)2 + d ∗ (δx − δq)2, because
the distance between X:(x, x, ..., x) and Q: (q, q, ..., q) on the straight line OV
is

√
d ∗ (x − q), specifically as described in the Fig. 2. If the data point X is

mapped in the plane on the opposite side with Q, the distance between them is√
d ∗ (x − q)2 + d ∗ (δx + δq)2.

Fig. 1. The Query point
Q, the data point X
and their corresponding
mapping points

Fig. 2. The Query point
Q and the X’s mapped
point C in the plane
OV Q

Fig. 3. The isosceles
trapezoid CXDQ

Lemma 2. Given a query point Q:(q1, q2, ..., qd), the distance between the
data point X:(x1, x2, ..., xd) and Q is more than

√
d ∗ (x − q)2 + d ∗ (δx − δq)2

and this distance is less than
√

d ∗ (x − q)2 + d ∗ (δx + δq)2, where x and δx

respectively are the mean value and the standard deviation of (x1, x2, ..., xd),
and q and δq respectively are the mean value and the standard deviation of
(q1, q2, ..., qd). The minimum of this distance is

√
d ∗ (x − q)2 + d ∗ (δx − δq)2

and its maximum is
√

d ∗ (x − q)2 + d ∗ (δx + δq)2.

Proof. In the Fig. 1, the data point X is mapped into the point C in the plane
that is determined by the point Q and the straight line OV . And similarly the
query point Q is mapped into the point D in the plane that is determined by
the point C and the straight line OV . So we can obtain that CX is parallel to
QD and QD = δq

δx
CX. So in the isosceles trapezoid CXDQ, according to the

Ptolemy’s theorem, we obtain that

CD × QX = CX × QD + CQ × XD. (2)

Moreover, QX = CD and CQ = XD because of the isosceles trape-
zoid CXDQ as specifically described in the Fig. 3. Meanwhile, QX is the
distance between the data point X and the query point Q. And CQ =√

d ∗ (x − q)2 + d ∗ (δx − δq)2. So after substituting them into the Eq. (2), we
can obtain the Eq. (3)

QX =
√

d ∗ (x − q)2 + d ∗ (δx − δq)2 + d ∗ δq

δx
∗ (CX)2 (3)

Because 0 ≤ CX ≤ 2δx, we can obtain the Eqs. (4) and (5) by substituting
it into the Eq. (3)

QX ≥
√

d ∗ (x − q)2 + d ∗ (δx − δq)2 (4)

QX ≤
√

d ∗ (x − q)2 + d ∗ (δx + δq)2 (5)
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Furthermore, the difference between (QX)2 and (CQ)2 is d ∗ δq
δx

∗ (CX)2 or
δx
δq

∗ QD2 , where 0 ≤ CX ≤ 2δx and 0 ≤ QD ≤ 2δq.
Similarly, if we map Q in the plane which is determined by OV and X, we

can make the same conclusion as the Eqs. (4) and (5). The difference is that we
need map Q in different planes for different data points in every time.

Given a query point Q : (q1, q2, ..., qd) and a search radius R,
the data point set Lxδ contains the point X : (x1, x2, ..., xd) only

if
√

d ∗ (x − q)2 + d ∗ (δx − δq)2 ≤ R, where x = 1
d

d∑

i=1

xi and δx =
√

1
d

d∑

i=1

(xi − x)2. Formally,

Definition 1 (Lxδ). Given a query pointQ:(q1, q2, ..., qd) and a radius R, Lxδ

is a data point set. And the point X:(x1, x2, ..., xd) belongs to Lxδ only if√
d ∗ (x − q)2 + d ∗ (δx − δq)2 ≤ R, where x and δx respectively are the mean

value and the standard deviation of (x1, x2, ..., xd), and meanwhile, q and δq

respectively are the mean value and the standard deviation of (q1, q2, ..., qd).

Similarly, we can obtain the Definition of the data point set Uxδ as follows.

Definition 2 (Uxδ). Given a query point Q:(q1, q2, ..., qd) and a radius R,
Uxδ is a data point set. And the point X:(x1, x2, ..., xd) belongs to Uxδ only
if

√
d ∗ (x − q)2 + d ∗ (δx + δq)2 ≤ R, where x and δx respectively are the mean

value and the standard deviation of (x1, x2, ..., xd), and meanwhile, q and δq

respectively are the mean value and the standard deviation of (q1, q2, ..., qd).

Thus Lxδ is the candidate set for the R-NN of Q and we can obtain Q(R)
from the candidate set Lxδ. Specifically,

Lemma 3. That the point X:(x1, x2, ..., xd) belongs to Lxδ is the necessary
condition for that X belongs to the R-NN of Q. So Q(R) ⊆ Lxδ and Lxδ ⊆ D.

Proof. From the Definition 1 and Lemma 2, we can prove Lemma 3.

Moreover, if a point belongs to the data point set Uxδ, it must belong to
R-NN of Q and Uxδ ⊆ Q(R). Formally,

Lemma 4. That the point X:(x1, x2, ..., xd) belongs to Uxδ is the sufficient
condition for that X belongs to the R-NN of Q. So Uxδ ⊆ Q(R).

Proof. We can prove this idea according to Definition 2 and Lemma 2.

3.3 The Extension of the Pruning Algorithm

Although we gain the 2-dimensional representation of the data point, we try to
find some effective ways to transform 2-dimensional form into the 1-dimensional
one. The relationship between x and δx can be deduced by the statistical theorem.
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Lemma 5. Given a point X:(x1, x2, ..., xd), its mean value is x = 1
d

d∑

i=1

xi and

its standard deviation δx =

√

1
d

d∑

i=1

(xi − x)2, so x2 + δ2x = 1
d

d∑

i=1

x2
i .

Proof. We substitute x and δx into the statistical theorem D2(x) = E(x2) −
E2(x), and the Eq. (6) can be inferred

x2 + δ2x =
1
d

d∑

i=1

x2
i (6)

Geometrically speaking, we can consider
d∑

i=1

x2
i as the distance between X

and the origin point O : (0, 0, ..., 0). Therefore, from Pythagoras theorem, we
can also obtain the Eq. (6).

After analyzing the geometrical meanings of Lxδ and the Eq. (6), we can
find that Lxδ represents the set of the data points inside a circle in the plane
determined by OV and Q. This circle has the center Q : (q, δq) and the radius
R/

√
d. Also we can find that the Eq. (6) shows the points on the circle with

the center O and the radius

√

1
d

d∑

i=1

x2
i in the same plane. In fact the Eq. (6)

demonstrates that the point X : (x, δx) is about

√

1
d

d∑

i=1

x2
i distant from O. Thus

combining Lxδ and the Eq. (6), if the point X : (x, δx) lies inside the circle with
the center (q, δq) and the radius R/

√
d, it has to lie in the circular ring with

the center O. The inner radius of this circular ring is max(

√

1
d

d∑

i=1

q2i − R/
√

d, 0)

and the outer radius of it is

√

1
d

d∑

i=1

q2i + R/
√

d, where max(a, b) is a function

whose value is the maximum between real numbers a and b. That is to say, The
condition that the distance between X : (x, δx) and O lies in the range from

max(

√

1
d

d∑

i=1

q2i − R/
√

d, 0) to

√

1
d

d∑

i=1

q2i + R/
√

d is the necessary condition for

that X belongs to Lxδ. More importantly, as for the same point X, the distance
from (x1, x2, ..., xd) to O is

√
d times of the distance from (q, δq) to O. Although

(x1, x2, ..., xd) and (q, δq) are two different representations for the same point X,
they have different distant from the origin O because they respectively belongs
to two different coordinate systems.

Definition 3 (Sr). Given a query point Q:(q, δq) and a radius R, Sr is a
data point set. Let d(X,O) is the distance between X:(x, δx) and O. And the
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point X:(x, δx) belongs to Sr only if max(

√

1
d

d∑

i=1

q2i − R/
√

d, 0) ≤ d(X,O) ≤
√

1
d

d∑

i=1

q2i + R/
√

d.

Lemma 6. That the point X:(x, δx) belongs to Sr is the necessary condition
for that X belongs to Lxδ. So Lxδ ⊆ Sr and Sr ⊆ D.

Proof. As mentioned above, we can infer that the point X belongs to Sr from
the condition that it belongs to Lxδ.

The set Sr is similar to the candidate set of iDistance in form, but essentially
it is deduced as the extension from the 2-dimensional method. As a matter of
fact, in the unit d-dimensional space, x and δx have the fixed bounds. Because
OV is the diagonal line of the unit d-dimensional space, its length is

√
d. The

maximum of x is
√

d. Moreover, according to the features of the unit hypercbe
and the area of triangle, when d is the even number, the maximum of δx is 1

2

√
d

and when d is the odd number the maximum of δx is 1
2

√
(d + 1)(d − 1)/d. We

denote the maximum of x as MAXx and denote the maximum of δx as MAXδ.
Specifically, as for the arbitrary data point X, x ≤ MAXx and δx ≤ MAXδ. So

MAXx =
√

d (7)

And when d is a event number

MAXδ =
1
2

√
d (8)

or when d is a odd number

MAXδ =
1
2

√
(d + 1)(d − 1)/d (9)

The Eq. (7) can be achieved in terms of the features of the diagonal line in the
unit d-dimensional space. The Eqs. (8) and (9) can be obtained by the Eq. (7)
and be obtained by the way to solve the maximum area of the triangle. Therefore,
the query zone is like a rectangle with the length MAXx and the width MAXδ.
However, it is strictly not a rectangle but a shape with a sawtooth in one side and
a straight line in the other side, because as x of X lies in different places, some
maximums of δx is less than MAXδ. Even so, the values of δx is less than MAXδ

at all time. In this situation, we can transform 2-dimensional form (x, δx) into
one dimensional form by only considering x or δx as the coordinate. So we can
acquire the candidate set for the index x or δx by the similar way as Definition
3. min(a, b) is a function whose value is the minimum between real numbers a
and b, and we have

Definition 4 (Sx). Given a query point Q:(q, δq) and a radius R, Sx is a data
point set. And the point X:(x, δx) belongs to Sx only if max(q − R/

√
d, 0) ≤

x ≤ min(q + R/
√

d,MAXx).
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Definition 5 (Sδ). Given a query point Q:(q, δq) and a radius R, Sδ is a data
point set. And the point X:(x, δx) belongs to Sδ only if max(δq − R/

√
d, 0)0 ≤

x ≤ min(δq + R/
√

d,MAXδ).

In fact, when q +R/
√

d ≥ MAXx, we can substitute MAXx for (q +R/
√

d),
because x is always less than MAXx. Similarly, we can obtain the Lemma 7.

Lemma 7. That the point X:(x, δx) belongs to Sx is the necessary condition
for that X belongs to Lxδ. So Lxδ ⊆ Sx and Sx ⊆ D. And X belongs to Sδ is
the necessary condition for that X belongs to Lxδ. So Lxδ ⊆ Sδ and Sδ ⊆ D.

Proof. The process of proving Lemma 7 is similar to that of proving Lemma 6.

Furthermore, given the query point Q and a radius R, the query zone deter-
mined by only δx is approximately twice of the query zone determined by only x
from the Definitions 4, 5 and the Eqs. (7) and (8) when δq + R/

√
d ≤ MAXδ.

Because the MAXx is about twice of MAXδ. That is to say, the number of
points in Sδ is approximately twice of that in Sx. If the data points have uni-
form distribution in the space, using x as the 1-dimensional form probably is
better than using δx as that form. As for Sr under the uniform distribution,
sometimes the points in Sr are more than that in Sx, and at the other time they
are less.

3.4 Index Structure

For the 2-dimensional form (x, δx) of the data point X, we can employ the
existent spatial index methods to build an efficient storage structure. For exam-
ple, k − d tree is an effective spatial index structure that partitions the space
in terms of the different axis. Also R-tree is a convenient and efficient spatial
index method that clusters the neighbor points instead of partitioning the space.
Because the (x, δx) is a very low dimensional representation of the space data,
these existed spatial index methods are excellent tools.

With respect to one dimensional representation of the point X, we can exploit

the classical B+ tree method to index it. When 1
d

d∑

i=1

x2
i are used for the index

of B+ tree, x and δx also are considered as the secondary index information to
be stored in the leaf nodes. After obtaining the candidate set Sr, we can fur-
ther determine whether each point in Sr belongs to Lxδ and whether it belongs
to Uxδ. If the point X does not belongs to Lxδ, it definitely does not belong
to Q(R). And if it belongs to Lxδ, d(X,Q) is computed to make sure whether
it belongs to Q(R). On the other hand, x can be employed to index X in the
B+ tree. We firstly acquire the candidate set Sx, namely all points in the inter-
val [max((q − R/

√
d, 0),min((q + R/

√
d),MAXx)]. Then we determine whether

each point in Sx belongs to Lxδ and whether it belongs to Uxδ. Furthermore, we
obtain the set Q(R) in the same way as the 2-dimensional method. Similarly, we
deal with the index δx of X in the same way as doing x.
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4 Experiments

In this section, we study the performance of our proposed methods by comparing
it with the traditional methods of high dimensional index.

4.1 The Experimental Environment and Performance Measurement

We implement our proposed methods and the traditional methods in C + +
environment of the .Net framework. We use B+ tree to index transformed data
in the single dimensional space, and employ R tree to index the data in the
2-dimensional space.

We use the 16-dimensional dataset with 400000, 450000, 500000, 600000 and
700000 uniform distributed points to measure the performance. Specifically, the
16-dimensional points in the dataset are scattered in terms of uniformity distri-
bution into a unit metric space.

Additionally, we define some new performance measurements to analyze the
performances of different methods.

(1) Because we obtain the candidate set by the query hyperrectangle intersect-
ing with the nodes of R tree. In fact some data points in the candidate nodes
of R tree does not meet the condition of the pruning rules and we define
these points as the trifling points.

(2) We define the proportion of the numbers of IO of the single dimensional
index method to that of the traditional one as the efficient proportion. It is
used to analyze the change of the efficiency of our proposed methods.

The cost of query processing mainly consists of both disk I/O cost and CPU
computation cost. The bottleneck of the performance of computing machinery is
the disk storage device, so the disk I/O cost far overweigh the CPU computation
cost in the query processing. Thus in the experiments, we only take into account
the disk I/O cost as the factor to influence the performance. Because the scale
of the candidate set is proportional to the I/O cost. So in this experiment, firstly
we employ the scale of the candidate set to represent the cost. Furthermore, we
measure the numbers of IO of different methods to compare their performances.
In the addition, we analyze the change of the new performance measurements,
the trifling points and the efficient proportion.

4.2 The Performance Comparison of the Index Methods

In this experiment, we compare the performance of the presented methods with
that of the iDistance method. We respectively perform these methods on the
16-dimensional datasets with 400000, 450000, 500000, 600000 and 700000 uni-
form distributed points. We implement the R-NN query with 1000 query points
on those datasets and choose the appropriate value of the range R.

The points in the dataset are randomly and uniformly distributed into the
unit metric space, so we do not cluster these points into different partitions and
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only choose the mean values of different dimension coordinates as the virtual
center for the iDistance method. This is expected, the virtual center is very
close to but not coincident with the center of the unit hypercube because of the
uniform distribution. Furthermore, partitioning the points into different clusters
can be equivalently transformed into distributing these points into different the
unit hypercubes. And we will extend the proposed methods to application for
the different partitions in the future works. So we only focus on the single unit
hypercube and choose only one virtual center point of our proposed methods
and iDistance for the fair comparison.

Moreover, we use the R-tree to index the 2-dimensional method in this paper.
And the representation, (x, δx), is considered as the index key. With respect to
the one dimension method in this paper, we employ the B+ tree as the index
structure, and x is regarded as the index key because in this experiment δx has
no pruning ability.

Table 2. Query in the dataset

The method 500000 Points 450000 Points 400000 Points

The number

of candi-

dates

The number

of exact

points

The number

of candi-

dates

The number

of exact

points

The number

of candi-

dates

The number

of exact

points

2-dimensional

Method

413753 4.4 373307 4 332420 3.7

x Index

structure

426952 4.4 385369 4 343288 3.7

iDistance 499500 4.4 449379 4 399333 3.7

Table 2 shows that the methods in this paper has better pruning ability than
iDistance. Meanwhile, iDistance nearly lost the pruning ability without clus-
tering preprocessing in the unit metric space. Furthermore, the 2-dimensional
method in this paper has only a little better performance than the one-dimension
one. So taking into account the computation and storage model, the one-
dimension method is an efficient one.

The performance analysis of methods under the different scale of the dataset
also is shown in Table 2. So we can find that as the scale of dataset expands, the
pruning ability of the methods presented in this paper keep the effectiveness.

The Fig. 4 shows the comparison of the number of IO between the x index
structure(The Mean Index structure) and the iDistance method, and the hor-
izontal axis represents the scale of the dataset. For the sake of fairness, we
use the same B+ tree structure and datasets to count the number of IO. The
2-dimensional method employs R tree structure so it is passed over in the com-
parison for the fair. The numbers of IO, as expected, increases as the scale of the
dataset increases, and the number of IO of the x index structure is less than that
of the iDistance method so it has better performance. We consider the current
capacity of the buffer as the original one and increase the capacity of the buffer
to measure the performance.
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Fig. 4. The comparison of the num-
bers of IO

Fig. 5. The comparison of the num-
bers of IO under quadruple the orig-
inal capacity of the buffer

Moreover, the Fig. 5 shows the comparison of the performance of the
2-dimensional method with that of the iDistance method under quadruple the
original capacity of the buffer. On the one hand, we can find that there are the
less numbers of IO of both methods in the Fig. 5 than that in the Fig. 4 because
of the increase of the capacity of the buffer. On the other hand, the numbers of
IO of both method increase as the dataset expands, and the x index structure
always has the less number of IO than the iDistance method along with the
increase of the scale of the dataset.

In the Fig. 6 we adjust the capacity of the buffer so as to measure the effect
of the buffer on the number of IO. In the Fig. 6, the horizontal axis represents
the times of the capacity of buffer to the original one. The Fig. 6 shows that the
numbers of IO of both the x index structure and the iDistance method sharply
diminish as the capacity of the buffer increases. On the other hand, the efficient
proportion is the proportion of the numbers of IO of the x index structure to
that of the iDistance. And we measure the response of the efficient proportion
to the expansion of the capacity of the buffer. The Fig. 7 shows that the efficient
proportion changes very little along with the expansion of the capacity of the
buffer. However, in the Fig. 7 the numbers of IO of both methods similarly reduce
to 49 percent, 24 percent and 12.5 percent of original one as the capacity of the
buffer increases to twice, four times and eight times of the original capacity of
the buffer. Thus we can achieve the appropriate numbers of IO by means of
increasing the capacity of the buffer.

Fig. 6. The relation
between the numbers of
IO and the buffer

Fig. 7. The proportion
of the numbers of IO of
x index structure to that
of iDistance

Fig. 8. The efficiency of R
tree
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With regard to the 2-dimensional method in this paper, we compute the
ratio of the point number in the candidate without trifling points to that in the
candidate set with trifling points. When the ratio is close 1, the 2-dimensional
method has great efficiency. This ratio is shown in the Fig. 8 and the horizontal
axis represents the scale of the dataset. The Fig. 8 demonstrates that the trifling
points nearly are non-existent in the candidate set regardless of the scale of the
dataset. Thus 2-dimensional method is excellently efficient.

5 Conclusion and Future Works

In this paper, we analyze the characteristics of high dimensional data and present
the effective index methods in the unit metric space. In the future, we will apply
these methods into the cluster dataset instead of the unit hypercube. Moreover,
the cluster data can be assigned into different partitions and each partitions
can be considered as one unit hypercube. And the methods in this paper can
respectively be applied in each partitions to index high dimensional data.
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Abstract. The big video data information has become widely used in many
application areas such as video monitoring. Moving object detection and
tracking is one of the most important and difficult problems. This paper puts
forward an improved background difference method for moving target area,
realizes the motion detection and uses an improved centroid tracking method for
target tracking. In our solution, the parallel processing mechanism and powerful
computing capability of FPGA platform is applied to improve processing speed
and performance of the system. Altera FPGA is chosen as the master control
chip, and Qsys setup test system is involved. After multiple tests, the system
processes size 320 × 240 RGB image at 30 frames per second, achieving the
moving target monitoring and real-time tracking, and the accuracy is above
90 %. This design increases the reliability of the detection and tracking system
on the basis of ensuring the running speed.

Keywords: Big video data � Inter-frame difference � Centroid tracking

1 Introduction

Visual surveillance uses video cameras to monitor the activities of targets(humans,
vehicles, etc.) in a scene. Video monitoring system is developing towards highly clear
display, and intelligence. And Video monitoring and big data is combined more and
more closely. Furthermore, with the requirement of larger storage, accurate recognition
through detection algorithm, higher accuracy, Video monitoring of big data processing
make the application more efficient. In order to classify, track or analyze activities of
interested objects, it is necessary to extract the moving object from the scene. Moving
target detection in video surveillance is to detect the foreground object moving relatively
to the background in the video sequence by analyzing the motion state and image
characteristics (such as color, edge, texture, etc.). The image segmentation and the main
methods of moving object detection include: inter-frame difference, optical flow method
and background subtraction method. Inter-frame difference method has small compu-
tation, fast detection and good real-time performance, which is suitable for hardware
implementation. But in a complex environment inter-frame difference method can’t
extract moving objects except the contour in the whole area. At the same time, the
choice of time interval between the frame is very important for the realization of the
algorithm. Object with quick or slow motion is almost undetectable. Zhang [1] uses edge
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detection algorithm combining inter-frame difference to achieve moving target detec-
tion. This paper focuses on the improvement of traditional median filtering algorithm
and classic sobel algorithm. Moving target was derived by the difference between two
adjacent frames. It is possible to accurately detect moving objects appearing in the
video. Compared to traditional method, the frame difference algorithm consumed fewer
hardware resources and fully meets the real-time requirements. Gujrathi, et al. [2] have
used the FPGA to achieve a moving target detection basing on background subtraction
method. The design first use a background image as a reference image which was stored
in the SDRAM. Then video stream was transferred to frames. Each frame (pixels)
subtracts the background image to detect the motion area. Background difference
method is a simple and effective method [3], which is good for moving object detection
under the complicated environmental. Small amount of calculation of this method make
it suitable for hardware implementation. While background tend to change, resulting in
the detection effect is not obvious. So this design uses an improved algorithm based on
background difference. The improved algorithm can make the background image update
adaptively, reduce the influence of background changes on the testing results.

Tracking algorithm based on feature matching include edge tracking algorithm,
correlation tracking algorithm and centroid tracking algorithm [4]. The basic principle of
Centroid tracking algorithm [5] is that the position coordinates of the moving object in
which the grayscale value corresponds to the target point represents itself. Then the
energy of the target is calculated. Thereby the target trajectory is obtained. Centroid is
the center of the moving target gray value. Because the movement target gray values will
not change while the movement of the target form changes, which have a strong inhi-
bition to noise and clutter. So the target tracking algorithm is more stable [6]. The
advantages of centroid tracking algorithm is a small amount of computation, fast,
simple, and can meet the requirements of the real-time system, especially the FPGA
implementation.

The remaining of the paper is organized as follows. The moving object detection
algorithm is briefly described in Sect. 2. Centroid tracking algorithm is introduced in
Sect. 3. Implementation course is explained in Sect. 4. Experimental results is presented
to validate the robustness of proposal in Sect. 5. Conclusions are drawn in the last
Section.

2 Moving Object Detection

This design uses an improved background subtraction and establish background model
prior to the detection and updates the background real-time. Then the current frame and
the background image of the video make the difference. Finally, the dynamic threshold
is used to and extract moving target.

2.1 Background Update

Adaptive background update of pixel level detection can solve the slow-moving and fast-
moving object detection problems. First, the N frame image data of initial acquisition is to
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average as the initial image. The collected image is very close to the real image of the
background image, avoiding the environmental impact of mutations on the background
image. The design selects the first eight frame in order to reduce the amount of com-
putation and save hardware resources. Equation (1) is below.

B0 ¼ 1
N

XN
k¼1

Ikðx; yÞ ð1Þ

After obtaining the initial background B0, the design use the Formula (2) iterative
update.

Biðx; yÞ ¼ Bi�1ðx; yÞ
aIkðx; yÞþ ð1� aÞBi�1ðx; yÞ

�
Ikðx; yÞ� T
Ikðx; yÞ\T

ð2Þ

The resulting equation Biðx; yÞ represents the current background, Bi�1ðx; yÞ rep-
resents the background before the current moment, Ikðx; yÞ represents the current frame
image, a represents the update rate, T represents the threshold. The update rate a
generally ranges from 0 to 1. A value of 0 is for the traditional background subtraction,
and the value of 1 is for the inter-frame difference method. If the value is too small, it is
not likely to keep up with the speed of updating of the background. If the value is too
large, the non-background image is likely to be detected as the background, which can
produce hollow phenomenon. So the value is experimentally set as 0.25. Either frac-
tional treatment can be finished through the right, or decimal multiplication process can
be achieved through reusing adder summing. This algorithm saves multipliers.

2.2 Dynamic Threshold

If the threshold T is artificially defined, some of the changing light and complex
environment does not apply. It is necessary for the threshold to be updated. Taking into
account the complexity of the hardware implementation, the design uses the mean gray
value of a maximum and minimum gray value images as the threshold segmentation.
The following formula is

T ¼ max Ikðx; yÞþmin Ikðx; yÞ
2

ð3Þ

2.3 Moving Target Detection

The improved background subtraction for motion detecting is to extract moving target in
the current frame image. This is because in most cases, there is a big difference between
the gray value of the background and the gray value of moving target. And the gray
values of moving object itself generally do not have great changes, occasional minor
changes is negligible. Suppose the previous frame image be Iiðx; yÞ,the background
image is Biðx; yÞ,the difference image after binarization is shown by Formula (4).
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DBiðx; yÞ ¼ 1
0

�
Iiðx; yÞ � Biðx; yÞ� T
Iiðx; yÞ � Biðx; yÞ\T

ð4Þ

From the formula we found that after the binary image point of value 1 can be seen
as moving targets.

2.4 Morphological Processing

Morphological processing includes opening operation and closing operation. The
opening operation that is designed in this paper to preclude the use of corrosion after
the first expansion of the background difference binarized data input module mor-
phological filtering process, starting by etching operation to remove the binarized
image isolated noise point, and then by the expansion of the operation crack repair part
of the target. After morphological processing of the image area is the moving target
area.

3 Target Tracking Implementation

After gradation conversion, median filtering, filtered by the improved background
subtraction and morphological, the target area is the area corresponding to pixel gray
value of 1 in the obtained binary image. Then, moving target is tracked and, the whole
process is to extract the moving target parameters, target parameters and use them to
model. Whereby the actual spatial relationship between the moving objects can be
achieved.

The adaptive centroid tracking algorithm [7] is applied in this design. We firstly set
up tracking window, which traces the outline of the selected target motion and, shields
outside part of the local area of the moving target. If the tracking window does not
change with the size of the window and position of a moving object, it is called a fixed
window; if the size of the tracking window in the process of tracking the target changes
with the target size or position varies, it is called adaptive window. This design uses an
adaptive window, so the attitude change goals can be effectively tracked. Schematic-
based centroid tracking method of tracking window is shown in Fig. 1.

Wherein the frame is adaptive tracking window frame, “十” is the centroid position
of the target.

The design selects the centroid length and width of the moving target image as the
tracking feature of the sport aspect. In the video surveillance scenario, the centroid

Fig. 1. Tracking diagram based on windows and centroid
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position of the moving target and the length width of the border are extracted.
The designed tracking module uses green filled squares to identify the centroid posi-
tion, and the red rectangle identifies the length and width of the border.

3.1 Extraction Boundary

The length and width of the boundary is Extracted. Border vertex position of the
movement target area extraction formula is as follows:

minimum coordinate of X direction boundary:

MinX ¼ minðf ðxi; yjÞ � xiÞ ð5Þ

maximum coordinate of X direction boundary:

MaxX ¼ maxðf ðxi; yjÞ � xiÞ ð6Þ

minimum coordinate of Y direction boundary::

MinY ¼ minðf ðxi; yjÞ � yjÞ ð7Þ

maximum coordinate of Y direction boundary:

MaxY ¼ maxðf ðxi; yjÞ � yjÞ ð8Þ

3.2 Centroid Position Extraction

Then, the local regionalization where moving object within the window is divided into
a matrix, which was divided target cells in wave gate. The target centroid is calculated
based on the total number of points according to the target cell location data and the
target cell [8]. In one window of M � N, the target centroid coordinates is assumed to
be ðXe; YeÞ, then the moving target area image gray centroid extraction formula is as
follows:

Xc ¼

PN
i¼0

PM
j¼0

f ðxi; yjÞ � xi
PN
i¼0

PM
j¼0

f ðxi; yjÞ
ð9Þ

Yc ¼

PN
i¼0

PM
j¼0

f ðxi; yjÞ � yj
PN
i¼0

PM
j¼0

f ðxi; yjÞ
ð10Þ
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Where f ðx; yÞ is the pixel value of binary image after the morphological filtering,
M, N are the number of pixels of the x and y directions in the tracking window.
According to the results mentioned above, if the result of background difference is 1,
then the pixel is moving target, the result is 0 for background. A 16-bit counter cnt with
value “1” pixel in the function f ðx; yÞ is used as the counter, the cross with two 25-bit
registers cntx and cnty is designed to store accumulate value of pixel ordinate for pixel
value of “1”, with two counters x and y coordinates of the current pixel to represent the
point. When the read-out value of f ðxi; yiÞ is 1, calculation is based on the following
formula:

cnt ¼ cntþ 1 ð11Þ

cntx ¼ cntxþ x ð12Þ

cnty ¼ cntyþ y ð13Þ

When scanning complete images, you can get the center of the current image by the
following formula:

CenterX ¼ cntx
cnt

ð14Þ

CenterY ¼ cnty
cnt

ð15Þ

In the moving target tracking module, the pixel value is read first. A pixel hori-
zontal and vertical coordinates were achieved. Then determine whether the pixel value
is “1”. If it is “1”, that point pixel is proved to be moving target, otherwise it is the
background image and continue to read the next pixel without any processing. And
finally according to Formulas (14) and (15) calculate the coordinates of the center of
mass. The latter frame image in the image transfer is completed with green squares to
indicate the location of the center of mass. Because the calculation of the centroid is an
average statistical process, the results of the tracking point obtained is not the indi-
vidual brightest point, but the gray of weighted average position of each image pixel.
Thus, using the centroid of the target image as a tracking point has small error on the
track to give effect, anti-interference ability and high accuracy [9, 10].

Selecting a target centroid as a tracking feature has the following characteristics:
target centroid obtained is the determined point after a statistical average. When the
target size or posture changes, the centroid position changes little; the position of the
center of mass is not affected by the target area of the size; target centroid calculation of
the algorithm is with respect to the binary image of the target area normalized basis,
which does not restricted by the distribution of binary image, so the target intensity
distribution is not limited, there is a little affect of the little noise in the window to the
position of the centroid. When voids and break occur within the moving target region,
the deviation of centroid location extracted is not large.
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4 Algorithm Implementation

After the system design is completed, the design requires Quartus II to compile system
project. System resource utilization was obtained. DE2-115 board FPGA resource
usage is shown in Fig. 2.

Before the power cable was downloaded to the PC. The development board was
connected to monitor via VGA interface. Then the system was powered and the SOF
file was downloaded to the development board, the SW19 was appropriated RUN, and
the system starts operating. SW0 switch is turned on, and the camera began collecting
data to track the real-time display of images on the display. The key KEY2 was pressed
to pause VGA display, and LED light shows the total number of image frames
acquired.

Test 1: A simple background unobstructed tracking
After SW0 was turned on, the tracking results were displayed real-time in VGA, as

shown in Fig. 3. Under bright light conditions the background is very complex.
Moving objects can still be tracked when the color of moving objects approaches with
light.

Fig. 2. FPGA resource consumption

Fig. 3. Results displayed on VGA
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Running test.avi, the time of video is 1 min 21 s with a frame rate of 30 frames/sec.
The background is white walls, and blocking objects is the computer. The background
is relatively simple, and the goal to track is the yogurt box which is similar to the
background in color. Figure 4 is the tracking results of the images in the video file for
50 s, 51 s, 52 s, 53 s, 54 s respectively.

Test III: the complex environments with cover background
The background is the laboratory environment (similar to environment), and the

tracking target is pedestrians, and the blocking object is a laboratory seat.

5 Experimental Results

The video frame is processed by the 24-bit true color image system with size of
320 × 240. According to the results shown in Figs. 4 and 5, it can be drawn that the
system can track a moving object. The system selects 30 s with a total of 900 frame to
analysis the results. The result meets the requirements of real-time processing.

When the background is relatively simple, the tracking accuracy of the system is
high. In the test, the tracking accuracy is shown in Table 1.

In more complex context, the tracking accuracy of the system decreases relatively,
which is shown in Fig. 5. The tracking process will be inaccurate, but the overall
accuracy rate is still high. Throughout the video, the tracking accuracy is shown in
Table 2. As can be seen from the experimental result, the system can be a good method
for real-time motion target detection and tracking.

By two typical tests of different complexity backgrounds, the tracking algorithm of
this system has good robustness, high accuracy tracking with average tracking accuracy
rate of 93.00 %. The comparison test results show that the tracking accuracy of first
video test is higher. This is mainly because the background in first video test is simple,

Fig. 4. Tracking results of occlusions under a simple background (Color figure online)
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and objectives and background colors differences are significant. And the background
in second video test is complex, objectives and background colors are closer to each
other. So tracking target is more difficult.

6 Conclusions

This paper addresses an adaptive background subtraction method in which the average
frame updates within a certain time in the case of adaptive background image. This
method is more efficient than the general methods because in this case the frequent
moving objects and temporarily stationary objects, etc., will not become part of the
background image. Therefore the proposed method, effectively solves the problem of
the effect on tracking results from background diversity. The experiments indicate the
robust and advanced performance of this method.

Fig. 5. Occlusion tracking results under a complex background (Color figure online)

Table 1. The data statistics of simple background

The total number of
frames for tracking

The number of frames
including moving object

The frames of
right tracking

Tracking
accuracy

900 898 890 98.9 %

Table 2. The data statistics of complex background

The total number of
frames for tracking

The number of frames
including moving object

The frames of
right tracking

Tracking
accuracy

900 860 840 93.3 %
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Abstract. Big graph processing has been widely used in various com-
putational domains, ranging from language modeling to social networks.
Graph-parallel systems have been proposed to process such big graphs
on clusters with up to hundreds of nodes. However, the size of a big graph
often exceeds the available main memories in a small cluster. As a con-
sequence, task failures happen frequently. To address this problem, we
propose SGraph, a distributed streaming graph processing system built
on top of Spark. SGraph introduces a streaming data model to avoid
loading all of the graph data which may exceed the available RAM space.
In addition, SGraph leverages an edge-centric scatter-gather computing
model that can be used to conveniently implement graph algorithms.
Experiments demonstrate that SGraph can process graphs with up to
1.5 billion edges on small clusters with several low-cost commodity PCs,
whereas existing systems may require up to tens or hundreds of high-end
machines. Furthermore, SGraph is up to 2.3 times faster than existing
systems.

Keywords: Distributed computing · Graph processing · Streaming

1 Introduction

Graph structure offers enormous flexibility for describing the complex relation-
ships between discrete objects in various domains, such as social networks,
web graphs and communication networks. For instance, in a social network,
people are naturally mapped to vertices and the relationships between people
are denoted by edges. The size of graphs can be extremely large, for example,
Facebook reached 1 billion users and 140.3 billion friendship connections [1] in
October 2012.
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 285–294, 2016.
DOI: 10.1007/978-3-319-42553-5 24
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Researchers have proposed distributed frameworks to process the big graph.
Apache Spark [11] is initially designed for general large-scale data, using an
abstract data structure called resilient distributed dataset (RDD) with a group
of useful operators. Spark is later adopted for distributed graph processing.

There are also distributed systems specifically for graph computation. Graph-
Builder [5] introduces a scalable ETL graph framework using the MapReduce
model, which offloads complexities of graph construction. Pregel [7] uses a
vertex-centric message passing model, in which each vertex can send messages
to other vertices, receive messages sent in previous super-steps and modify
attribute of itself. Giraph [3] is a distributed graph computing system built on
Apache Hadoop and implements the computing model of Pregel. PowerGraph
[4] proposes a GAS model to divide the vertex-program into edge-parallel and
vertex-parallel stages, so as to reduce network communication and storage costs.
GraphX [10] is a graph computing system built on top of Spark and abstracts
graph RDDs, VertexRDD and EdgeRDD. GraphX enhances Pregel [7] comput-
ing model with the GraphX APIs. However, if the cluster has insufficient main
memories to load a large graph, computation failures and task re-executions may
happen.

In this paper, we present SGraph, a streaming cluster computing system
that is also based on Spark and takes a trade-off between computing resources
and job runtime. SGraph compresses the EdgeRDD to reduce I/O communi-
cation costs. In addition, SGraph contributes to the abstraction of graph data
with new auxiliary RDDs, including SourceVertexRDD and UpdateVertexRDD.
SGraph co-locates partitions of SourceVertexRDD and corresponding partitions
of EdgeRDD with worker nodes to obtain data locality and implements the
streaming model. The edge-centric scatter-gather model is a general computing
model that can implement many graph algorithms. SGraph supports both in-
memory and out-of-core workloads, and the source code is released on https://
github.com/zixicc/SGraph. We summarize our main contributions with SGraph
as follows:

– We improve the RDD abstraction of graph data to achieve more scalable and
efficient graph processing.

– With the new RDD abstraction, we integrate a streaming computation model
with the edge-centric computing model on distributed clusters.

– Experimental results show that SGraph performs well even in small clusters.
In addition, SGraph achieves comparable or even better performance than
Pregel-like systems with much less RAM consumption.

This paper is organized as follows. Section 2 introduces the preliminaries.
Section 3 overviews the SGraph abstraction. Section 4 presents the system imple-
mentation of SGraph and the performances are evaluated in Sect. 5. Finally,
Sect. 6 concludes this paper and discusses future works.

https://github.com/zixicc/SGraph
https://github.com/zixicc/SGraph
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Fig. 1: A graph example

Fig. 2: A 3-way edge-cut and a 3-way vertex-cut.

2 Preliminaries

2.1 Graph Data

A graph G = (V, E ) is represented by V, a nonempty set of vertices, and E, a
set of edges. Directed graphs contain direction in each edge. In Fig. 1, we show
an example of a directed graph of 11 vertices and 14 edges. This example graph
will be used in the following sections.

2.2 Partitioning

Edge-cuts and vertex-cuts [4] are two common approaches to deliver graph data
to a distributed cluster. Figure 2(a) and (b) shows a 3-way edge-cut and 3-way
vertex-cut respectively, in which shaded vertices are ghosts vertices (local repli-
cas) of the graph. We can see that the edge-cut method produces more vertex
replicas than vertex-cut.

2.3 Graph-Parallel Computation

In data-parallel computation, each data record is processed independently. How-
ever, the parallelism is limited by graph structure, as vertices may be connected
and need to be processed iteratively. For example, PageRank [8] computes the
rank value of each vertex by iteratively aggregating the rank values of its neigh-
bor vertices until convergency.

3 SGraph Abstraction

3.1 SGraph Architecture

Figure 3 shows the architecture of SGraph. SGraph uses Spark [11] as the fun-
damental computing framework to take advantage of the abstractive RDD data
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Fig. 3: The SGraph architecture. Fig. 4: Edge-centric scatter-gather
model.

structure and its corresponding operators. The Hadoop cluster is used to provides
storage infrastructure. The deployment of DataNodes of Hadoop and Workers of
Spark on the same machines allows Spark to take advantage of the data locality
of HDFS.

3.2 SGraph Computing Model

SGraph adopts the edge-centric scatter-gather computing model [9]. The
pseudocode of Fig. 4 illustrates such an edge-centric model. The edge scatter pro-
cedure generates update from source vertex of an edge and gets an update key-
value pair (dstId, value). The update gather procedure applies an update to its
destination vertex. Each edge is processed in the edge scatter procedure. Then,
each update is processed in the update gather procedure. This model makes
SGraph iterate over all edges and updates rather than vertices. As the edge set
is much larger than the vertex set in most graphs, edges dominates the memory.
Hence, we can reduce the memory usage by streaming so as to process a very
big graph on a small commodity cluster.

def PageRank(graph: Graph, numIters: Int, resetProb: Double) {

// Initialize vertex attributes

val pagerankGraph = graph.mapVertices((vtxId, attr) => 1.0)

// Define the PageRank vertex program

def vtxProgram(vtxId: VertexId, attr: Double, valueSum: Double):

Double = resetProb + (1.0 - resetProb) * valueSum

def scatter(vtxId: VertexId, attr: Double, outDegree: Int): Double =

(vtxId, attr / outDegree)

def gather(a: Double, b: Double): Double = a + b

ScatterGather(pagerankGraph, numIters)(vtxProgram, scatter, gather)

}

Listing 1.1: PageRank implementation of the computing model
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Listing 1.1 shows a PageRank implementation of the computing model in
SGraph. The program firstly initializes attributes of vertices, and then defines
a vtxProgram function that aggregates rank values from neighbor vertices. The
scatter and gather function correspond to scatter and gather procedure in Fig. 4,
and the ScatterGrather function represents the edge-centric loop.

3.3 Graph Data Abstraction

In SGraph, edges can be expressed by EdgeRDD because of the immutability of
RDD; vertices can be expressed by VertexRDD as new RDDs will be generated
from old RDDs via the operators. When an algorithm needs to modify attributes
of edges, there are also operators in EdgeRDD that help to generate a new
one. We decompose SourceVertexRDD from EdgeRDD to support our edge-
streaming model in SGraph. In addition, SGraph introduces UpdateVertexRDD
as the intermediate data structure for updating vertex attributes. We now details
these RDDs used in SGraph as follows.

An EdgeRDD contains all the edges of a graph file. A partition strategy
(partitioner) distributes an edge to a target edge partition. In Fig. 6, the edges
part shows that edges of the example graph are partitioned by a 3-way random
vertex-cut and grouped by source vertices. The source vertices part contains
information of all the source vertices. In the EdgeRDD, edges and their attributes
use columnar store.

An SourceVertexRDD is extracted from the EdgeRDD and has the same
partitioner and the same partition number as the EdgeRDD. For each partition
of the SourceVertexRDD, a hash table is used to store the source vertex set
and an array is used to store attributes of these vertices. The functionality of
the SourceVertexRDD is to send attributes of source vertices over edges in the
scatter stage of the computing model.

An VertexRDD has the same partitioner as the EdgeRDD and contains all
the vertices of the graph. In Fig. 6, the vertices part shows the vertex set of the
example graph. The vertex set of the VertexRDD is the superset of the vertex
set of the SourceVertexRDD.

An UpdateVertexRDD is an intermediate RDD generated in the computing
process. During computation stages, the SourceVertexRDD scatters its updates
via the EdgeRDD and these updates are shuffled to destination machines to form
update vertex partitions, which constitute an UpdateVertexRDD.

4 System Implementation

4.1 Preprocessing ETL

The ETL process contains three stages: extract, transform and load. The process
in SGraph is responsible for fetching data out from the storage infrastructure
and delivering graph data to target location. Figure 6 shows the ETL result of
the graph example, and Fig. 5 presents the whole ETL process from HDFS file
to graph RDDs. The process is described as follows:
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Fig. 5: The ETL process.

Fig. 6: A process from the example graph to graph RDDs.

Extract. A raw graph file has many lines of strings, each of which represents
an edge and consists of source vertex ID and destination vertex ID. In this
stage, SGraph transfers data blocks in HDFS to partitions, which constitute a
HadoopRDD. Also, during the extract process, SGraph assigns initial value to
edge attributes, thus transfers each line to an edge triple.

Transform. First of all, the HadoopRDD needs to be repartitioned, so a parti-
tion strategy should be specified. SGraph adopts a random vertex-cut approach.
A hash function is applied to each source vertex ID as well as the edges that
include the source vertex. Then a shuffle is performed to distributes edges to
different worker nodes. To further compact the edge RDD and subsequently the
overhead, we replace the source vertex array in each edge partition by a tuple
vector. A tuple vector includes a source vertex ID and its index. Figure 6, shows
that the right part, source vertices, contains the tuple vector. The left part of the
figure, edges, stores one source vertex ID for edges that share the same source
vertex.

The SourceVertexRDD can be directly extracted from the EdgeRDD, as
shown in Fig. 5. The process is to get source vertices from each edge parti-
tion, assign initial value to source vertices and finally constitute source vertex
partitions. It is obvious that a source vertex partition has the same placement
with the corresponding edge partition, thus SGraph can finish the scatter phase
without shuffling data among machines.
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Fig. 7: The process to get routing
information

Fig. 8: Streaming model.

The VertexRDD takes the EdgeRDD’s partitioner, through which each vertex
gets a partition ID. A mapping from vertex ID to partition ID is built first, and
then the mapping information are shuffled to target partitions to get the routing
information, which is used to trace each vertex. Figure 7 shows the process to
get routing information of the example graph. Vertex partitions can be built
by leveraging routing information, which is stored in the corresponding vertex
partitions. Finally we can get the VertexRDD.

We further propose an UpdateVertexRDD to store update information. Dur-
ing one scatter-gather stage, an UpdateVertexRDD is generated as intermediate
data and used to update attributes of the SourceVertexRDD and VertexRDD.
Load. RDDs generated in the transform stage are references to the real data,
which are managed by the BlockManager. These RDDs contain mappings of each
partition to each real data block. The load phase materializes RDDs that are
cached or persisted, and delivers data blocks of graph data to target machines,
storing these blocks with specific StorageLevels.

4.2 Streaming Data Model

Figure 8 shows that partitions of the EdgeRDD zips with partitions of the
SourceVertexRDD, and an UpdateVertexRDD is wrapped from the zipped RDD
in SGraph. According to the ETL process, each partition of the EdgeRDD has
a corresponding partition of the SourceVertexRDD. SGraph regards the data
as partition instances and takes partition instances as instance stream. Then
it loads the data blocks instance by instance to memory for processing. After
processing the partitions in memory, partitions on disk will be loaded continu-
ously. Since the edge set is always much larger than the source vertex set, the
memory size of each node is predictable.

5 Evaluation

We choose Spark-0.9.1 as the infrastructure and evaluate the performance of
SGraph comparing with GraphX [10] integrated with Spark and Giraph-1.1 [3].
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Table 1: Graph data

Dataset Edges Vertices Diameter

LiveJournal [2] 68,993,773 4,847,571 16

Twitter [6] 1,468,365,182 41,652,230 18

Table 2: Cluster setup

Cluster Node Node number

Tiny cluster 1 (TC1) 4 cores, 8G memory 1 + 3

Small cluster (SC) 4 cores, 8G memory 1 + 6

Tiny cluster 2 (TC2) 8 cores, 10G memory 1 + 3

Fig. 9: Evaluation on different clusters

Fig. 10: Migrating from 3
workers to 6 workers

Fig. 11: Different storage
media

Fig. 12: Performance
of SGraph on Twitter



SGraph: A Distributed Streaming System for Processing Big Graphs 293

The datasets are shown in Table 1 and the diameter means longest shortest path.
The experiment setup is as Table 2.

In the evaluation, SGraph and GraphX are specified the same partition strat-
egy, and Giraph uses an edge-cut partition strategy. All the experiments are con-
ducted on commodity PCs and all the clusters are running on 64-bit Linux. We
use Hadoop-1.0.4 to store the datasets: all the 3 clusters use the same architecture
as in Fig. 3. For cluster TC1 and SC, we assign 4G memory to each Worker, and
for cluster TC2, we assign 8G memory to each Worker. For Giraph, we run out-
of-core graph. The rest memory of each node is for operating system and Hadoop
cluster. While launching GraphX, we set spark.storage.memoryFraction to 0.6.

The performances of SGraph, GraphX and Giraph are evaluated on two
simple and typical graph algorithms, PageRank and Connected Components.
For each system, we run both the algorithms on LiveJournal, however, for our
clusters, Twitter is too big to be processed in GraphX and Giraph. We run
the PageRank algorithms 15 iterations and Connected Components until the
convergence. Each experiment is plotted the mean and standard deviation for
10 times. The StorageLevel of RDDs in SGraph is configurable, however, if RDDs
in GraphX are to be persisted on disk, we should modify the source code.

Figure 9 shows the performances of PageRank and Connected Components
of LiveJournal on TC1 and SC, both using DISK ONLY StorageLevel. We can
see that SGraph outperforms GraphX on the LiveJournal graph of both the two
algorithms. The reason is that the combination of the computing model and
streaming model works well and the compression of EdgeRDD reduces commu-
nication cost. However, Giraph outperforms SGraph while running Connected
Components. We think this is on account of three aspects: the vertex-centric
computing model of Giraph, the property of Connected Component algorithm
and the size of LiveJournal work together and reduce the runtime.

Figure 10 presents a comparison of TC1 and SC on SGraph with
DISK ONLY StorageLevel. It can be seen that SGraph scales out well for both
the two algorithms when migrating from clusters of three Workers to clusters of
six Workers. Figure 11 presents a comparison of both the two graph processing
systems of Spark on SC with DISK ONLY and MEMORY ONLY StorageLevel,
and Giraph with in-memory and out-of-core graph. There is only slight improve-
ment of runtime on SGraph. However, runtime on GraphX increases when using
MEMORY ONLY instead of DISK ONLY StorageLevel. In SGraph, the total
size of data is less than the memory. As a result, the memory caches data when
using the DISK ONLY StorageLevel and its performance is slightly improved.
In Giraph, the Hadoop MapReduce for resource scheduling benefits the run-
time improvement. As for GraphX, there are other RDDs such as Replicated-
VertexView except graph RDDs. These RDDs occupy a lot of memory spaces,
leading to data size exceeding memory size according to our observation. We
conjecture that a worse performance of GraphX with MEMORY ONLY Stor-
ageLevel is due to trashing, which exchanges data in memory from data on disk.

Figure 12, shows the performance of Twitter on TC2 with DISK ONLY Stor-
ageLevel. Because of the other data structures and their in-memory storage,
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GraphX is not able to process Twitter on our small clusters. The reason that
SGraph is able to complete algorithms on such a big graph is the combination
of streaming data model and edge-centric programming model of SGraph.

6 Conclusion and Future Work

SGraph provides a general purpose model that can express many graph algo-
rithms. The experiment evaluation demonstrate that SGraph is capable to han-
dle graph computation, both on disk and in memory. SGraph can also achieve a
good performance on big clusters. In the future, we will tune the implementation
details and apply our system to more practical problems.
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Abstract. Web of Things (WoT) unifies the syntactic representations of
physical objects via web pattern, which facilitates the integrations and mashups
of heterogeneous data and web services. However, the lack of unified repre-
sentation markup tools and methods at semantic layer hinders the interoper-
ability, integration and scalable search of things. This paper proposes a Semantic
Web of Things Framework to improve the interoperability among domain-
specific Web of Things applications by providing a unified WoT Knowledge
Base construction framework. For this purpose, a Microdata vocabulary
extended from Semantic Sensor Network ontology is proposed to facilitate
manual annotation on HTML-based WoT representations. Moreover, to improve
the scalability of extraction of semantics of structured Web of Things resources,
a semi-automatic semantic annotation method based on entity linking model is
also proposed. To testify the technical feasibility of the framework, a reference
implementation and quantitative evaluation on annotation results are illustrated.

Keywords: Semantic annotation � Web-of-Things � Microdata � Lined open
data � Semantic sensor network � Entity linking � Probabilistic graph model

1 Introduction

Web of Things [1] aims at reusing Web patterns and protocols to make networked
physical objects first-class citizens of the World Wide Web. Typically, application
developers and open platform vendors, such as Thingspeak, Yeelink and etc., could
define their own data model and web APIs to mashup with other services. Obviously,
the openness lowers the barriers of developing IoT application, however, it also results
in heterogeneity and isolation of data from different domain-specific data sources.
Accordingly, bridging semantic technology to the Web of Things facilitates the cre-
ation of a networked knowledge infrastructure [2] with more interoperable data from
both physical and cyber world. Hence, the semantic WoT applications allow user to get
the high-level details of the sensory observation and infer and query additional
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knowledge to gain more contextual and intuitive NL-based (Natural Language) inter-
actions. According to the vision of the semantic Web of Things, annotation, processing
and reasoning thing data on a large-scale will be a challenging task for applications that
publish and utilize these data from various sources.

There are several efforts to integrate semantic web with web-based Internet of
Things (IoT) platform including SENSEI, Semantic Sensor Web [3], SPITFIRE [4], as
well as work by the Kno.e.sis Center, CSIRO, and the Spanish Meteorological Agency.
By annotating sensor-related features such as the network, deployment, data formats,
etc., with machine-understandable vocabulary, i.e., Semantic Sensor Network
(SSN) ontology [5], it becomes possible to automate further tasks, e.g., deployment,
maintenance, and integration. However, these efforts have limitations: things are
modeled using domain-specific vocabularies without considering general approach
compatible with growing body of semantic global knowledge base (KB)/Linked Open
Data (LOD) such as DBpedia, Yago, GeoNames, FOAF and etc.; the frameworks do
not support (semi-) automatically annotation on raw metadata of things, which is not
scalable for large-scale deployment of WoT applications.

In this paper, our proposed Semantic Web of Things (SWoT) framework addresses
these limitations by providing (1) a SWoT vocabularies to integrate descriptive
meta-data of WoT resource with the external vocabularies and ontologies, as well as a
Microdata markup template with this SWoT vocabularies; (2) an entity-linking (EL)-
based methodology to annotate and extract semantics from domain-specific represen-
tations of WoT resource to facilitate semi-automatic construction of WoT KB.

The remainder of this paper is structured as follows. In Sect. 2, we describe a
typical use case to illustrate our goal and requirements of designing SWoT, as well as
challenges. Section 3 mainly presents the architecture of the SWoT system, along with
the manual and semi-automatic annotation models and methods respectively. In
Sect. 4, we propose a reference implementation to testify the feasibility of the SWoT
framework. The previous work related to semantic sensor web and KB construction are
summed up in Sect. 5. Section 6 concludes the paper with summary and outline of the
remaining steps as future work.

2 Motivating Scenario and Requirements

Current web-based IoT platforms, such as Thingspeak [6], Yeelink [7] and etc., provide
open APIs for sensors and things to integrate to the Internet with global access. Each
APIs of these platforms could be considered as WoT resources, and they could be
integrated and mashuped across each other and other web services, as well as searched
by search engines on the Web. The APIs in each of these platform both contains
(1) resources with raw data stream or controller without descriptive metadata; (2) re-
sources with data steam described by platform-specific metadata. To regulate the
definition used in our framework, we firstly define the terminology as Table 1 shown.

In general, our goal could be summarized as constructing WoT KB by designing a
semantic linked data model with manual and semi-automatic annotation framework:
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• Unified semantic representation model for WoT. According to features of IoT
applications, we formalize that typical semantic triples in IoT scenarios as: Sensor-
observes-Observation, Observation-generates-Event, Actuator-triggers-Action,
Action-changes-Observation (State), Objectlocates-Location and Owner-owns-
Object.

• Manual and (semi-) automatic KB Construction for WoT. It is to annotate,
extract semantics from the Plain/Domain-specific WoT resources and link them to
the global background KB.

According to the use cases and research goals, the requirements and technical
challenges could be summarized from perspectives of P-WoT and D-WoT respectively:

P-WoT Manual Annotation: (1) how to annotate P-WoT in WoT mashup application
with HTML5 representations (Microdata [8] is a candidate that is naturally compatible
with HTML5) via reusable linked vocabularies and ontologies from schema.org,
GeoNames and FOAF, as well as DBpedia and Yago; (2) a skeleton and markup
template should be modeled or inherited from existing pattern, e.g., SSN, which could
be linked to reusable LOD vocabularies and ontologies.; (3) extract semantics from the
instance/facts of the annotated data by linking them to entities in the background KB to
generate a linked open WoT data.

D-WoT Semi-automatic Annotation: (1) How to extract schema type from
domain-specific D-WoT data according to given background KB; (2) how to generate
and rank candidate entities for each value instance from given KB; (3) how to extract
relation between schemas of a D-WoT (4) how to model the EL problem for D-WoT,
and how to choose the inference algorithms.

Table 1. Terminology of Plain WoT and Domain-specific WoT resources.

Plain WoT (P-WoT) Following the basic designing principles of WoT (RESTified)
without rich structured meta-data information (description and
contextual information). It is a Web abstraction of plain data
stream or controller inherently generated by devices. Plain WoT
could be regarded as the most atomic resources which is able to
be manually mashuped in WoT applications by Web developers

Domain-specific WoT
(D-WoT)

Using domain-specific meta-data structure to markup and represent
physical object. The meta-data structures are following
domain-specific schemas, vocabularies or ontologies, which
syntactically or semantically describe the contextual information
of objects. It is also formatted as key-value structures, such as
XML or JSON, in which schema represents the key and type of
the value
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3 Semantic Web of Things Framework

3.1 System Architecture

An overview of the SWoT system architecture is depicted in Fig. 1. The whole system
is composed of three main components: Manual Annotator, Semi-automatic Annotator
and Semantic Search Engine.

• Manual Annotator: This building block is designed for annotating representations
of P-WoT resources with SWoT vocabulary and Microdata markup template. The
input of this module is the P-WoT and the output is an instance of annotated
HTML-based WoT page with Microdata markups and semantic vocabularies. The
instantiation process is edited by WoT application developers with Annotation
Editor UI and the generated WoT application could be published to the Web.
A Microdata extractor will extract the RDF triple tuples, e.g. (ssn:tempera-
ture_sensor swot:hasLocation gn:BUPT),and (swot:hasLocation rdfs:subProp-
ertyOf DUL:hasLocation) from the annotated WoT HTML pages, and an EL process
will be performed to link the instance value (e.g., BUPT) to the entity (e.g. Beijing
Youdian Daxue) in the GeoNames KB.

• Semi-automatic annotator: This building block is designed for (semi-) automat-
ically extracting semantics and annotating LOD from D-WoT according to back-
ground KB. The input of this module is the D-WoT with different schema format,
and the output is the annotated and linked D-WoT data with semantics and relations
mapped to given KBs. The subtasks of the extraction and annotation is Schema
Type Extraction & Identification, Candidate Entity Generation & Ranking and
Relation Extraction, which is based on EL [9] framework that is usually used in
NLP system for information extraction on relational data.

• Semantic Search Engine: This building block is the typical application for SWoT
which aims at providing a semantic search capability based on the constructed
WoT KB. The query is based on a SPARQL language, and a list of ranked entities
that matches the query are returned. The detail of the semantic search framework and
related algorithms, e.g., ranking and reasoning, is not the main focus in this paper.

Fig. 1. Overall architecture of semantic WoT framework including manual annotator, semi-
automatic annotator and semantic search engine
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3.2 An Unified WoT Data Model and Upper Base Ontology for P-WoT

According to the requirements mentioned in Sect. 2, some key relational triples should
be annotated to describe the meta-data of WoT resources. The SWoT base ontology
skeleton (seen in Fig. 2) is referred to and extended from SSN structure.

We should map the classes and properties that describe the meta-data of WoT
resource to the existing common reusable linked vocabularies and ontologies. Location,
Entity Type, Owner, as well as other thematic information (Type) are basic meta-data
that should be specifically annotated. While Event, Observation and Action are senior
contextual information that could be optionally annotated. To guarantee a better quality
of KB construction for reasoning, searching and mashup, we still recommend to
annotate these contextual data manually as complete as possible.

Location: Location-specific information for WoT Entity could include very specific
geo-locations defined as altitude and latitude and/or high level information that
describe the location in the high-level terms. Considering the location could refer to
endless relative location data (e.g., on Table 1 of Room 10 in Building 3), while current
vocabulary and instance could not totally cover, we limit the granularity or resolution
to a high-level (a specific building, or a street) with GPS coordinates. Therefore,
schema.org/Place, GeoNames and dbpedia-owl:place could be alternatives to map to
the Location and its properties.

Entity Type: Type-specific information for WoT Entity describes the type of sensor,
actuator or physical objects, e.g. temperature, occupation and etc. For this purpose, we
use DBpedia for Sensor Types (general types). It also worth mentioning that in many
applications relying on only general sensor type definitions by community-driven
vocabularies such as DBpedia will not be sufficient; however, in this example we only
demonstrate how linked-sensor-data can benefit from existing resources and at the
same type contribute to the extension of linked-data.

Fig. 2. WoT data model and SWoT base ontology by reusing external vocabularies
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Owner: Owner information of WoT Entity could include the ownership of deployed
physical objects which could be personal or organizational, e.g., a wearable bracelet
belongs to an individual and a parking occupation sensor belongs to a University. Thus,
FOAF or shcema.org/Person vocabulary could be used for personal ownership, and
schema.org/Organization or dbpedia-owl:organization could be used for organizational
ownership.

Observation-Event-Action: The raw data of sensors are a set of data stream of
sequential literal values which could not be directly represent the state changes or
happening events. It is usually transformed to high-level state of observations by
rule-based approaches [10], e.g., if the temperature of Room#1 is lower than 10°, the
Room#1 is at a “Cold” state. Moreover, the action triggered by actuator could change
the state of an observation by controlling physical object, e.g., the action of opening the
HVAC in Room#1 will gradually change the state of it into “Warm” state. Thus,
SWRL [11] could be used to markup the “generates” property for rule-based inference
of an event, and schema.org/Event or dbpedia-owl:Event could be used for Event class.

To annotate the P-WoT in WoT mashup applications with this linked SWoT
vocabulary, we leverage Microdata to embed into HTML5 representations. As an
example, Fig. 3 presents parts of a markup representation of a temperature sensor
embedded in a web page. This shows how the P-WoT could be annotated with
unambiguous machine-understandable descriptions.

Fig. 3. Exemplary Microdata markup of a temperature sensor with SWoT vocabulary
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3.3 Semi-automatic Annotation on D-WoT Resource via Entity Linking

3.3.1 Approach and Model
Some previous work have proposed methods to annotate entities, types and relations
from web tables or relational data [14, 15]. Similar to these research, the D-WoT are
structured hierarchical data which could also be modeled as web tables with headers
and cell values (Fig. 4 shown).

The system queries the background KB sources to generate initial ranked lists of
candidate assignments for schemas, content values and relations between schemas.
Once candidate assignments are generated, the joint inference component uses a
probabilistic graphical model to capture the correlation between schemas, content
values and schema relations to make class, entity and relation assignments. After the
mapping is complete, linked data triples are produced. DBpedia, Yago, GeoNames and
FOAF are used as the referent KB that these knowledge sources provide good coverage
for most of the D-WoT. Figure 4 presents an example of linking sensors of Yeelink
platform to DBpedia.

• Candidate entity generation and ranking for content value

We generate an initial set of candidate entities for each content value using given
KB. The content of schema and content values of other schemas are used as context
when querying given KB. The query for temperature from DBpedia, for example,
consists of the query string “humidity”. The DBpedia returns the lists of candidate
entities “Humidity”, “Aboslute_Humidity”, “Relative_Humidity” and etc. An entity
ranker then re-ranks a content value’s candidates entities using a supervised machine-
learning approach adapted from [16] and features from [17] to return a measure of how
likely the given entity is the correct assignment for the string mention.

Fig. 4. Modeling the annotating of D-WoT as EL task on relational data with key-value pairs.
And using a probabilistic graphical model to jointly inference the linking and mapping.

Towards Semantic Web of Things: From Manual 301



Input: sparql statement 
select DISTINCT ?s1 

( sql:rnk_scale ( <LONG::IRI_RANK> ( ?s1 ) ) ) as ?rank
where 
{

?s1 rdfs:label ?o1 .
?o1 bif:contains "( QueryString)" .( e.g.  Humidity )

Filter regex (str(?s1),"resource").     
}

Output: All matching instance from KB  
(e.g. Humidity ,Absolute_Humidity,Relative_Humidity...)

• Candidate type generation for schema type

Initial candidate classes for a schema are generated from its content values, each of
which has a set of candidate entities, which in turn have sets of DBpedia classes
(annotated by rdf:type). The schema’s potential classes is just the union of the classes
from its content values. If no candidate entities are generated for the reason that literal
constant have no mapping entities in the given KBs, the candidate type for schema type
will be generated according to the syntactic similarities of the words.

Input: sparql statement 
PREFIX rdf:<http://www.w3.org/1999/02/22-rdf-syntax-ns#>

SELECT DISTINCT ?type
WHERE { 
<Current candidate> rdf:type  ?type.
}

Output: All matching types under rdf:type from KB  

• Generating candidate relation between schemas

Identifying relations between schemas is an important part of structure data
understanding and is modeled by finding appropriate predicates from the reference
LOD’s ontologies (e.g., DBpedia). We generate candidate relations for every pair of
schemas in a structural file, based on the content value pairs in the same D-WoT files
with different schemas. Each content value has a set of candidate entities, which in turn
may be linked to other entities in the reference LOD resources. We use the links
between pairs of entities to generate candidate relations. For a pair of content values in
the same D-WoT file between the two schemas, the candidate entity sets for both
content values are obtained. The candidate relation set for the schema pair is generated
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by taking a union of the set of candidate relations between individual pairs of content
values. However, according to the domain-specific features of IoT, most common
relations for IoT and sensor network data is difficult to be directly found in current
given KB, e.g. DBpedia, hence, we could use the upper types’ (or class’s) relations of
candidate entities as the candidate relations of schemas to extend the sets of possible
candidate relations.

Input: sparql statement 
SELECT DISTINCT ?relation
WHERE { 
<Row1_Current candidate> ?relation <Row2_Current candidate>.

(or converse)
}

Output: All matching relations between this entity pair from KB  

3.3.2 Joint Inference Model
Once the initial sets of candidate assignments are generated, the joint inference module
assigns values to schemas and content values and identifies relations between the
schemas. The result is a representation of the meaning of the D-WoT as a whole.
Probabilistic graphical models [18] provide a powerful and convenient framework for
expressing a joint probability over a set of variables and performing inference or joint
assignment of values to the variables. We represent a set of D-WoT data with the same
domain-specific structures as an undirected Markov network graph in which the
schemas and content values represent the variable nodes and the edges between them
represent their interactions.

• Schema and content value

Figure 5 shows the interaction between schema and content values (represented by
Si, where i ¼ 1; 2; 3; . . .; jSj) and content values (represented by Cij, where
i; j ¼ 1; 2; 3; . . .jCj). The schema contains string data of a single syntactic type (e.g.,
locatedArea) that represent entities or content values of a common type (e.g., place),
and the content value (e.g., BUPT, Haidian, Beijing) are instances of that type. Thus,
knowing the type of the schemas, influences the decision of the assignment to the
content value of that schema and vice-versa. To capture this interaction, we insert an
edge between the schema variable and each of the content values of that column. And
we define a factor node /1 (shown in Fig. 5) to compute the agreement between the
class assigned to schema and entities linked to the content values in that schema;

• Content values across the schemas in a D-WoT file

Content values across a given D-WoT file are also related that the interpretation of
each content value is influenced by the interpretation of the other one in the same
D-WoT representation file. This co-relation when considered between pairs of content
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values between two schemas can also be used to identify relations between schemas.
To capture this context, we insert edges between all the content value variables in a
given D-WoT file. And we define a factor node /2 (shown in Fig. 5) between content
values for a given pair of schemas.

• Relation between pair schemas

Similar interactions exist between schemas. The schema owner suggests that
content values might refer to organizational instances, e.g. BUPT. However, if the other
schemas appear to refer to Location, Coordinates, we can infer that the owner schema
refers to a deployed organization’s location as well. This interaction is captured by
inserting edges between schema variables. And we define a factor node /3 (shown in
Fig. 5) between schemas.

After modeling the problem as a factor graph, the inference process will use a
Iterative Messaging Passing (IMP) algorithm, referred to previous work on web table
annotation [13], to iteratively update the entity and relation annotations until the graph
converges. Due to the limitation of the paper, we only illustrate the inference model and
framework, and the detail of the inference algorithm will be not presented here. Some
quantitative evaluation on this framework will analyzed in Sect. 4.

4 Reference Implementation and Evaluation

Reference Implementation. To demonstrate the feasibility of the proposed architec-
ture, we propose a reference implementation of the SWoT platform prototype based on
open source projects (Fig. 5 shown). Any23 is used for the RDF Extractor from
Microdata-annotated HTML5 files; Sesame and Virtuoso are used for RDF triple pro-
cessing and storage via sesame API and SPARQL quires. A WoT open platform
developed by us in previous work is also leveraged to explore and configure the WoT

Fig. 5. A reference implementation of SWoT system based on Any23, Sesame and Virtuoso
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resources via Web UI, and it could be extended as the Microdata annotator for manual
annotation task, as well as providing P-WoT and D-WoT original resources for EL tasks.

Evaluation on Entity Linking for D-WoT Resource. The D-WoT test dataset is
based on randomly defined domain-specific metadata according to an upper-level data
model for sensors and actuator. The device type, location, organization, measurement
unit and observation are randomly composed as the property of a D-WoT resource. We
generated 120 copies of D-WoT resource which contains the same schemas. Before the
IMP process, the SVM re-rank model is trained based on fixedWebTable dataset
from [15].

After convergence iterations, every element in D-WoT is assigned to an entity in
knowledge base or to a string “no-annotation” which mean there is no appropriate
entity to link. As our algorithm cannot annotate an inexistent entity to a text, we drop
the entities that missing ground truth in DBpedia. Then we compare the entity links
generated by our system to the ground truth we have manually labeled before. If the
assignment generated from our joint inference model comply with the ground truth, we
consider it as a correct prediction. Otherwise, it is wrong. We present the result about
accuracy of our algorithm in entity annotations in Table 2, we also present accuracy
without re-rank module in contrast to show how important re-rank is.

As our input table have several schema elements, we evaluate entity linking
accuracy in each column and present the result in Table 3, in which we can obviously
find the column of unit has an extraordinary low accuracy, far below the other columns.

Lower accuracy for entity linking is likely due to the lack of relevant data in
DBpedia. Although our system might have discovered the correct assignments for
column header and relation, if the entity does not have the same type and relation
information in DBpedia, our system will miss this correct assignment.

For instance, the column of unit is annotated as DBpedia class “UnitOfMeasure-
ment113583724”. Some of our input text are “ms” which means millisecond, “kpH”
which means kilometres per Hour. Both of them has ground truth in DBpedia, but none
of them has “rdf:type” label. It means they lack type information so that the correct
assignment is filtered by our column joint inference. Lower accuracy also stem from the
size of the candidate entity set. We restricted the size of the candidate entities set to 10
in joint inference module.

Table 2. The accuracy of entity annotations

IMP only IMP + Re-rank

User generated datasets 57.2 % 74.2 %

Table 3. The entity annotation accuracy comparison between IMP & re-rank and IMP only in
different column

Schema
DeviceType

Schema
unit

Schema
organization

Schema
location

Schema
observation

IMP + Re-rank 91.3 % 26.1 % 93.3 % 88 % 81.8 %
IMP only 60.8 % 21.7 % 66.7 % 76 % 66.7 %
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5 Previous Work

In this section we provide an overview of related work on Semantic Sensor Web and
Linked Sensor data. We also describe the KB construction methods and techniques,
e.g. EL, for extracting linked semantics from (semi-) structured relational data.

A. Semantic Sensor Web and Linked Sensor data

There are some notable work that try to build semantic model and link semantic
annotation for IoT. The Semantic Sensor Web (SSW) proposes annotating sensor data
with spatial, temporal, and thematic semantic metadata [3]. This approach uses the
current OGC and SWE specifications and attempts to extend them with semantic web
technologies to provide enhanced descriptions to facilitate access to sensor data. W3C
Semantic Sensor Networks Incubator Group (SSN-XG) [5] is also working on devel-
oping an ontology for describing sensors. Effective description of sensor, observation
and measurement data and utilising semantic Web technologies for this purpose, are
fundamental steps to construct semantic sensor network. However, associating this data
to the existing concepts on the Web and reasoning the data is also an important task to
make this information widely available for different application, front-end services and
data consumers.

Linked Sensor Middleware (LSM) [19] provides many functionalities such as:
(i) wrappers for real time data collection and publishing; (ii) a web interface for data
annotation and visualization; and (iii) a SPARQL endpoint for querying unified Linked
Stream Data and Linked Data. It facilitates the integration of sensed data with data from
other sources, both sensor stream sources and data are being enriched with semantic
descriptions, creating Linked Stream Data. SPRITE [4] is a Semantic Web of Things
framework which provides abstractions for things, fundamental services for search and
annotation, as well as by integrating sensors and things into the LOD cloud using
Linked Data principles. Moreover, SPRITE also provides a semi-automatic creation of
semantic sensor descriptions by calculating the similarities and correlations of the
sensing patterns between sensors. Nevertheless, the linking and correlating the repre-
sentations of things to the existing KBs automatically are seldomly researched.

B. KB Construction and EL on relational data

KB construction and Lined Data extraction usually are an EL tasks. Several EL
research on web tables, web lists and other relational data are highly related to the
automatic annotation task on WoT. Limaye et al. [14] proposed to simultaneously
annotate table cells with entities, table columns with types and pairs of table columns
with relations in a knowledge base. They modeled the table annotation problem using a
number of interrelated random variables following a suitable joint distribution, and
represented them using a probabilistic graphical model. The inference of this task is to
search for an assignment of values to variables that maximizes the joint probability,
which is NP-hard. They resorted to an approximate algorithm called message-passing
[18] to solve this problem. Mulwad et al. [13] also jointly model entity linking, column
type identification and relation extraction using a graphical model. And a semantic
message passing algorithm is proposed. TabEL [15] uses a collective classification
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technique to collectively disambiguate all mentions in a given table. Instead of using a
strict mapping of types and relations into a reference Knowledge Base, TabEL uses soft
constraints in its graphical model to sidestep errors introduced by an incomplete or
noisy KB. Xu et al. [20] propose an upper-ontology-based approach for automatically
generate IoT ontology. The method propose an end-end framework for ontology
construction based on calculating semantic similarity with input schemas with existing
IoT ontologies, e.g. SSN.

6 Conclusion

In this paper we introduce a Semantic Web of Things framework which aims at
creating linked data from WoT by providing a semantic descriptive vocabulary and
associating their attributes to existing KB on the Web in both manual and (semi-)
automatic method. The requirements and technical challenges are analyzed according
to two typical WoT application use cases. Then, the Manual Annotator is proposed to
provide a Microdata markup template with SWoT vocabulary for P-WoT when man-
ually creating web mashup applications, along with a semantic extraction and linking
process with given KB by collective disambiguation method. To facilitate the (semi-)
automatic annotation on D-WoT resources, an EL framework for relational data is
proposed based on a probabilistic graph model. The inference of the model is based on
ML and message passing algorithm to calculate the joint probability of contexts inside
the representation of D-WoT. To testify the feasibility, a practical reference imple-
mentation is proposed and a quantitative evaluation on semi-automatic annotation
engine is analyzed.

Future steps of our framework will focus on implementation of the typical end-end
use cases described in Sect. 2. Moreover, the validation and optimization of the
algorithms of EL for D-WoT based on high-quality data sets are also important future
work, as well as trying other algorithms, e.g. unsupervised ML method on structural
data or stream data semantic mining methods.
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Abstract. In the current surveillance video processing systems, the
video processing algorithms and the physical resources are highly cou-
pled, and a video stream is usually used as a basic task scheduling unit.
With the expansion of the scale of the system, the traditional systems will
cause the large resource fragments that cannot be utilized adequately.
In this paper, we propose a novel online surveillance video processing
system architecture that combines the distributed Kafka message queue
and Spark computing framework. Our system decouples the video stream
collection and the video stream processing, and further decouples the
video processing tasks and the physical resources. This loosely coupled
architecture can quickly recover the failed tasks without data loss for
the large-scale video surveillance, and can provide the more scalable dis-
tributed computing ability. In addition, a fine-grained online video task
management method, which uses the cached video data blocks as the
scheduling units, is proposed to increase the resource utilization. Exper-
imental results show that our system has the higher resource utilization
and the higher task capacity compared with the traditional systems.

Keywords: Video surveillance · Distributed video processing · Spark ·
Message queue

1 Introduction

Nowadays, Video Surveillance Systems (VSSs) are ubiquitously deployed and
continuously generate huge amount of video data. Though the widespread
deployment of VSSs offers enormous opportunity in many useful applications,
it is inefficient and unpractical to find the interesting objects or events from
the huge supply of video streams in real time by human monitoring. Conse-
quently, computer vision and pattern recognition techniques are increasingly
used to provide intelligent video analysis and automatic event-based realtime
alerts, such as intrusion detection, traffic flow analysis, traffic violation detec-
tion, and abandoned object detection, to enhance city management [1,2]. How-
ever, digging information from the large-scale video streams is a challenging
task, and it can be further exacerbated by the existing predicaments of multi-
platform, multi-format, multi-codec on video processing [3]. Therefore, designing
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 309–318, 2016.
DOI: 10.1007/978-3-319-42553-5 26
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and implementing an efficient, reliable and scalable video processing system is
an important issue for the large-scale intelligent video surveillance applications.

There are many effective video processing technologies used for handling
the surveillance video, such as multi-target tracking [4], and pedestrian detec-
tion [5], and these surveillance video processing methods are data-intensive and
computing-intensive. Cloud computing can provide the low-cost and elastic com-
puting resources with near-infinite amount of resource capacity. So some recent
work focuses on using cloud computing technologies to alleviate the problems
of the traditional surveillance video processing [2,3,6,7]. Generally, the cur-
rent online surveillance video processing systems use a video stream as a basic
scheduling unit, and the video processing ability and the physical resources are
highly coupled [2]. Because each video stream processing task can cause the
enormous resource consumption of one server, the traditional coarse-grained task
scheduling scheme will lead to the large resource fragments that cannot be uti-
lized adequately. Though some other fine-grained resource planning approaches
are proposed for improving the cloud resource utilization [8,9], they usually do
not consider the features of the continuous video stream processing tasks and
cannot improve the video task processing efficiency.

Currently, some efficient distributed computing frameworks are widely used
for processing video big data, such as MapReduce [10], Storm [11], and Spark
[12]. Zhao et al. designed and implemented the video precessing interfaces based
on Hadoop [7]. Ryu et al. proposed an extensible video processing framework in
Hadoop [13]. Wang et al. used Spark framework to perform large-scale human
action recognition [14]. However, all above work focuses on the efficient batch
processing of large-scale video files, and cannot be integrated with video surveil-
lance system directly.

In this paper, we propose a novel online surveillance video processing system
architecture that combines the distributed Kafka message queue [15] and Spark
computing framework. Our system decouples the video stream collection and the
video stream processing, and further decouples the video processing tasks and the
physical resources. Kafka distributed message queue is used for the reliable data
aggregation of the large-scale video stream, and Spark distributed computing
framework is then used for providing the efficient processing of video data. This
loosely coupled architecture can quickly recover the failed tasks without data
loss for the large-scale video surveillance, and can provide the more scalable dis-
tributed computing ability. In addition, a fine-grained online video stream task
management method, which uses the cached video data block as a scheduling
unit, is proposed to increase the resource utilization and the task capacity. We
implement the proposed online video processing system, and conduct the exten-
sive experiments. The experimental results show that our system outperforms
the traditional online surveillance video processing schemes significantly.

The rest of this paper is organized as follows. Section 2 describes the system
architecture. Section 3 explains the designing principles of data collection queue.
Section 4 describes the designing principles of Spark Streaming based distributed
video processing. We show the experimental results in Sect. 5. Section 6 concludes
this paper.



Efficient Online Surveillance Video Processing Based on Spark Framework 311

2 System Architecture

In this section, we present the architecture of the distributed online surveillance
video processing system. Our system can support the whole operating process of
the online surveillance video analysis, including data collection, data processing,
and data storage. As shown in Fig. 1, our system contains the following main
components.

Distributed video 
stream collection

Distributed computing resource pool

Data 
storage

Video surveillance system

Distributed video 
processingVideo 

Capture

Detection

Detection

Tracking

Recognition

Data block queue Video processing task

Video task manager

Fig. 1. System architecture.

(1) Video capture component consists of the IP cameras that capture the sur-
veillance video data from the monitoring region and send the live video
streams to other system components through broadband networks.

(2) Distributed video stream collection component aggregates the massive live
video streams based on the Kafka message queue cluster. It works as a large-
scale data buffer between the data capture component and the distributed
data processing component. By using the distributed message queue, we can
decouple the video stream collection and the video stream processing, and
deal with the mismatch of the processing rates between the video stream
producer and the video stream consumer.

(3) Distributed video processing component performs the distributed video
stream processing functions based on Spark Streaming computing cluster.
It firstly extracts the data blocks from the distributed video collection com-
ponent, and then converts the data format from the video stream to the
series of video frames. Finally, it implements the adaptive distributed image
processing.

(4) Video task manager is responsible for managing the video stream processing
tasks. Its main tasks include: Receive and analyze the task request from
the video surveillance system. Schedule the video tasks in the distributed
computing resource pool. Collect the video processing results and send the
results back to the video surveillance system.
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(5) Data storage component is used for persistent storage of the video metadata
generated by the previous video processing component.

(6) Video surveillance system is a centralized video surveillance management
unit, which is used to friendly interact with end user. Furthermore, it can
send the video processing requests to the distributed computing resource
pool.

In the traditional intelligent video surveillance system, one video analysis server
collects and processes the video streams each of which is the basic task schedul-
ing unit. If the server fails, the stream data will be lost. In addition, the coarse-
grained task scheduling can produce the large resource fragmentation which
cannot be used sufficiently. However, in our system, we decouple the video
stream receiving function and the video analysis function in processing module
by deploying an independent distributed data collection component before the
video processing component. The distributed data collection component offers
the buffer and backup mechanism for the massive continuous video streams. Con-
sequently, the system can reschedule the video data from the collection compo-
nent and recovers the video tasks efficiently once some video processing servers
crash or cannot process the continuous data stream in real time. It will improve
the reliability of the online system.

3 Data Collection Based on Distributed Message Queue

This section introduces the design principles of Kafka-based distributed video
stream collection queue. Apache Kafka provides the high-throughput data
processing capability, and can deal with the stateful data flow and low-latency
distributed queries. However, Kafka message queue is mainly used to process the
text data. Therefore, we firstly design a new unified message format for encap-
sulating the video data, and then present the message parsing process from the
unified message format to the video frames.

The system is required to deal with kinds of video streams which may
vary widely in data rate, data format and transmission protocol. In addi-
tion, a stateful video task should continuously process a specific video stream,
and it requires the system can identify and distinguish the sources of the
video messages. To solve these issues, we define a unified message data struc-
ture KVM for aggregating the different kinds of surveillance video streams
through the Kafka customized message, where KVM = [MagicByte(int8),
Attributes(int16), Key(int16), V alue(bytes), CRC(int32)]. In KVM message
structure, MagicByte field represents the version of the message format,
Attributes field represents the metadata of the message including the identi-
fication number, the encoding format, and the message length, Key field is a
flag to represent the metadata of the message V alue block, V alue field storages
the message content, and CRC field is used for the data verification. For identi-
fying and distinguishing the video streams from different data sources, Key field
is actually used for the unique camera ID storage.
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Before the distributed processing component analyzes the video content, the
Kafka messages need to be parsed and be converted to the image frames which
are actually the input of the video processing algorithms. Algorithm1 illus-
trates the Kafka message parsing process. Firstly, each receiver of the distributed
processing component reads the Kafka video messages from the task-related mes-
sage queue. The system uses the list structure ListCam(cameraID, encoder) to
map a specific encoder for the video messages from a given camera. Then, the
system will check if the key of an obtained message exists in the set of the cam-
era ID of the list ListCam (line 3). If it exists, the system will connect to the
corresponding decoder. The receiver applies Xuggler open source library [16] as
the codec to parse the video messages (line 5). Or else, the system will analyze
the encoding information of this video message, and creates a new codec and
saves it in ListCam (line 7). Finally, the decoded video frames will be kept in
the current buffer of the distributed processing component through (CameraID-
Timestamp, videoFrame) key-value pair mode (line 12), and form the Resilient
Distributed Datasets (RDD) [17] in Spark framework.

Algorithm 1. Kafka message parsing
Input:

Encapsulated Kafka message set M ; ListCam(cameraID, encoder);
Output:

ListFrame(cameraID-Timestamp, videoFrame);
1: Keys ← M.getKey();
2: for Each Key ∈ Keys do
3: if Key ∈ ListCam.getCamID() then
4: V ← M.getV alue(Key);
5: ListFrame(cameraID-Timestamp, videoFrame) ← Xuggle.parse(V );
6: else
7: Create a new element in ListCam;
8: V ← M.getV alue(Key);
9: ListFrame(cameraID-Timestamp, videoFrame) ← Xuggle.parse(V );

10: end if
11: end for
12: Save ListFrame in the current buffer;
13: return ListFrame.

4 Distributed Video Processing Based on Spark
Streaming

In this section, we present the distributed video processing method used in our
system, which is based on Spark Streaming framework with a stateful data com-
puting scheme. It works as a consumer of the previous Kafka message queue.

We propose a distributed video task management method to support the fine-
grained online video stream task scheduling. Our objective is to appropriately
schedule the computing resources in order to increase the resource utilization
and the task capacity.
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To model the process of the distributed video task scheduling in our sys-
tem, we assume that there exist K different video streams captured from K
network cameras, and each video stream is marked with a unique cameraID ∈
{1, 2, . . . ,K}. And there exist N partitions in the Kafka message queue clus-
ter. So each video message of the video stream K will be encapsulated in the
(KmodN)th partition with the key K. The distributed video task management
method is given by Algorithm2, and it describes the message scheduling process
from the Kafka queue to the Spark framework.

Algorithm 2. Distributed video task management
Input:

Encapsulated Kafka message queue;
Output:

Results of video processing;
1: for Each node ∈ SparkReceiver do
2: if node doesn’t overflow then
3: nodeK ← nodesInKafka.getNode();
4: node.buildConnection(nodeK);
5: M ← copyFrom(ZooKeeper.getLocation(node));
6: ListFrame(cameraID-Timestamp, videoFrame)

← KafkaMessageParsing(M, currentListCam);
7: end if
8: end for
9: for Each node ∈ SparkP rocessing do

10: elements ← node.get(ListFrame);
11: frames ← elements.getKey().sort();
12: results ← videoProcessing(frames);
13: end for
14: return results.

Our algorithm schedules and processes the video messages obtained from
the distributed Kafka queue in the Spark computing framework, and then gives
the results of the video processing. In detail, each receiver node of the Spark
cluster builds the connection to the Kafka message queue, and pulls the video
messages (line 1–4). We use the distributed system configuration maintaining
service ZooKeeper [18] to manage the offset of the received video messages in
the Kafka queue. Therefore, the receiver nodes of the Spark cluster can con-
tinuously copy the messages from the last task break point (line 5). Next, the
algorithm calls the Kafka message parsing process (given in Algorithm 1) to
convert the message format into the video frames which can be processed by
the video processing algorithms (line 6). Consequently, the parsed video frames
are stored in the value field of ListFrame. Meanwhile, the processing nodes in
the Spark cluster get the elements from part of ListFrame following the Spark
scheduling strategy (line 10). Then, the video frames of the obtained list ele-
ments are sorted according to cameraID and Timestamp, and the video frames
from the same video stream are arranged orderly (line 11). Finally, the orderly
video frames are processed continuously, and the obtained results are returned
to the user (line 12–14).
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5 System Implementation and Experimental Results

5.1 System Implementation Method

In this subsection, we introduce the implemented core classes and methods
of Kafka queue and Spark Streaming framework in our system, including
KafkaVideoUtil class, VideoReceiver class, and ParallelParitioner class.

KafkaVideoUtil tool class can implement the deserialization of the messages
in Kafka message queue. It decodes the video data and encapsulates them into
our defined message format that can be processed by Spark Streaming frame-
work. KafkaVideoUtil class provides two main interfaces which are respectively
getPartition and creatStream. The first interface getPartition plays a visi-
tor role of the Kafka cluster and obtains the queued data partition information on
a specific topic or key. The second interface creatStream is responsible for receiv-
ing the video messages from a certain partition of a given topic or key and then
converting the messages into ListFrame(cameraID-Timestamp, videoFrame).

Spark Streaming framework provides an abstract class Receiver for user
to customize data receiving function. VideoReceiver class is inherited from
Receiver class, and rewrites onStart() and onStop() methods. In our system,
the message offset in each Kafka queue partition is managed by ZooKeeper
[18]. When some video task crash, the corresponding Spark processing node
is restarted but has missed the received video data permanently. To solve this
problem, our system records and updates the message offset in each Kafka queue
partition, and periodically reports it to ZooKeeper.

ParallelParitioner class is inherited from Spark Partitioner abstract
class. It rewrites numPartitions() method that is used to set the number of
the message queue partitions, and rewrites getPartitions() method that is
used for getting the partition data received from VideoReceiver class.

5.2 Experimental Results

In this section, we compare our system with the traditional online surveillance
video processing system in terms of the resource utilization and the task rejection
rate.

Experiment Setup. Table 1 shows the hardware configuration in our exper-
iment. Following the architecture of the traditional video surveillance system, the
master node is used as the video task management unit, and 4 slave nodes are
used as the video processing units. Specifically, node 1 and node 2 implement

Table 1. Experimental hardware environment

Server type Hardware

Master node Intel Xeon E5620 Dual-core, 12G DDR2

Slave nodes (Node1, Node2, Node3, Node4) Intel Pentium E5800 Dual-core, 4G DDR2

Kafka nodes (Node5, Node6) Intel Pentium E5800 Dual-core, 4G DDR2
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the license plate extraction algorithm, and node 3 and node 4 implement the
human density analysis algorithm. Based on the same hardware environment,
we deploy a Spark computing cluster with 1 master node and 4 computing nodes
using Spark 1.5.1, and the video task can be scheduled on any computing node.
In addition, we deploy a 2-node Kafka distributed message system using Kafka
0.8.1.1r. For assessing the system performance, we conduct our experiments using
the different types of the task configuration which is shown in Table 2. The input
video streams are collected from a real video surveillance system online.

Table 2. Task configuration types

Task name Algorithm type Number of streams

Job1 License plate extraction 4

Job2 License plate extraction 6

Job3 License plate extraction 8

Job4 Human density analysis 20

Job5 Human density analysis 30

Job6 Human density analysis 40

Test Case 1. We run (job1 + job4), (job1 + job5), and (job3 + job4) in the
two video processing systems respectively, and collect CPU utilization state
of each of sever. Figure 2 shows the experimental results of the traditional
system and our system. As shown in the figure, our system outperforms the
traditional system in terms of the load balancing ability. Because our system
can reduce the large resource fragments, it can utilize the cluster computing
resources more adequately. Specifically, in Fig. 2(a), though the resource require-
ment of (job1 + job5) exceeds the processing ability of node3 and node4, the idle
resources of node1 and node2 cannot be borrowed to process the overload tasks
of node3 and node4. Similarly, the idle resources of node3 and node4 are wasted
when the system runs (job3 + job4). However, as shown in Fig. 2(b), our system
can balance the CPU utilization of every node, and make full use of the entire
cluster computing resources.

Test Case 2. We run (job1 + job2), (job1 + job5), (job3 + job5), and
(job3 + job6) in the two video processing systems respectively, and then col-
lect and calculate the average task rejection rate of the two systems. As shown
in Fig. 3, our system have the higher capacity of video tasks than the traditional
system. Specifically, the traditional system generate the large resource fragments
that cannot be utilized fully, and thus the average task rejection rate increases
rapidly with the increase of task number. As for our system, because it can reas-
sign the idle resource fragments, the average task rejection rate increases quit
slowly compared with that of the traditional system.
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(a) (b)

Fig. 2. CPU utilization of two systems. (a) Traditional system. (b) Our system

Fig. 3. Average task rejection rate of two systems

6 Conclusion

In this paper, we investigate the online distributed surveillance video processing
solution based on Spark framework. Kafka message queue and Spark Streaming
framework are integrated to eliminate the coupling between the video stream col-
lection and the video stream processing, and further decouple the video process-
ing tasks and the physical resources. Consequently, our solution can provide
scalable, reliable and efficient surveillance video computing ability. Then, we
present a fine-grained online video stream task management method that uses a
cached video data block as a scheduling unit to improve the resource utilization.
We implement the proposed system, and the experimental results show that our
system outperforms the traditional online surveillance video processing systems
significantly.
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Abstract. The existing resource scheduling algorithms for virtual machines
usually use serial job deployment ways which easily lead to the job completion
time overlong and the system load unbalance. To solve the problems, an
Improved Potential Capacity (IPC) based resource scheduling algorithm for
virtual machines is proposed, which comprehensively considers the overall job
completion time and system load balancing, and applies a new metric to
dynamically estimate the resource remaining capacities of virtual machines, and
thus reduce the inexact matching between jobs and virtual machines. A batch job
deployment method is also proposed to execute the batch job deployment. Many
simulation experimental results show that the proposed algorithm can effectively
decrease the overall job completion time and improve the load balancing of a
cloud system.

Keywords: Cloud computing � Virtual machine � Resource scheduling

1 Introduction

In modern data center, virtualization technology [1] has played an important role in
simplifying resource management, integrating server capability and improving resource
utilization. It has become the key supporting technology in cloud computing systems.
Virtual machine resource scheduling [2] is one of the core techniques in this field, how
to design the resource scheduling algorithms for virtual machines and thus ensure the
load balancing of system and improve the user experience has been a hot research
topic. Most resource scheduling algorithms for virtual machines apply serial ways to
deploy user jobs, which can cause the higher resource updating frequency, the longer of
the overall job completion time and the poor user experience. Furthermore, serial job
deployment usually uses greedy strategy and cannot achieve the global optimum. This
may lead to the serious load imbalance and affect the overall system performance. To
solve these problems, researchers have proposed many resource scheduling algorithms
for virtual machines.
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Liu et al. [3] presented two new metrics, Balance Capacity (BC) and Potential
Capacity (PC) for virtual machines and used greedy strategy to deploy batch jobs
serially, although it makes virtual machines have better scalability, it also can lead to
the overall job completion time longer and load imbalance of a cloud system. Zhang
[4] proposed a resource scheduling approach for virtual machines based on
OpenStack, which can reduce the unbalance of resource and the consumption of
power, but the algorithm don’t consider the dependencies of the virtual machines.
Minarolli and Freisleben [5] presented a resource management algorithm based on
artificial neural network which reduced the number of active servers, but this method
mainly focuses on energy consumption, and do not consider load balance and user
experience. [6] proposed a random resource scheduling algorithm which has good
load balancing. But the state of the virtual machine is unknown, which may lead to
the heavy load imbalance of virtual machines and long waiting time of the tasks. Qu
et al. [7] proposed a CPU resource scheduling method based on workload-Aware,
this algorithm is a cyclical algorithm, and each cycle should adjusts the weights, and
it lead to the computational cost very expensive. Dong et al. [8] proposed a two-stage
virtual machine scheduling model achieving a tradeoff between energy efficiency and
network performance, but the method cannot accurately estimate the cost of dynamic
migrating virtual machines. Aiming at the problem of uncertainties in the resource
allocation, Umamageswari and Babu [9] proposed a dynamic resource allocation
optimization method for virtual machines, which improved the cloud system load
balancing in some extent, and reduced the expense cost, but this method used the
static allocation algorithm and cannot adapt to requirements of dynamic job resource
scheduling. Carril et al. [10] presented a fault-tolerant virtual cluster architecture,
which mainly focused on the fault-tolerant issues of the virtual machine clusters in a
cloud environment.

In summary, the existing resource scheduling algorithms for virtual machines
consider only one or two factors; the overall job completion time is too long, and it may
lead to the system load imbalance. To solve the problems, an improved PC based
resource scheduling algorithm for virtual machines is proposed, which comprehen-
sively considers the overall job completion time and load balance of a cloud platform,
use an improve potential capacity (IPC) to accurately calculate resource remaining
capacities for virtual machines, which can avoid inexact match between jobs and
servers, and a batch job deployment way is proposed to reduce the update time and the
serial deployment time. The experimental results show that the proposed algorithm can
effectively reduce the overall job completion time, improve the load balance of a cloud
system and has better performance.

2 The Improved PC Based Resource Scheduling Algorithm
for Virtual Machines

2.1 The Measures of Virtual Machine Capacity

In cloud computing systems, virtual machines are basic units of dynamic deploying,
sharing server’s calculation capacity and facilitating management. How to exactly and
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dynamically measure the capacity of virtual machines is a very important problem in
jobs scheduling. In this paper we made the deep research on the elastic new metrics,
Balance Capacity (BC) and Potential Capacity (PC) for virtual machines which are
proposed by Liu et al. [3], and did the necessary amendments to the calculation method
to make it more reasonable. On this basis, we designed a new batch job scheduling
algorithm. Usually the resource sharing model apples Min, Max and Share three
parameters to describe the server resources occupied by a virtual machine, where the
parameter Min represents the amount of the server resources occupied by a virtual
machine without any load; Max represents the amount of the server resources occupied
by a virtual machine with full loads; Share represents the share ratio of a virtual
machine be allocated the competition resource. Next we will give the definitions of BC
and PC and the corresponding calculation formulas.

Definition 1. Balance Capacity (BC) is the guarantee capacity to assign each virtual
machine in the worst case. Considering a virtual machine set of VM ¼ fvm1; . . .; vmng,
vmi is the i-th (1� i� n) virtual machine, Min(Min > 0) is re minimum load of the
virtual machine, Max ≤ pCap is the maximum load of the virtual machine, pCap
represents the total resource number of the physic machine containing the virtual
machine. The BC of virtual machine i can be calculated as the following.

pCap0 ¼ pCap�
Xm

k¼1
Mink ð1Þ

BC
0
i ¼ Mini þ sharei=

Xm

k¼1
sharek � pCap0 ð2Þ

BCi ¼ BC
0
i BC

0
i\Maxi

Maxi BC
0
i �Maxi

�
ð3Þ

Obviously, the BC of a virtual machine is independent of the dynamic system
parameters of cloud systems, when the number of virtual machines on a physic node is
fixed; the BCs of the virtual machines on the physic node are fixed and become
constant values, so it do not reflect the system dynamic characters.

Definition 2. Potential Capacity (PC) is the maximum available capacity of a virtual
machine in some system state.

PC of a virtual machine relies on the current remaining resource of physic node in
the cloud platform. The current resource utilization of vmi is Ui. When there are N + 1
virtual machines running on a physic node, the computation of PCB for a virtual
machine B is as shown in formula (4).

PCB ¼ minfpCap�PN
i¼1 Ui;MaxBg

PN
i¼1 Ui �

PN
i¼1 BCi

pCap�PN
i¼1 Ui otherwise

�
ð4Þ

Obviously, with the change of utilization of other virtual machines, and the value of
PC is dynamic changes, it is possible to truly reflect the virtual machines available
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capacity. PC� Ui (Ui is the resource utilization of i-th virtual machine) represents the
current resource remaining capacity for every virtual machine in the cloud platform,
when the current resource utilization ratio of a virtual machine increases, resource
remaining capacity should decrease, which is reasonable. In summary, as the value of
PC increase, the value of PC� Ui increase, it indicates that the greater the ability of the
remaining resource of the virtual machines, the more of available resource.

According to the formula (4), we can get the value of PC for various resource of
virtual machines such as CPU, memory, network, I/O and etc. The current resource
remaining capacity of the i-th virtual machine can be represented by a set VMi = {vmi1,
vmi2, …, vmim}, vmij = pcij − uij, vmij is the remaining amount of the j-th resource on
the i-th virtual machine.

2.2 Measures of Job Resource Requirements

Jobs are divided into independent jobs and collaboration jobs in Cloud Computing
systems [11], we only consider scheduling strategy and deployment strategy of inde-
pendent jobs in this paper. It assumes that a set of batch jobs Job ¼ fjob1; . . .; jobng,
jobi ð0� i� n) represents the i-th jobs in job queue submitted by a user. In order to
express various VM resource requirements of jobs, we use the job requirement vector
to express various resources requirements. The job requirement vector of the i-th job is
Rei ¼ fei1; ei2; . . .; eimg, eij is the value of the j-th (0� j�m) resource requirement of
the i-th job.

In order to calculate and measure the various resources requirements of jobs con-
veniently, these resources value need to be normalized to between 0 and 1 (0� eij � 1Þ.
It assumes that the maximum value of CPUs is Maxcpu, and the maximum value of
memory is Maxmem, the maximum value of network is Maxnetwork, the maximum value
of I/O is Maxi=o and the maximum value of other types of resources. The resource
requirement value of the j-th resource on the i-th job can be normalized to eij ¼ eij=
Maxðcpu;mem;network;i=oÞ, and the resource requirements vector of job i can be expressed as
Rei ¼ ei1; ei2; . . .; eimf g; 0� eij � 1.

Job resource requirements cannot adequately reflect the importance of jobs
requirement for various resource such as compute-intensive jobs [12], network-
intensive jobs, I/O-intensive jobs and etc. So we need a vector Weighti to represents the
weights of various resource in job i, which is called job resource weight vector,
Weighti ¼ fwi1;wi2; ::;wimg, wij is the weight value of the j-th resource for the i-th job,
and

Pm
k¼1 wik ¼ 1.

2.3 Job Deployment Algorithm

A match matrix value is used to express the match degree between jobs requirement
and resource remaining capacity of virtual machines, the matrix value can be computed
by the formula (5).
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Value ¼

Pm
i¼1 ðvm1i

e1i
� w1iÞ � � � Pm

i¼1 ðvmni
e1i

� w1iÞ
..
. . .

. ..
.

Pm
i¼1 ðvm1i

eni
� wniÞ � � � Pm

i¼1 ðvmni
eni

� wniÞ

2
64

3
75 ð5Þ

The matrix value is consists of n rows and m columns, m is number of virtual
machines (VMs) and n is the number of jobs, an element aij in the value represents the
match degree between job i and VM j. if the value of aij is less than 1, it represents that
the i-th job cannot deployed to the j-th VM; if the value of aij is greater than or equal to
1, it shows that the i-th job can be deployed to the j-th VM. Based on the above matrix,
we proposed the cross elimination approach to deploy the jobs.

In the matrix value, if aij is the optimal match pair <job, VM> from a global
perspective, then eliminates i-th row and j-th column, and the i-th job is deployed to
the j-th virtual machine. Repeated do this process, we can realize the deployment of
batch jobs in a short time. The proposed job deployment method selects match pairs
<jobs, VMs> from a global perspective and deploys batch jobs as optimal as pos-
sible. Its basic idea is that trying to minimize the number of elements that their value
are less than 1 in the matrix value, and makes the number of mismatch pairs <jobs,
VMs> be minimum. There are two steps to choose aij, the first step is to select aij
that is greater than or equal to 1 in the matrix; the second step is to count sumi of the
elements whose value are less than 1 in this row of the matrix, and sumj which is the
number of elements that its value are less than 1 in this column. If sum of sumi and
sumj is greater than the sum of the number of row elements and the column elements
which are less than 1, then the i-th job is dynamically deployed to the j-th virtual
machine, and the row and column elements value in this element aij assigns to 0.
This approach eliminates the elements of jobs and the virtual machine does not match
elements from a global perspective. Repeated this process until there is no element
can be eliminated.

Lastly the results have two cases. First, the matrix value is empty, it shows that all
batch jobs which remove from the job queue have already been completed deployment;
second, the matrix value is not empty, it shows that there are some jobs that cannot be
completed deployment. In order to complete the jobs deployment of which cannot be
successfully deployed as soon as possible, the jobs are inserted to the front of job queue
to redeployment, so that they can be selected in next time. It may decrease the overall
job completion time as soon as possible and reduce job QoS requirement impact for
users, the deployment algorithm shown in Algorithm 1.
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Algorithm 1. The resource scheduling algorithm based on improved PC for VMs
public void scheduling algorithm (List<Vm> vmsList, List<Cloudlet> CloudletList)

Input: utility[][], pCap[][], pCap[][], bc[][], pc[][], job_resource_metrics[][], value[][],

vmRes_remain[][];

{ Map<Host,List<Vm>>HostToVms_Map=HostToVms(vmsList);

UpdateVmsPC(HostToVms_Map,vmsList);

Double[][] vmRes_remain=new Double[vmsList.size()][4];

vmRes_remain=GetVmRes_Remain(vmsList,4,vmRes_remain);

Double[][] JR=new Double[CloudletList.size()][4];

JR=GetJR_Remain(CloudletList,4,JR);

Double[][] value=new Double[vmsList.size()][CloudletList.size()];

value=GetValueMatrix(vmRes_remain,JR,value);

for(int i=0;i<CloudletList.size();i++)

value=CrossEliminationMethod(value,vmsList,CloudletList);}

protected void submit Cloudlets() {

int CloudletSum=getVmsCreatedList().size();//Get the amount of VMs

List<Vm> vms=getVmsCreatedList();//Get the list of VMs

List<Cloudlet> CloudletList=new ArrayList<Cloudlet>();

int ctualCloudletListSum=CloudletSum>getCloudletList().size()?

getCloudletList().size():CloudletSum;

for(int i=0;i<actualCloudletListSum;i++)

CloudletList.add(getCloudletList().get(i));

if(CloudletList.size()>0)

bindCloudletsToVmsTimeAwared_IPC(vms,CloudletList);

for(Cloudlet cloudlet : getCloudletSubmittedList())

getCloudletList().remove(cloudlet); //remove submitted cloudlets from waiting list

}

3 Experimental Evaluation

To evaluate the performance of the improved algorithm, we setup the corresponding
experiment environment and make a large number of experiments. The comparisons
between the proposed algorithm and other algorithms are given in detail.

3.1 Experiment Environment

We designed and implemented the proposed algorithm based on the cloud simulation
platform CloudSim3.0.1 [13], and then tested the performance of the proposed algo-
rithm from the job completion time and load balancing capacity two aspects. Table 1
illustrates the experiment parameters including the experimental data size and its scope,
where MIPS is the executing speed of VMs or jobs, and the job length represents the
length of job executing time.
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3.2 Minimum and Maximum Load of VMs and the Number of VMS

We tested the algorithm on our virtualization management cloud platform consists of
five servers and created 20 to 35 VMs, each VM has and 1 CPU of 700 MIPS, 512 M
RAM and 100G Disk. After launching the service of Xend and virtualization man-
agement, we use MPSTAT command to check the CPU loads. In Fig. 1, (a) is CPU
loads of server before VM created; (b) is the CPU loads after create one virtual machine

on the server; (c) is the CPU loads of the server when running CPU pressure test cases
and VM reaches its full load state.

It can be concluded that the percentage of the minimum load of a VM on this server
is 99.96−99.88 = 0.08, while the maximum load is 99.96−66.67 = 33.29. So the
minimum CPU load of configuring virtual machine deployment on the server is
0.08 %, the maximum load is 33.29 %. So the number of VMs when all VMs running
on a server node reached full load is 3 (0.3329*3 = 0.9987 is close to 1). On the other
hand, when the VMs are running without any load, the number of VMs may be 12
(0.08*12 = 0.96 is close to 1). Therefore, the number of VMs on each server will be
between 3 and 12. After reasonably calculation, the reasonable number of VMs on each
server ranges from 4 to 7. Here the number of VMs on each server is set to 6.

3.3 Feasibility of Cross Elimination Method

For the Value matrix obtained, the cross elimination method is proposed to perform the
batch job deployment, elements range from 0 to 2.5, and the scale is 100 × 100.

Table 1. Experimental parameters

Parameter Number MIPS Memory CPUs Disk size Bandwidth
(BPS)

Job length
(MIPS)

Servers 5 4200 4G 1 6T 1G null
VMs [20,35] [500,700] 512 M 1 100G 1G Null
jobs [500,3500] [50,150] Null null null null [0,15000]

(a) CPU loads of server before VM created 

(b) CPU loads of server when VM empty load 

(c) CPU loads of server when VM reaches full load 

Fig. 1. The CPU load variation of a server with different VM loads
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Experiments were repeated 100 times,
500 times and 1000 times respectively.
The average success rate of the method
is shown in Fig. 2.

From the Fig. 2 we can see that
when the experiments were repeated 100
times, 500 times and 1000 times, the
average success rate of cross elimination
method exceeds 0.84. We also analyzed
the failure rate of the cross elimination
method. When the matrix value is not
empty, the average remaining elements of the matrix is as shown in Table 2.

As the result shows that when the matrix Value is not empty, average remaining
elements number of the matrix ranges from 1.80 to 2.54, indicating that only 1 to 2 job
failed to complete the deployment, which only has a slight impact on the job com-
pletion time, job throughput and load balance of cloud system. Therefore, we can use
cross elimination method for matching jobs resource requirements and VMs remaining
resources and implementing the job deployment. So the cross elimination method is
suitable for batch job deployment.

3.4 Performance Analysis of the Algorithm

When calculating the IPCs of VMs, the share value of each VM should be known.
Assuming that the share is average value, if there are 5 VMs on a server, and the share
value of each VM is 1/5 = 0.2. We compared the algorithms from two aspects.

(1) The comparison of the overall job completion time. In CloudSim, We set the task
instruction length (MI) to 2000 and MIPS of each VM to 1000, we use three
groups of data for experiment. The range of instruction length of first group is (0,
5000], the second group is [5000, 10000], and the third group is [10000, 15000],
the results of three groups are shown in Figs. 3, 4 and 5 respectively.

We can see from the figures that when the number of jobs is 3500 and the range of
instruction length is (0, 5000], the overall time of the improved potential capacity
(IPC) algorithm is reduced by about 500 ms; when the range of job length is [5000,
15000], the overall time of IPC algorithm is reduced by about 200 ms.We can con-
cluded that IPC algorithm performed better than the greedy algorithm and CloudSim
polling strategy as for the overall job completion time, especially when the range of job

Fig. 2. The results of cross elimination

Table 2. Average remaining elements number after cross elimination

Repeated times Round1 Round2 Round3 Round4 Round5 Round6

100 1.85 2.54 2 1.95 2.09 1.84
500 1.92 2.01 2.45 1.68 2.38 2.542
1000 2.01 2.189 1.725 2.16 2.43 1.960
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length is (0, 5000]. That is because PC-U of VMs can dynamically represent the
resource remaining capacity of the VMs, when the length of a job is shorter, PC-U can
better meet the resource requirements of jobs.

(2) The comparison of the load balancing. To verify the load balance of computing
system under different algorithms, the load balance degree is introduced to
measure the load balance level of computing system, which is calculated by using
the variance of each server at one time point, the calculation is as formula (6).

LoadDegree ¼ 1
n

Xn

i¼1
Di ð6Þ

Where Di is the CPU load variance of all servers in computing system at the i-th
time point, n is the times of collecting data for each server load on the cloud platform.
The higher of LoadDegree means the worse of the load balancing, and the lower of
LoadDegree means the better of load balancing. In the experiment, we set the number
of time point is 10, the time points are uniformly distributed throughout the process of
the experiments. When the total number of jobs submitted by user is 500 and job length
is [5000, 10000], the results of three algorithms is shown as Fig. 6. When the total
number of jobs is 1500 and job length is [5000, 10000] the results is show as Figs. 7
and 8 represents the results that the total number of jobs is 2500 and job length is
[5000, 10000]. The results of Figs. 6, 7 and 8 show that the proposed algorithm IPC
achieves better load balancing than any other algorithm.

Fig. 3. Overall completion time of jobs (job
length ϵ (0, 5000))

Fig. 4. Overall completion time of jobs
(job length ϵ (5000, 10000))

Fig. 5. Overall completion time of jobs (job
length ϵ (10000, 15000))

Fig. 6. Load balance of cloud platform (the
number of jobs = 500)
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From the above two aspects, we can get a conclusion that the proposed resource
scheduling algorithm IPC can decrease the overall job completion time and has better
load balancing than the other algorithm.

4 Conclusions

In this paper, we deeply study the resource schedule algorithms for VMs, and propose
an improved potential capacity (IPC) based resource schedule algorithm. The algorithm
comprehensively considers the overall job completion time and system load balancing,
and uses the IPC to dynamically compute the resource remaining capacities of VMs, so
it can avoid the inexact matching between the jobs and the server resources, and greatly
reduce the job deployment time and improve the load balancing of the system. The
algorithm is compared with the greedy algorithm and the polling strategy based on
CloudSim simulation software, the experimental results show that the proposed algo-
rithm has a better performance in reducing overall job completion time and improving
the load balance of cloud platform. Next we will further improve the performance of
the proposed algorithm and apply it to real cloud systems for further test.
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Abstract. With cloud computing technology becoming more mature,
it is urgent to combine big data processing tool Hadoop with IaaS cloud
platform. In this paper, we firstly propose a new Dynamic Hadoop Clus-
ter on IaaS (DHCI) architecture, which includes four key modules: moni-
toring module, scheduling module, virtual machine management module
and virtual machine migration module. The load of both physical hosts
and virtual machines are collected by the monitoring module, and can be
used for designing resource scheduling and data locality solutions. Sec-
ondly, we present a load feedback based resource scheduling scheme. The
resource allocation can be avoided on overburdened physical hosts or the
strong scalability of virtualized cluster can be achieved by fluctuating the
amount of virtual machines (VMs). Thirdly, we reuse the method of VM
migration and propose a dynamic migration based data locality scheme.
We migrate computation nodes to different host(s) or rack(s) where the
corresponding storage nodes are deployed to satisfy the requirement of
data locality. We evaluate our solutions in a realistic scenario based on
Openstack. Massive experimental results demonstrate the effectiveness
of our solutions that contribute to balance workload and performance
improvement, even under heavy-loaded cloud system conditions.

Keywords: Hadoop · Resource scheduling · Data locality · IaaS

1 Introduction

Cloud computing is one of the hottest areas of research at home and abroad,
which integrates large-scale computing, storage and network resource via net-
work and provides these resource for different users on demand [1]. As an open
c© Springer International Publishing Switzerland 2016
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source framework for distributed system architecture, Hadoop can achieve large-
scale data computation and storage, and is usually deployed on physical cluster.
There are some drawbacks in traditional Hadoop clusters. Firstly, its deployment
and configuration become tedious tasks. When Hadoop starts running, the real-
time monitoring on Hadoop needs to spend plenty of manpower and financial
resources. Secondly, the fluctuation of tasks will cause the imbalance of resource
utilization. With the appearance of the peaks of task, resource bottlenecks may
be encountered. In contrast, the valleys of task will bring idle resource. Hadoop
cannot realize dynamic resource allocations. Thirdly, the utilization of high per-
formance computers in physical clusters is insufficient, especially for computation
and storage resource, which result in severe resource waste.

To solve the problems mentioned above, it is urgent to deploy Hadoop cluster
on Openstack cloud as its service [2]. This paper adopts Openstack, which can
provide Infrastructure as a Service (IaaS) solution in the form of VMs. Sahara,
as an open source project, is developed to quickly deploy Hadoop cluster in
Openstack cloud environment. Virtualized cluster which can simplify cluster
management enables autonomic management of underlying hardware, facilitat-
ing cost-effective workload consolidation and dynamic resource allocations for
better throughput and energy efficiency. However, virtualization in such cloud
platform is known to cause performance overheads [3]. How to optimize the per-
formance of Hadoop cluster increasingly attracts lots of attention. Researchers
have accumulated a series of research achievements on resource scheduling and
data locality in the related context.

Scheduling techniques for dynamic resource adjustment have been recently
addressed. Sharma et al. [4] proposed MROrchestrator, a MapReduce resource
Orchestrator framework, which dynamically identified resource bottlenecks, and
resolved them through fine-grained, co-ordinated, and on-demand resource alloca-
tions. However, the studies mentioned above focused on resource scheduling based
traditional Hadoop cluster. Lama and Zhou [5] studied automated resource allo-
cation and configuration of MapReduce environment in the cloud without consid-
ering the load of physical hosts. Corradi et al. [6] investigated how to rebalance
virtual resources. And they optimized load balancing by scheduling VMs but not
Hadoop resource from stressed out physical hosts to less overtaxed ones.

For data locality, to address the conflict between locality and fairness, Zaharia
et al. [7] proposed a simple delay scheduling algorithm, in which a job waited
for a limited amount of time for a scheduling opportunity on a node that has
data for it. Experimental results showed that waiting can achieve both high fair-
ness and high data locality. Jin et al. [8] proposed an Availability-aware DAta
PlacemenT strategy, and its basic idea was to dispatch data based on the avail-
ability of each node for reducing network traffic and improve data locality. Both
of works were studied on traditional Hadoop cluster. Thaha et al. [9] presented
a data-location aware virtual cluster provisioning strategy to identify the data
location and provision the cluster near to the storage. However, multiple tasks
might be executed on a same physical host, which negatively impacted system
performance.
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Motivated by this, we propose load feedback based resource scheduling and
dynamic migration based data locality solutions based on a novel dynamic
Hadoop cluster on IaaS (DHCI) architecture. The resource utilization can be
improved by the load balance of physical hosts and the flexible scalability of
virtual machines. Moreover, based on the separated deployment of computation
VMs and storage VMs, computation VMs can be quickly migrated to match
their corresponding storage VMs to guarantee the data locality effectively.

The rest of this paper is organized as follows In Sect. 2, we introduce a
Dynamic Hadoop Cluster on IaaS architecture. Based on this architecture, load
feedback based resource scheduling and dynamic migration based data locality
solutions are explored in Sects. 3 and 4, respectively. In Sect. 5, we perform a
comprehensive evaluation to validate our solutions. Finally, we conclude this
paper in Sect. 6.

2 DHCI Architecture

There exists a big difference on Hadoop’s running environment between physical
cluster and IaaS cloud platform. In IaaS cloud environment, Hadoop is deployed
on virtual machines provided by cloud platform. In this case, Hadoop cluster
cannot know well about the resource usage of the underlying physical hosts,
which will result in load imbalance and performance degradation. In addition,
the scalability of Hadoop cluster is not good, by contrast, the virtualized Hadoop
cluster on cloud platform is more convenient for the flexible adjustment of cluster
scale.

Motivated by this, we integrate Hadoop onto IaaS cloud platform and propose
a new Dynamic Hadoop Cluster on IaaS (DHCI) architecture. In DHCI archi-
tecture which is illustrated in Fig. 1, we introduce four kernel modules besides
the original packages of private cloud and Hadoop.

Monitoring 
module IaaS

Virtual machine 
management module

Scheduling 
module

 Monitor physical hosts

 Upload monitoring 
information

 Issue scheduling strategy 

 Increase/decrease
virtual machine

 Push load information of physical hosts

Physical host

Virtual machine

 Monitor virtual 
machines

Virtual machine 
migration module

 Migrate virtual 
machine

Fig. 1. DHCI architecture.
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– Monitoring Module: Considering that different clusters in a virtualized envi-
ronment are isolated, Hadoop cannot get the load of physical hosts at all.
Monitoring module is introduced to periodically monitor the load on physical
hosts as well as VMs. The load information collected can be used to provide
the basis for resource scheduling.

– Scheduling Module: It is charge of two aspects: (i) periodically pushing the
load information of physical hosts to scheduling node (e.g. ResourceManager)
in Hadoop; (ii) issuing the corresponding scalability strategy to the VM man-
agement module according to the load of VM clusters.

– Virtual Machine Management Module: It achieves dynamic scale of VMs by
adding or deleting operations. This is an execution module which takes order
from the scheduling module and interacts with VMs on IaaS platform.

– Virtual Machine Migration Module: It is used to detect a task’s data locality
and execution process. Once this module finds (i) the execution progress of
a task is slower than a given threshold; and (ii) its CN and SN doesn’t meet
data locality, it will migrate this task to the right physical host by the storage
of data duplication.

In summary, DHCI architecture has two core features: (1) joint load monitor-
ing, and (2) flexible resource scheduling. The monitoring module monitors physical
and virtual resources with full awareness of current system load conditions. These
necessary data can be utilized to optimize subsequent resource scheduling. By the
scheduling module and the VM management module, the resource utilization can
be optimized according to the load balance of physical hosts and the flexible scal-
ability of VMs. Based on the idea of “mobile computing”, the reuse of VMs migra-
tion achieved by the VM migration module in DHCI architecture can also reduce
bandwidth consumption and improve system performance.

3 Load Feedback Based Resource Scheduling

The basic idea of our resource scheduling solution is to consider the load of
physical hosts and VMs, and thus optimize resource scheduling. In our solution,
the load of physical hosts can be described from two aspects: CPU utility rate and
load average. Load average denotes the average utilization rate of run-queues.
The more the values of CPU utility rate and load average are, the heavier the
workload of a physical host will be. Here, their values can be collected using top
command in Linux OS by every minute.

In DHCI architecture, for a physical host, its load information will be
uploaded and fed back to the scheduling module periodically via the monitoring
module. We adopt a single-level threshold method to compare the load informa-
tion. Once the value of load is greater than a preset threshold, the physical host
is considered as a stressed out one, and the resource application from it will be
cancelled; otherwise, the resource application from it will be supported.

One of the most significant advantages of integrating Hadoop onto IaaS cloud
platform is flexibility. That is, the scale of virtual cluster can dynamically adjust
by their real-time workloads. Similarly, for virtualized Hadoop cluster made up
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of multiple VMs, the monitoring module in DHCI architecture collects its load
information and feedbacks to the scheduling module. A double-level threshold
method is used to distinguish between the lowest-load VM and highest-load one.
If the value of load is greater than a ceiling, then the VM adding operation
will be issued and a new VM will be created on the lowest-load physical host.
Otherwise, if it is less than a floor, then the VM deleting operation will be issued
and excessive VM(s) will be deleted on the highest-load one.

4 Dynamic Migration Based Data Locality

Data locality is a critical factor impacting on performance of a virtualized
Hadoop system. In traditional Hadoop cluster made up of physical hosts, compu-
tation VMs (used for task computation, denoted by CNs) and storage VMs (used
for data storage, denoted by SNs) are combined in a single VM. The advantage is
CNs can directly acquire data from SNs while avoiding data transmission across
a network. However, this deployment is no longer an effective method for a vir-
tualized Hadoop system. The scalability of a virtualized Hadoop cluster can be
achieved by dynamically adding or deleting VMs. The combination of CNs and
SNs results in poor scalability. Therefore, in DHCI architecture, the separation
of CNs and SNs is adopted to improve flexibility. Specifically, they are deployed
as respective VMs. In this way, CNs can be migrated to “suitable” place based
on the idea of “mobile computing”.

Compared to that of in traditional Hadoop cluster, data locality in DHCI
architecture can be classified into three categories [10]: host data locality (CNs
and SNs are deployed on a same host), rack data locality (CNs and SNs are
deployed on a same rack but different hosts) and across-Rack data locality (CNs
and SNs are deployed on different racks). Experimental results have shown that
the speeds of task execution for meeting different types of data locality are
significantly different under the same conditions. In particular, the task com-
pletion time for meeting “Rack data locality” and “Across-Rack data locality”
approaches three and four times as long as that for meeting “Host data locality”,
respectively [11]. Data transmission between co-located VMs is often as efficient
as local data access mainly because inter-VM communication within a single
host is optimized by hypervisor [12]. Hence, we consider to improve “Host data
locality” in order to optimize the performance of DHCI architecture. Consider-
ing that the separation of CNs and SNs brings certain effect on data locality,
we dynamically migrate CNs to any host(s) or rack(s) where the corresponding
SNs stored data replication are deployed to guarantee data locality. During the
migration process, a VM keeps on and the program executed in this VM keeps
running state. Even if this VM is connected to a network, the network connec-
tion won’t be affected. In fact, the cost of migrating VM is much less than that
of reading/writing operations among different VMs [10].

Firstly, the initial resource allocation should be kept data locality. In Hadoop
YARN adopted, ContainerAllocator is responsible for communicating with the
ResourceManager and applying resource for tasks. Usually, there exist three back-
ups for each task in HDFS. Considering the level difference of data locality, there
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will be multiple resource requests. VMs can be allocated resource, prioritized
by “Host data locality”, “Rack data locality”, and “Across-Rack data locality”.
A resource request of task can be described as a tuple <Priority, Hostname, Capa-
bility, Containers>, where “Hostname” can represent the ID of host or rack.

Secondly, data locality should be optimized in the process of task execution.
Hadoop monitors task execution and judges whether data locality is satisfied or
not. If not, Hadoop continues to search whether there exist one or more hosts
which can meet the requirement of data locality, and then CN will migrate to
the right one.

To achieve a completed CN migration, three major issues (“2W1H”) should
be solved:

– Which a CN needs to be migrated? A CN needs to be migrated must satisfy
two conditions: (i) the progress implemented on CN is slow; (ii) CN and its
corresponding SN are on separated host or rack. In a virtualized Hadoop
system, a metric named progress score which values between 0 and 1 is used
to monitor the progress of each task and identify the stragglers. Here, we adopt
a simple heuristic proposed in Ref. [13] to predict task remaining finish time,
and thus find out the slowest task.

– Where a CN should be migrated? The destination host to which a CN is
migrated, should include its corresponding SNs store data replication. In a
virtualized Hadoop cluster, each task can is partitioned into a number of Map
and Reduce tasks. Each Map task runs map functions processing one data
block (128 MB by default in YARN). The data replication of each data block
is three by default, and can be stored in different hosts even racks. Here, we
choose the least-loaded host which satisfies the requirement of data locality
as the destination one with the lowest cost.

– How to migrate a CN? OpenStack cloud platform selected can support VM
migration very quickly. The whole migration process involves three kinds of
physical hosts, and they are source host, destination host and control host.
We mainly utilize python interface function in Libvirt tool to migrate VM,
and data transmission can be realized by a tunneled way.

5 Simulation and Analysis

In this simulation, we choose Openstack as cloud platform and Hibench as
Hadoop performance testing tool. Here, three benchmark test cases: WordCount,
TeraSort and Sort are adopted to evaluate the performance of the DHCI archi-
tecture proposed. The hardware configuration for testing environment can be
listed in Table 1.

5.1 Comparison on Running Time Under Same Load

Firstly, we make a comparison on the running times using three classic sched-
ulers (FIFO Scheduler, Fair Scheduler and Capacity Scheduler) under traditional
Hadoop cluster and DHCI architecture, respectively. The simulation results in
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Table 1. The hardware configuration for testing environment.

Parameter Configuration

CPU type 4-core 2.4 GHz Intel(R) Xeon (R)

Memory 32GB

Network card Three 2Gbps LANs

OS Linux 14.04

Fig. 2 show that the running time in DHCI architecture is less than that of in tra-
ditional Hadoop cluster with the same workload (data volume is 2 GB). Take fair
scheduler as an example, for WordCount, TeraSort and Sort cases, the running
time in DHCI architecture are respectively decreased by 14 %, 9 % and 8 %.

Fig. 2. Comparison on running time for three schedulers under two architectures.
(Color figure online)

5.2 Comparison on Running Time Under Load Pressure

To test the operation condition of Hadoop cluster under certain load pressure
in a private cloud environment, new virtual cluster(s) will be added into the
original virtual cluster(s). For example, only virtual cluster 1 runs on IaaS cloud
platform originally, virtual cluster 2 is added later.

The workload of task (Sort) run on the new added virtual cluster 2 is 2 GB.
And the original task (WordCount, TeraSort and Sort) is run on virtual cluster
1 at the same time. Through increasing the number of new virtual cluster(s)
with certain computation resource of cloud platform, the effect on the opera-
tion efficiency of task under two architectures before and after load pressure
can be illustrated in Fig. 3. There is no doubt that the new added task will
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Fig. 3. Comparison on running time under two architectures before and after load
pressure. (Color figure online)

result in more running time. The workload of the new added task is as relative
as that of the original one. However, compared to the running time for tradi-
tional Hadoop cluster, that for traditional Hadoop cluster under load pressure
respectively increases by 35 %, 40 % and 9 % for WordCount, TeraSort and Sort.
This depicts that multiple tasks can be simultaneously operated on virtualized
Hadoop cluster with relatively low cost.

5.3 Comparison on CPU Utility Rate and Load Average
Between Two Architectures

In this section, we evaluate the performance parameters of each physical host
when WordCount task is executed in DHCI architecture.

We take their averages for each physical host respectively, as are illustrated
in Fig. 4. And then we calculate their variances to reflect the fluctuations in
workload of multiple physical hosts. The variance of CPU utility rate in tra-
ditional Hadoop cluster and DHCI architecture are 0.196 and 0.1 respectively.
The efficiency of cluster load balance in DHCI architecture is superior to that
in traditional Hadoop cluster. From the perspective of load average, the similar
conclusion can be drawn.

(a) Average CPU utility rate (b) Average load average

Fig. 4. Performance parameters of each physical host in two architectures
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5.4 Test on Data Locality Optimization

To verify the effectiveness of data locality optimization strategy, we also use
benchmark test cases WordCount, TeraSort and Sort with 2 GB data volume.
The data in Fig. 5 shows the difference of testing data from DHCI architecture
without and with data locality optimization, respectively. We can draw a conclu-
sion that the time it takes to execute these tasks with data locality optimization
is less than that of without data locality optimization while under the same data
volume condition.

Fig. 5. Comparison on running time in DHCI architecture without and with data
locality optimization. (Color figure online)

6 Conclusion

In this paper, we design a novel dynamic Hadoop cluster IaaS architecture by
introducing four kernel modules. In particular, we propose resource scheduling
and data locality solutions. We assess the efficiency of our solutions on the afore-
mentioned virtualized Hadoop cluster. Massive experimental results show that
our solutions can effectively balance load and improve system performance.

Acknowledgement. This work was supported by the National High Technology
Research and Development Program of China (863 Program) No. 2013AA014702, Funda-
mental Research Funds for the Central Universities (2014PTB-00-04, 2014ZD03-03), the
Fundamental Research Funds for the Central Universities under Grant No. 2016JBM011.

References

1. Wang, L., Tao, J., Ranjan, R., et al.: G-Hadoop: MapReduce across distributed
data centers for data-intensive computing. Future Gener. Comput. Syst. 29(3),
739–750 (2013)

2. Armbrust, M., Fox, A., Griffith, R., et al.: A view of cloud computing. Commun.
ACM 53(4), 50–58 (2010)



Resource Scheduling and Data Locality 341

3. Kang, H., Chen, Y., Wong, J.L., Sion, R., Wu, J.: Enhancement of Xens scheduler
for MapReduce workloads. In: ACM International Conference on High Performance
Distributed Computing (HPDC), pp. 251–262 (2011)

4. Sharma, B., Prabhakar, R., Lim, S.H., et al.: MROrchestrator: a fine-grained
resource orchestration framework for MapReduce clusters. In: IEEE 5th Inter-
national Conference on Cloud Computing (CLOUD), pp. 1–8 (2012)

5. Lama, P., Zhou, X.: AROMA: automated resource allocation and configuration
of MapReduce environment in the cloud. In: Proceedings of the 9th International
Conference on Autonomic Computing (2012)

6. Corradi, A., Foschini, L., Pipolo, V., et al.: Elastic provisioning of virtual Hadoop
clusters in OpenStack-based clouds. In: IEEE International Conference on Com-
munication Workshop (ICCW), pp. 1914–1920 (2015)

7. Zaharia, M., Borthakur, D., Sen Sarma, J., et al.: Delay scheduling: a simple tech-
nique for achieving locality and fairness in cluster scheduling. In: ACM Proceedings
of the 5th European Conference on Computer Systems, pp. 265–278 (2010)

8. Jin, H., Yang, X., Sun, X.H., et al.: ADAPT: availability-aware MapReduce data
placement for non-dedicated distributed computing. In: IEEE International Con-
ference on Distributed Computing Systems, pp. 516–525 (2012)

9. Thaha, A.F., Singh, M., Amin, A.H.M., et al.: Hadoop in OpenStack: data-location-
aware cluster provisioning. In: 2014 IEEE the 4th World Congress on Information
and Communication Technologies (WICT), pp. 296–301 (2014)

10. Sun, R., Yang, J., Gao, Z., He, Z.: A resource scheduling approach to improving
data locality for virtualized Hadoop cluster. J. Comput. Res. Dev. 51(Suppl.),
189–198 (2014)

11. Bu, X., Rao, J., Xu, C.: Interference and locality-aware task scheduling for MapRe-
duce applications in virtual clusters. In: ACM Proceedings of the 22nd Interna-
tional Symposium on High-Performance Parallel and Distributed Computing, pp.
227–238 (2013)

12. Zhang, Q., Liu, L., Ren, Y., et al.: Residency aware inter-VM communication in
virtualized cloud performance measurement and analysis. In: Proceedings of the
6th IEEE International Conference on Cloud Computing, pp. 204–211 (2013)

13. Zaharia, M., Konwinski, A., Joseph, A., Katz, R., Stoica, I.: Improving MapReduce
performance in heterogeneous environments. In: Proceedings of the 8th USENIX
Symposium on Operating Systems Design and Implementation (OSDI), pp. 29–42
(2008)



An Asynchronous 2D-Torus Network-on-Chip
Using Adaptive Routing Algorithm

Zhenni Li, Jingjiao Li(&), Aiyun Yan, and Lan Yao

College of Information Science and Engineering, Northeastern University,
Shenyang, China

{lizhenni,lijingjiao,yanaiyun,yaolan}@ise.neu.edu.cn

Abstract. An asynchronous 2D-Torus Network-on-Chip (ATNoC) design based
on System Verilog is implemented in this paper. A dynamic asynchronous XY
routing algorithm DA-XY is proposed and designed as an Intellectual Property
(IP) core and embedded to theATNoC.Asynchronous circuit designmethodology
is used to design each routing node which could be divided into the following
components, that is, receiving module, Hamming decoding module, routing
analysis module, splitting module, arbiter module, Hamming encoding module
and sending module. A test platform is built to analyze the function and the
performance of the asynchronous NoC. The test result shows that the asyn-
chronous NoC could support self-adaptive routing, multi-directional communi-
cation, and parallel multi-channel communications.

Keywords: NoC � Asynchronous design � 2D-Torus � Adaptive routing
algorithm

1 Introduction

With the development of integrated circuits, the application of System on Chip
(SoC) has become a tendency. Multi-cores, such as processors, DSPs, on-chip memories
and etc. are integrated on a single chip. Traditional shared bus could not meet the
multi-core communication requirement, therefore a Network-on-Chip (NoC) design
diagram is proposed [1]. NoC based architectures have many advantages: high scala-
bility, high throughput and good link performance [2]. It is often based on packet
switching to provide dynamic communication possibilities. Although NoC architecture
seems to be an appropriate solution for the communication of multiprocessors in high
performance SoC, it also faces many challenges, like clock skew, and clock manage-
ment when the multiprocessors work in different clock domain. In a synchronous NoC,
the clock skew is a very important matter [3]. To obtain a minimum clock skew, the
global clock has to be distributed among the chip, which requires the design of a large
clock buffer tree that consume more than 40 % of the total power [4]. Globally Asyn-
chronous Locally Synchronous (GALS) system is proposed to solve this problem [5, 6].
In GALS systems, the multi-cores are no longer required to use the same clock, and the
communication between these processing elements is asynchronous [7, 8]. Moreover, a
fully asynchronous NoC architecture is also one of the useful approaches to realize clock
management and to meet the wide-bandwidth demands in large-scaled SoC. Besides,
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Asynchronous NoC (based on GALS systems or fully asynchronous) has the advantages
of low dynamic energy dissipation, tolerance to delay variations, unified network
interfaces, easy system integration and excellent electro-magnetic compatibility [9].
Therefore, it is a promising candidate for future high performance SoC. It is expected
that half of the global signaling will be driven asynchronously by year 2024 [10].

Currently, the classical Asynchronous NoC could be listed as below: ANOC based
on GALS system, uses virtual channel and provides low latency [11]. MANGO is an
asynchronous NoC, uses 4-phase 32-bit bundled data and two Virtual Channel (VC) to
provide guaranteed service and best effort [12]. SpiNNaker is based on GALS system,
and it aims at simulating a billion spiking neurons in real time, and the tree topology is
applied [13]. The NoC in [14] is a 2D-Mesh NoC where bi-synchronous FIFOs are used
to connect routers at each node. ASPIN has the currently shortest transmission cycle,
uses simple router architecture and 2D-Mesh topology [15]. The asynchronous NoC in
[16] is designed for portable-battery devices, it uses efficient two-phase bundled-data
links and four-phase routers, and has a efficient energy. The asynchronous NoC router in
[17] uses level-encoded dual-rail encoding with 2D-Mesh topology, and could achieve
high-throughput and delay-insensitive. Almost all the asynchronous NoC systems
mentioned before use determined routing algorithm. When the routing congestion
occurs, there will be a waste of routing resources, and finally results in the reduce of the
data transmission efficiency. The asynchronous NoC mentioned in [18] has used
adaptive routing mechanism, and Quasi Delay Insensitive (QDI) logic. However, the
paper is focused on circuit design, and the routing algorithm is not specified in detail.

In this paper, we propose a fully asynchronous NoC architecture Asynchronous
2D-Torus NoC (ATNOC) which integrates Dynamic Asynchronous X-Y routing algo-
rithm (DA-XY) for ATNOC and System Verilog development platform. The method of
graphical representation is used to design the routing node in this ATNOC. Each routing
node is composed of the following modules: receiving module, Hamming decoding
module, routing analysis module, splitting module, arbiter module, Hamming encoding
module and sending module. To specify the highly concurrent system, the petri net [19]
is designed to describe the module interface behavior and the data flow between the
modules. Asynchronous Burst-Mode (BM) Finite State Machine (FSM) [19, 20] is used
to design the function and the behavior of each module.

The proposed architecture and its associated routing protocol are presented in
Sect. 2. The design of the ATNOC router node is presented in Sect. 3. The experi-
mental results are shown in Sects. 4. and 5 finally concludes this paper.

2 ATNOC: An Asynchronous 2D-Torus NoC

2.1 ATNOC Architecture Description

The ATNOC communication architecture is composed of routing nodes, IP cores, and
links between nodes, which is shown in Fig. 1. The routing nodes are the basic ele-
ments of the ATNOC system, and they are connected by the point-to-point links using
2D-Torus topology. The routing nodes compute the transmission route of the incoming
data according to the DA-XY routing algorithm, arbitrate between concurrent data and
finally transmit the data on the chosen link.
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Fig. 1. ATNOC architecture

2.2 ATNOC DA-XY Routing Algorithm

A dynamic asynchronous routing algorithm named DA-XY routing algorithm is used
to determine the output port of the data received from Hamming decoding module. And
it is executed in the routing analysis module of the routing node. The basic principle of
the algorithm is: the routing strategy is no longer performed statically, it could adjust
the next-hop routing node dynamically according to the blocking information in the
ATNOC architecture, while the shortest path strategy is also considered. Moreover,
seriously blocking or malfunctioning routing nodes are avoided during the routing
section, aimed to reduce the routing delay.

The ATNOC architecture uses 2D-Torus topology, therefore, during the routing
section, the case of equidistance might happen. The length from the destination node to
the current node might be the same no matter measured from the north or the south. In
this case, direction north is judged preferentially. And the length from the destination
node to the current node might be the same no matter measured from the west or the
east. In this case, direction east is judged preferentially.

The DA-XY routing algorithm is specified as below: given the source node coor-
dinate is S(x_s,y_s), the destination node coordinate is D(x_dst,y_dst), and the current
node coordinate is C(x,y). At the beginning of the routing, C(x,y) = S(x_s,y_s). Besides,
the paper takes the node (0,0) as the lower left corner of the ATNOC architecture. The
signal ‘full’ is used as the local blocking signal, it takes the logical value ‘0’ when the
specific direction is not blocked, while it takes the logical value ‘1’ when the specific
direction is blocked. And in order to represent the specific direction, several ‘full’
signals are used, namely, ‘full_e’, ‘full_w’, ‘full_s’, and ‘full_n’, which represent the
blocking information of the east, the west, the south and the north respectively.

For a N × N ATNOC architecture, the DA-XY routing algorithm could be divided
into two circumstances.
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(i) If the destination node is in the south, the north, the west or the east of the current
code, the blocking information is not considered. Three situations are listed as
following:

• If y_dst = y, x_dst = x, the current node is the destination node, then the data will be
sent to the IP core of the current routing node local port.

• If y_dst = y, and whether x dst ¼ ðx� iÞmod ðNÞ, i ¼ 1; 2; � � � ; t, t is an integer,
and t�ðN � 1Þ=2. If yes, then the current node is in the west of the destination
node, the data will be sent to the west port of the current node. If no, then the
current node is in the east of the destination node, the data will be sent to the east of
the current node.

• If x_dst = x, and whether y dst ¼ ðy� iÞmod ðNÞ, i ¼ 1; 2; � � � ; t, t is an integer,
and t�ðN � 1Þ=2. If yes, then the current node is in the south of the destination
node, the data will be sent to the south port of the current node. If no, then the
current node is in the north of the destination node, the data will be sent to the north
of the current node.

(ii) If the destination node is in the northeast, the southeast, the northwest or the
southwest of the current code, the blocking information is considered.

Given P represents the direction east or west, and given Q represents the direction
south or north. Then if there is no blocking either in direction P or in direction Q of the
current node, the next-hop routing node is determined using the polling strategy. For
example, if the last output direction is P, then the next output direction is Q. In this way,
network congestion due to the continuous data transmission on one dimensional
direction in a short period of time could be avoided on the one hand, and on the other
hand, multi-way data transmission could make full use of the ATNOC, and the data load
could be balanced. While if there is blocking in both direction P and in direction Q, then
the data transmission is stopped until the blocking is removed. Moreover, if there is
blocking either in direction P or in direction Q, the current node could get the blocking
information from the signal ‘full’, and then adjust the routing path accordingly.

Four situations are listed as below:

• If y dst ¼ ðy� iÞmod ðNÞ, x dst ¼ ðx� iÞmod ðNÞ, i ¼ 1; 2; � � � ; t, t is an integer,
and t�ðN � 1Þ=2. Then the current node is in the southwest of the destination
node, and the routing analysis module of the current node needs to judge the
blocking situation of the south port and the west port of the current node. If
full_w = 1, and full_s = 0, then the data is sent to the south port of the current node,
else the data will be sent to the west port of the current node.

• If y dst ¼ ðy� iÞmod ðNÞ, x dst ¼ ðxþ jÞmod ðNÞ, i ¼ 1; 2; � � � ; t, t is an integer,
and t�ðN � 1Þ=2, j ¼ 1; 2; � � � ; k, and if N is odd number, then k¼ N � 1ð Þ=2, else
k ¼ N=2. Then the current node is in the southeast of the destination node, and the
routing analysis module of the current node needs to judge the blocking situation of
the south port and the east port of the current node. If full_e = 1, and full_s = 0,
then the data is sent to the south port of the current node, else the data will be sent to
the east port of the current node.

• If y dst ¼ ðyþ jÞmod ðNÞ, x dst ¼ ðx� iÞmod ðNÞ, i ¼ 1; 2; � � � ; t, t is an integer,
and t�ðN � 1Þ=2, j ¼ 1; 2; � � � ; k, and if N is odd number, then k¼ N � 1ð Þ=2, else

An Asynchronous 2D-Torus Network-on-Chip 345



k ¼ N=2. Then the current node is in the northwest of the destination node, and the
routing analysis module of the current node needs to judge the blocking situation of
the north port and the west port of the current node. If full_w = 1, and full_n = 0,
then the data is sent to the north port of the current node, else the data will be sent to
the west port of the current node.

• If y dst ¼ ðyþ jÞmod ðNÞ, x dst ¼ ðxþ jÞmod ðNÞ, j ¼ 1; 2; � � � ; k, and if N is
odd number, then k¼ N � 1ð Þ=2, else k ¼ N=2. Then the current node is in the
northeast of the destination node, and the routing analysis module of the current
node needs to judge the blocking situation of the north port and the east port of the
current node. If full_e = 1, and full_n = 0, then the data is sent to the north port of
the current node, else the data will be sent to the east port of the current node.

3 Design of the ATNOC Routing Node

The ATNOC routing node is the main part of the ATNOC architecture. The DA-XY
routing algorithm is performed in the routing node, aimed to calculate the transfer route
of the data packet, while concurrent data could also be arbitrated.

3.1 The Overall Structure of ATNOC Routing Node

Each routing node is composed of five ports: east port, west port, south port, north port
and local port. And each port contains the following modules: receiving module,
hamming decoding module, routing analysis module, splitting module, arbiter module,
hamming encoding module and sending module. Hamming encoding and hamming
decoding modules are used to provide fault tolerance. Besides, the local port is con-
nected to the IP core, where the data transferred is processed. For example, an asyn-
chronous multiplier IP core could be attached to the local port of a certain routing node.
The other four ports are connected to the adjacent asynchronous routing node. The data
packet from upstream asynchronous routing node is received by these four ports, then
the suitable output port is selected by the routing analysis module, splitting module and
arbiter module, and finally, the data packet is passed to the downstream asynchronous
routing node.

3.2 BM FSM Design of ATNOC Routing Node

Asynchronous BM state machine is used to design the modules in the ATNOC routing
node. In the BM state machine, the arcs between the states are labeled with the input
and output signal transitions. Only the design of the ATNOC crucial modules are listed
down below, including the design of routing analysis module, and the design of
splitting module.
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Design of routing analysis module. The state variation of routing analysis module is
described by BM state machine, which is shown in Fig. 2.

There are seven states in the BM state machine.
A_S0: The state machine enters into this state after reset, when the data request

signal from hamming decoding module named ‘req’ is effective, that is, transfer from
low level to high level, then the response signal to the hamming decoding module
named ‘ack’ is set to be high level. Afterwards, the state machine goes to state A_S1;

A_S1: Data is received and stored, and the state machine waits for the invalid of
req. When req is ineffective, then ack is set to be ineffective. Afterwards, the state
machine goes to state A_S2;

A_S2: The destination address, the data transfer status of each port and block state
information of neighboring nodes are stored. The time of the storage is controlled by
the signal cnt_t1, when it is effective, then the state machine goes to state A_S3;

A_S3: The displacement information between destination node and current node is
calculated in this state. The time of calculation is controlled by the signal cnt_t2, when
it is effective, then the state machine goes to state A_S4;

A_S4: The DA-XY routing algorithm is performed in this state. The time of exe-
cution is controlled by cnt_t3, when it is effective, then the state machine goes to state
A_S5;

A_S5: If the data and control response signal from splitting module ack_data and
ack_ctrl is detected to be ineffective, then the data and control request signal to splitting
module req_data and req_ctrl is set to be high level. Afterwards, the state machine goes
to state A_S6;

A_S6: If ack_data and ack_ctrl is detected to be effective, then req_data and
req_ctrl is set to be low level, and the state machine goes back to A_S0.

A_S0

reset

A_S1

req +/ ack+

A_S2

-req - / ack

cnt_ t1+

A_S3

A_S6

ack_ ctrl + & ack_ data +/ req_ ctrl -
& req_ data-

ack_ ctrl - & ack_ data-
/ req_ ctrl + & req_ data+

A_S5

cnt_ t3+

A_S4

cnt_t2+

Fig. 2. The BM state machine of routing analysis module
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Design of splitting module. The BM state machine of splitting module is described in
Fig. 3.

There are five states in the BM state machine.
S_S0: The state machine enters into this state after reset, when the data and control

request signal from routing analysis module req_data and req_ctrl is effective, then the
data and control response signal to the routing analysis module ack_data and ack_ctrl is
set to be high level. Afterwards, the state machine goes to state S_S1;

S_S1: Data is stored in the module, and the state machine waits for the invalid of
req_data and req_ctrl. When they are ineffective, then ack_data and ack_ctrl is set to be
ineffective. Afterwards, the state machine goes to state S_S2;

S_S2: The control signal is extracted, after the delay presented by the signal cnt_t1,
the state machine goes to state S_S3;

S_S3: The output port for data transfer is chosen in this state, after the delay
presented by the signal cnt_t2, if the response signal from arbiter module named
‘trans_ack’ is set to be low level, then the request signal to arbiter module named
‘trans_req’ is set to be high level. Afterwards, the state machine goes to state S_S4;

S_S4: The state machines waits for the effectiveness of trans_ack, if trans_ack is
detected to be high level, then trans_req is set to be low level. Afterwards, the state
machine goes back to S_S0.

4 Experiment Results

First and foremost, the DA-XY routing algorithm is simulated with OPNET modeler, in
order to show the advantage of this routing algorithm. The ATNOC system is then
realized by System Verilog, and is implemented in the environment of Modelsim 10.0.

S_S0

reset

S_S1

S_S2

S_S3

S_S4

req_data+ & req_ctrl+/ack_ctrl+
& ack_data+

req_data- & req_ctrl-
/ack_ctrl- & ack_data-

cnt_t1+

cnt_t2+&trans_ack-
/trans_req+

trans_ack+/trans_req-

Fig. 3. The BM state machine of splitting module
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A fully asynchronous multiplier IP core is designed and realized to test the commu-
nication performance of the ATNOC. Several tests are conducted, and parallel com-
munication test is presented in this paper.

4.1 DA-XY Routing Algorithm Simulation Test

The DA-XY routing algorithm used in the ATNOC is simulated using OPNET mod-
eler. Uniform flow pattern data model is used, and the average latency and the
throughput rate of DA-XY routing algorithm, comparing with the classical XY routing
algorithm is analyzed. The ATNOC network size is designed as 8 × 8, and an inde-
pendent buffer is designed in the input port and output port of each routing node. The
simulation result is presented in Fig. 4.

From Fig. 4(a), the average latency is bigger with the increase of packet injection
rate. When the packet injection rate reaches 35 %, the average delay of XY routing
algorithm begins to increase continuously. While the packet injection rate gets to 45 %,
the average latency of XY routing algorithm is almost two times of the average latency
of DA-XY routing algorithm. The average delay of the two routing algorithm augments
massively when the packet injection rate arrives at 50 %.

From Fig. 4(b), the throughput begins to increase slowly while the packet injection
rate reaches 35 %. For the network using the XY routing algorithm, the throughput
achieves nearly saturated state at 35 % packet injection rate. While for the DA-XY
routing algorithm, the throughput achieves the saturated state at nearly 50 % packet
injection rate.

It could be concluded that because of the adaptive routing strategy of the DA-XY
routing algorithm, the throughput and average latency of the network is improved,
compared with the network using XY routing algorithm.

(a)                                                                  (b)

Fig. 4. Packet injection rate impact on network
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4.2 Parallel Communication Test

In the test, nodes (0,0), (3,0), (0,3) and (3,3) are designed as the master nodes. Nodes
(1,1), (2,2), (1,3) and (3,1) are designed as the slave nodes, where the 4 × 4 asyn-
chronous multiplier IP core is embedded in. The master node sends data to the salve
node, the slave node calls the asynchronous multiplier IP core and performs the mul-
tiplication, and finally the data calculated will be sent back to the master node. We take
several samples, like 3*3, 4*6, 3*12 and 6*8. The simulation result indicates that the
ATNOC could support multiple direction communication, and parallel multi-channel
communications.

Besides, the DA-XY routing algorithm is also simulated in the ATNOC platform.
And the result presents that the ATNOC could avoid seriously congested or mal-
functioning routing nodes. And by detecting the busyness of the output port, the
routing node could reasonably distribute the data to the suitable output port, and
effectively decrease the routing delays.

5 Conclusions

A new asynchronous NoC architecture using dynamic asynchronous routing algorithm
is proposed in this paper. Asynchronous circuit design methodology, including petri net
and BM FSM, is used to design a 4 × 4 ATNOC. The DA-XY routing algorithm is
designed as an IP core and embedded to the routing analysis module of the ATNOC.
Compared with the XY routing algorithm that most asynchronous NoC used, DA-XY
routing algorithm has better average latency and throughput. Besides, in each routing
node, hamming encoding and decoding is used to provide fault tolerance. The
experimental results show that the ATNOC could avoid seriously congested or mal-
functioning routing nodes. Therefore could reduce the routing delays. Moreover, it
could support self-adaptive routing, multiple direction communication, and parallel
multi-channel communications.
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Abstract. Individual privacy in genomic era is becoming a growing
concern as more individuals get their genomes sequenced or genotyped.
Infringement of genetic privacy can be conducted even without raw geno-
types or sequencing data. Studies have reported that summary statistics
from Genome Wide Association Studies (GWAS) can be exploited to
threat individual privacy. In this study, we show that even with differen-
tially private GWAS statistics, there is still a risk for leaking individual
privacy. Specifically, we constructed a Bayesian network through min-
ing public GWAS statistics, and evaluated two attacks, namely trait
inference attack and identity inference attack, for infringement of indi-
vidual privacy not only for GWAS participants but also regular individ-
uals. We used both simulation and real human genetic data from 1000
Genome Project to evaluate our methods. Our results demonstrated that
unexpected privacy breaches could occur and attackers can derive iden-
tity information and private information by utilizing these algorithms.
Hence, more methodological studies should be invested to understand
the infringement and protection of genetic privacy.

1 Introduction

In the era of genomic medicine, it is critical to share genomic information with
minimal worries about genetic privacy. To achieve this goal, we need to inves-
tigate human genetic data such as individual genotypes, and explore if and to
what extent genetic privacy [1–4] can be breached. Human genotype data is
sensitive by nature and belongs to the data type that should be dealt with
scrutiny and specific restrictions. For example, the Health Insurance Portability
and Accountability Act of 1996 (HIPAA) is deployed protects the privacy of
individually identifiable health information in the USA [5]. In response to the
HIPAA privacy rule, data collectors and supervisory organization must meet
the requirements that ensure the data analysts agree with privacy restrictions
according to USA Genetic Information Nondiscrimination Act of 2008 (GINA),
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and organizations should protect against all forms of genetic discrimination from
using individuals’ genetic information.

However, studies have shown that publicly available data not covered by
HIPAA protection (e.g. allele frequency of genetic variants) can be used to infer
identifiable personal information [1,6]. Taking Homer et al.(2008)’s research as
an example, they developed a method that can identify straightforward whether
a target with some known SNPs comes from an population with known allele
frequency [7]. It attracted more and more attention on the privacy disclosure of
the public dissemination of the genotype-related data and aggregate statistics
from the genome-wide association studies (GWAS) [8–10]. Hence, the database of
Genotypes and Phenotypes (dbGaP) was deployed to manage controlled access
to genotype data. However, even without raw genotype or sequence data, sum-
mary statistics can be exploited by attackers where such public information is
combined with health records and other online information [1,6]. One recent
study [11] showed that full identities of personal genomes can be exposed via
surname inference from recreational genetic genealogy databases followed by
Internet searches. They considered a scenario in which the genomic data are
available with the target’s year of birth and state of residency, two identifiers
not protected by HIPAA.

Our previous work [12] studied whether and to what extent the unperturbed
GWAS statistics can be exploited to breach the privacy of regular individuals
who are not GWAS participants. We introduced a framework based on Bayesian
networks that captures the associations between SNPs and traits mined from
public GWAS statistics in the GWAS catalog [13]. Two attacks, namely trait
inference attack and identify inference attack, which can be exploited to breach
genetic privacy of non-participant individuals, were formalized based on the
Bayesian network inference and empirically evaluated.

Several research works [14,15] have been conducted for the safe release of
aggregate GWAS statistics without compromising a participant’s privacy. Their
ideas were based on differential privacy [16]. According to [6,16,17], differential
privacy is defined as a paradigm of post-processing the output and is agnostic to
auxiliary information an adversary may possess, and provides guarantees against
arbitrary attacks. A differentially private algorithm provides an assurance that
the output cannot be exploited by the attacker to derive whether or not any
individual’s record is included.

In this paper, we focus on examining whether and to what extent the dif-
ferentially private GWAS statistics can still be exploited by attackers to breach
the privacy. As the differentially private GWAS statistics are perturbed with
noise, one conjecture is that the perturbed GWAS statistics will do no harm to
regular individuals. To examine this conjecture, we construct the Bayesian net-
work using the differentially private GWAS statistics, develop efficient formulas
to infer the probability of conducting these two attacks, and conduct empirical
evaluations of our formulas and algorithms on simulation and real human genetic
data. Our results reveal that these privacy protected statistics under differen-
tial privacy can still be employed by attackers to identity individuals or derive
private information.
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2 Differentially Private GWAS Statistics

2.1 Differential Privacy

We first revisit the formal definition and mechanism of differential privacy [17].
In prior work on differential privacy, a database is treated as a collection of rows,
with each row corresponding to the data of an individual. Here we focus on how
to compute GWAS statistics under differential privacy. The goal is to ensure
that the inclusion or exclusion of an individual in the GWAS dataset makes no
statistical difference to the results.

Definition 1 (Differential Privacy). A GWAS algorithm Ψ that takes as input
a GWAS dataset D, and outputs Ψ(D), preserves (ε)-differential privacy if for
all closed subsets S of the output space, and all pairs of neighboring datasets D
and D′ from Γ (D),

Pr[Ψ(D) ∈ S] ≤ eε · Pr[Ψ(D′) ∈ S], (1)

where D and D′ are two neighboring datasets that differ in only one record.

A general method for computing an approximation to any function f while
preserving ε-differential privacy is given in [16]. The mechanism for achieving
differential privacy computes the sum of the true answer and random noise gen-
erated from a Laplace distribution. The magnitude of the noise distribution
is determined by the sensitivity of the computation and the privacy parame-
ter specified by the data owner. The sensitivity of a computation bounds the
possible change in the computation output over any two neighboring datasets
(differing at most one individual’s record).

Theorem 1 (The Mechanism of Adding Laplace noise [16]). An algorithm A
takes as input a dataset D, and some ε > 0, a query Q with computing function
f : D → Rd, and outputs

A(D) = f(D) + (Y1, ..., Yd) (2)

where the Yi are drawn i.i.d from Lap(GSf (D)/ε) and GSf (D) :=
maxD,D′s.t.D′∈Γ (D) ||f(D) − f(D′)||1 is the global sensitivity of a function f .
The mechanism satisfies ε-differential privacy.

Differential privacy applies equally well to an interactive process, in which an
adversary adaptively questions the system about the data. Differential privacy
maintains composability, i.e., differential privacy guarantees can be provided
even when multiple differentially private releases are available to an adversary.

2.2 GWAS Catalog and Statistics

Case-control studies under the GWAS framework are usually conducted by com-
paring the genotypes of two groups of participants: individual with the trait
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(case group) and matched individuals without the trait (control group). Depen-
dent on genotyping platform, the number of SNPs genotyped in a GWAS setting
typically ranges from tens of thousands to tens of millions. From genotype data,
we can view that an SNP locus has two possible alleles, a risk allele and a non-
risk allele. The risk allele is the allele that is more frequent in the case group
comparing with the control group. The odds ratio, which is defined as the ratio
of the proportion of individuals in the case group having a specific allele, and the
proportion of individuals in the control group having the same allele, is often
used to report the difference. When the allele frequency in the case group is
higher than in the control group, the odds ratio will be higher than 1. Addition-
ally, a p-value for the significance of the odds ratio is typically calculated using a
simple chi-squared test. Those SNPs whose odds ratios are significantly different
from 1, along with the statistics (e.g. p-value and odds ratio) are curated as the
GWAS catalog [13].

Specifically, we can extract the following data from the GWAS catalog: a
trait set T , which contains m traits, and an SNP set S, which contains n SNPs.
For each specific trait Tk ∈ T , we have a subset of associated SNPs. For each
associated SNP Sj , we can extract its corresponding risk allele type (rSNPkj)
associated trait Tk, the odds ratio Okj of the association test, and the risk allele
frequency in the control group f t

kj .
Though not directly given in the GWAS catalog, the risk allele frequency in

the case group can be derived from the corresponding odds ratio and the risk
allele frequency in the control group. For an SNP Sj associated with a trait Tk,
with the released odds ratio (Okj) and the risk allele frequency in the control
group f t

kj , the risk allele frequency in the case group fc
kj can be derived as

fc
kj =

Okj · f t
kj

Okj · f t
kj + 1 − f t

kj

. (3)

2.3 Differentially Private GWAS Statistics

Differential privacy has been significantly studied from a theoretical perspective
[18–21]. Enforcing differential privacy in genomic data has been recently pro-
posed [14,15], where classical GWAS statistics and models (e.g., the allele fre-
quencies of cases and controls, chi-square statistic and p-values) were explored.

We use x = {x1,x2, ...,xnc+nt
} to denote a GWAS data set that contains nc

cases and nt controls. Each SNP profile xi contains N SNPs. The purpose of a
typical GWAS study is to identify K SNPs that are significantly associated with
the trait under study. For each SNP, we can easily derive that the risk allele
frequency in the case (control) group fc (f t) has a global sensitivity of 1

nc
( 1

nt
)

where nc(nt) is the number of individuals in the case (control) group. The sensi-
tivity of various statistics used for statistical tests between a given SNP and the
trait can also be derived straightforwardly. For example, the sensitivity values of
chi-square statistic and p-values were derived in [14] and those sensitivity values
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are small. For those statistics with large sensitivity values (e.g., the sensitivity of
odds ratio is infinity), we can use perturbed risk allele frequencies to indirectly
calculate them.

One naive approach for differentially private releasing K significant SNPs
based on a given statistics Φ (e.g., chi-square statistic) is to add the Laplace
noise Lap(N

ε GSΦ) to the true statistic value of each of N SNPs and then output
K SNPs with most significant perturbed statistics values. However, this naive
approach is infeasible in GWAS because the noise magnitude of Lap(N

ε GSΦ) is
very large due to the large number of SNPs (N). In [18], the authors developed
an effective differential privacy preserving method on how to release the most
significant patterns together with their frequencies in the context of frequent
pattern mining. The authors in [14] adapted this method to GWAS and aimed
to release K most significant SNPs. This algorithm achieves ε differential privacy,
with the magnitude of added noise proportional to K rather that to N . This
is more efficient since that the number of significant SNPs (K) is much smaller
than the number of total SNPs (N).

Here, we assume we are not able to access the raw SNP genotype data, while
we have access to significant SNPs Γ associated with a trait via the released
GWAS catalog. Thus we add the Laplace noise directly to the statistics of those
SNPs Γ. In particular, for each significant SNP, we add the Laplace noise of mean
zero and magnitude of Lap( 2K

εnc
) (Lap( 2K

εnt
)) to the risk allele frequency in the

case group fc (in the control group f t), and then use the perturbed frequencies
to calculate the odds ratio. Recall that the risk allele frequency in the case
(control) group fc (f t) has a global sensitivity of 1

nc
( 1

nt
). Algorithm 1 shows

our detailed algorithm. The perturbed odds ratio values are used to construct
the two-layered Bayesian network.

Algorithm 1. Differentially Private Genome-wide Association Study.
Input: The genotype profile dataset x = {x1,x2, ...,xnc+nt} containing nc cases and
nt controls in terms of a total number of N SNPs; the number of most relevant SNPs
to be released K; the sufficient statistic function F ; the privacy parameter ε0, ε.
Output: The K most relevant SNPs with corresponding noisy statistics.
1: Compute the sufficient statistics F (x) for each of the N SNPs and perturb each

real value with the Laplace noise of mean zero and magnitude of Lap( 4K
ε0

GSF ).
2: Pick K most relevant SNPs in terms of the noisy F (x). Let this set be denoted as S.
3: Perturb the true value F (x) with the new Laplace noise with mean zero and mag-

nitude of Lap( 2K
ε0

)GSF and output S.
4: Calculate and output other related statistics to be released for the SNPs in S, for

example risk allele frequency in control f t and that in case fc, under differ-
ential privacy with additional amount of privacy parameter ε based on their
corresponding global sensitivity.
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3 Attack Inference Based on a Bayesian Network

3.1 Constructing a Bayesian Network from Perturbed GWAS
Statistics

A Bayesian network G = (V,E) is a Directed Acyclic Graph (DAG), where the
nodes in V represent the variables and the edges in E represent the dependence
relationships among the variables. The dependence/independence relationships
are graphically encoded by the presence or absence of direct connections between
pairs of variables. Hence a Bayesian network shows the (in)dependencies between
the variables qualitatively, by means of the edges, and quantitatively, by means
of conditional probability distributions which specify the relationships.

In GWAS, we distinguish between two different sets of variables: the set T
of the m traits, Tk, and the set S of the n SNPs, Sj . Each trait Tk is a binary
random variable taking values in the set {1, 0}, where 1 stands for the presence
of the trait of a participant and 0 stands for the absence. Similarly, each SNP Sj

has its domain in the set {1, 0}, where 1 stands for the SNP has the risk allele
and 0 otherwise. Throughout this paper, we use upper-case alphabets, e.g., X, to
represent a variable; bold upper-case alphabets, e.g., X, to represent a subset of
variables. We use lower-case alphabets, e.g., x, to represent a value assignment
of X; bold lower-case alphabets, e.g., x to represent a value assignment of X.

We adopt the approach [12] to build a two-layered Bayesian network from
the aforementioned perturbed GWAS statistics. The constructed network is com-
posed of two layers, the trait layer and the SNP layer, with edges only going from
trait nodes to SNP nodes. Each node at the top level denotes a specific trait;
while each node at the second level denotes an SNP. If an SNP(Sj) is associated
with a trait(Tk), a directed edge is added from Tk to Sj . The conditional proba-
bility table associated with each node is populated with the derived information
from the perturbed GWAS statistics.

With the Bayesian network constructed from the perturbed GWAS statistics,
we can calculate the joint probability for any desired assignment of values to
variables sets S (SNPs), T (traits) by

P (s, t) =
∑

T′

( ∏

S∈S

P (s|Par(S)) ·
∏

T∈T

P (t) ·
∏

T ′∈T′
P (t′)

)

(4)

where lowercase s and t denote value assignment to variable sets S and T,
T′ denotes the set of all the parent traits of the SNPs in S except for those
already contained in T, i.e., T′ = Par(S)\T, and

∑
X f(x) means to sum up all

f(x) going through all instances of attributes X (i.e., all value combinations of
attributes in X).

Additionally, we can calculate the conditional joint probability for any desired
assignment of values to variables sets Sx,Tx given the observed assignment of
variables sets Sy,Ty by

P (sx, tx|sy, ty) =
P (sx, tx, sy, ty)

P (sy, ty)
(5)



Infringement of Individual Privacy 361

where Sx and Sy denote the set of SNPs, Tx, Ty denote the set of traits, and
the joint probability P (Sx,Tx,Sy,Ty) and P (Sy,Ty) can be calculated Eq. 4.

Equations 4 and 5 are straightforwardly derived by following the marginal-
ization strategy in the reasoning process of the Bayesian network. Note that we
do not need to involve all variables in our summation to calculate P (S,T) and
we can apply marginalization by summing out ‘irrelevant’ variables. In our two-
layer Bayesian network, irrelevant variables include all nodes that are not in the
ancestor subgraph for the set of variables of interest (S,T).

3.2 Inference Attacks Based on a Two-Layered Bayesian Network

The constructed Bayesian network, which captures the conditional dependency
between SNPs and their associated traits, is used as background knowledge for
two attacks.

Trait Inference Attack. We assume that an attacker has stolen genotype
profile of the target and aims to derive the probability that the victim has a
specific trait using the constructed Bayesian network. The probability of the
prevalence of a specific trait, which is retrievable from the literature or the
internet, is used as the prior probability that the target has the specific trait. The
attacker can improve his/her guess by calculating the posterior probability of the
target having the trait by inferring from with the target’s genotypes. Formally,
we represent the genotype of a target v as a vector, rv = (rv1, rv2, · · · , rvn),
with each entry rvj denoting the allele type of SNP j. The attacker aims to
learn the posteriori probability P (tk|rv) that the target has a specific trait Tk

given the target’s genotype profile rv using the constructed Bayesian network.
The posteriori probability P (tk|rv) can be calculated by

P (tk|rv) = P (tk|Chd(Tk)) =
P (tk) · ∏

S∈Chd(Tk)
P (s|tk)

∑
Tk

P (tk) · ∏
S∈Chd(Tk)

P (s|tk)
, (6)

where Chd(Tk) denotes children SNP nodes of trait Tk.
Instead of conducting inference based on the whole Bayesian network G, the

attacker can simply identify the subgraph Gk that contains all children SNPs of
the target trait Tk, and then calculate the posterior probability following Eq. 6.

Identity Inference Attack. We assume that the attacker has access to an
anonymized genotype dataset that contains the target’s genotype record and
the attacker knows a subset of traits the target has. Formally, we denote
the anonymized genotype profile dataset as R, where each record ri =
(ri1, ri2, · · · , rin) represents the genotype profile of an anonymized individual
i. We assume that the genotype profile of the target rv is contained in R, and
the attacker knows T�, a subset of traits the target has. The attacker aims
to learn the posteriori probability P (ri = rv|t�) that the genotype record ri

corresponds to the target using the constructed Bayesian network.
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For each genotype record ri ∈ R, the posterior probability P (ri|t�) is

P (ri|t�) =
∑

T′

( |ri|∏

j=1

P (rij |Par(Sj)) ·
∏

T ′∈T′
P (t′)

)
, (7)

and the probability that ri belongs to the target v is

P (ri = rv |t�) =
P (rv |t�)

∑|R|
i=1 P (ri|t�)

=

∑
T′
(∏|rv|

j=1 P (rvj |Par(Sj)) ·
∏

T ′∈T′ P (t′)
)

∑|R|
i=1

∑
T′
(∏|ri|

j=1 P (rij |Par(Sj)) ·
∏

T ′∈T′ P (t′)
)

(8)

where T′ = T \T�.
Since the calculation of P (ri = rv|t�) shown in Eq. 8 involves summation over

T′. We present a simplified formula. For each genotype record, the probability
that ri belongs to the target v is

P (ri = rv|t�) =

∏|ri|
j=1 P (rij |Par(Sj))

∑|R|
i=1

∏|ri|
j=1 P (rij |Par(Sj))

. (9)

Identity inference attack describes a possible approach an attacker could take
to identify the target individual’s record in the dataset. Based on this attack, the
attacker can also infer other private information of the target individual. For exam-
ple, after deriving the probability that each record in the genotype dataset belongs
to the target individual, the attacker can further derive any other trait that the tar-
get may have, based on the genotype information contained in the dataset. Assume
the attacker also knows the target individual has a subset of traits, TS . The prob-
ability that the target has a new trait Tnew can be derived as

P (tnew|rv ∈ R, t�) =
|R|∑

i=1

P (ri = rv|rv ∈ R, t�) × P (tnew|ri). (10)

4 Evaluation

We conduct experiments to evaluate how the trait inference attack and the iden-
tity inference attack work based on the Bayesian network constructed from the
differentially private statistics. Our evaluation is based on the 85 Utah residents
with ancestry from northern and western Europe (CEU) from the 1000 Genomes
Project. In our experiments, we choose two privacy threshold values, ε = 2 and
ε = 0.2, which represent two settings for reasonable privacy preservation in
GWAS. For each ε, we follow the procedure in Sect. 2.3 to derive the differential
privacy preserving statistics and then construct the Bayesian network.

Table 1 shows the comparison of the trait inference attack. Column P (tk = 1)
shows the prevalence of the trait in population. Columns P (tk = 1|rij = 1),
P (tk = 1|rij = 1)(ε = 2), and P (tk = 1|rij = 1)(ε = 0.2) show the average prob-
ability that the 85 CEU participants from the 1000 Genomes Project has each
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Table 1. Differential private posterior probability of certain trait considering one SNP.

Index P (tk = 1) P (tk = 1|rij = 1) P (tk = 1|rij = 1)(ε = 2) P (tk = 1|rij = 1)(ε = 0.2)

1 0.05 0.0751 0.0749 0.0749

2 0.0701 0.0670 0.0679

3 0.0584 0.0581 0.0571

4 8E-5 1.54E − 4 1.59E − 4 1.49E − 4

5 0.056 0.0923 0.0934 0.2637

6 0.036 0.023 0.023 0.023

7 0.10 0.2031 0.2054 0.2055

8 0.0303 0.0360 0.0360

9 0.0258 0.0300 0.0301

10 0.16 0.1991 0.1992 0.1986

trait under three compared scenarios, using directly released GWAS statistics,
2-differentially private statistics, and 0.2-differentially private statistics, respec-
tively. The results from Table 1 shows that most of the average probabilities are
significantly different than the corresponding prior probability of having a trait.
We are interested in how the derived posterior probabilities using perturbed
statistics are different from those using the original statistics. We define the
average absolute relative error as γ(ε) = 1

K

∑K
j=1

|P (tk=1|rij=1)−P ε(tk=1|rij=1)|
P (tk=1|rij=1)

.
Our results show γ(2) = 0.0408 and γ(0.2) = 0.2282, which indicate the more
rigorous privacy protection incurs more loss of attack performance in terms of
accuracy.

We also use the differentially private statistics to run the identity inference
attack again on ‘CEU’ dataset. In Table 2, each row corresponds to some certain
number of traits the target individual has. The columns under label ‘Original’,
‘ε = 2’ and ‘ε = 0.2’ denote the average probability of correctly identifying

Table 2. Average probability of identity inference attack with different amount of
background knowledge.

|T�| P (ri = rv|T�)

Original ε = 2 ε = 0.2

ave std ave std ave std

1 0.0697 0.0321 0.0645 0.0275 0.0325 0.0075

2 0.1493 0.0312 0.1320 0.0576 0.0646 0.0229

3 0.2503 0.1138 0.2118 0.0916 0.0978 0.0497

4 0.3725 0.1578 0.3032 0.1348 0.1230 0.0923

5 0.5158 0.2047 0.4079 0.1911 0.1360 0.1484

6 0.6792 0.2565 0.5323 0.2657 0.1340 0.2200
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Fig. 1. Average Probability of Identity Inference Attack with Different Amount of
Background Knowledge. (Color figure online)

the target individual P (ri = rv|t�) calculated with original value of GWAS
statistics, the 2-differentially private GWAS statistics, and the 0.2-differentially
private GWAS statistics respectively. For each scenario, we use ‘ave’ and ’std’
to denote the mean and the standard deviation. We can easily observe from
Table 2 and Fig. 1 that the average probability of correctly identifying the target
individual P (ri = rv|t�) increases as the number of known traits increases under
three scenarios. This observation shows that the more background knowledge
the attacker has, the more likely the target individual can be identified. We are
interested in how the performance of the identity inference attack is affected
by the perturbed GWAS statistics. We can see that the attack performance
is significantly decreased when GWAS statistics are distorted under rigorous
privacy protection. For example, as the last row shows, when |T�| = 6, the
accuracy of the attack decreases from 0.6792 to 0.5323 (ε = 2), and further to
0.1340 (ε = 0.2). However, the probability (0.1340) that the target individual
being correctly identified under ε = 0.2 is still an order high than the probability
of random guess (0.0116).

5 Conclusions and Future Work

In summary, we constructed a Bayesian network from perturbed GWAS catalog
and explored whether an attacker can get the private information from public
population and to what extent if so. We evaluated two types of attacks, trait
inference attack and identity inference attack respectively. Both of these two
attacks derive private information by using the GWAS public catalog data that
capture the relationship between SNPs and their associated traits. Using both
simulated and real human genetic data, we found that both of these two attacks
can be real threat to the privacy of general population, even when the GWAS
statistics are already perturbed under differential privacy. In our future work,
we will further incorporate trait-trait relationships and/or SNP-SNP correlations
into our perturbed Bayesian network and develop new inference algorithms on
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the network. We aim to develop methods that could protect data privacy or
could release GWAS statistics with less threat for general population.
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Abstract. In recent years, preserving individual privacy when publishing tra-
jectory data receives increasing attention. However, the existing trajectory data
privacy preserving techniques cannot resolve the anonymous issues of
large-scale trajectory databases. In traditional clustering constraint based tra-
jectory privacy preserving algorithms, the anonymous groups lack of diversity
and they cannot effectively prevent re-clustering attacks against the character-
istics of publishing data. In this thesis, a segment clustering based privacy
preserving algorithm is proposed. Firstly, the original database is divided into
blocks and each block is treated as a separate database. Then, the trajectories in
each block are partitioned into segments based on the minimum description
length principle. Lastly, these segments are anonymized with cluster-constraint
strategy. Experimental results show that the proposed algorithm can improve the
safety and have good performance in data quality and anonymous efficiency.

Keywords: Privacy preserving � Large-scale databases � Trajectory data
publishing � Segment clustering

1 Introduction

Privacy preserving issues for trajectory data publishing have a critical significance in its
development, and have become a hot research topic [1]. Due to the characteristics of
trajectory data such as large-scale, high-dimension, and rich-background, the research
on privacy preserving issues is facing severe challenges [2, 3].

The existing privacy preserving methods for trajectory data publishing mainly
transform the trajectory anonymous problem into the trajectory clustering constraint
problem to protect user’s privacy [4, 5]. In those methods, the trajectory data is
clustered according to the similarity firstly. Then, the generated clustering groups are
transformed into corresponding anonymous groups by using the constraint operations.
Among them, the constraint operations include suppression, generalization, feature
release technology and space translation technology. In traditional clustering con-
straints based trajectory privacy preserving method, the trajectory database exist the
problem of lack of diversity in the anonymous group and is vulnerable to re-clustering
attacks. Furthermore, the existing trajectory anonymous techniques are mainly applied
to simple trajectory database. When they are used to the anonymous issues of
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large-scale trajectory databases directly, there are some problems such as more diffi-
culty and lower data quality.

Aiming at the above problems, this paper mainly focuses on the privacy preserving
issues in the publishing of large-scale trajectory databases, and using the trajectory
blocking techniques to improve the anonymous time and enhance the anonymous
quality. A trajectory privacy preserving algorithm based on segment clustering is
proposed and implemented. In our algorithm, the raw database is partitioned into
blocks firstly. And then, the blocks of the trajectories are partitioned into segments
based on the minimum description length (MDL) principle. Then, these segments are
anonymized based on the cluster-constraint strategy.

The rest of this paper is organized as follows. Section 2 describes the related work.
Section 3 proposes a segment clustering based privacy preserving algorithm for tra-
jectory data publishing. Section 4 reports the experimental results. Conclusions are
drawn in Sect. 5.

2 Related Work

In recent years, people have done a lot of research on the privacy preserving issues for
trajectory data publishing [6–10]. Most of these researches are major in disturbing
trajectory data, generalizing or characterizing their release based on k-anonymity model
[11]. Of all the schemes, k-anonymity technology is applied most commonly. The
k-anonymity model is a kind of technology proposed by Sweeney for relational data
privacy preserving. In k-anonymity model, the attributes in each tuple are divided in
quasi-identifiers and sensitive attributes [12], and doing the anonymous process to the
quasi-identifiers in each record to make there are at least k-1 records has the same
quasi-identifiers in the database. For the k-anonymity processing on relational datasets,
the researchers generally used generalization and inhibition technology to make the
probability for an attacker to identify a specific user decreased to 1/k. However, since
the trajectory data has high dimensions, temporal and spatial correlation, and the
characteristics of background knowledge, so it will not be able to divide data into fixed
quasi-identifiers and the sensitive attributes. These methods based on k-anonymity for
relational data cannot effectively be used directly in the trajectory dataset.

Abul et al. are the first one to transform the anonymity problem into a constrained
trajectory clustering problem to achieve privacy preserving [13]. And on the basis of
k-anonymity, they propose the (k, δ)-anonymity model using the inherent uncertainty
of positioning system [14]. Abul et al. cluster the trajectory with the same period of
time according to Euclidean distance, and get the cluster group which is composed of
the trajectories with similar distance. Then, they distort the trajectories in each clus-
tering groups. After data processing, for any trajectory, it has at least k-1 the same
trajectory under the uncertainty threshold k. Subsequently, Abul puts forward the
improved algorithm of W4M [10], use EDR [12] instead of the Euclidean distance as
the similarity function in trajectory clustering process. They improved of each trajec-
tory requires at the same time interval in Euclidean distance, the trajectories in different
time range can be clustered together to form a cluster group. Nergiz [9] also adopted
the strategy of constraining after clustering, then generalizing each trajectory in a
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clustering group. Generalization refers each sampling point moment all covered with a
rectangular area, and only released the generalized trajectories locate in the rectangular
region. Although the privacy preserving degree of this kind of algorithm is high, but it
can only support simple aggregation analysis, and could not be applied to other
applications such as behavior pattern discovery and the mining of association rules.

In all the above clustering constraint based strategies in trajectory data privacy
preserving, they regard the entire trajectory as the basic unit for clustering. Although,
they can reduce the probability that the attackers can identify the user’s particular
location information to 1/k. However, they neglect the problem that take a trajectory as
a whole while clustering will make the distortion degree very big in the constraint
process and the trajectories lack of diversity in the clustering groups after constraints,
so they cannot effectively prevent re-clustering attacks [16]. At the same time, once the
existing research achievements are applied to large-scale trajectory databases, they will
face the problem of a great difficulty in anonymity and the low data quality.

3 Segment Clustering Based Privacy Preserving Algorithm
for Trajectory Data Publishing

3.1 Overall Design of SC-TDP Algorithm

Aiming at the difficulty in publishing large-scale trajectory data, and the lack of
diversity in the anonymous group of traditional trajectory algorithm that cannot resist
the re-clustering attacks, this paper presents a segment clustering based privacy pre-
serving algorithm for trajectory data publishing(SC-TDP for short), see Algorithm 1.

In the trajectory privacy preserving algorithm SC-TDP, the raw database is parti-
tioned into blocks firstly. And then, the blocks of the trajectories are partitioned into
segments based on the MDL principle. Then, the segments of the trajectories are
clustered by using linear time-tolerant distance function (LSTD for short). Finally,
these segments are anonymized with cluster-constraint strategy. To adapt to large-scale
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database, the original database is partitioned into blocks by rough distance function (O
(1)) before segment, clustering and anonymization in this algorithm. During clustering,
this algorithm uses the modified LSTD function to clustering these trajectories. Unlike
the existing algorithm, SC-TDP algorithm considers the trajectory’s characteristics of
space and time fully.

SC-TDP algorithm mainly contains the following four stages:

1. Database blocking: The algorithm partitions the similar trajectories in the original
database into blocks by rough distance function (O(1)). Therefore, the similar tra-
jectory are divided into the same block. For a given anonymous threshold value k, the
size of the block should be 20 k and the last block contains 2*20 trajectories at most.

2. Trajectory segmenting: The algorithm segments each block according to the
behavior characteristics of the trajectories, and based on MDL principle. To ensure
the availability of segments, and considering trajectory’s characteristics of space
and time in the clustering stage, this algorithm introduces the concept of time π. The
detailed trajectory segmenting algorithm will be introduced in Sect. 3.2.

3. Trajectory clustering: This stage uses clustering algorithm base on the Greedy
strategy to clustering the segments of these trajectories. The k-1 trajectories those
are closing to the central trajectory form a clustering group by using LSTD function.
By deleting some abnormal trajectories, all trajectories in the clustering group are
placed in a small cylinder.

4. Spatio-temporal editing perturbation: This stage use the technique of spatio-
temporal editing perturbation based on the result of clustering stage. The position of
minority trajectories are perturbed, by computing whether a matching point is
within the scope of δ/2 radius to the point in the center of trajectory. Finally, each
clustering group is changed into a (k, δ)-anonymized set.

The SC-TDP algorithm’s input is original trajectory database D, anonymous
threshold value k, uncertainty threshold δ and time granularity π. Firstly, the original
database is partitioned into blocks (line 3). The size of each block is 20 k. Secondly,
each block is divided into segments based on the time granularity π (line 5). Then, for
the equivalence classes whose segment number are greater than k, the algorithm make
them clustering, and ensure that each cluster group has at least one k segments (line 9).
Finally, each clustering group is handled with the technique of spatio-temporal editing
perturbation. Then, these segments are re-compounded and published. The value of
parameter Max_Trash is initialized automatically in the first line of the algorithm (the
default size is ten percent of the original trajectory database). The value of Max_Trash
specifies the maximum number of trajectory segments that can be deleted.

3.2 Trajectory Segmenting Algorithm

In order to solve the weighing problem of accuracy and simplicity, this paper intro-
duced the MDL principle which is widely used in information theory. The trajectory
segment problem is converted into a minimum description length problem to be solved,
and use the least number of segments to describe the characteristics of the trajectory.
The cost of MDL is mainly composed of two parts [17]: L(H) and L(D|H), where H is
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hypothesis, D is the data to be described. L(H) is the bit length required to describe
hypothesis H, L(D|H) is the bit length to describe D when we use the hypothesis H to
encode data D. For a given data D, the best hypothesis H is a hypothesis that can make
the minimum sum of L(H) and L(D|H), namely

H ¼ arg minHðLðHÞþ LðD Hj ÞÞ ð1Þ

In the above MDL, the hypothesis H corresponds to a trajectory segment result. For
a trajectory, L(H) describes the number of bits required, it can effectively reflect the
simplicity of the trajectory segment. When the value of L(H) is larger, the trajectory
segment is less simplicity. L(D|H) is the number of bits required when describes the
difference between the trajectory segments and the original trajectory. When the L(D|
H) is larger, the accuracy is lower. Obviously, the hypothesis H that meets MDL is the
segment result that can maximize the sum of simplicity and accuracy. Therefore, the
optimal trajectory segment problem is equivalent to the use of MDL principle to find
the optimal hypothesis that can represent a trajectory.

Since the high cost of obtain the optimal trajectory segment based on MDL prin-
ciple, we use the greedy algorithm to find the closest optimal segmentation results. In
our algorithm, MDLpar pi; pj

� �
represents the MDL cost (L(H) + L(D|H)) when there

are only two feature nodes pi and pj in a trajectory from pi to pj, that is to say, there is

only one trajectory segment pipj. MDLnopar pi; pj
� �

represents the MDL cost (L(H) + L

(D|H)) when there are no trajectory segment in a trajectory from pi to pj. Since the
original trajectory is not divided into segments, the value of L DjHð Þ is equal to 0, and L
(H) is the number of binary bits required when describes the original trajectory. In this
case, to a longest trajectory segment pipj, a local optimal result of the algorithm is
k 2 ½i; j� and it satisfy MDLpar pi; pkð Þ�MDLnopar pi; pkð Þ: If MDLpar pi; pkð Þ is lower
than MDLnopar pi; pkð Þ, it means the cost of choosing pk as feature nodes is lower than
not choosing them as feature nodes. In order to realize the simplicity of trajectory
segment, the algorithm always tries to increase the length of the trajectory segment.
The pseudo-code of trajectory segments algorithm (SC-TDP_part for short) can be seen
in Algorithm 2.

In SC-TDP_part algorithm, the input is the original trajectory dataset Dc nd the time
interval π. The output is the equivalence class Dec which is composed of all the
equivalence classes that meet the time interval π. In the algorithm, s i½ � means the
sampling node of trajectory in time i. s i; j½ � means the part of trajectory τ which locates
between time interval i and j (i\j). D i;j½ � means the equivalence class which is com-
posed of trajectory segments, where i is the started time, and j is the finished time.

The algorithm starts from the nodes whose first sampling time is the integer
multiple of π (line 3). For the sampling nodes locate at time interval π, our algorithm
calculates the MDL cost of choosing it as feature node and not as a feature node
separately (lines 7–8). Then, the trajectory segment between the two feature nodes is
putted into corresponding equivalence classes (line 10). The algorithm abandons those
parts of the trajectory locate besides the first feature node and the last feature node for
simple. At last, all the trajectory segments are putted into corresponding equivalence
classes (line 11).
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4 Experimental Study

In this experimental study, we compare our proposed algorithm which is disposed by
blocking and LSTD function with the traditional algorithm NWA, and test the per-
formances in the aspects of running time and data quality.

4.1 Experimental Datasets and Setting

In this article, we use two moving object datasets to carry out experiments of
anonymization. One is the real-word trajectory dataset, and the other one is generated
using network-based generator of moving objects. The real-word trajectory dataset
comes from GeoPKDD project. It contains a set of trajectories of moving cars which is
obtained by GPS equips in the city of Milan (Italy) in April 2007. After simple
preprocessing, this database contains 45 k trajectories and about 4.7 M spatio-temporal
points. This dataset is manifested as Milian. The second database was generated by
network-based generator of moving objects. This generator is provided by Brinkhoff in
[15]. It contains 100,000 trajectories and manifests one day movement over the road
network of Oldenburg (Germany). Since the traditional NWA algorithm cannot be used
to the anonymization of large-scale trajectory databases, therefore, we only use
SC-TDP algorithm to the anonymization of Milan dataset.

Table 1 shows the statistical information of the two datasets. Among them, radius
(D) is the half-diagonal of the minimum bounding box, |D| is the number of trajectories,
Points is the number of spatio-temporal points, Max length is the maximum number of
points in one trajectory, and Avg.step manifest the average step.
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All the experiments were performed on a quad-core PC compatible machine with
Intel(R) Core(TM) 2 Quad 2.83 GHz processor, 4 GB of RAM, and Windows 7
platform. The algorithm is implemented in C language. The parameter max_radius is
set to 0.5 % of the diagonal of the minimum bounding box. The parameter Max_Trash
is the maximum number of trajectories that can be suppressed, and is set to 10 % of the
dataset. While using EDR in the stage of clustering, dx and dy are set to four times the
uncertainty parameter δ, dt = 4*δ/average_speed, where average_speed is the average
speed of all the moving objects in the dataset to be anonymized.

4.2 Running Time

Table 2 showed the running time comparison of using NWA and SC-TDP algorithm to
the anonymization of Oldenburg dataset, where δ = 1000. From Table 2, we can see
that the running time increases while the uncertainty threshold value of k increasing.
Our proposed SC-TDP algorithm cost only one order of magnitude time than the
traditional NWA in anonymizing the Oldenburg dataset, though our algorithm contains
more process steps for privacy preserving than NWA.

Table 1. Statistics of moving objects database

Parameter name Value1 Value2

D Milan Olden
Radius(D) 298328.6 35779.3
|D| 45639 100000
Points 4729613 4780954
Max length 287 141
Avg.step 2541.9 124.5

Table 2. The runtime test for anonymous publication

k NWA(seconds) SC-TDP(seconds)

10 0.5*103 0.25*103

20 0.6*103 0.7*103

30 0.7*103 0.05*104

40 0.75*103 0.17*104

50 0.8*103 0.25*104

60 0.85*103 0.3*104

70 0.89*103 0.39*104

80 0.9*103 0.49*104

90 0.91*103 0.6*104

100 0.92*103 0.6*104
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4.3 Distortion Degree of Range Query

We use the distortion degree of range query to compare the results between queries on
the original dataset D and the anonymized version D

0
. Since the location of a moving

object s changes continuously, we may ask if the condition that every possible motion
curve fPMCs is inside the region R(inside R; tð Þ) is satisfied sometime or always within a
timestamp tb; te½ �. We focus only on the two extreme cases, Possibly_Sometime_Inside
(PSI) and Definitely_Always_Inside (DAI), where

Possibly Sometime Inside s;R; tb; teð Þ � ð9fPMCsÞð9t
2 tb; te½ �inside R; fPMCs tð Þ; tð Þ

Definitely Always Inside s;R; tb; teð Þ � ð8fPMCsÞð8t
2 tb; te½ �inside R; fPMCs tð Þ; tð Þ

Since the large length of trajectories and the complexity of the city road, the
traditional algorithm NWA cannot be used in the anonymization of large-scale Milan
dataset. Thus, the experiment on the distortion degree of range query only used
SC-TDP algorithm. The value of δ is set to different values to make comparison. In the
experiment, we take different values of uncertainty value k and δ to compute the
distortion degree of range query, and δ is set to 200, 400 and 600.

From Figs. 1 and 2, it can be seen that both the error rate of PSI and DAI grows up
with the increase of value k. Possibly_Sometime_Inside range queries have a distortion
below 1 for all values of k and δ. For Definitely_Always_Inside range queries, the
distortion introduced grows to above 1 for all the different δ when k = 50. We can also
see that, the error rate grows up for smaller value of δ.

From the experiments result of running time and the range query error rate, we can
conclude that our proposed algorithm can gain in efficiency without paid in terms of the
quality of anonymization.
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Fig. 1. Possibly_Sometime_Inside range query error rate
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5 Conclusions

Nowadays, privacy preserving data publishing is receiving widespread attention. In this
article, we addressed the anonymous problem of publishing large-scale trajectory
database. We introduced the technique of dividing the original track database into
blocks, and proposed a segment-clustering based privacy preserving algorithm which
turned the trajectory segment problem into the optimization problem based MDL. Our
proposed algorithm guaranteed the characteristic diversity of the trajectories by
dividing the trajectories into segments before clustering them. To evaluate the per-
formance of our proposed algorithm, we conducted the experimental study on both
synthetic datasets and real datasets. The results demonstrated that our approach can
ensure the quality of the data and the anonymous efficiency while preserving the
privacy of the users.
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Abstract. Vehicular ad-hoc Networks (VANETs) have inherent high mobility
and take data forwarding as a basic mechanism to share information among
vehicles. Selective forwarding attack, in which malicious nodes deliberately
drop data packets, destroys the integrity of data and hurts the validity of real
VANETs applications. Because malicious nodes usually masquerade themselves
as normal nodes and collude with each other whenever possible, it is hard to
obtain clear and direct evidence of selective forwarding attacks. In this paper,
we address the issue of detecting selective forwarding attacks by building a
trust system. The proposed approach to maintain this system mainly includes
(1) local and global detection of attacks based on mutual monitoring among all
nodes, and (2) detection of abnormal driving patterns of malicious nodes. Since
both in-band and out-band information is utilized, our approach is effective in
relatively low-density road conditions and resilient to various scenarios, such as
different rate of malicious occurrence or different road’s range. The extensive
simulations demonstrate that our approach achieves a high fault tolerance by
choosing most reliable nodes for information delivery, while at the same time
identify malicious nodes with relatively high accuracy.

Keywords: VANETs � Selective forwarding attack � Detection � Driving
pattern

1 Introduction

With rapid progress in wireless communication and mobile network, Vehicular Ad-hoc
Network (VANET) has become an important and basic part in modern intelligent
transportation systems. In VANETs, important information, e.g. accidents, can be
disseminated to all vehicular nodes through the ad-hoc networks [1], so as to ensure
driving safety, to improve transportation efficiency, or to provide data communication
services [2, 3]. Efficient data delivery is clearly a key technique for service provisioning
in VANETs applications.

Due to the mobile ad-hoc nature of VANETs, the vehicular nodes usually rely on
multi-hop forwarding [4] to transmit data. Note that the vehicular nodes usually move
at a flexible context. The data forwarding among them is thus vulnerable to various
network attacks.
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A typical attack is selective forwarding [6]. By masquerading itself as a normal
node, a malicious node is able to hijack the forwarded data and then randomly or
selectively drops the data packets. Therefore the downstream nodes of that malicious
node cannot receive integrated data, probably causing not only unpredictable but serious
consequences.

Because malicious nodes usually masquerade themselves as normal nodes and
collude with each other whenever possible, it is hard to obtain clear and direct evidence
of selective forwarding attacks. At the same time, the forwarded data traffic is highly
dynamic and hard to control under network-wide inconsistence. As a result, general
techniques to detect malicious attacks in VANETs often fail to identify the behavior of
selective forwarding. The existing proposals to detect forwarding attacks usually
require global information and incur intensive communication cost, which cannot be
applied to real large-scale VANETs.

In order to address the above issue, we in this paper propose a trust-based system
[7] for detecting selective forwarding attacks. The insight behind our design is that
selective forwarding attack must have direct or indirect reflections in a VANETs. The
direct reflection refers to the apparent gap between the outgoing and incoming data
traffic on a malicious node, which can be detected by mutual monitoring among
vehicular nodes or between vehicular nodes and Road Side Units (RSU). The indirect
reflection refers to the abnormal driving patterns of a malicious node. Driven by the
purpose of maximizing its destructive impact, a malicious node is always apt to stay
longer in the less monitoring areas of VANETs, thus, they tend to reduce speed for
longer remain. Such tendency can be punished by monitoring nodes’ risks of making
bad influence.

Aiming at above observations, we propose to utilize both in-band and out-band
information for detecting selective forwarding attacks in VANETs. Our contributions
can be summarized as follows.

1. We propose a trust system to detect forwarding attacks, in which both in-band and
out-band information of vehicle nodes are utilized. This makes our proposal
applicable in different real scenarios based on the assumption we propose later.

2. We propose to monitor the movements of nodes and detect malicious nodes
according to their abnormal driving patterns. As far as we know, we are the first to
propose such a behavior-based approach for detecting selective forwarding attacks
in VANETs.

3. We carry out extensive simulations to evaluate our approach. The results demon-
strate that our approach achieves a high fault tolerance for real practice, and reduce
the chances for potential malicious nodes to make a wide influence.

The rest of this paper is organized as follows. In Sect. 1 we briefly introduce related
works and discuss the difference between them and our work. Section 2 introduces
models and assumptions used in this paper. Section 3 elaborates on our design in detail,
followed the evaluation results in Sect. 4. We conclude our work and discuss the future
work in Sect. 5.
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2 Models and Assumptions

The work is based on three models, dissemination model, selective forwarding attack
model and trust model. It makes use of the selective forwarding attack model in [5, 6]
to identify how selective forwarding nodes really behave. And then it classifies all
vehicles with the help of trust model in [7], It also illustrates monitoring process based
on disseminating theory described in [8–10] to explain how packets are forwarded in a
multi-hop forwarding manner.

2.1 Dissemination Model

In our proposal, every road is divided into several blocks, its length equaling to specific
geographical radius that be set in advance. Therefore, every block is geographically
localized. Then we regulate that the vehicle closest to the center of geographical block
with the highest trust value is chosen as center sender, which disseminates messages to
all nodes within its covering range (a cell) and noted by small circles in Fig. 1. For data
centers, they could utilize their GPS localization method and beaconing messages to
make sure whether they stay at the surroundings of the assigned center point while being
monitored by neighbors. After receiving the information from neighboring block, it
continuously forwards packets in broadcast way and chooses the farthest node who are
highly reliable as the next hop, which could form a route to reach the center of next block.

2.2 Selective Forwarding Attack Model

In VANETs, It’s important to disseminate data packets timely and accurately. How-
ever, communications across nodes could be easily interrupted by selective forwarding
attack. Most of the selective forwarding nodes tend to randomly discard some packets.

Fig. 1. Data propagation based on vehicle’s cell model.
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Only a minority of nodes tend to discard all packets completely. Both behaviors above
would risk the system stability and data integrity. Our work summarizes its definitions
and behavior features of selective forwarding attacks as follows [6].

• The traffic a malicious node exports is always less than what they receive.
• The malicious tend to collude with each other by choosing a place to do the crime,

which is shown in Fig. 2, malicious nodes are aggregate at the intersection point of
two blocks.

2.3 Trust Model

According to [7], we use GTA to administer nodes’ registration license, When a new
vehicle firstly appears in the field administrated by GTA, it should report news to a
nearest RSU, which help retransmits new coming news to GTA. After acquiring new
vehicle’s registration information, GTA will assign a specific ID number and storage
space to save confidence value, which is usually initialed by a score 20 when a
new-registration vehicle comes. GTA is what we rely on to update trust value, keep
confidence records and eliminate nodes with low level scores.

As Table 1 shows, new coming vehicle belongs to C2 level, C1 level nodes with
unreliable trust values should be eliminated from the system. C6 level nodes have a
static trust value which could sometimes replace RSU to broadcast reliable messages.

Fig. 2. Distribution features of malicious vehicles. (Color figure online)

Table 1. Trust-based nodes’ classification

Classification Trust value range Node description

C1 Ta\0 Malicious node
C2 0\Ta � 20 New coming vehicle node
C3 20\Ta � 40 Node with low trust value
C4 40\Ta � 60 Common node
C5 60� Ta\80 Node with high trust value
C6 80� Ta\100 Monitors with static trust
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2.4 Assumptions

• According to [11], RSU could have highest efficiency for monitoring and recording
by setting themselves on every crossing of the road. This arrangement could help
realize a large coverage of monitoring.

• Considering that our work aims at area with low density, which means that the
influence brought by congestion is modest.

• In the whole network system, the amount of malicious nodes are far less than that of
common nodes.

3 Method Design

In this part, through taking collusion as consideration and enlarging the amount of
monitoring vehicles, it intensify the monitoring strength and complement the short-
comings of the original model.

3.1 Intensive Monitoring Detection

Block-Based Local Detection: Process Description. It’s easy to find in Fig. 2 that
when a node gets into covering range of the center node, selective forwarding attack
become so difficult, since they are supervised by authorized center nodes and all
pre-listener. However, when a node gets out of the center node’s covering range, it may
cause a great amount of data lost since nodes at the edge could possibly become a
transmitting node and easily avoid being monitored, situation would become worse
when malicious nodes collectively broadcast news to an unknown area, which may
cause emergent messages losing its efficiency. Therefore, it is not realistic to depend on
neighbors’ reports alone. Therefore, some proposed strategies are listed as follows.

• When the forwarding messages are disseminated inside the covering range of center
node. All nodes could receive the broadcast information coming from the center but
only let the farthest node disseminate messages, while at the same time being
monitored by its neighbors.

• When the messages’ dissemination is out of the covering range of the center. The
information coming from retransmitting nodes is validated by all its neighbors, if it
cheats, all receivers on the edge broadcasting complete information heard from prior
center.

Thus, when malicious nodes standing at the intersection of the geographical divi-
sion try to collude with others to drop packets. Compulsive command of all broad-
casting guarantees some correct messages could be disseminated.

Block-Based Local Detection: Calculation Principle. During calculation process,
RSU and GTA are used for recording and calculating separately. RSU will distribute
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8-bit spaces for a node reported by others to record its history, while GTA will extract
all information stored in RSUs after a certain period and calculates for nodes’ trust
value and decides whether they should stay or leave.

In RSU, when a node ai announce a report for node aj, most significant bit of ai’s
reported space would be set a 1 (just as Fig. 3 shows). If it doesn’t exist any report
during certain period of time, the whole 8-bit will shift right and then set a 0 at most
significant bit. What worth to emphasize here is that when this space value maintains 0
for a long time, RSU could cancel the assignment for aj to save space. For nodes which
had ever judged others, RSU still needs to assign 8-bit space to record history in order
to reward judgment involved nodes, which shares the same recording approach with
reported nodes.

In GTA, after a certain period of time, it will automatically abstract all records
values from RSUs, and reduce trust value for every vehicle node which is reported
based on Formulas (1) and (2), while increasing the trust value of monitoring nodes as
rewards. Rewarding process is similar to the punishment, which is shown Formula (3),
then corresponding scores would be add as a reward. (In this experiment, we treat ai as
a node was reported, aj is a node proposing a report).

Transmitting RSU’s record to a punishment rate:

rateðaiÞ ¼ ð10011101Þ2
28

ð1Þ

Reducing trust value of ai:

Tai ¼ Tai � rateðaiÞ�35�ðTaj=100Þ ð2Þ

Transmitting RSU’s record to a rewarding rate:

rateðajÞ ¼ ð00001000Þ2
28

ð3Þ

Here are two special points that should be further explained.

• The report given by C6 level node or RSU should be taken as a highly trustable
evidence and render fierce punishment.

• RSUs should upload their records every few minutes. The interval should be less
than 8 times of right-shift interval to ensure timely and accurate calculation.

0 1 1 0 1 0 0 1

1 0 1 1 0 1 0 0

1)Shift right

2) Report happens and set 1 on the left

Fig. 3. Illustration of RSU’s record process for report.
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Risk-based Global Detection. We plan to improve the reliability of news by using
multi-path rebroadcasting strategies. However, problems of collusion still risks the
security of the system. Thus, we try to utilize the risky rate to judge whether a node is
reliable or not.

For a node Ni monitored by nodes {N1, N2, ……, Nn} sending news to nodes {M1,
M2, ……, Mn} at position Pos, {M1, M2, ……, Mn} will document where this news
coming from and where the position is in the form of a vector: {pos, source, receive},
here pos represents the position, source represents the source of the receiving news, and
receive is a value equals to 2 which represents they are the nodes receiving some news
from Ni. Besides, {N1, N2, ……, Nn} will also document Ni ‘s behavior at the time
when Ni is sending news, and they will judge Ni’s behavior in the form of another
vector: {pos, monitor, judge}, here pos represents the position, monitor documents the
vehicle ID of the sender node that they were keeping watch on, and judge is a value
which documents the judgment of Ni, which would be given a value 1 as a report, a
value −1 for none malicious. Finally, RSU will collect all information of this road and
store them in the form of a matrix.

3.2 Detection Method Based on Driving Patterns

According to the description of selective forwarding attacks, behaviors of malicious
nodes is quite different with that of common nodes, which means they are likely to
perform an abnormal driving pattern from aspects of traces or speeds.

Therefore, algorithm is designed here to describe the situation when a vehicle node
Ni tends to retransmit a message from a prior hop at position pos. Firstly, all nodes
nearby have to document some location information for Ni. For neighbors that are
responsible for monitoring, they need to make judgment and make it deliver to RSU.
But for neighbors who can only get the message from Ni, they need to memorize Ni as
their information source and inform RSU. Besides, all neighbors at pos need to make a
measurement about speeds for each other. When RSU gets all information, it synthe-
sizes them and submits data to GTA periodically and get some feedback. Finally, Ni

may get a certification that approves its reliability or be challenged to reduce its trust
value.

4 Performance Evaluation

4.1 Introduction of Simulation Process

We use MATLAB to simulate vehicles’ movement. The simulation regulates that roads
only have directions of East-West and South-North with two-way paths. Each car is
assigned to a special ID number and randomly distributed in different blocks. For
reporting process, we design a reporting matrix with its row ID representing judgers
and column ID representing nodes being judged. The judged node would be given a 1
if it is malicious, and given a 0 if is benign. The recording data is organized in a matrix
structure which is suitable for speed monitoring and being collected by RSU.
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There are some controllable parameters in our experiment:

• Numbers of methods which are taken into detection process (numbers are between 1
and 2).

• Inspection time period of Detection process.
• Numbers of vehicles in this field, number of streets and avenues.
• Occurrence probability and speed of malicious nodes.
• Intensity of GTA’s punishment in each method.

4.2 Results Analysis

Firstly, we compare the difference between methods of using report only and method
containing driving pattern detection. And then we try to find out whether slower speed
pattern would be a considerable focus than any other features. The results are shown in
Figs. 4, 5, and 6 successively. Through obeying the instructions descripted in Sect. 3.2
vehicles’ trust values are updated according to the records.

As results shown in Fig. 4, the malicious represents a high probability to delivery
packets at intersections. And for results of “monitoring risk rate” methods that are
shown in Figs. 4, 5, and 6, malicious nodes’ speed is purposely reduced or added, in
order to find out whether an abnormal speed would influence the amount of trans-
mitting packets. It’s easy to find out packets amount increases a lot when vehicles were
speeding up at the intersection of blocks than that when vehicles were slowing down.
Therefore, it indicates that we should focus more on higher speed nodes than on slower
speed nodes.

Figure 5 shows the results of nodes’ average risks of different driving pattern.
However, slower speed vehicles get a higher risk rate this time, which means slower
vehicles are more dangerous when transmitting messages, since it would always affect
a wide area while not being completely monitored. Figure 6 supports the assumption,
higher speed nodes’ trust values are highly decreased to a level similar to using report
method alone. So risky rate detection is working for high-speed ones, but it still not
good enough for slower ones.

4.3 Illustration of Other Parameters

After testing the effectiveness of proposed methods by experiments, we decide to
change other controllable parameters in order to seek a best performance in different
situations.

Fig. 4. Comparison of trans-
mitting number

Fig. 5. Comparison of
nodes’ risk

Fig. 6. Comparison of
trust value
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(1) Firstly, increasing the coverage range of GTA management. The results
are shown in Figs. 7 and 8;

(2) Next, increasing vehicles’ number. It is aimed to test the support limit of the
vehicles in the system. In our experiment, vehicle number rises tenfold;

(3) Lastly, detection period is extended from 1 h to 5 h.

As a real-time system, it should preferentially focus on how to ensure a high
stability and sustain a peaceful environment rather than detect as many malicious nodes
as possible. Therefore, in Fig. 8, we use malicious nodes’ risk rate, trust value and
transmitting number which are collected from 1 h detection to illustrate the difference.
By comparing different conditions, trust value reduction and risky rate is intuitively
used for judging whether a malicious node can do great harm to a system.

Results in Fig. 7 tell us that when detection area become larger, reporting rate and
risks rate decrease a lot, it impacts the judgment between each other and cause a slight
increase of malicious average trust value. And for a traffic-density area, for example,
with 10000 on-road vehicles, malicious nodes get a chance to be highly risky since they
get lots of chances to become transmitting nodes.

Figure 8 shows that our methods get a relatively high false positive rate since our
methods treat slow-speed nodes as candidates of the malicious, however, it won’t
damage the trust system due to existence of the rewarding mechanism. When we
compare the result of vehicle number equals to 10000 or the result of time equals to
300 min with comparison group, it is found that when detection area is denser, mali-
cious nodes behavior is harder to be captured, which causes false positive rate to
increase. However, the longer detection time performs better since it increases the
probability for GTA to recognize the truth.

5 Conclusion and Future Work

Selective forwarding is a critical challenge to real VANETs systems. Our work is
aimed at solving present contradictions between detection accuracy and system’s false
tolerance. We take advantage of vehicles’ behavior patterns, which could reveal their
identities, namely normal vs. malicious. The simulation results demonstrate the effec-
tiveness of our approach with respect to different performance metrics.

Fig. 7. Methods performance under differ-
ent conditions (Color figure online)

Fig. 8. False negative and false positive with
different parameter (Color figure online)
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This work mainly focuses on real-time data packets’ dissemination. Attacks to the
general communication process is not fully addressed, and these issues will be included
in our next step of study. In order to guarantee the security of whole network, protocols
for packets dissemination [3] under attacks should also be redesigned, so as to satisfy
the demand of keeping system’s availability and robustness.
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Abstract. Certificateless encryption (CLE) alleviates the heavy cer-
tificate management in traditional public key encryption and the key
escrow problem in the ID-based encryption simultaneously. Current CLE
schemes assumed that the user’s secret key is absolutely secure. Unfortu-
nately, this assumption is too strong in case the CLE is deployed in the
hostile setting and the leakage of a secret key is inevitable. In this paper,
we present a new concept called a certificateless key-insulated encryp-
tion scheme (CL-KIE). We argue that this is an important cryptographic
primitive that can be used to achieve key-escrow free and key-exposure
resilience. We also present an efficient CL-KIE scheme based on bilin-
ear pairing. After that, the security of our scheme is proved under the
Bilinear Diffie-Hellman assumption in the random oracle model.

Keywords: Bilinear pairing · Certificateless cryptography · Key-
insulated

1 Introduction

1.1 Motivation and Related Work

In a traditional public key cryptosystem, every user owns a pair of a public key
which will be published and publicly accessible and a private key which will
be preserved by the user himself. In 1978, Rivest et al. [14], who first publicly
published the RSA algorithm whose security is relied on practical difficulty of
factoring the product of two large prime number. It is the first practical Public
Key Encryption in nowadays. ElGama algorithm is another widely used public
key cryptography which is based on the Diffie-Hellman key exchange. It was
described by ElGamal [15] in 1985. The public key cryptosystem needs Public
Key Infrastructure(PKI) to offer the authentication and validation for the pub-
lic key. But PKI will encounter a lot of challenges on efficiency and scalability
for its complicated structure. In 1984, the Identity-based Encryption has been
proposed by Shamir [1]. By this approach, the private key generated in Key
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 387–395, 2016.
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Generation Center(KGC) could be arbitrary characters related to users iden-
tity. So the certificate will not be necessary but the key escrow problem arises
that the malicious authority can impersonate any users to get the correspond-
ing private key. In 2001, Boneh and Franklin [16] proposed an identity-based
encryption system based on Weil pairing over elliptic curves and finite fields.
Based on the rapid calculation of the bilinear pairing, the identity-based encryp-
tion becomes a research hotspot since then. To solve the problem of key escrow
in Identity-based Encryption and avoid the use of certificates to guarantee the
authenticity of public keys in Public Key Encryption, the Certificateless Public
Key Encryption(CL-PKE) has been introduced by Al-Riyami and Paterson [2]
in 2003. In CL-PKE, the private key is separated into two parts: one partial
private key is still generated in KGC, and the secret key is selected by the user
himself. The malicious KGC only can get the partial private key, hence, the
Certificateless Public Key Encryption solves the problems of key escrow. Since
then, several other relevant certificateless schemes [4–9] have been developed.

The leakage of a private key is the devastating disaster for the public key
cryptosystem since it means all security guarantees are lost. To avoid key expo-
sure, Dodis et al. proposed the notion of key-insulated security in 2002 [3]. In
their approach, the private key is composed of two parts: one part is generated
by the master key and the other is created by the helper key from a physically-
secure device. The lifetime of the private key is divided into N time periods
and the private key is updated in every time period with the help of the helper
key. Meanwhile, the public key is maintained during the whole key updating. By
this approach, even the adversary who steals the private key in the present time
period can not get the private key in the former or later period. It solves the
problem of leakage of private key successfully to some extent.

Since then, key-insulated security has attracted much attentions and a lot
of primitives for encryption [10–13] have been described. However, none of the
prior key-insulated encryptions is constructed on CL-PKE. Current CL-PKE
schemes assumed that the user’s secret key is absolutely secure. Unfortunately,
this assumption is too strong in case the CL-PKE is deployed in the hostile
setting and the leakage of a secret key is inevitable. To alleviate this problem,
we construct a new scheme which integrates CL-PKE and key-insulated notion.
So this new scheme will not only prevent attacks from the malicious KGC but
also avoid the leakage of the private key.

1.2 Contribution

In this paper, we present a new concept called a certificateless key-insulated
encryption scheme (CL-KIE). We argue that this is an important cryptographic
primitive that can be used to achieve key-escrow free and key-exposure resilience.
We also present an efficient CL-KIE scheme based on bilinear pairing. After
that, the security of our scheme is proved under the Bilinear Diffie-Hellman
assumption in the random oracle model.
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2 Formal Definition and Security Model

The proposed scheme is based on the bilinear pairing over the elliptic curve
and finite field. The related security assumption is built on the Bilinear Diffie-
Hellman problem. In this section, we formalize the definition of our new scheme
CL-KIE and give a security model for the CL-KIE scheme.

2.1 Definition of CL-KIE

We formalize the CL-KIE (Certificateless Key Insulated Encryption) scheme,
which consists of the following algorithms:

– Setup: The algorithm is given a security parameter k regarded as the security
parameter, and returns params (system parameters), a master-key and a
helper-key. The system parameters include a description of a finite message
space M, a description of a finite ciphertext space C and a randomness space
R.

– SecretValExtract: The algorithm takes as input params and an identity
string IDA and returns a random xA ∈ Zq as the secret value associated with
the entity A.

– PartialKeyExtract: The algorithm takes as input params, master-key, and
an identity string IDA ∈ {0, 1}∗, and returns a partial private key DA associ-
ated to IDA.

– HelperKeyUpdate: The algorithm takes as input params, a time period i,
helper-key, an identity string IDA, and returns the helper key HKA,i at a
time period i.

– PrivateKeyUpdate: The algorithm takes as input params, a time period i,
the helper key HKA,i, an identity string IDA, the partial private key DA and
the secret value xA, and outputs the private key SA,i at a time period i.

– PublicKeyExtract: The algorithm takes as input params, the secret value
xA and an identity string IDA, and outputs a public key PA of the entity A.

– Encrypt: The algorithm takes as input a time period i, params, IDA, PA

and M ∈ M. It returns a ciphertext C ∈ C.
– Decrypt: The algorithm takes as input a time period i, params, SA,i and a

ciphertext C. It returns the corresponding plaintext M ∈ M.

2.2 Security Model

In this subsection, we give the the security model defined in Indistinguishability
of Encryption Against Adaptive Chosen Ciphertext Attacker (IND-CCA2) game
which is conducted between a challenger S and an adversary A. In our scheme,
we define two kind adversaries TypeI adversary (AI) and TypeII adversary
(AII): AI represents an external attacker, who can not access the master-key
and helper-key. We allow AI can replace the public key for any entity with a
value of its choice since the lack of authentication for the public key in our
scheme; AII represents the malicious KGC, who can access the master-key.
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We prohibit AII from replacing the public key. First, we give a list of oracles that
a general adversary in our scheme may carry out, then we define the IND-CCA2
game of the CL-KIE scheme for two kinds of adversaries respectively.

The list of oracles that a general adversary in CL-KIE may carry out:

– Partial-Private-Key-Queries(PPK-Queries): If necessary, A makes
PPK-Queries on the identity IDA, S returns the partial private key DA

associated with IDA to A.
– Helper-Key-Queries(HK-Queries): A makes HK-Queries on identity

IDA at a time period i, S returns the helper key HKA,i to A.
– Secret-Value-Queries(SV-Queries): If necessary, A makes SV-Queries

on the identity IDA, S returns the secret value xA associated with IDA to A.
– Public-Key-Queries(PK-Queries): A makes PK-Queries on the identity

IDA, S returns the helper key PA to A.
– Public-Key-Replace(PK-Replace): If necessary, A can repeatedly make

PK-Replace to set the public key PA for any value of its choice.
– Decryption-Queries(Dec-Queries): A makes Dec-Queries for a cipher-

text C on identity IDA at a time period i. If the recovered redundancy in M
is valid, S returns the associated plaintext M to A.

The IND-CCA2 game for the CL-KIE scheme can be defined between two
different Adversaries (AI and AII) and the challenger S as follows:

– Chosen Ciphertext Security for CL-KIE on AI

• Setup: The challenger S takes as input a security parameter k and execute
the Setup algorithm. It returns params expect master-key and helper-key
to AI .

• Phase 1: AI can access a sequence of oracles: PPK-Queries, HK-
Queries, SV-Queries, PK-Replace, Dec-Queries. These queries may
be requested adaptively, and restricted by the rule of adversary behavior.

• Challenge: AI outputs two equal-length plaintext M∗
0 ,M∗

1 ∈ M , associ-
ated with the challenge identity ID∗

A and a time period i∗. The challenger
S picks a random number b ∈ {0, 1}, and generates C∗ in relation to
(i∗,M∗

b , ID∗). C∗ is delivered to AI as a target challenge.
• Phase 2: AI continues to access a sequence of oracles as in Phase 1, and

∫ responds these queries as in Phase 1.
• Guess: At the end, AI outputs a guess b′ ∈ {0, 1}. The adversary wins

the game if b = b′. We define A′
Is advantage in this game to be Adv(AI) =

2(Pr[b = b′] − 1
2 ).

There are a few restrictions on the AI as follows:
• AI is not allowed to extract the private key on ID∗

A.
• If the public key has been replaced, AI is not allowed to request PPK-

Queries and HK-Queries simultaneously.
• AI is not allowed to do the following concurrently: to replace the public

key on ID∗
A in Phase 1 and request the PPK-Queries and HK-Queries

on ID∗
A simultaneously at any moment.

• In Phase 2, AI is not allowed to request Dec-Queries on ID∗
A.



Certificateless Key-Insulated Encryption 391

– Chosen Ciphertext Security for CL-KIE on AII

• Setup: The challenger ∫ takes as input a security parameter k and execute
the Setup algorithm. It returns params to AII .

• Phase 1: AII can access a sequence of oracles: PPK-Queries, HK-
Queries, Dec-Queries. These queries may be requested adaptively, and
restricted by the rule of adversary behavior.

• Challenge: AII outputs two-equal length plaintext M∗
0 ,M∗

1 ∈ M , asso-
ciated with the challenge identity ID∗

A and a time period i∗. The chal-
lenge S picks a random number b ∈ {0, 1}, and generate C∗ in relation to
(i∗,M∗

b , ID∗). C∗ is delivered to AII as a target challenge.
• Phase 2: AII continues to access a sequence of oracles as in Phase 1, and

S responds these queries as in Phase 1.
• Guess: At the end, AII outputs a guess b′ ∈ {0, 1}. The adversary wins the

game if b = b′. We define A′
IIs advantage in this game to be Adv(AII) =

2(Pr[b = b′] − 1
2 ).

There are a few restrictions on the AII as follows:
• AII is not allowed to replace the public key.
• AII cannot extract the private key on ID∗

A at any moment.
• In Phase 2, AI is not allowed to request Dec-Queries on ID∗

A.

3 KI-CLPKE Scheme

3.1 Bilinear Pairing

– Bilinear Pairing
Let G1 denotes a cyclic additive group of order q for some large prime q, let
G2 be a cyclic multiplicative group of the same order q, We can make use of
a bilinear map:ê : G1 × G1 → G2 above these two groups which must satisfy
the following properties:

• Bilinearity
ê(aP, bQ) = ê(P,Q)ab

ê(P1 + P2, Q) = ê(P1, Q)ê(P2, Q)
ê(P,Q1 + Q2) = ê(P,Q1)ê(P,Q2)

• Non-Degeneracy
If P is the generator for G1, ê(P, P ) is the generator for G2.

• Computability
For ∀P,Q ∈ G1, ê(P,Q) can be computed through a efficient algorithm in
a polynomial-time.

– Bilinear Diffie-Hellman(BDH) Problem
BDHP is for a, b, c ∈ Zq, given P, aP, bP, cP ∈ G1, to compute abc which
satisfies ê(P,Q)abc ∈ G2.
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3.2 Construction

– Setup: We can randomly select a security parameter k ∈ Z
+, the Setup

algorithm works as follows:
Step1: Pick two groups (G1,+) and (G2,×) of the same prime order q where

|q| = k. Choose a generator P over G1 randomly, we can get a bilinear
map ê : G1 × G1 → G2.

Setp2: Choose a random s ∈ Zq to compute Ppub = sP , the corresponding s can
be regarded as the master-key : Mmk = s;
Choose a random w ∈ Zq to compute Phk = wP , the corresponding w
can be regarded as the helper-key : Mhk = w.

Setp3: For some integer n > 0,we can select three cryptographic hash functions:
• H1 : {0, 1}n → G1

• H2 : {0, 1}n × Z
+ → G1

• H3 : G1 × G2 → {0, 1}n
The system parameters params = (G1,G2, p, ê, n, P, Ppub, Php,H1,H2,H3).
The master key Mmk = s and the master helper key Mhk = w.
The message space is M = {0, 1}n, the ciphertext space is C = {0, 1}n ×
{0, 1}n, the randomness space is R = {0, 1}n.

– SecretValExtract(params, IDA): Given an identity IDA and params, the
algorithm outputs a random xA ∈ Zq as the secret value for the entity A.

– PartialKeyExtrat(params,Mmk, IDA): Given an identity IDA ∈ {0, 1}∗ of
the entity A, params and Msk, the algorithm computes DA = sH1(IDA).

– HelperKeyUpdate(i, IDA,Mhk, params): Given an identity string IDA and
a time period i ∈ {0, . . . , n−1}, the helper generates a helper key HKA,i which
can help the private key to be updated at the time period i ∈ {0, . . . , n − 1}:

HKA,i = wH2(IDA, i)

– PrivateKeyExtract(i, IDA,HKA,i, params,DA, xA): Given an identity
IDA, At a time period i ∈ {0, . . . , n − 1}, the private key is generated as:

SA,i = xAH1(IDA) + DA + HKA,i

= xAH1(IDA) + sH1(IDA) + wH2(IDA, i)

the value SA,i−1 will be deleted subsequently.
– PublicKeyExtract(params, xA, IDA): Given params and xA, the algorithm

outputs PA = 〈XA, YA〉 = 〈xAP, xAsP 〉.
– Encrypt(i, params, IDA, PA,M): At a time period i ∈ {0, . . . , n − 1}, to

encrypt a plaintext M ∈ {0, 1}n, the algorithm does:
1. Check whether the equality ê(XA, sP ) = ê(YA, P ) holds or not. If not,

output ⊥ and abort encryption.
2. Select a random r ∈ Zq, U = rP .
3. Compute ξ = ê(XA, rH1(IDA))ê(Ppub, rH1(IDA))ê(Phk, rH2(IDA, i)).
4. Output the ciphertext: C = 〈i, U,M ⊕ H3(U, ξ)〉.

– Decrypt(i, params, SA,i, C): Received the ciphertext C = 〈i, U,
V 〉 at the time period i ∈ {0, . . . , n− 1}, the algorithm performs the following
steps:
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1. Compute ξ′ = ê(U, SA,i).
2. Compute M ′ = V ⊕ H3(U, ξ′).
3. If the recovered redundancy in M is valid, then accept M ′ the plaintext.

4 Analysis

4.1 Security Proof

Theorem 1. Let hash functions H1,H2,H3 be random oracles. In IND-CCA2
game, the CL-KIE scheme against chosen ciphertext attacks for TypeI adversary
is secure in the random oracle model, considering the BDH assumption.

Proof. We first deal with the TypeI adversary AI . For the first type adversary
AI adversary is an external attacker who can not get the master-key and helper-
key, Given a BDH problem (P, aP, bP, cP ), we can construct a challenger S to
compute ê(P, P )abc by making use of AI as an adversary. When games begin,
S sets Ppub = aP as an instance of BDH problem and simulates hash functions
as random oracles. During the simulation, S needs to guess every bit in target
plaintext M∗

1 with a time period i∗. S will set H1(ID∗
A) = bP , H2(ID∗

A, i∗) =
(h∗,i∗ P ), V ∗ = H3(U∗, ξ∗) = H3(cP, ξ∗). In the challenge phase, S returns a
simulated ciphertext C∗ = (i∗, U∗, V ∗), which implies the parameter ξ∗ is defined
as:

ξ∗ = ê(XA, rH1(ID∗
A))ê(Ppub, rH1(ID∗

A))ê(Phk, rH2(ID∗
A, i∗))

= ê(xArP, bP )ê(bP, acP )ê(wP, r(h∗,i∗ P ))

= ê(P, P )abcê(aP, cP )xA ê(wP, (h∗,i∗ )cP )

Above all, S can get the solution to the BDH problem: ê(P, P )abc =
ξ∗(ê(aP, cP )xA ê(wP, (h∗,i∗ )cP ))−1. So that,we can prove the security of the
scheme for the TypeI adversary through this reduction.

Theorem 2. Let hash functions H1,H2,H3 be random oracles. In IND-CCA2
game, the CL-KIE scheme against chosen ciphertext attacks for TypeII adver-
sary is secure in the random oracle model, considering the BDH assumption.

Proof. We secondly deal with the TypeII adversary AII . For the TypeII adver-
sary is a malicious KGC attacker, Given a BDH problem (P, aP, bP, cP ), we
can construct a challenger S to compute ê(P, P )a,b,c by making use of AII as
an adversary. When games begin, S sets XA = aP as an instance of the BDH
problem and simulates hash functions as random oracles. During the simulation,
S needs to guess every bit in target plaintext M∗

2 with a time period i∗. S will
set H1(ID∗

A) = bP , H2(ID∗
A, i∗) = (h∗,i∗ P ), V ∗ = H3(U∗, ξ∗) = H3(cP, ξ∗). In

the challenge phase, S returns a simulated ciphertext C∗ = (i∗, U∗, V ∗), which
implies the parameter ξ∗ is defined as:

ξ∗ = ê(XA, rH1(ID∗
A))ê(Ppub, rH1(ID∗

A))ê(Phk, rH2(ID∗
A, i∗))

= ê(aP, bcP )ê(bP, cP )sê(wP, r(h∗,i∗ P ))

= ê(P, P )abcê(bP, cP )sê(wP, (h∗,i∗ )cP )
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Above all, S can get the solution to the BDH problem: ê(P, P )abc =
ξ∗(ê(bP, cP )s ê(wP, (h∗,i∗ )cP ))−1. So that,we can prove the security of the
scheme for the TypeII adversary through this reduction.

4.2 Performance Comparison

We compare the major computational cost of our scheme with certificateless
public key cryptography proposed by Al-Riyami and Paterson [2] in Table 1. We
assume both the two schemes are implemented on | G1 |= 160 bits, | G2 |=
1024 bits, | p |= 160 bits and hash value = 160 bits. We denote by M the point
multiplication in G1, E the exponentiation in G2 and P the pairing computation.
The other computations are trivial so we can omit them.

Table 1. Performance comparison

CL-PKE CL-KIE

PartialKeyExtract M 3M

PubilicKeyExtract 2M 2M

Encrypt M + P + E 4M + 3P

Decrypt P P

From Table 1, we can see that in the PublicKeyExtract and Decrypt phase
our scheme has the same computational cost as the CL-PKE scheme; However in
the PrivateKeyExtract and Encrypt phase our scheme is less efficient on executed
time compared with the CL-PKE scheme. Because the private key consisting of
three parts in our scheme is more complicated than it in CL-PKE. The additional
composition of the private key in our scheme can be updated with the time period
changed, so our scheme provides the extra security capability that it can alleviate
the problem for leakage of private key in hostile practical environment. This is
a trade-off between efficiency and security capability.

5 Conclusion

In this paper, we firstly formalized the definition of a CL-KIE scheme based on
the bilinear pairing and constructed the security model of the CL-KIE scheme
for two different adversaries in IND-CCA2 game respectively. Then we gave the
concrete construction of the CL-KIE scheme. After that, we proved the security
of our scheme against the IND-CCA2 attacks in the random oracle under the
BDH assumption. Finally, we compared the CL-KIE scheme with the CL-PKE
scheme both on the security capacity and efficiency. Our scheme can achieve
key-escrow free and key-exposure resilience in hostile practical environments.
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pairing. In: Zhou, J., López, J., Deng, R.H., Bao, F. (eds.) ISC 2005. LNCS, vol.
3650, pp. 134–148. Springer, Heidelberg (2005)

5. Dent, A.W., Libert, B., Paterson, K.G.: Certificateless encryption schemes strongly
secure in the standard model. In: Cramer, R. (ed.) PKC 2008. LNCS, vol. 4939,
pp. 344–359. Springer, Heidelberg (2008)

6. Libert, B., Quisquater, J.-J.: On constructing certificateless cryptosystems from
identity based encryption. In: Yung, M., Dodis, Y., Kiayias, A., Malkin, T. (eds.)
PKC 2006. LNCS, vol. 3958, pp. 474–490. Springer, Heidelberg (2006)

7. Liu, J.K., Au, M.H., Susilo, W.: Self-generated-certificate public key cryptography
and certificateless signature/encryption scheme in the standard model. In: Proceed-
ings of the 2nd ACM Symposium on Information, Computer and Communications
Security (ASIACCS 2007), pp. 302–311. ACM, New York (2007)

8. Sun, Y., Li, H.: Short-ciphertext and BDH-based CCA2 secure certificateless
encryption. Sci. China Inf. Sci. 53(10), 2005–2015 (2010)

9. Yang, W., Zhang, F., Shen, L.: Efficient certificateless encryption withstanding
attacks from malicious KGC without using random oracles. Secur. Commun. Netw.
7(2), 445–454 (2014)

10. Bellare, M., Palacio, A.: Protecting against key exposure: strongly key-insulated
encryption with optimal threshold. Appl. Algebra Eng. Commun. Comput. 16(6),
379–396 (2006)

11. Hsu, C., Lin, H.: An identity-based key-insulated encryption with message linkages
for peer-to-peer communication network. TIIS 7(11), 2928–2940 (2013)

12. Hanaoka, Y., Hanaoka, G., Shikata, J., Imai, H.: Unconditionally secure key insu-
lated cryptosystems: models, bounds and constructions. In: Deng, R.H., Qing,
S., Bao, F., Zhou, J. (eds.) ICICS 2002. LNCS, vol. 2513, pp. 85–96. Springer,
Heidelberg (2002)

13. Qiu, W., Zhou, Y., Zhu, B., Zheng, Y., Wen, M., Gong, Z.: Key-insulated encryp-
tion based key pre-distribution scheme for WSN. In: Park, J.H., Chen, H.-H.,
Atiquzzaman, M., Lee, C., Kim, T., Yeo, S.-S. (eds.) ISA 2009. LNCS, vol. 5576,
pp. 200–209. Springer, Heidelberg (2009)

14. Rivestm, L.R., Shamir, A., Adleman, L.: A method for obtaining digital signatures
and public-key cryptosystems. Commun. ACM 21(2), 120–126 (1978)

15. El Gamal, T.: A public key cryptosystem and a signature scheme based on discrete
logarithms. In: Blakely, G.R., Chaum, D. (eds.) CRYPTO 1984. LNCS, vol. 196,
pp. 10–18. Springer, Heidelberg (1985)

16. Boneh, D., Franklin, M.: Identity-based encryption from the weil pairing. In: Kilian,
J. (ed.) CRYPTO 2001. LNCS, vol. 2139, pp. 213–229. Springer, Heidelberg (2001)



Signal Processing
and Pattern Recognition



A Novel J wave Detection Method Based
on Massive ECG Data and MapReduce

Dengao Li(B), Wei Ma, and Jumin Zhao

College of Information Engineering, Taiyuan University of Technology,
Taiyuan 030024, China

{lidengao,zhaojumin}@tyut.edu.cn, mawei0203@link.tyut.edu.cn

Abstract. J wave is an ECG sign of many clinical syndrome and the
accurate detection about it is conducive to the clinical diagnosis of J
wave syndrome. Under the background of ECG big data, a novel J wave
detection method based on massive ECG data and MapReduce is pro-
posed, which use data mining technology to detect abnormal ECG signal,
especially J wave. Firstly, the characteristic of ECG time and frequency
domain signal are extracted, and the information gain of every feature is
extracted; then, the decision tree is used to classify and recognize ECG
signal; lastly, above process are implemented under the parallel program-
ming model MapReduce so that the massive ECG data can be handled,
to detect J wave accurately. In order to test and verify the validity of
this method, all the ECG data of MIT-BIH are used to do the exper-
iment, and the results demonstrated that, the accuracy and specificity
of the proposed method are satisfactory, which provides a new research
mentality for the detection of many clinical syndrome.

Keywords: J wave · Data mining · MapReduce · Decision tree

1 Introduction

The rapid development of Mobile Internet, Internet of Things, social media net-
works and other related technologies bring major changes to data technology,
data applications and data value. Based on the user data, by expanding the
datas transparency, sharing and mobility, more multiple correlation analysis was
tapped to provide a new way for the various research areas. In terms of health-
care big data, in medical institutions and medical research institutions at home
and abroad, the magnitude of accumulate data from bulk collect data in clinical
trials is huge [1].

ECG reflects the electrical activity of the heart excited process, its has impor-
tant reference value for heart basic function and cardiac pathology research [2].
ECG can analysis and identify various possible abnormal heart rhythm; it also
reflect the extent and development process of myocardial damage and function
structural condition of atrial and ventricular. By the method of signal process-
ing, realize intelligent identification and classification for ECG signal is helpful to

c© Springer International Publishing Switzerland 2016
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Fig. 1. ECG signal containing J wave

clinical diagnosis. J wave is the dome-shaped or hump-shaped potential changes
between the QRS complex and ST segment in ECG. As shown in Fig. 1, the
medicine has identified there is a certain relationship between the generate of J
waves and some heart disease. J wave syndrome including Early Repolarization
Syndrome (ERS), Brugada syndrome, and low-temperature resistance J waves,
which may cause malignant ventricular arrhythmias, sudden cardiac death and
other major diseases [3]. Currently, J-wave detection technology is still relatively
little. Existing methods including Non-Negative Matrix Factorization (NMF)
[4], Hidden Markov Model (HMM) [5] and Support Vector Machine (SVM) [6].
These algorithms to some extent realized the J wave detection and identification.
However, these papers not combined ECG analysis with the background of big
data, but also in terms of accuracy and specificity there is still much room for
improvement.

Under the background of the ECG big datathis paper using the feature
extraction method and the decision tree classification technology in the the-
ory of data mining to achieve the classification of normal ECG signals and the
heart rate abnormal ECG signal, and through the secondary classification of
abnormal ECG signal, it can identify the ECG signal which contain the J wave
[7]. In addition, to improve J wave recognition efficiency, this article uses the
parallel programming model MapReduce to run J wave identification algorithm,
with the mass of ECG data to achieve efficient detection of J wave.

2 J wave Detection Method

2.1 Methods Summary

In order to accurately detect the J wave, the paper processing vast amounts of
ECG data, using feature extraction machine combine with learning algorithms
to achieve classification of J wave, on the other hand, in order to improve the
efficiency of data processing, the paper selected parallel programming model
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Mapreduce to achieve the above feature extraction and the training process of
machine learning algorithms [8], therefore, the flowchart of R-wave detection
method proposed in this paper is shown in Fig. 2.

Fig. 2. J wave detection method system diagram

As can be seen from Fig. 2, J-wave detection method proposed in this paper
can be divided into J wave detection algorithm based on feature extraction and
decision tree, J wave detection algorithm based on Mapreduce parallel imple-
mentation of two parts, the proposed method will be described from two parts.

2.2 Detection Method

2.2.1 Feature Extraction
J point and the starting point of the T wave
This paper first interception point for S-T and refined to the point of J to
starting point of T wave. The starting point of T wave is the first point of the
left slope mutated in T-wave, we use local transformation method to detect T-
wave starting point, the basic idea of local transformation method is to put the
local start and end point in detection region together into a straight line, and
then calculate the difference between the function value for each point and the
amplitude value of the corresponding point on the line, Extreme difference is the
slope change point of mutation detection zone [9].

Specific detection algorithm is as follows:

(1) Using quadratic spline wavelet decompose ECG signal, and on the basis
of QRS complex and T wave is detected, take the area between the S-wave
peak point of QRS complex and T wave peak point as S-T segment detection
area.

(2) Connect the S-wave peak point and T wave peak point as a straight line,
and find the equation of the line:

y(n) = x(Speak) + (n − Speak)
x(Tpeak) − x(Speak)

Tpeak − Speak
(1)
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(3) Corresponding to the local transformation equation:

D(n) = |x(n) − y(n)| (2)

where: x(n) is the horizontal detection area corresponding to ECG signal
voltage amplitude for point n, respectively, Speak and Tpeak corresponding
to S-wave peak point and T wave peak point of abscissa.

(4) Find the extreme value of D (n), take extreme point that near S-wave peak
as J point, which is the end point of the QRS complex; take extreme point
near the peak of the T-wave peak as the starting point of the T-wave.

ECG characteristic points detection is shown in Fig. 3.
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Fig. 3. ECG characteristic points detection

We chose two time domain features from the S-T segment: the amplitude
value of the J point and the starting point of the T wave, S-T segment interval.

Extraction ECG power spectrum and cumulative probability
In addition to the above two feature, ECG power spectrum and the cumulative
probability have been extracted in this paper. Through a large number of normal
and abnormal ECG analysis, we found critical condition between two ECG can
be used to distinguish them [10]. Shown in Fig. 4, selected two typical ECG from
MIT-BIH database, Fig. 4(a) is the normal ECG, Fig. 4(b) is the abnormal ECG.

By short-time Fourier transformation calculating the power spectrum, and
the results show in Fig. 5. We can see that Normal ECG amplitude ranged from
−70 to −10, while the amplitude of the signal anomalies between −100 to 0.
Secondly, in order to combine with the decision tree, we need to quantify the
distribution, so the variance of the power spectrum is calculated, we can see that
the variance of the abnormal signal is less than the abnormalities. Through a
large number of experiments certification, the power spectrum variance threshold
is defined as 153.

When an exception occurs, the ECG will be more uncertainty, so cumulative
probability of ECG were also analyzed, as shown in Fig. 6.
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Fig. 4. Two typical ECG signals
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Fig. 5. The power spectrum of two typical ECG signals
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Fig. 6. The cumulative probability of two typical ECG signals (Color figure online)

When the signal amplitude is less than −0.7, the cumulative probability of
abnormal ECG signal is greater than normal ECG; and when the amplitude
is greater than −0.7, they just the opposite. From the cumulative probability
of the trend, whether it is normal ECG or abnormalities, there will be a point
mutations, by a large number of experiments, we get that cumulative probability
point mutation of a normal ECG in the vicinity of −0.7, and abnormal around
−0.2. Ultimately, the critical threshold is defined as −0.5.
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2.2.2 C5.0 Decision Tree
C5.0 decision tree algorithm is based on the maximum information gain field
to divide the sample data, and the leaves of the tree are cutted or merged to
improve the classification accuracy, finally determine the optimal threshold of
leaves [11].

C5.0 decision tree algorithm using the information gain of attribute to select
attribute, calculated as follows:

Let T as dataset, classification set is {C1, C2, ..., Ck}, select a attribute V to
divide T into a plurality of subsets.

Suppose V has n numerical values {v1, v2, ..., vn} which do not overlap each
other, Then T is divided into n subsets {T1, T2, ..., Tn}, here the value of all
instances in Ti are vi.

Make: |T | is theexamples number of dataset T , |Ti| is the examples number
of v = vi, |Cj | = freq(Cj , T ) is the examples number of class Cj , |Cjv| is the
examples number of example v = vi which is belong to class Ci. There are:

(1) The probability of occurrence for class Cj :

P (Ci) =
|Ci|
|T | =

freq(Ci, T )
|T | (3)

(2) The probability of occurrence attribute:

P (vi) =
|Ti|
|T | (4)

(3) For the examples of attribute V = vi, the conditional probability of having
class Cj is:

P (Ci | vi) =
|Cjv|
|Ti| (5)

(4) Entropy of class is:

H(C) = −∑
j P (Cj)log2(P (Cj))

= −∑
j

freq(C,T )
|T | × log2(

freq(Cj ,T )
|T | ) = info(T )

(6)

(5) Segmenting the set T according to the attribute V , then the entropy of class
is:

H(C | V ) = −∑
P (vi)

∑
P (Cj | vi)log2P (Cj | vi)

=
∑n

i=1
|Ti|
|T | × info(Ti) = infov(T ) (7)

(6) Information gain, namely mutual information:

I(C, V ) = H(C) − (C | V ) = into(T ) − infov(T ) = gain(V ) (8)
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2.2.3 The Parallel Implementation of J wave Detection Algorithm in
MapReduce

From the above we can know that there are use parallel programming model
Mapreduce to achieve mass ECG data feature extraction and decision tree train-
ing two processes, shown in Fig. 2:

The core of this paradigm is two functions: map and reduce. The map func-
tion takes a key-value pair as input, performs the user specified function, and
outputs a list of intermediate key-value pairs which may be different from the
input. The runtime system groups all the values associated with the same key
with shuffle function and forms the input to the reduce function automatically.
The Reduce function takes a key-value pair as input, performs the Reduce func-
tion, and outputs a list of values. Note that the input values mean the list of all
the values associated with the same key.

Considering the detection accuracy and efficiency, the paper set up a parallel
procedure Mapreduce to achieve J wave detection algorithm which has been
described before, shown in Fig. 7:

Fig. 7. Structure of MapReduce

In MapReduce, the ECG data acquired from the MIT-BIH database as inputs
which are unordered, and when you enter it into blocks, data that come from
the same block together into a map function, it is also enters into a compute
node, in map function, Age number of individual data recording points in each
block of ECG data is extracted, when the map function output, age numbered as
<key, value> the key output, thus in the shuffle function process, the same age
numbers of ECG was together, in order to be easy for reduce function extraction
and train the decision tree in later [12]. Therefore Map function is defined as
follows:

Map (data spilt) → <Age ID, ECG data>
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In the Reduce function stage, the procession of each node, the same age of
ECG data is first extracted, get massive multi-dimensional feature vector set
which be used to train decision tree, and ultimately achieve use massive ECG
data to train decision tree until its stable, therefore the Reduce function is defined
as follows:

Reduce < Age ID, ECG data > → < Age ID, Y or N >

3 Experimental Results

3.1 Feature Information Gain Analysis

Since the decision tree is based on information gain of feature to determines
priorities of detected, so, we first analysis the information gain of four feature
(the amplitude of J point and T wave outset point (J-T point), S-T interval,
power spectrum and cumulative probability), as the Fig. 8 shows.

Fig. 8. Information gain analysis

As we can seen from Fig. 8, power spectrum has the maximum information
gain, S-T interval has the smallest information gain. By results of the analysis
we can build the decision tree for the J wave detection.

3.2 Assessment Detection Algorithm

In order to verify classification performance for the proposed method of this
paper, we using three standard metrics: accuracy (AC), sensitivity (SN), speci-
ficity (SP).

To test the performance of Decision Tree classifier, all the ECG data of MIT-
BIH database are used for training and test. Among them, 50 % of samples are
used for training and rest are used for test. Test result of the proposed method
is presented in Table 1. It can be seen that the proposed model computed an
overall performance that is slightly higher 96 % for the AC, SN and SP measures
of performance.
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Table 1. The result of the proposed method for J wave detection

Beat type Samples Accuracy Sensitivity Specificity

Normal 69465 98.54 % 97.23 % 98.12 %

Abnormal 3478 96.14 % 95.27 % 96.51 %

J wave 86 96.23 % 93.14 % 96.75 %

Figure 9 shows a comparison among classification accuracies, sensitivities and
specificities of the proposed method, Hidden Markova model (HMM) [5] and
Support vector machine (SVM) [6]. As we can see from the results, the pro-
posed method achieves a remarkable classification accuracy rate of 96 % and it
is superior to other methods.

Fig. 9. Comparison of proposed expert system with the studies in the literature (Color
figure online)

4 Conclusion

With the continuous development of social medical treatment, the massive data
of ECG will face storage and processing problems. This paper in MapReduce plat-
form using data mining decision tree algorithm realize the abnormal heart rhythm
-J wave detection and identification at the background of massive data. Firstly,
extract the frequency domain feature of ECG signal and set the critical point of
classification; Secondly complete the construction of a decision tree by analyzing
the information gain of each characteristic; Finally, make the decision tree stable
through training, so as to realize the detection of the J wave of ECG signal. By
experimental verification, the method of this article reached a very high accuracy.
In the future, We will make efforts on the feature extraction and optimization the
decision tree. In desirable to provide a more solid rely on clinical diagnosis.
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Abstract. Cyber-Physical Systems (CPS) is a new intelligent complex system
that generates and processes large amounts of data. To improve the ability of
information abstraction, data fusion is usually introduced in CPS. Since the
characters of CPS are different from the existing system’s such as close loop
feedback and auto-control in a long term period, the decision level fusion
method that has been proposed is hard to migrate to CPS directly. In this paper,
a novel multiple decision trees weighting fusion algorithm for time series with
internal feedback is proposed in view of the long-term valuable historical data of
the CPS. Moreover, simulations using JAVA language are performed on mobile
medical platform to validate the algorithm and the results show that the his-
torical data have the ability to influence the decision fusion for making an
overall judgment and the system can achieve a stable state.

Keywords: Cyber-Physical Systems (CPS) � Decision level fusion � Multiple
decision trees � Time series � Feedback

1 Introduction

Nowadays, data fusion is widely used in all kinds of applications such as robotics,
industrial manufacturing systems, smart buildings and healthcare [1, 2]. With the more
maturity of low level fusion method, research on high level fusion has given more and
more attention [2]. In addition, decision-level fusion has smaller amounts of data and
computation overhead.

In recent years, Cyber-Physical Systems (CPS) has become a research hotspot.
Since a large number of equipment elements such as sensors and actuators are
involved, CPS will lead to producing large amounts of data as a kind of new intelligent
complex system of multi-dimensional and heterogeneous. Applying data fusion tech-
nology to the CPS can improve the ability of information abstraction and reduce the
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network load. Moreover, considering the time attribute of CPS, CPS will accumulate a
large number of valuable historical data with the passage of time. However, these
historical data are not fully taken into account in most of the existing fusion methods
related to time series, so it maybe affect the reliability of the fusion results.

In this paper, the sensor decision fusion theory is applied to the CPS. We study the
problem of time sequences fusion for the long-term data generated from CPS system
and explore decision fusion’s influence on the accuracy of decision-making on the time
dimension. On the one hand, the fusion of different time series data is helpful to the
comprehensive analysis of the data, the accuracy of the decision-making and the
reliability of the system. On the other hand, impact factor can be adjusted dynamically
by the feedback of evaluation, to achieve the stability of the system.

The main contributions of our work are as follows:

• The sensor decision fusion theory is introduced into CPS for its heterogeneity, we
use the multiple decision trees fusion algorithm that can overcome the deviation of
the individual decision-making.

• Considering the time correlation, we use the weighted fusion algorithm with the
weight for each time series undergo decay on a timescale. We analyze the data for
time series in order to observe the accuracy of decision-making, which is relatively
rare in the current data fusion studies. The basic idea is that the closer to present, the
greater the impact.

• We take the following measures to guarantee the decision accuracy: the prepro-
cessing of data entered can filter wrong data and realize the early warning function;
Moreover, impact factor that we set can be adjusted by internal feedback, making
the system reach to steady state gradually.

• A case study is given and validated on mobile medical projects, which can be
extended to the similar scenario.

The paper is organized as follows. We describe related work in Sect. 2 and present
problem definition in Sect. 3. A multiple decision trees weighting fusion algorithm for
time series with feedback is described in Sect. 4. Simulations are presented in Sect. 5 to
validate the proposed algorithm. Finally, we propose future work and conclude our
work in Sect. 6.

2 Releated Work

Time attribute is an important problem for the performance requirement of feedback
and control in CPS. In the aspect of fusion about time, Datcu et al. [3] proposed a
bimodal system for emotion recognition, Hidden Markov Models (HMMs) are used for
learning and describing the temporal dynamics of the emotion clues in the visual and
acoustic channels. Jeon et al. [4] proposed a multi-temporal classification to use of
context information of time properly, which makes the whole decision by summarizing
the optimal local decisions. The proposed weighted majority decision fusion classifier
can solve the reliability of data sets and improve the overall accuracy of classification.
Here, multi-temporal fusion is actually equivalent to the traditional multi-source fusion.
Besides, McCarty et al. [5] and Preden et al. [6] both considered spatio-temporal
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relation when building the architecture. Wang et al. [7] and Melgani et al. [8] used
spatio-temporal context information for image classification. Liu et al. [9] presented a
novel anchorperson detection algorithm based on spatio-temporal slice (STS).

The fusion methods mentioned above have not considered the long-term data of
CPS, most of them are only considered current time (temporality). Swain et al. [10]
indicated that the ideal model of classification is combining the current observation,
historical observations and knowledge. Thus, the importance of historical data should
not be overlook, to this, analysis and research for decision fusion with time as the
dimension would be carried on in our work.

On the method of decision level fusion, weighted fusion has been widely used,
Jung et al. [11] proposed a multi-source data fusion method based on affinity scores,
experimental results showed the better space consistency compared with existing data.
But, its error may be larger as the weight of each participant in data fusion was all
same. To this, several paper about the adjustment and optimization of fusion weights
have appeared like Wilkins et al. [12] for the fusion weights of medical image retrieval.
Inspired by the improvement of generalization performance with “weight-decay” [13],
we introduce it to our decision level fusion algorithm to achieve weight decay of each
time series. This also conforms to ideal classification model with the involvement of
historical observation in [10].

3 Problem Definition

Nodes in CPS can be classified into five types [14], which includes sensor, sink,
controller, dispatch and actuator as illustrated in Fig. 1.

In order to full use of the long-term valuable data of CPS, we make a decision level
fusion analysis on the time dimension. Assume T ¼ ftjt 2 Z þ g is a set that consists of
different time, D ¼ fdjjj ¼ 1; 2; . . .;Mg is a set that consists of different types of sensor
nodes, and H ¼ fhkjk ¼ 1; 2; . . .;Ng is a set that consists of different types of sink nodes.

Sensor is responsible for data collection, and transmits the collected data to the
corresponding sink node. Assume that each sensor outputs only one kind of type data,
each sensor dj needs to collect the raw data vtj at time t, and assume Sensor
output tð Þ ¼ dj; hk; vtj jt 2 T ; j ¼ 1; 2; . . .;M; k ¼ 1; 2; . . .;N

� �
as its output object.

Fig. 1. System model
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The contribution of sink can be described briefly as follows: Firstly, sink node
determines whether to receive the data entered or not by the identity fields hk. Next, it
preprocesses the input data to detect exceptional events of input data which defined as
E ¼ E1;E2; . . .;Emf g. And then data without error can be fused according to certain
rules, which is called local fusion. Finally, sink node outputs the object
Sink output tð Þ ¼ hk; stk ; vt1 ; vt2 ; . . .; vtj ; vtM

� �jt 2 T ; j ¼ 1; 2; . . .;M; k ¼ 1; 2; . . .;N
� �

that contains local fusion results stk and send it to controller.
Controller node uses the method to fuse the data from different types of sink in

time t, which is called global fusion. The system will record the fusion result in t. We
define the overall fused result of time t as St ¼

PN
k¼1 Wk � stk t 2 Tð Þ based on

weighted fusion algorithm, where Wk is the weight of hk, which can be obtained by
training methods or designated by expert. Thus, St; t 2 Tf g forms a set of time series.

Then we need to resolve three problems as follows:

• How to integrate each time series to let historical data of the CPS have an effect on
the overall decision fusion?

• How to grasp intensity of the impact of the above mentioned?
• How to guarantee the accuracy of fusion and the stability of the system?

Detailed discussion of these problem is conducted in Sect. 4.

4 Multiple Decision Trees Weighting Fusion Algorithm
for Time Series with Feedback

As shown in Fig. 1, fusion happened in sink and controller node. Fusion in sink is
called local fusion or sub-fusion, and in controller is called global decision fusion.
Global decision fusion is the part that we are concerned.

4.1 Data Analysis

First, we need to analyze and process the data from sensor, as shown in Fig. 2.

Fig. 2. Data analysis
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The iterator in Fig. 2 is the fusion of different time series. Decision fusion algo-
rithm is a data fusion in a time series, it can be used as a separate module and can be
achieved by various ways such as neural network, Bayes theorem, genetic algorithm,
decision tree, etc. What specific method can be used is associated with specific sce-
narios. The decision tree is selected in this paper for briefness and clearness of data
structure and simplicity of realization. This detailed flow chart is given in Sect. 4.2.

Suppose Pt is the weight of time t, controller integrates the preliminary fused score
St of different time. After the completion of the iteration L times, we define the final
fused score as Sscore ¼

PL
t¼1 Pt � St based on weighted fusion algorithm. Here, we

define the fusion object with score, it can be divided by different level as required, such
as O1: [a, b], O2: [c, d], a; b; c; d 2 Rþ . Decay is performed on the weight of each time
series for the influence of different time series. This detailed design is given in
Sect. 4.3.

In addition, internal closed-loop feedback is set to modification and adjustment of
the next fused score. It outputs not only fusion results, but also feedback factor after the
accomplishment of L iterations. The feedback can make the system into a stable state
gradually. The reason and detailed design are given in Sect. 4.4.

4.2 Decision Fusion Model Design

For each time series, we present the decision fusion model diagram, as shown in Fig. 3
for time t. In order to overcome the one-sidedness of individual fusion, we adopt the
method of multiple independent sub decision modules. Suppose the number of sub
child decision modules is N. Each decision module outputs St1 ; St2 ; . . .; Stk ; StN corre-
sponding to each sink output. According to Sect. 3, we can calculate fusion score:
St ¼

PN
k¼1 Wk � Stk , where Stk is the normalized value (local fusion score) of module K

and Wk is the weight of module K. Finally, we can obtain the whole fused score on all
the time series: Sscore ¼

PL
t¼1 Pt � St, where Pt is the weight of different time series.

Fig. 3. The basic flow of decision fusion algorithm

A Decision Level Fusion Algorithm for Time Series 413



4.3 Timestamp Decay Model Design

Because of time correlation, we consider the closer to the current time, the higher the
weight of the time series is. Weight correction itself using decay function as auxiliary
function to calculate, namely, the weight itself is a decay model. Firstly, we need to set
step according to actual condition (e.g. a patient sees a doctor once a week) to divide
each timestamp into corresponding section. We set section for unifying data granu-
larity, because the probability distribution that we designed is only aimed at a granu-
larity. Each section may have multiple internal timestamps (e.g. the patient tests several
times a week), we think that the timestamps within a section obey uniform distribution.

Main design idea is as follows:

– Timestamp of the closest to the current time has the largest influence;
– The accumulated timestamp of the past can also have a big enough impact to

balance the current timestamp;
– The more the number of timestamp is, the more balanced it is. The less the number

of timestamp is, the more prone to large deviation.

The timestamp decay algorithm (pseudo code): 

1. Sort Set<TimeStamp> Ascend  // Ascending sort 
2. For TimeStamp(i) in Set<TimeStamp>  //Traverse the timestamp collection 
2.1> TimeStamp=0    //  (i = 1) 

TimeStamp=TimeStamp(i)-TimeStamp(i-1) //(i > 1)  
2.2> if TimeStamp >= step  //Timestamp classification  
   New Section 

else  
Old Section 

Set<Section>  
3. P(Average_Section)=1/Set<Section>.Count  

// Calculate the probability distribution of sections 
4. For Section(i) in Set<Section> //Traversal section collection to calculate the prob-
ability of all segments of decay 
4.1> P(i)=P(average)+P(remain)    // Superposition 
4.2> P(i)=P(i)*(1-rate) //Decay except the last timestamp 
4.3> P(remain) = P(i)*rate        // For the next  
5. For Section(i) in Set<Section> 
5.1> P(Average_TimeStamp)=P(i)/Section(i).Count 

 //calculate each timestamp probability in a section uniform distribution

4.4 Feedback Model Design

Impact factor prediction is the key of the feedback. Suppose F is impact factor, Sscore is
the total fusion score, which is also called the total standard score.
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Main design idea is as follows:

– Impact factor can affect the next calculation result, the next standard score will be
adjusted by Sscore � 1þFð Þ. If F\0, called it “narrow feedback”. If F[ 0, called it
“amplification feedback”. F should be smaller and smaller, means that the system is
more and more stable.

– Impact factor should have a limited range for itself and F will decrease gradually
with the increase of iteration times (convergence limit), namely, generation !
max;DF ! 0.

– Using the regression method of mathematical statistics to predict impact factor.
– The rate of amplitude attenuation of impact factor can be changed by adjusting the

regression formula and convergence function.

5 Case Study

5.1 Introduction

We used the project of mobile medical in our laboratory involved in pediatric chronic
kidney disease (CKD) to verify the proposed algorithm. Management controller and
three kinds of mobile clients of patient, doctor and administrator are included in this
system. Our work is mainly in the part of management controller, providing multilevel
exceptional alarm of health index of patients, informing three mobile clients of alarm and
outputting the patients’ condition with decision fusion to help doctors analysis patient’s
situation, and make system more intelligent. In fact, the diagnosis of the patient’s
condition not only decided by a laboratory sheet, but also combined with the analysis of
previous medical records. This way can make diagnosis more accurate and reliable.

Management platform of this project holds various laboratory sheets of patients
with a timestamp. Assume the indexes of different laboratory sheets are independent of
each other and various laboratory sheets are also independent of each other. Data
source can be classified as Table 1.

5.2 Description of Simulation Conditions

Simulation Times. Simulation on behalf of the patient’s laboratory test records, so the
number of simulation is equivalent to number of diagnosis. It can be set at random.

Table 1. Data classification

Index Remarks

Blood laboratory sheet Blood_WBC White blood cell (blood)
Blood_Gran Neutrophil

Blood_HGB Hemoglobin
Blood_PLT Blood platelet

Urine laboratory sheet Urine_RBC Red blood cell

Urine_WBC White blood cell (urine)
Urine_PRO Urine protein
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There have the number of simulation increased contrast figure (5 times VS 10 times) in
behind.

Simulation Step Size. It is used to divide the timestamp, and could be set by the actual
diagnosis. In this paper, it was assumed to a week, namely, 604800000 ms.

Decay Constant. It is used for time series weight decay. We set 0.5 first, then com-
pared the difference of different decay constant (0.1/0.7) to observe the effects of decay
factor.

Laboratory Sheets Weight Distributions. We can obtain them by training study of
previous diagnosis or acquisition of doctor evaluation criteria. In simulation, we sup-
posed blood assay and urine assay sheet have the same weight, namely, both are 0.5.

Index Normalization. We used the method of the max - min normalization for
knowing the range of related indexes values. The dependencies of different indexes are
needed by the specification of related doctors or diagnoses. Since the research is just in
the first stage, we only did the situation that indexes are independent of each other.

Exception Classification Setting. Combined with the actual situation, we divided
index exceptions into three categories (normal, warning and error) based on pre-
processing of sink in Sect. 3. Once the warning and error happens, reminder is given to
doctor, patient and system as well as fusion calculation stops. If indexes are beyond
normal range, the exceptions will give different levels.

Feedback Setting. Evaluation system can be used by the form of study, such as neural
network or the form of assessment and feedback from doctors. We chose the latter in
simulation and it could be improved in the future. After outputting the fusion results,
doctor will compare this fusion results with his diagnosis and an evaluation that is
comprised of overweight, appropriate and lack will be given for modifying impact
factor in next round. If the evaluation is overweight, that is to say, the fusion score is
high, we will use impact factor to reduce the fusion score next time with “narrow
feedback” in Sect. 4.4; If the evaluation is lack, that is to say, the fusion score is low,
we will use impact factor to magnify the fusion score next time with “amplification
feedback” in Sect. 4.4.

5.3 Results and Discussion

Feedback Factor Variation. According to the above mentioned simulation condi-
tions, the change rule of feedback factor with the number of simulation is shown in
Fig. 4. From the figure, we can see the fluctuation of feedback factor becomes smaller
gradually and its absolute value also tend to zero gradually. It shows that, the absolute
value of factor became smaller with the increasing number of simulation. Thus, the
adjustment of feedback correction is declined, which means that the system converges
to a stable state gradually.

Probability Distribution of Time Series. The weight distribution of different time
series is given in Table 2 when decay rate is 0.5, the number of time series is 1, 2, 3, 4, 5
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respectively. We compared and analyzed the variation of the weight of each time series
and the variation of accumulated weight of the past time series and current weight.

From the Table 2, we find that, with the increasing of the number of simulation, the
weight of time series presents regular change: A single weight of historical time series
is smaller, but the total weight of historical time series is bigger little by little. Actually,
For the treatment, the influence of historical records should be smaller and smaller, but
the cumulative effect should be able to have greater influence on the overall judgment.

Fig. 4. The change rule of feedback factor with the number of simulation, where simulation
times = {1, 2, 3, 4, 5}, simulation step size = 604800000 ms, decay constant = 0.5, laboratory
sheets both have the same weight

Table 2. Time series weight distribution

Simulation
count

Amount of time
series

Iteration
count

Time series
weight

Historical
weight

Current
weight

1 1 1 1 0 1
2 2 1 0.25 0.25 0.75

2 0.75
3 3 1 0.166666667 0.416666667 0.583333333

2 0.25
3 0.583333333

4 4 1 0.125 0.53125 0.46875
2 0.1875
3 0.21875
4 0.46875

5 5 1 0.1 0.6125 0.3875
2 0.15
3 0.175
4 0.1875
5 0.3875
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We discuss 2 points in time series weight distribution as follows:

• Discussion about the impact of different decay rate

The Fig. 5(a) shows time series weight distribution comparison chart of different
decay rate of 0.1, 0.5 and 0.7 respectively, where all the number of time series is 5.
Here, x-axis represents the flag of time series (1*5) corresponding to each time series,
and the last one (5) on behalf of the current time sequence. The y-axis shows the weight
of each time series. The Fig. 5(b) compares the weight of all historical time series
(1*4) and the current time series (5) corresponding to 1 and 2 in x-axis respectively.

From three different trend line about different decay rate as shown in Fig. 5(a), we
can see that the higher rate produces a steeper curve. From the Fig. 5(b), it reflects
the more weight of historical time series under the condition of the smaller decay rate,
the less weight of historical time series under the condition of the bigger decay rate.
Connecting with P(remain) in Sect. 4.3, the smaller decay rate means the smaller
P(remain), namely, the smaller cross-entropy, so that historical data keeps more weight.
As a matter of fact, the entropy of the latter time series is partial added by the entropy of
the former time series, it belongs to the partial contains of entropy. Such weights have
association relationships on the amount of information, it also complies with the doctor
for diagnosis.

• Discussion about iterations of time series

Time series weight distribution with the number of simulation increased to 10 as
shown in Fig. 6. The figure presents that with the increase of the number of iterations,
the weight of history shows a trend of growth, the current weight shows a trend of

Fig. 5. The comparison of decay factor, where simulation step size = 604800000 ms, laboratory
sheets both have the same weight, decay constant = 0.1, 0.5, 0.7, time series number = 5
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decrease, and the proportion of current weight and history weight tends to a relatively
stable value. At this time, we can think of the patient’s condition state in a data volume
enough stable state, that is to say, system can able to be a stable state gradually on the
timeline.

6 Conclusion and Future Work

Considering long-term valuable historical data of the CPS, in this paper, a multiple
decision trees weighting fusion algorithm for time series is presented. First, the input
attributes that are come from history data and current data of the CPS will be fused
together, providing the required system context and realizing the upper part of the
profession functions according to the output results. Then, the function of exceptional
detection of indexes are also added, to filter out erroneous data and present the early
warning. Finally, the internal feedback is set to improve the system stability. Feedback
factor and probability distribution of time series were mainly discussed in simulation,
and the results show that the impact of a single historical weight became smaller along
with the increasing of the number of time series, but the accumulated weight of history
became larger and larger, which means that the historical data can have a greater impact
on decision fusion. Moreover, our system could be gradually into a stable state. In the
case study, feedback was coming from the assessment of experts, it is not reasonable
for the CPS of the intelligent system. In future research, we will simulate diagnosis by
machine learning to replace the expert evaluation, such as neural network and genetic
algorithm.

Acknowledgments. This research is supported by National Science and Technology Major
Project of the Ministry of Science and Technology of China (No. 2012BAH45B01) and Fun-
damental Research Funds for the Central Universities (No. 2014ZD03-03).

Fig. 6. Time series weight distribution trend of 10 iteration time, where simulation times = 10,
simulation step size = 604800000 ms, laboratory sheets both have the same weight, decay
constant = 0.5
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Abstract. Convolution Neural Network (CNN) is one of the most pop-
ular deep learning methods in recent years, which achieves great success
in the field of image classification. In this paper, an improved image
classification method considering rotation based on CNN is proposed.
Essentially, convolution is only a method to smooth the image, which
doesn’t consider the effect of image rotation any more. It can be proven
that after some images are rotated 180◦, CNN can recognize them well
while fail to recognize them before. So, rotation is one of the efficient
ways to improve object recognization. Four kinds of typical CNN are
adopted in this paper, which are CaffeNet, VGG16, VGG19 and Gool-
geNet. It has been proven that the accurate rates are all increased no
matter which one is adopted among these four CNN. This method pro-
posed in this paper can recognize dangerous objects automatically with
good performances.

Keywords: Convolution Neural Network · Object recognization ·
Rotation

1 Introduction

The feedforward neural network is one of the most popular methods for object
recognition. However, as the depth and width of network increase, there are so
many parameters to train. Compared with standard forward feedforward neural
network, Convolutional Neural Networks (CNN) have much fewer connections
and parameters and so they are easy to train (LeCun et al. 1990, 2004; Lee
et al. 2009; Pinto et al. 2009; Jarrett et al. 2009; Turaga et al. 2010). ConvNets
have recently achieved a great success in large-scale image and video recognition
(Krizhevsky et al. 2012; Zeiler and Fergus 2014; Sermanet et al. 2014; Simonyan
and Zisserman 2014) which has become possible due to the large public image
repositories and high performance computing systems, such as GPUs or large-
scale distributed clusters (Dean et al. 2012). With CaffeNet becoming more
of a commodity, a number of attempts have been made to improve original
architecture to achieve better accuracy. Simonyan et al. proposed a thorough
c© Springer International Publishing Switzerland 2016
Y. Wang et al. (Eds.): BigCom 2016, LNCS 9784, pp. 421–429, 2016.
DOI: 10.1007/978-3-319-42553-5 36
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evaluation of network of increasing depth using an architecture with very small
convolution filters, which shows that a significant improvement on the prior-art
configurations can be achieved by pushing the depth to 16–19 weight layers,
called VGG net (Simonyan and Zisserman 2015). Google Inc. proposed a 22
layers deep convolutional neural network architecture for computer vision called
GoogleNet. To optimize quality, the architectural decisions were based on the
Hebbian principle and intuition of multi-scale processing (Szegedy et al. 2014).

To train typical deeper and wider CNN mentioned above, larger dataset is
essential. Previous datasets of labeled images were relatively small, only tens of
or thousands of images, such as BORB (LeCun et al. 2004), Caltech-101/256 (Fei
et al. 2007; Griffin et al. 2007) and CIFAR-10/100 (Krizhevsky 2009). Simple
recognition tasks can be solved quite well with datasets of this size. But, for
difficult recognition task, larger training datasets should be prepared. The new
larger datasets include LabelMe (Russell et al. 2008) and ImageNet (Deng et
al. 2009). The ImageNet is a database of over 15 million labeled high-resolution
images belonging to about 22000 categories. The images were collected from
the web and labeled by human labelers. Starting in 2010, as part of the Pascal
Visual Object Challenge, an annual competition called ImageNet Large-Scale
Visual Recognition Challenge (ILSVRC) has been held. ILSVRC uses a subset
of ImageNet with roughly 1000 images in each of 1000 categories. In all, there are
about 1.2 million training images, 50000 validation images, and 150000 testing
images (Krizhevsky et al. 2012). ImageNet consists of variable resolution images,
while our system requires a constant input dimensionality. Therefore, we down-
sampled the images to a fixed resolution of 256 × 256.

Dangerous goods of air transport refer to the explosive combustion, corrosive,
radioactive substances, which can obviously harm personal safety in air transport
process. In ILSVRC dataset, there are dangerous categories such as guns, can
openers and so on. It is a good idea that using trained typical convolutional
neural network to identify dangerous images.

In this paper, an improved image classification method considering rotation
based on Convolutional Neural Network is proposed. Convolution is the most
important and fundamental concept in signal processing and analysis, which is a
formal mathematical operation, just as multiplication, addition, and integration.
It is a method to smooth the signal. In image processing, the convolution of a
template with an image means the origin of template is coincided with a point of
the image firstly. Then, the pixels on the template multiplex the corresponding
pixels on the image and sum. It is found that for some dangerous image, CNN
can not identify it. But, if the image rotates 180◦, CNN can recognize it well. Test
results have proven that four popular convolutional neural networks, CaffeNet,
VGG16, VGG19 and GoogleNet, can well identify dangerous images. Moreover,
if considering image rotation, accurate rate will be improved obviously. The
methodology description is provided in Sect. 2. Simulation results are presented
in Sects. 3 and 4 is devoted to the discussion of the results and give the conclusion.
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2 Methodology

Table 1 lists 27 kinds of dangerous goods belonging to the civil aviation trans-
portation in 1000 categories of ILSVRC dataset. Figure 1 gives the method to
identify these dangerous objects using CNN. The test images are directly input
into one of the four trained CNN. If the output category belongs to Table 1, this
image is classified as dangerous one. Compared with previous methods before
deep learning, the accuracy rate of object recognition using deep convolutional
neural networks has been greatly improved. However, there are still some kinds
of test images which can not be correctly identified.

Table 1. The list of dangerous categories in ILSVRC dataset

Category ID Description

413 Assault rifle, assault gun

465 Bulletproof vest

473 Can opener, tin opener

477 Carpenter’s kit, tool kit

491 Chain saw, chainsaw

499 Cleaver, meat cleaver, chopper

512 Corkscrew, bottle screw

585 Hair spray

587 Hammer

596 Hatchet

597 Holster

623 Letter opener, paper knife, paperknife

626 Lighter, light, igniter, ignitor

631 Lotion

644 Matchstick

674 Mousetrap

677 Nail

710 Pencil sharpener

726 Plane, carpenter’s plane, woodworking plane

740 Power drill

763 Revolver, six-gun, six-shooter

764 Rifle

772 Safety pin

783 Screw

784 Screwdriver

813 Spatula

845 Syringe
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Fig. 1. The method to identify dangerous object using CNN

Fig. 2. The method to identify dangerous object using CNN considering rotation

Essentially, convolution operation is a smooth operation of the image, which
doesn’t consider the effect of rotation any more. If the image can not be correctly
identified, after 180◦ rotation, sometimes it can be correctly identified. As shown
in Fig. 2, both original image and 180◦ rotation image are input into neural
network, as long as one of two outputs indicates that it is dangerous, then the
image is classified as dangerous one.

3 Experiment Results

In this section, we present the dangerous object detection results achieved by the
four CNN using ILSVRC-2012 dataset, respectively. The dataset includes images
of 1000 classes, and is split into two sets: training set and test set. The training set
include 1.3 M images as usual. Test images include all 27 dangerous categories,
each category has 50 images. The classification performance is evaluated using
top-5 accurate rate, which is the fraction of test images for which the correct
label is among the five labels considered most probable by the model.
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3.1 Classification Method Based on Four CNN

Figure 3 list some examples in test dataset that original dangerous images can
not be recognized using CaffeNet while after 180◦ rotation, the same images can
be recognized well. The five most probably categories are given. It can be proven
that considering rotation will help to identify dangerous objects.

Figures 4, 5, 6 and 7 list the top-5 accurate rate of 27 categories using Caf-
feNet, VGG16 model, VGG19 model and GoogleNet, respectively. The results
with rotation or not are compared. Horizontal ordinate is category ID and ver-
tical coordinate is accurate rate. It can be seen that the GoogleNet has the
highest accuracy rate for dangerous object recognition, while CaffeNet has the
lowest accuracy. For example, for category 413, the accurate rate using CaffeNet
is 0.66, that means 33 in 50 images can be identified correctly with rotation. The
accurate rate will be improved to 0.84 with rotation by GoogleNet, that means
42 among 50 images can be recognized correctly.

Fig. 3. Images examples that can be recognized considering rotation using top-5, which
can not be correctly recognized by CaffeNet without considering rotation

It is obvious that with considering rotation, the accuracy rates of most cat-
egories are increased no matter which one of these four CNN is adopted. For
instance, for category 473, if considering image rotation, the accurate rate will
be improved 0.6, 0.4, 0.4, 0.4 adopting CaffeNet, VGG16, VGG19, GoogleNet,
respectively. For CaffeNet, if considering rotation, the accurate rates of all cate-
gories are increased more or less. For VGG 16 and VGG 19, 22 and 20 categories
are increased. Even if for the most efficient method Googlenet, if considering
rotation, the accurate rates of 15 categories are still improved.
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Fig. 4. The top-5 accurate rate of 27 categories by CaffeNet
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Fig. 5. The top-5 accurate rate of 27 categories by VGG 16
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Fig. 6. The top-5 accurate rate of 27 categories by VGG 19
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Fig. 7. The top-5 accurate rate of 27 categories by GoogleNet

3.2 Effects of Top-K

The classification performance is evaluated using top-K accurate rate, which is
the fraction of test images for which the correct label is among the K labels
considered most probable by the model. Figure 8 shows the accurate rates for
413 and 763 categories with top − K for four CNN. 413 and 763 are two typ-
ical dangerous categories, 413 is difficult to be recognized while 763 is easy to
be recognized. It can be seen that with the increasing of K, the accurate rate
increases greatly at the beginning. As K values continue to increase, the accurate
rate maintains almost unchanged. So, the value of K is generally set as five.
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Fig. 8. The accurate rate with change of top K using four CNN. K from 1 to 10. (a)
for 413 category, (b) for 763 category

4 Conclusion

In this paper, we improve a dangerous object recognization method consider-
ing rotation using four typical CNN, which are CaffeNet, VGG16, VGG19 and
GoogleNet. Compared with previous methods, CNN has better performance. It
is found that for some dangerous images failed to be recognized, if the image
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rotates 180◦, CNN can recognize it well. The dataset is ILSVRC-2012 with 1000
categories, in which 27 categories are dangerous in civil aviation. During simula-
tion, three conclusions are given. (1) Among four CNN, GoogleNet has the best
performance while CaffeNet has the worst one. (2) Rotation is one of the efficient
way to improve dangerous object recognization since with considering rotation,
the accurate rate of most categories is increased no matter what kind of CNN is
adopted. (3) The top−K has effect on accurate rate, the value of K is generally
set as modest. This method can recognize dangerous objects automatically.

Acknowledgements. The work is supported by National Natural Science Founda-
tion of China (No. 11402294, No. 11502062) and Open Fund of Tianjin Key Lab for
Advanced Signal Processing (No. 2015AFS03).
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Abstract. Smart phones are configured to automatically send WiFi
probe message transmissions (latter called WiFi probes) to surrounding
environments to search for available networks. Prior studies have pro-
vided evidence that it is possible to uncover social relationships of mobile
users by studying time and location information contained in these WiFi
probes. However, their approaches miss information about transfer pat-
terns between different locations. In this paper, we argue that places
mobile users have been to should not be considered in isolation. We pro-
pose that semantic trajectory should be used to modeling mobile users
and semantic trajectory patterns can well characterize users’ transfer
patterns between different locations. Then, we propose a novel semantic
trajectory similarity measurement to estimate similarity among mobile
users. We deploy WiFi detectors in a university to collect WiFi probes,
through which we collect around 20G byte data containing hundreds of
millions of records. Through experimental evaluation, we demonstrate
that the proposed semantic trajectory similarity measurement is effec-
tive. What is more, we experimentally show that the trajectory similarity
measurement can be used to exploit underlying social networks exist in
the university.

Keywords: WiFi probes · Semantic trajectory similarity · Social net-
works

1 Introduction

Smart phones with WiFi enabled scan and connect to WiFi access points auto-
matically. During this process, smart phones continuously transmit WiFi probes.
WiFi probes contain a lot of information about devices, including media access
control (MAC) addresses, associated received signal strength indicators (RSSI),
timestamp, list of the names of the networks the user typically connects to (SSID),
etc. Prior studies [1,3,4,9,10] have shown that it is possible to infer social relation-
ships among mobile users by studying these information. In [1,4], authors think
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that if two users share more SSIDs in the Preferred Network List (PNL) than oth-
ers, they are more likely to have a social relationship. In [3], authors focus on loca-
tion and co-location history among users to uncover the presence and type of social
relationships of users. These approaches can be used to uncover social relation-
ships but miss information about transfer patterns between different locations. In
fact, if two mobile users follow similar location movement pattern, which means
they follow the same daily pattern to some degree. Then, they are more likely to
have a relationship. Compared to the way of only considering locations, it will be
more accurate to judge relationships in this way. In this paper, we try to uncover
social relationships among mobile users based on semantic trajectory. Semantic
trajectory refers to trajectories are tagged with a number of semantic labels such
as School, Park, etc. Semantic trajectory patterns exist in semantic trajectories
can well reflect users’ transfer patterns between different locations. In our study,
we use the locations where WiFi detectors are deployed and timestamps contained
by WiFi transmissions to extract semantic trajectories of detected devices. To esti-
mate similarity between two semantic trajectories, we propose a novel semantic
trajectory similarity measurement. What is more, we add a variable ΔT , defined
as a threshold of time difference between a pair of stops, to determine whether
two stops (from two different semantic trajectories) are matched, which make the
algorithm more flexible.

We deploy 19 WiFi detectors in a university to collect WiFi probes. After 6
months (from April 1, 2015 to September 30, 2015), we collect around 20G byte
data containing hundreds of millions of records. Based on our proposed trajectory
similarity measurement, we analyse underlying social networks constructed by the
resident population1 of 4 different kinds of buildings on campus including teach-
ing building, canteen, research building and dormitory. In our work, we propose
an algorithm named RPC (Resident Population Classification) to extract devices
whose owners are resident population of a building. Then, community detection
algorithm is used to find communities in the 4 social networks. The result shows
that the networks constructed by resident population of different kinds of build-
ings have different structures.

The primary contributions of this paper are as follows:

• We use semantic trajectory to uncover social relationships of mobile users and
propose a novel semantic trajectory similarity measurement to estimate the
similarity among mobile users.

• We propose a algorithm named RPC to extract the resident population of a
building. Based on the similarity estimation, we find that resident population of
different kinds of buildings on campus constitute social networks with different
structures.

The remainder of the paper is structured as follows: Data collection and pre-
processing methodology, our proposed RPC Algorithm is introduced in Sect. 2.
1 The resident population of a building refers to the people who take regular activities

in the building. For different kinds of buildings, it has different meanings. For example,
for a residential building, it indicates the people who living in this building. For a
canteen, it refers to the people who often eat in this building, etc.
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Section 3 describes the semantic trajectory generation approach, our proposed
semantic trajectory similarity measurement, social network construction and
community detection approach. We present the experimental results in Sect. 4 and
review the related works in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Data Collection and Preprocessing

Data Collection: We conduct our research on a university campus using WiFi
detectors to collect WiFi probes on the campus. The detector records MAC
addresses, RSSI and timestamp contained in probes emitted by surrounding
mobile phones. The MAC is regarded as the unique identity of a smart phone
user. The RSSI refers to the signal intensity of received packets emitted by mobile
phones. The timestamp indicates the time when WiFi detectors receive the pack-
ets. We deploy 19 WiFi detectors near the doors of 19 buildings in the university
to collect users’ WiFi probes. The buildings where the detectors deployed con-
tain 4 teaching buildings, 2 scientific research buildings, 2 student canteens and
11 student dormitories, which cover most of the buildings on the campus.

After 6 months of data acquisition (from April 1, 2015 to September 30,
2015), we collect around 20G byte data containing around 8.9 billion records
and 30 thousand unique devices are detected. Each record contains a 4-tuple
(MAC,RSSI,Timestamp,LocId). The LocId is regarded as the unique identifier of
each building since a detector corresponds to a building.

Resident Population Classification Algorithm: In our dataset, each WiFi
detector detects hundreds of thousands of different devices, whose owners are
divided into two types. One is the resident population of the building, which
includes students, teachers or school staffs. These types of devices are detected
by almost all detectors for a large number of times. The other is off campus pop-
ulation. These types of devices are detected by only one or few detectors for a
few times. In this study, we take the resident population of buildings as analysis
object. So, we propose a classification algorithm named RPC (Resident Popula-
tion Classification) Algorithm to extract resident population of a building. The
following is a brief introduction of the algorithm.

1. Find all devices detected by the WiFi detector deployed on the target building.
2. For each device, extract all of its records in the target building. Then, count the

number of the device’s records and the number of days it appeared in the target
building. If the number of both records and days is small, which means the
device owners only occasionally come to this building. So, exclude this device.

3. For each remaining device, extract timestamps in weekdays from its all records.
Then, we use k-means clustering algorithm to cluster all its qualified time
points. If its cluster centers follow the detection time pattern of the target build-
ing, the device will be regarded as resident population of the target building.

To obtain the detection time pattern of the 4 buildings, we count the total per-
son flow in each hour for 6 months of each building, which is shown in Fig. 1(a).
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Fig. 1. (a) Detection time patterns of different kinds of buildings (b) Methodology for
social relationship discovery

We argue that if a device is the resident population of a building, the time points
its cluster centers corresponding to should be around the rush hour. For differ-
ent kinds of buildings, the rules that the cluster centers meet should be adjusted
according to Fig. 1(a). We apply the algorithm to a teaching building, a canteen, a
dormitory and a research building. We survey the specific number of resident pop-
ulation of all buildings and calculate the correct rate. The number of resident pop-
ulation of each building and corresponding correct rate is listed as Table 1 where
Teach indicates the teaching building and Research refers to the scientific research
building.

Table 1. The number of resident population of each building and the corresponding
correct rate

Buildings Teach Canteen Research Dormitory

Number 2399 9782 3862 1150

Correct rate 91.2 % 92.1 % 89.5 % 94.5 %

3 Relationship DiscoveryMethodology

In this section, we introduce our relationship inference methodology, as is shown in
Fig. 1(b). For a set of devices, their semantic trajectories are firstly extracted from
data. Secondly, our proposed semantic trajectory similarity measurement is used
to estimate the similarity between each pair of device owners. Thirdly, analyse the
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social network constructed by the devices owners based on similarity value among
them. Fourthly, the proposed semantic trajectory similarity measurement based
hierarchical clustering algorithm is applied to detect communities in the network.

3.1 Semantic Trajectory Generation

Generally, a semantic trajectory is regarded as a sequence of locations with seman-
tic tags to capture the landmarks passed by, which is defined as a sequence that
composed of a starting location, a end location and all stops. Seen as: trasem =
{begin, stop1, stop2, · · · , stopn, end}. In our study, mobile users’ data we collected
are coming from various WiFi detectors deployed in different buildings. These
buildings can be regarded as stops because they involves mobile users’ main activ-
ities, for example, taking lessons, doing research, having dinner, etc. Traditional
semantic trajectory definition only considers locations of stops and lacks tempo-
ral information. Intuitively, if we consider both temporal and spatial informa-
tion, it will be more beneficial to our study. Thus, we define a new representa-
tion of semantic trajectory based on the stops: Let (stopi, tj) denote the object
emerges at the stopi at the time tj . Suppose that there are a total of m stops
on a semantic trajectory, the new semantic trajectory is defined as: trasem =
{(begin, t0), (stopi, t1), (stopi, t2), (stopi, t3) · · · , (stopi, tn−1), (end, tn)},
where stopi ∈ {stop1, stop2, · · · stopm}. For each device, its semantic trajectory
is within 6 months, from April 1, 2015 to September 30, 2015. Details to obtain a
semantic trajectory for a certain device are as follows:

1. Extract this device’s all records from the dataset. The format of each record is
(MAC, timestamp,LocId).

2. Convert all records to stop points. The format of each stop point is (LocId, t)
where t refers to the time that the timestamp corresponding to.

3. Sort all the stop points according to timestamps.

3.2 Semantic Trajectory Similarity Calculation

In this section, we describe our proposed semantic trajectory similarity estima-
tion. Then, we verify the effectiveness of the algorithm through experiments.

Definition 1. Let tra1 and tra2 denote two trajectories, |tra1| and |tra2| repre-
sent the number of points in each trajectory. The similarity of these two trajectories
is defined as

SimΔT (tra1, tra2) =
LCSSΔT (tra1, tra2)
(|tra1| + |tra2|)/2

LCSS means the number of the Longest Common SubSequence. It represents the
number of the longest common trajectory points sequences of two trajectories
when it used in trajectory points sequences. ΔT is a threshold of time difference
between a pair of stops, only if the stop points of trajectory tra1 and tra2 are the
same as well as their time difference is within ΔT , we will match these two points.
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So, if it is set to be large enough, which means we only consider spacial information
of two trajectories when we try to match them. In this case, if the LocIds of two
trajectory points on two tracks are the same, then these two points are matched.

Intuitively, if this kind of similarity value between two users is large, it indicates
that the two users share a large number of common locations and follow similar
transfer patterns between different locations.

Algorithm 1. Revised longest common subsequence
Input: two semantic trajectories tra1,tra2.
Output: Similarity of two trajectories.
1: m ←− |tra1|, n ←− |tra2|
2: Initialize M [m][n] = 0 //matrix to store the LCSS
3: for i = 1; i < m; i + + do
4: for j = 1; j < n; j + + do
5: if tra1[i].pos == tra2[j].pos&&
6: abs(tra1[i].time − tra2[j].time) <= ΔT then
7: M [i][j] = M [i − 1][j − 1] + 1
8: else if M [i − 1][j] >= M [i][j − 1] then
9: M [i][j] = M [i − 1][j]

10: else
11: M [i][j] = M [i][j − 1]
12: end if
13: end for
14: end for
15: Return M [m][n]/avg(|tra1|, |tra2|)

On the contrary, if we set ΔT to be small (3 min in the latter experiment),
which means that we consider both spacial and temporal information of two tra-
jectories points when we try to match them.

Each pair of matching trajectory points indicates that two users may take
activities together. If the number of matched trajectory points pairs is large, it
means the two users often take activities together. It can be expected that if two
users are friends, roommates or classmates, they will take activities together more
regularly and experience more frequent encounters than strangers. Furthermore,
by observing the time and location features of matched trajectory points pairs, we
can further infer the specific type of relationships of two users.

We use the dynamic programming approach to calculate the similarity above,
as is shown in Algorithm 1.

3.3 Social Network Construction and Community Detection

Definition 2. The undirected graph with trajectory similarity as weight is defined
as G(V,E,W,F ), where V represents the node set; E = {< u, v > |u, v ∈ V }
represents the edge set and < u, v > indicates the edge between node u and v; W =
{wi,j ∈ R and < i, j >∈ E} stands for the weight set of edges; F is a mapping that
assigns weights to edges: F : sim(trai, traj) −→ wi,j.
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A social network is composed of a finite set of elements and their interactions. The
key of a social network is how to represent relationships. Based on the defined tra-
jectory similarity estimation, we construct a social network where the nodes rep-
resent the detected mobile users, and the edges represent the relationship between
the detected users. The social network, denoted by G(V,E,W,F ), is shown as
Definiton 2. Based on the Definition 2, communities can be represented as sub-
graphs {Ci = (Vi, Ei,W, F )}N

i=1, where Ci ∈ G and N is the number of commu-
nities. Below, we introduce our community discovery method.

In society, people tend to organize themselves in social groups or communi-
ties, such as families, colleagues, and friends. As a result, most of social networks
exhibit strong modular nature or community structure. Generally, a community
consists of nodes having similar properties, so finding communities helps to mine
some useful information of social networks. In this subsection, we describe our
community detection method to further find communities in the social networks.
We use the proposed semantic trajectory similarity estimation based hierarchical
clustering algorithm to detect communities. Specific steps are as follows:

1. Initialize each trajectory as a cluster, and calculate distance between each pair
of clusters.

2. Take out the minimum value of all the distances. If it is smaller than the set
threshold value, we combine the corresponding clusters.

3. Delete the combined two clusters and their relevant distance. Then, calculate
distance between the newly combined cluster and the others.

4. Repeat procedures 2 and 3 till the distance between each two clusters is larger
than the threshold value.

4 Results

In this section, we conduct an experiment based on our proposed trajectory sim-
ilarity estimation. For each kind of building, we set the ΔT in semantic trajec-
tory estimation to be large enough (ignore temporal information), and use the
proposed method to analyse the social network constructed by the resident pop-
ulation of the four buildings. The experimental result show that our method is
effective.

Table 2. Structural properties of the social networks

AP location |V | |E| d D GD Cc M L

Teaching building (T) 2399 8244 6.87 20 0.003 0.726 0.684 4.964

Scientific research building (S) 3862 20697 10.718 8 0.005 0.756 0.452 4.104

Student canteen (S) 3151 10040 6.373 19 0.002 0.745 0.736 4.361

Dormitory (D) 1150 5147 8.951 13 0.008 0.743 0.4 3.853
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(a) Teaching (b) Laboratory (c) Canteen (d) Dormitory

Fig. 2. The network graph of different types of buildings. (Color figure online)

4.1 Social Network Analysis

We take the resident population of each kind of building extracted above (Table 1)
as experiment object. For resident population of each kind of building, we have
operations on them successively according to methodology Fig. 1(b). In the end,
we extract four different kinds of social networks. The properties and character-
istics of these networks is shown in Table 2. For each of our social networks: we
calculate the nodes number |V |, edges number |E|, average node degree d, the
diameter D, graph density GD, the clustering coefficient Cc, the modularity M
[6], average path length L. For each of the social networks, we draw the thumbnail
of it according to its structure using graph analysis software Gephi [2]. The output
is shown in Fig. 2, in which a node represents a device or a phone user, a edge refers
to relationships between the two users it links. The color of a node stands for the
community that the node belongs to, and nodes with the same color belong to the
same community. The size of a node is determined by its degree. The thickness of
an edge is decided by similarity ranking size.

From Fig. 2 and Table 2, we can see that different kinds of buildings have social
graphs with different structures. The analysis of these social networks is listed as
below:

Teaching Building: As is shown in Table 2 and Fig. 2(a), resident population
of a teaching building makes up this kind of network, which is characterized by
follows: small average node degree, large network diameter and links among users
are weak. Undergraduate students occupy most of the population, whose mobility
is relatively large. Their activities cover most buildings on campus. As a result,
there are a large number of different semantic trajectory patterns followed by this
population.

Scientific Research Building: As is shown in Table 2 and Fig. 2(b), resident
population of a laboratory building makes up this kind of network, which is char-
acterized by follows: high average node degree and almost all of nodes are linked to
build a large community. Graduate students occupy most of the population, whose
mobility is poor. Their activities cover only several buildings on the campus. As
a result, most of graduate students share similar semantic trajectory patterns.
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Canteen: As is shown in Table 2 and Fig. 2(c), resident population of a canteen
makes up this kind of network, which is characterized by follows: large modularity
and large clustering coefficient. The reasons are that the resident population of a
canteen come from various groups of people on campus. People in the same group
share similar semantic trajectory patterns and belong to the same community.
As is shown in Fig. 2(c), the red, green, yellow, blue and single red nodes stand
for undergraduate group, graduate group, doctoral students, teachers group and
school staffs respectively.

Dormitory: As is shown in Table 2 and Fig. 2(d), resident population of a dor-
mitory makes up this kind of network. This kind of social network has highest
average node degree compared to the three formers and members forming it are
high connected. The reason is that most of members living in the same dormitory
building follow similar semantic trajectory patterns.

5 RelatedWork

In this section, we describe the research status of related fields from 3 aspects:
the application of WiFi data, the trajectory similarity estimation and community
detection.

The use of WiFi probes as a way to discover user mobility patterns and uncover
social relationships among mobile users has recently gained attention of the com-
munity. In [1], authors measure similarity of mobile users by taking into account
both intersection of the PNLs (Preferred Network List) and the popularity of
SSIDs. In [3], authors formalize the notion of encounter to captures a significant
interaction between two users.

Past research about calculating distance between two trajectories mainly con-
centrate on two aspects: shape similarity and semantic similarity. DTW distance,
EDR distance and ERP distance are all significant trajectory similarity measure
method. However, they are only applicable to geographic information and thus can
not be used to measure user similarity based on semantic trajectory. As to seman-
tic trajectory similarity, Ying et al. [8] proposed MSTP-Similarity to measures
semantic similarity between trajectories. In [5], author propose a revised LCSS
algorithm to measures the semantic similarity.

For now, there are many algorithms having advantages and disadvantages for
community detection. Based on graph theory, there are KernighanLin Algorithm
and bisection of spectrum. Based on hierarchical clustering, there are aggregation
algorithm including CNM Algorithm and Newman Fast Algorithm, splitting algo-
rithm including GN Algorithm. In [7], authors envision the target network as an
adaptive dynamical system and spots communities in a network by examining the
changes of distances among nodes.

6 Conclusions

In this work, we use semantic trajectory to uncover social relationships among
mobile users from WiFi probes. We extract mobile users’ semantic trajectories
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from our dataset and propose a new trajectory similarity estimation to measure
the similarity among mobile users. Then, we use the similarity measurement to dis-
cover social networks exist in a university and infer specific types of relationships
between two mobile users. Our results show that resident population of different
kinds of buildings on campus constitute social networks with different structures.
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Abstract. The development of wireless technology enables collecting massive
human movement data based on mobile terminals, due to the close relation
between the mobile terminal and human. In this paper, we design a new data
collection way which based on wireless detection to capture the smart phone’s
Wi-Fi signal in our campus, and according to the new data collection method,
a location prediction model T-PST based on Probabilistic Suffix Tree (PST) is
proposed. The prediction model considers not only the spatial historical tra-
jectories but also the corresponding probabilities about the time when objects
appear. To evaluate our proposed prediction algorithm, the experiment was
conducted along several months, using data collected from thousands of users
that freely moved inside the numerous buildings existent in our campus.

Keywords: Location prediction � Suffix tree � Trajectory

1 Introduction

Location prediction has attracted a significant amount of research effort conducted
based on data collected using GPS receivers, data from the usage of GSM networks, or
data from other sources (e.g. sensor tags attached to animals). Both these works have
made great progress in prediction accuracy.

For our experiments, we used a dataset gathered by placing Wi-Fi monitors in our
campus. Wi-Fi monitors can sense when Wi-Fi-enabled devices make a signal. It
doesn’t need moving object to access to the network. Every time one user is moving in
a area covered by Wi-Fi monitor, he/she will be detected and a log is done as long as
he/she opens Wi-Fi switch. Each log contains a MAC of the detected device, received
signal strength indication and a time stamp. In this paper, we refer to a MAC address as
a user, although a user may own more than one device with a wireless network
interface. Each user’s trace is a series of locations, that is, the MAC of Wi-Fi monitor.
We started to collect data since December 2014. With deploying 40 Wi-Fi monitors in
our campus, there are over 30000 unique macs detected each day. Since the members
of the academic community are using more and more mobile devices, portable com-
puters, tracking the use of these devices ends up to be a good way of collecting the
trace of people.

Based on the dataset, we firstly makes a deep mining on the mobility of human
beings which can betterly understand the learning pattern and the behavior
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characteristic of the campus students. Then we introduce a location prediction model
T-PST to capture the spatio-temporal trajectory of user visits, which considers not only
the spatial historical trajectories, but also the temporal appearing probability. We take
into consider the visit frequency of each significant region in different periods to
approach the time distribution of each significant region. The model we proposed is an
efficient compression scheme that converts a large trajectory data into a compact but
representative model which reduces the storage size of trajectory patterns compared to
association rules proposed. We conduct extensive experiments using a real dataset and
the results demonstrate the effectiveness of the proposed models.

2 Datasets and Processing

2.1 Data Collection

This paper is to collect users’ mobile data with the Wi-Fi monitor in the campus. As we
all know, smart phones with Wi-Fi enabled periodically transmit request signal, even
when not associated to a network. In our experiment, we deploy 40 Wi-Fi monitors to
detect the signal from moving objects. Each of the Wi-Fi monitors will generate a file
of data records and every data record has three fields: MAC address, RSSI in dB and
timestamp as shown in Table 1. For example, the first record in Table 1 means a device
whose MAC address is “8853xxxx3334” is sending a probe request signal caught by
the Wi-Fi monitor and the signal strength is −90 dB at time “1445044980” (2015/10/
17 09:23:00).

These monitors are deployed in main buildings of the campus including teaching-
buildings, dormitories, school gates, cafeterias and so on. Until now, the data has lasted
14 months, during which time about 300000 unique MACs were observed. Figure 1
shows the unique devices detected for each day over a two-month period. The number
of detected devices varies from 14,000 to 50,100 per day due to the varied life patterns
of the participants. The high number of observed devices indicates that the monitor has
a great potential to estimate large-scale human mobility despite a small number of data
collectors. Figure 2 shows the unique devices detected for five minutes. The result

Table 1. Samples of original data records

MAC RSSI (dB) TimeStamp

8853xxxx3334 −90 1445044980
8853xxxx3334 −78 1445044981
F8A4xxxxDC0B −69 1445044980
F8A4xxxxDC0B −72 1445044980
0024xxxx8773 −81 1445044982
1C4Bxxxx81A3 −76 1445044982
0024xxxx8773 −80 1445044983
… … …
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shows that the pedestrian flow curve, to a certain extend, can reflect the flow of people
in the campus. For example, the peaks in the figure appear at the dinner time which can
be explained that there are a large number of students.

2.2 The Feature of Datasets

To better obtain representative movement behavior analysis, we further explored the
features of data sets, mainly for the following three conditions: 1. The interval of signal
records; 2. The distribution of Received Signal Strength Indication (RSSI); 3. The
distribution of the unknown devices.

We firstly introduce the distribution of the signal records interval as shown in
Fig. 3. It can be seen from the figure, nearly 65 % data records interval time is 0 s. It
means that when the user enter the area coverd by monitor, it will generate a plurality
of monitoring records. And can be seen from the figure, a process generated record is
continuous, only a few records of adjacent time interval will be greater than 100 s.

The signal intensity can reflect the distance between a user and a Wi-Fi monitor to a
certain extent. When the signal strength is greater, it indicates that the user from the
monitor is near, on the contrary, it is far distance. As shown in Fig. 4, it’s the distri-
bution of the RSSI. From the figure we can see that there are few records which signal

Fig. 1. Distribution of detected devices by WiFi monitors over a two-month period

Fig. 2. Distribution of detected devices by WiFi monitors in a day
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strength is lower than −90 dB and higher than −50 dB recorded and about 80 % of the
records signal strength in between −50 dB to −90 dB.

As we all know each wireless network card has a unique MAC address which will
not change on the usual. In the actual monitoring, when we let each MAC correspond
to the manufacturers, we found there are a lot of devices whose MAC address’s prefix
is not in the list of IEEE assigned to manufacturers, called the unknown devices. The
blue line in Fig. 5 shows that the number of unknown devices detect ed each day, and
the green line means the normal device that can find its manufacturer. From the figure

Fig. 3. The adjacent monitoring time interval ratio

Fig. 4. The distribution of RSSI

Fig. 5. The distribution of the number of detected devices (Color figure online)
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we find that the number of normal devices is almost 20,000 which is the number of
students in our campus. At present, we still not found the cause of the unknown MAC.

3 Model and Algorithm

3.1 Preliminaries

In this section, we will explain a few terms that are required for the subsequent
discussion, and define the problem addressed in this paper.

Definition 1. A trace lists locations of Wi-Fi monitors by which the device was
detected along with a time stamp. Mobility traces have the following form:

L ¼ fðl1; t1; r1Þ. . .. . .ðln; tn; rnÞg ð1Þ

Each of the three tuple consists of three elements: the position of the current access
to the Wi-Fi monitor l, the current time t and the signal strength of being detected by
the Wi-Fi monitor r. And n is the length of the trace. As the position of each Wi-Fi
monitor is fixed, it’s easy to extract user’s mobility traces.

Definition 2. A spatio-temporal trajectory stands for the sequences of stay points with
the arrival time and leaving time. A spatio-temporal trajectory of length n > 0 will be
represented as follows:

T ¼ ðs1; ts1 ; te1Þ ! ðs2; ts2 ; te2Þ ! . . .. . . ! ðsn; tsn ; tenÞ ð2Þ

where tsi represents the arrival time at stay point si, tei represents the living time at stay
point si.

Since these Wi-Fi monitors are fixed and easily identifiable from their globally
unique MAC addresses, these stay points can be detected automatically from a user’s
mobility traces by seeking the Wi-Fi monitors where the user spends a period
exceeding a certain threshold. Each stay point we extract contains information about
the position of Wi-Fi monitor, arrival time and leaving time. Thus, a user’s mobility
traces can be transformed into the sequences of stay points.

3.2 Spatial Prior

In this section, we introduce how to compute spatial probability given the spatial
historical trajectories. After a user’s mobility traces are transformed into the spatial-
temporal trajectory, we can calculate the transition probability between user’s signif-
icant regions which a user frequently visited. It corresponds to the probability of the
next location given the current spatial context without considering any temporal
information. Thus, a probability suffix tree can be constructed. The essence of PST is a
compact representation of a variable-order Markov chain. It uses suffix tree as the
storage structure for efficient storage and retrieval. In this paper, a symbol means a
Wi-Fi monitor to label each edge in this tree which indicates one movement from one
Wi-Fi monitor to the other one. And each tree node is labeled by a sequence, which
represents a path from the node to the root. To illustrate, Fig. 6 shows the second-order
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PST inferred from the sample “abacbcabacbbc”. From the figure, we can see that each
node has a probability vector of each possible next movement. The symbol with
maximum probability will be the prediction result. For example, the probability vector
[2/4,1/4,1/4] of node b in the tree represents the probability that the next location will
be a, b, c is 2/4,1/4,1/4. The maximum probability 2/4 of the node a will be the
prediction location when it doesn’t consider the temporal probability.

Given a database of moving object history traces, the construction process of PST is
divided into two steps. At beginning of the first step, we hold a PST consisting of a
single root node with the counts of each frequent region in the trajectories. If the count
of frequent region si is larger than the predefined MinSup, one tree node labeled as si
will be created as a child node of the root. Then, tree node si will maintain the
conditional probability of the frequent region si+1 with the prefix segment of node si in
the predictive table. For each sequence of frequent regions s1s2…si, if a frequent region
si+1 appears behind it, those statistical information of nodes labeled as all suffix of
s1s2…si should be updated accordingly.

In this paper, we adopt the algorithm to construct the probabilistic suffix tree which
is proposed by the author in [1]. It can guarantee the time complexity and space
complexity of the tree is O(n).

3.3 Temporal Constraints

In this section, we introduce how the time factor influence the accuracy of prediction.
Then we introduce how to compute the temporal probability.

The movement patterns of moving objects tend to be from one time period to
another (e.g., weekdays vs. weekends). In Fig. 7, we visualized the number of users
visited a teaching building in our campus at weekdays and weekends. The lines sep-
arately represent the distribution of the number of macs detected by the monitor at
weekdays and weekends. From the figure we can see that there are more peaks which
appears mostly in class period in the weekdays. In contrast, during weekends, traffic
starts somewhat later and remains relatively stable throughout the day, with a slight
increase of traffic just at dinner time. These differences can obviously be explained by
the fact that students have class during the week and use the weekend for spare-time

Fig. 6. The probability suffix tree of the depth L = 2
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activities. In this paper, to enhance the accuracy of location prediction, we will consider
the probability that the moving object visits one place at the query time.

After constructing probability suffix tree to represent the transition probability
between user’s significant locations, we need retrieve the temporal information of
moving behavior. In our prediction model, the region with larger spatial probability and
temporal probability has the greater chance that an object will move to. In [2], Gao et al.
considered the user’s visits frequency following Gaussian distribution over the day of
week and the hour of the day. And the temporal information of the visit happening at a
given location could be decomposed into “daily” and “hourly” information.

3.4 Prediction

PST represents the probability characteristic of sequence context. Given a series of
historical visits in a previous time section, and a context of the latest visit location with
the time of the next visit, we first encode the recent movements into a query sequence.
Then the tree node of PST will be located by the best similar of its labeled pattern and
the query sequence.

As we know, the location which was passed a long time ago has little influence on
the prediction. Thus, we need to reverse the query sequence when search the best
similar node. The search process will be repeated after removing the location with the
farthest t query time when we cannot find the query sequence node in the PST.

After the best similar node is located, the moving potential of each next movement
candidate is calculated to decide the next movement. The region with larger spatial
probability and temporal probability in the predictive table has the greater chance that
an object will move to.

4 Experimental Evaluation

In this section, we first introduce the dataset in the experiment, then extensive
experiments are performed to evaluate the effectiveness and efficiency of our proposed
location prediction method.

Fig. 7. Activity in weekends and weekdays
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4.1 Datasets and Settings

In our traces, many users which are not accustomed to turning on their Wi-Fi switch
appear in the traces only for a few days. As we want to find meaningful patterns of user
mobility, we need to remove these users who are not frequently detected by Wi-Fi
monitor. Figure 8 shows the distribution of the days which moving objects detected in
during 52 days. This figure shows that there were almost eighty percent users who were
detected by Wi-Fi monitor less than twenty-five days. Figure 9 shows the distribution
of the numbers of monitors which moving objects visited in past three months. We can
see that most users tend to turn on their Wi-Fi switch at fixed Wi-Fi monitor. The users
who did not appear or did not connect to the wireless network frequently will be
eliminated as their moving behavior are not apparent.

We select 50 users who are detected by more than 20 Wi-Fi monitors between Mar.
2015 and Aug. 2015. Then we divide the data into two parts: the 4 first months of data
as the training data, the 2 last months as the testing data. We use prediction accuracy to
evaluate our approach, which is the ratio of correctly predicted visits over the total
number of predictions.

4.2 Experimental Results

In our experiment, we use prediction accuracy to evaluate our approach. It defined as
the ration between the frequency of the correct predictions pcorrect over the total number
of predictions ptotal:

Acc ¼ pcorrect=ptotal ð3Þ

We firstly examine the effect of time factor to the prediction. Figure 10 shows the
performances of both our method and the prediction without considering the temporal
information. The experimental result shows that our prediction method is more precise
than without considering the temporal information. And when the height of PST equals
two, the performance will be the best. When the length of a query sequence is greater

Fig. 8. The CDF of appearing days
distribution

Fig. 9. The CDF of the count of visited WiFi
monitor
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than 2, the prediction effect of the our model is relatively constant, and the length of the
adaptive sequence can be effectively predicted.

5 Related Work

The study of location prediction has attracted a lot of attentions in recent years.
Generally, these approaches can be divided into three major categories based on the
perspective from which the data is being considered: spatial, temporal, and joint spatio-
temporal approaches.

Traditional location prediction approaches on mobile data make use of spatial
trajectory pattern. Temporal information is considered as an order indicator when
generating the location sequence in most of these approaches. Markov chain models
have been used to predict the next movement of moving objects. In [3], the author
extends a mobility model called Mobility Markov Chain (MMC) in order to incor-
porate the n previous visited locations and the author develops a novel algorithm for
next location prediction based on this mobility model that we coined as n-MMC. In [4]
the author predicts the future location with hidden Markov models. The center idea of
these works is that user moving behavior is transformed into a series of discrete
stochastic process, the prediction depends only on the transition probability from a state
to another state. The prediction algorithm based on Markov model.

With the rise of data mining, many researches discussed the problems of predicting
the next location based on sequential pattern mining [5, 6]. This type of predictors tend
to mine frequent trajectory pattern represents the mobility behavior of an individual.
Then they consider the support and confidence in selecting the association rules for
making predictions.

Researchers have also investigated the user’s temporal pattern on mobile data. In
[7], the author propose WhereNext to predict the next location. The prediction uses
previously extracted movement patterns named Trajectory Patterns, which are a con-
cise representation of behaviors of moving objects as sequences of regions frequently
visited with a typical travel time.

This paper presents a probability suffix tree model T-PST which is a principled and
scalable implementation of a variable length Markov model. It also presents various

Fig. 10. Performance comparison of our prediction model and PST
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models that are capable of dealing with situations when the user has no mobility history
to use for inferring future locations.

6 Conclusion

In this paper, a new wireless detection method was used to obtain data. Compared with
the wireless campus network log data adopted in previous similar research, firstly, it
disengaged from the dependence on logging on the campus network; secondly, the
collected data were outdoor data, reflecting users’ mobility features but not indoor
using features. These two features made our study better for the research of human
mobility on campus. Based on the data set, we have explored the spatio-temporal
trajectory pattern to predict the next sampling location that a moving object will arrive
at. The prediction model considers not only the spatial historical trajectories but also
the corresponding probabilities about the time when objects appear. In this paper, we
utilize the probability suffix tree to represent the spatial transition probability. And the
distributions of the visit times at each state are captured to describe the individual’s
movement habit. The evaluation over traces collected by Wi-Fi monitors deployed in
our campus. Our prediction model is able to achieve reasonable accuracy with con-
sidering time factor. As part of future work, we plan to utilize social relationship to
predict the next location.
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Abstract. With the boom of study on heterogeneous network, search-
ing relevant objects of different types has become a research focus. For
example, people are interested in finding actors who cooperate with the
famous director Steven Spielberg the most frequently in movie network.
Considering the time and memory consuming drawbacks of traditional
random walk models, this paper presents a random path sampling mea-
sure RSSim, where the tradeoff can be made between efficiency and esti-
mating accuracy, to discover relevant objects in heterogeneous network.
The key idea of this algorithm is that we use a Monte Carlo simula-
tion to make an ε-approximation to our relevance measure defined on
meta path, an important concept to catch up the semantic meaning of a
search. The lightweight property and quickness of Monte Carlo simula-
tion make the algorithm applicable to large scale networks. Moreover, we
give the theoretical proofs for the error bound and confidence followed
in the process of estimation. Experiments validate that RSSim is 100
times faster than several optional methods and can make a good ranking
accuracy approximation to the baseline with a small sample size.

Keywords: Heterogeneous information networks · Relevance search ·
Random path sampling

1 Introduction

With the prosperity of study on Heterogeneous Information Network (HIN) [13],
much works has been done to estimate the relevance among different-typed
objects in such complex networks. Relevance search problem aims to discover
target objects relevant to search object with some semantic meaning, and it is
the foundation of many data mining tasks, such as clustering and recommenda-
tion.
c© Springer International Publishing Switzerland 2016
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Some works have been done to find relevant objects in HIN [8,9,12,14]. As an
abstraction of unique semantic characteristic in HIN, meta path [14], a sequence
of relations connecting two objects, is widely used to catch sensitive semantic
information in relevance search. Based on meta path constrained random walk
models, Lao and Cohen [9] learn a combination of constrained paths to find target
objects in information retrieval task. Sun et al. [14] present a path counting based
measure, PathSim algorithm, to find similar peers using a symmetric meta path.
Shi et al. [12] propose a pair-wise random walk based method, which measures
relevance between different-typed objects. These works usually build full random
walk models, which require matrix chain multiplication. That is, they take all
objects involved in the process of random walk into consideration. However, the
high computation cost of their algorithms results in a low efficiency problem,
thus, they are not applicable to large scale networks. Though there are some
strategies, such as truncation and dynamic programming [6,11], to reduce the
computational complexity, they still have a bias to both meta path and the
statistical property of the network.

It seems a good way to make an approximation to the full random walk
models. Nevertheless, the challenges of approximating relevance between objects
in large scale networks mainly lie in two aspects. (1) It’s hard to efficiently
estimate the relevance scores with low cost. (2) How to judge the accuracy of a
relevance estimation?

In order to deal with the problems mentioned above, we contrive a useful
random path sampling method, referred to as RSSim, which quickly estimates
the relevance between objects in HIN. This idea is inspired from [16]. Generally
speaking, we assign a number of walkers to walk randomly along the meta path.
Consequently, we think that the search object is relevant to the objects where
the walkers frequently arrive. From the aspect of sampling, our method can be
viewed as a Monte Carlo solution over a domain of path instances defined by meta
path, and we measure the relevance score by the normalized count of number
of walkers visiting a target object. We give a theoretical proof for the sample
size bounded by the error bound and confidence. Experiments on IMDB dataset
validate the effectiveness of the proposed method compared to the conventional
methods.

The main contributions of our work are listed as follows.

(1) We propose a novel Monte Carlo based path sampling method to simulate
the relation propagation along meta path. This can greatly reduce storage
space and computational complexity for top-k relevance search in HIN.

(2) We provide theoretical analysis on the accuracy and convergence of our algo-
rithm. Extensive experiments on real-world large network show the superi-
ority of our method and confirm our theoretical findings.

The rest of the paper is organized as below. We introduce the related work
in Sect. 2. In Sect. 3, we present the RSSim measure. Extensive experiments are
conducted to validate the effectiveness of RSSim in Sect. 4. Section 5 makes a
conclusion of this paper and illustrate the future work.



Path Sampling Based Relevance Search in Heterogeneous Networks 455

2 Related Work

Relevance search in HIN and sampling method are key research areas closely
to the study. Relevance search is derived from similarity search, which focuses
on same-typed objects. And here we make a brief summary to these works.
Many link based methods use link relations in a network: SimRank [3] follows
the intuition that two nodes are similar if they are referenced by similar nodes.
Personalized PageRank [4] uses the thought of unbiased random walk to find
similar nodes recursively.

There are Monte Carlo or sampling based measures to reduce the time and
space complexity on those methods [5,7,10]. Recently, Zhang et al. [16] pro-
pose a path sampling method Panther to measure node similarity in large scale
homogeneous network. However, these approaches can not deal with networks
that contain different-typed objects or links.

For studies in heterogeneous information networks, Lao and Cohen propose
PCRW [9], mainly used in information retrieval task. The similarity in PCRW
is defined by a learned combination of similarity through a constrained random
walk. Sun et al. [14] first present the concept of meta path and PathSim algo-
rithm, which only finds similar peers in HIN. Based on the model of pair-wise
random walk, Shi et al. [12] propose HeteSim, which measures relevance between
different-typed objects according to the probability of them walking at the same
middle object. Similar to HeteSim, Meng et al. [8] propose the AvgSim measure
that evaluates similarity score through two random walk processes along the
original and reversed meta path, respectively.

However, they all have the defect that they suffer from high computation and
memory demand. In RSSim, we view the relevance search as a probability esti-
mation problem. The good merits (e.g. easy to paralleled and fast convergence)
make it enable applications in large scale networks.

3 RSSim: A Path Sampling Based Top-K Relevance
Search

3.1 Preliminaries and Problem Definition

In this part, we give some basic concepts related to our method and the problem
definition.

An information network is defined as a directed graph G = (V,E) with
an object type mapping function V → A and a link type mapping function
E → R. Each object v ∈ V belongs to one particular object type in object
type set A, and each link e ∈ E belongs to one particular relation in relation
type set R. When |A| > 1 or |R| > 1, the network is called heterogeneous
information network; otherwise, it is a homogeneous information network.
And The network schema is a meta template for the heterogeneous network
G = (V,E), denoted as TG = (A,R). Figure 1(a), (b) show an example of movie
HIN and its network schema.
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A meta path [14] P is a path defined on the network schema TG = (A,R),
and is denoted in the form of P = A1

R1−−→ A2
R2−−→ . . .

Rl−→ Al+1, which defines
a composite relation R = R1 ◦ R2 ◦ . . . ◦ Rl between type A1 and Al+1, where
◦ denotes the composition operator on relations. The length of the meta path
P is l. A path instance is a concrete path defined on the information network
G = (V,E). let p = a1a2 . . . al+1, where each link ei =< ai, ai+1 > belongs to
the relation Ri in P .

(a)Movie HIN (b)The network schema of movie HIN

Fig. 1. An example of HIN and its network schema

The relevance search problem can be described in the following. Given a
search object s and a related meta path P = A1A2 . . . Al+1, find out a set of the
top relevant target objects Xs,P according to the semantic meaning from P .

To formulize the relevance of two objects, one can consider an approach of
full random walk on HIN, whose probability distribution releP (s, t) is as follows.
If P is the empty path, i.e. l = 0, then

releP (s, t) =

{
1, if t = s

0, otherwise
(1)

If P = R1R2 . . . Rl is nonempty, then let P ′ = R1R2 . . . Rl−1 and define

releP (s, t) =
∑

t′∈I(t|Rl)

releP ′(s, t′) · δ(Rl(t′, t))
|O(t′|Rl)| (2)

where Rl(t′, t) indicates t and t′ are linked by Rl, and δ(Rl(t′, t)) is an indicator
function with the value 1 if Rl(t′, t) and 0 otherwise. I(t|Rl) is the set of in-
neighbors of t based on relation Rl, and O(t′|Rl) is the set of out-neighbors of
t′ based on relation Rl. |O(t′|Rl)| represents the set size.

Thus, the set Xs,P is chosen from top-k releP (s, t). We can see from Eq. (2)
that releP (s, t) is derived from the sum of all the in-neighbors related functions.
However it is difficult for such model to scale up to large HIN because of its high
time cost. One important idea is to obtain an approximate set X∗

s,P . From the
perspective of approximation, we aim to minimize the difference between X∗

s,P
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and Xs,P so as to be bounded by a small constant, i.e., Diff(X∗
s,P ,Xs,P ) � ε, with

a confidence 1 − δ. Next, we will define a relevance measure and introduce our
method on how to approximate it. In short, we give an approach of probability
estimation in the domain of all path instances determined by meta path.

3.2 Random Path Sampling

We reconsider the object relevance from the perspective of path. Let Π denotes
all the path instances of l length meta path P = A1

R1−−→ A2
R2−−→ . . .

Rl−→ Al+1.
A path instance p = a1a2 . . . al+1, where ai belongs to Ai, i from 1 to l + 1. Let
w(p) be the weight of a path p. Here we define it in the following formula.

w(p) =
l∏

i=1

1
|O(ai|Ri)| (3)

where O(ai|Ri) has the same meaning with Eq. (2) and the denominator indicates
the out-degree of each object in p based on its forward relation. w(p) actually
is the accumulation of transition probabilities of the l relations based path p.
Given this, the path relevance between s and t is defined as:

RelP (s, t) =

∑
p∈Ps,t

w(p)
∑

p∈Ps
w(p)

(4)

where Ps is the subset of Π starting with s, and Ps,t is the subset of Π that
starts with s and ends with t. To use Eq. (4) to measure relevance, we have to
calculate all the unique paths in the domain Ps. However, the time complexity is
exponentially proportional to the path length l. Therefore, we propose a sampling
method to estimate the path relevance Eq. (4). The key idea is that we randomly
sample N path instances from Ps and recalculate Eq. (4).

RSSimP (s, t) =

∑
p∈Ps,t

w(p)
∑

p∈Ss
w(p)

(5)

Here Ss is the set of sampled path instances from Ps. We notice from Eq. (3)
that w(p) also represents the probability that a path p is sampled from Ps, thus,
by substituting it into Eq. (5), we can rewrite RSSimP (s, t) as below:

RSSimP (s, t) =
|Ps,t|
N

(6)

In fact, the proposed method RSSim can be viewed as a Monte Carlo algo-
rithm. In ranking problem, Fogaras and Rácz [1] show that using this algorithm
and a small number of trials is sufficient to distinguish between the high and
low ranked objects in Personalized PageRank. For our top-k relevance search,
we care more about high ranked objects in the ranking list. Therefore, RSSim,
the Monte Carlo based method, is expected to seek out the high ranked objects
using a small number of samplers.
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Algorithm 1. RSSim
Input: A network G, meta path P , parameters ε, δ, search object s and k.
Output: top-k relevant objects to s.
1: Calculate sample size N = 1

ε2
(1 + ln 1

δ
);

2: Initialize all elements in Trails as 0; /*Trails is a map that counts the numbers
of trails arriving at the end of a path*/

3: GenerateRandomPaths(G,N ,s);
4: for all pi in Ps do
5: Trails[pi.PathEnd] + +;
6: end for
7: Relevance ← Top-k reversed sort on Trails;
8: for all j ∈ [1, k] do
9: Set Relevance[j] = Relevance[j]/N ;

10: end for
11: Return top-k similar objects according to Relevance;

Now we illustrate the process of RSSim algorithm. First, we generate the
entire sampled path instances. As we are interested in the recurrent frequency of
target objects, then we make a top-k sorted word-frequency counting, and output
the normalized relevance scores. The algorithm is formalized as Algorithm 1.

The time complexity of RSSim includes two parts: Random path generating
and Top-k similarity search. The former is O(N logd), where d is the average
degree w.r.t. meta path. And the later is O(N +M logk), where M is the number
of ending objects involved.

3.3 Theoretical Analysis

We aim to establish the relationship between sample size N and its effect factors:
error ε, confidence 1−δ. The path relevance can be viewed as a probability mea-
sure defined over all path instances, thus, we adopt the results from VC learning
theory [15] to analyze the relationship. One important result of VC theory is
that if we can bound the VC-dimension of a range set, it is possible to build
an ε-approximation by randomly sampling points from a domain. Actually, in
our context, VC-dimension controls the required sample size in ε-approximation.
This is summarized in the following theorem.

Theorem 1. Let F be a range set on a domain G, with V C(F) � d.

|S| =
c

ε2
(d + ln

1
δ
), (7)

where c is a universal positive constant. Then S is an ε-approximation to (F , φ)
with probability of at least 1 − δ.

In our context, we give an upper bound of the VC-dimension of F in Lemma:
V C(F) = 1, where F denotes range set of paths starting from source and ending
at some target. The lemma can be proved by contradiction [16]. So, we derive
sample size N = c

ε2 (1 + ln 1
δ ).
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4 Experiments

In the section, we use IMDB dataset to show the effectiveness of the proposed
method in efficiency and accuracy, by doing various experiments. We make a
parameter sensitivity analysis to further discuss the adaption of our method to
the complexity of heterogeneity. We also present two case studies as the qualita-
tive analysis and in the end. The codes are implemented in C++ and experiments
are conducted on a Ubuntu server with four Intel Xeon(R) CPU (2.5 GHz) and
16 G RAM.

4.1 Dataset

The IMDB dataset is HIN structured and contains movie, actor, director and
type objects. The dataset we use is crawled from IMDB site. It contains 87K
movies identified by titles, 103K actors, 39K directors and 27 types. Our movie
network are built according to the network schema introduced in Fig. 1(b).

4.2 Accuracy Performance

We evaluate the accuracy performance of proposed method on object ranking
based on meta path. We choose the full path relevance measure as our baseline
and use nDCG score [2] as the ranking accuracy. In the next, we reveal the
relation between our error bound ε and this accuracy.

In our RSSim, the value of ε controls the ranking accuracy. However, it is
hard to establish the precise relation between them. Experiments show that we
would get a higher ranking accuracy score when setting 1

ε2 = |M |, where M

indicates the range size of target objects. So we derive ε = c
√

1
|M | , where c is

a constant, set 1. Table 1 shows the ranking accuracy measured by nDCG on
different meta paths with the derived ε.

Table 1. The ranking accuracy measured by nDCG on different meta paths

Meta path TMAMT TMDMT DMAMD DMTMD AMDMA AMTMA MAMAM

nDCG score 0.989 0.978 0.910 0.869 0.938 0.815 0.980

4.3 Efficiency Performance

We evaluate the computational time of our method using the derived ε. Table 2
lists the efficiency performance of RSSim as well as alternative methods on 7
common different meta paths. We fix k = 10 and ε = c

√
1

|M | . Clearly, RSSim is
much faster than the competing methods.
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Table 2. Efficiency performance (CPU time) of relevance search on different meta
paths. “—” indicates that the corresponding method cannot finish the computation
within a reasonable memory.

Methods Running time (seconds)

TMAMT TMDMT DMAMD DMTMD AMDMA AMTMA MAMAM

PCRW 1.811 1.740 1.803 1.732 1.868 1.783 1.788

PathCount 1.859 1.904 2.060 – 2.172 – 7.429

PathSim 1.876 2.223 – – – – –

HeteSim 1.901 1.924 2.075 1.914 1.917 2.183 2.121

Baseline 0.298 0.139 0.000178 0.157 0.00249 0.558 0.00299

RSSim 0.00462 0.00191 0.000761 0.129 0.00452 0.481 0.00233

4.4 Parameter Sensitivity Analysis

Our method has multiple input and output parameters, including meta-path P ,
path length l and error-bound ε. Since they are sensitive to the performance of
our method, we analyze the sensitivity of the above parameters.

Effect of path length l. Figure 2(a) shows the accuracy performance of RSSim
on three meta paths of different length, where l is a positive integer varies from
1 to 5. Figure 2(b) shows the accuracy on AMAl with variable k. We reach the
conclusion that a longer meta path can result in a lower accuracy score under
a certain ε. This is reasonable since a longer meta path requires longer path
instances to sample, making a wider range of target objects.

Effect of meta path P . Figure 3 shows how different meta paths alone would
affect the ranking accuracy measured by RSSim. Comparing Fig. 3(a), (b), and
(c), we see that to reach a certain ranking accuracy, different meta paths need
different ε to control, and it always varies a lot according to meta paths. Details
about effect factor will be discussed in the effect of ε.

(a)Accuracy with ε = 0.04,k = 10 (b)Accuracy on AMAl with ε = 0.01

Fig. 2. Accuracy on different length of meta path
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(a)AMAMD (b)AMDMT (c)AMTMA

Fig. 3. Effect of meta path and ε

Effect of error-bound ε. Fig. 3 shows the accuracy performance of RSSim by
varying ε on different meta paths. They reflect the fact that when the error
bound ε reaches down a critical point, accuracy scores of RSSim are almost
convergent to 1. This experiment validates that a small sample size is enough to
make an accurate similarity ranking. Also, Fig. 3 qualitatively shows a negative
correlation between critical point and the average range size of target objects.

4.5 Case Study

In this section, we demonstrate the traits of RSSim through case study in other
two tasks: automatic object profiling and celebrity discovering.

Automatic Object Profiling. We first study the effectiveness of our approach
on different-typed relevance measurement in the automatic object profiling task.
If we want to discover the profile description of an object in some type, we can
compute the top k relevance of the object to objects from other types respectfully.
For example, as to object JackieChan in actor type, relevance searches are
finished on three paths AMA, AMD and AMT, denoting the stars who play
with him the most frequently, the directors who cooperate with him most and
the most possible movie types of the movies that he plays in. Table 3 shows top
5 relevant objects in various types.

Table 3. Automatic object profiling task on type “Jackie Chan” on IMDB dataset.

Path AMA AMD AMT

Rank Actors Directors Types

1 Jackie Chan Jackie Chan Action

2 Sammo Kam-Bo Hung Stanley Tong Comedy

3 Chris Tucker Wei Lo Drama

4 Maggie Cheung Sammo Kam-Bo Hung Crime

5 Siu Tin Yuen Brett Ratner Thriller
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Table 4. Relatedness values of actors and types measured by RSSim on IMDB dataset.

Action Adventure Romance

Actors Scores Actors Scores Actors Scores

Sammo Kam-Bo Hung 0.00142 Lex Barker 0.00157 John Wayne 0.00141

Akshay Kumar 0.00142 William Boyd 0.00150 Salman Khan 0.00127

Sunny Deol 0.00137 Andy Clyde 0.00130 RiShi Kapoor 0.00126

Celebrity Discovering. Suppose we know the celebrities in one domain, the
celebrity discovering task is to find celebrities in other domains through their
relative importance. Specifically, based on a domain-celebrity path, two celebri-
ties share the same status if the distance is short between the relevance of
the new celebrity-new domain and that of the known celebrity-known domain.
Table 4 shows the relevance scores returned by different approaches on six
“type-actor” pairs on IMDB dataset. Comparing RSSim scores, we can find
AkshayKumar, AndyClyde and JohnWayne should be famous actors in Com-
edy, Adventure and Romance, respectively, since they have very close RSSim
score to SunnyDeol, a famous Action Star.

5 Conclusion and Acknowledgements

This paper presents a novel random path sampling measure RSSim, which aims
to discover relevant objects in large scale heterogeneous networks. We evaluate
the efficiency and accuracy performances of RSSim on IMDB dataset. We also
give a formula to choose error bound ε in different meta paths so that to obtain
a high ranking accuracy. Moreover, we make a parameter sensitivity analysis
about meta path, path length and ε.

This work was supported by NSF Project(61302077) Social Search for Col-
laborative User Generated Services upon Online Social Networks and by 863
project(2014AA01A706).
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