
Chapter 5
Controlling Chaos

Chaotic dynamics is one of the most general ways of non-linear systems evolution.
Chaotic regimes are abundantly present in nature as well as in devices created by
human hands. However, it is difficult to unambiguously answer whether chaos is
useful or harmful. Chaos is beneficial when it increases the chemical reaction rate
by intensifying mixing, providing a powerful mechanism for heat and mass transfer.
However, in many situations chaos is an undesirable phenomenon which can, for
example, lead to additional mechanical fatigue of the elements of construction due
to their irregular vibrations. The possibility of non-resonant energy absorption in
a chaotic regime can lead the system parameters beyond safe levels. Therefore,
it is clear that the ability to control chaos, i.e., to enforce or suppress it, has
great practical importance. Earlier, when chaos was still unusual, the problem
of its amplification was at the center of attention. However, at the beginning of
the 1990s, the pendulum swung in the other direction. Considerable theoretical
and experimental efforts were made to convert chaos into periodic motion. A
new and intensely developing domain of non-linear dynamics—controlled chaos—
originated from the pioneering work [1] of the same name. From this point on the
term “controlled chaos” entered into the vocabulary of physicists which deal with
non-linear dynamical systems.

5.1 Statement of the Problem

All of the numerous definitions of chaos are based on the extreme sensitivity of
chaotic dynamics to initial conditions. In the real world any system is disturbed
by external noise, and in computer simulations a small perturbation appears due
to numerical round-off. If a system is chaotic, then a small perturbation grows
exponentially in time, drastically changing the behavior of the system. This pecu-
liarity of chaotic systems considerably complicates analysis, driving experimenters
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to despair. However, the reason for despair may become the origin of hope. After
all, if the system is so sensitive to small perturbations, can we use them to control
it? This idea is the basis for the Ott–Grebogy–Yorke (OGY) control method [1].

It is interesting to note that in the pioneering work [1] there was already a deep
understanding of the prospective aim of chaos control. “One may want a system to
be used for different purposes or under different conditions at different times. Thus,
depending on the use, different requirements are made of the system. If the system
is chaotic, this type of multiple-use situation might be accommodated without
alteration of the gross system configuration. In contrast, in the absence of chaos,
completely separate systems might be required for each use. Such multipurpose
flexibility is essential to higher life forms, and we, therefore, speculate that chaos
may be a necessary ingredient in their regulation by the brain.”

The OGY method and its numerous variations are based on the fundamental
concept of global reconstruction of the system due to small perturbation. They are
used for chaos control both in abstract models and in different concrete systems
beginning with the simplest pendulum [2] and ending with the such complex
biological systems as the heart [3] and brain [4].

Practically any dynamical system can be an object for control. At the present time
the best results are achieved in the domain of control for systems with dynamics
which are chaotic over time. They are described by systems of ordinary differential
equations and are finite-dimensional inherently. The dynamics of such a system can
also be described using mappings in terms of discrete time. Such transitions can
be performed using the well-known technique of Poincaré sections (see Sect. 3.1).
Systems with spatially chaotic dynamics are also described by systems of ordinary
differential equations. The realization of control in such systems requires only minor
modification of the methods used for systems chaotic in time. Infinite-dimensional
systems with dynamics which are chaotic both in time and in space are described by
equations in partial derivatives. It is the control of such systems that now presents the
main difficulty, though even in this domain considerable progress has been achieved.

One of the most attractive features of the developed control methods is that it
is not necessary to have any analytical model of the controlled system. For input
information describing the system dynamics we can use masses of experimental data
of any dimension. This feature of the control methods opens up the possibility for its
application to practically any system if its dynamics contain a chaotic component.

5.2 Discrete Parametric Control and Its Strategy

In any chaos control method the principal role is played by the immediate objects
of stabilization, which are the unstable periodic orbits. One of the fundamental
properties of chaos is the simultaneous coexistence of many different motions in
the system. In particular, chaotic motion on the strange attractor coexists with an
infinite number of unstable periodic orbits. The motion of the system along a chaotic
orbit can be understood as the continuous switching between neighboring unstable
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periodic orbits [5]. One can imagine the periodic orbits as forming the skeleton of
the chaotic attractor, supporting dynamics in the phase space. The same fundamental
role is played by periodic orbits in quantum mechanics as well. We will cite just
the famous trace formula [6], which allows the quantum spectrum to be linked in
semiclassical approach with a sum over classical periodic orbits.

Although the existence of unstable periodic orbits does not apparently manifest
in free chaotic evolution, these objects play a principal role from the point of view
of chaos control. In order to demonstrate this, we shall discuss the strategy first
realized in the OGY chaos control method. Let us consider a set of unstable periodic
orbits embedded in the chaotic attractor of a dynamical system. For each of such
orbits we shall ask the question: does motion on that trajectory optimize some
system characteristic? Then we choose one of the optimal trajectories. Assuming
that motion on the attractor is ergodic, we can always wait until the moment of time
when the chaotic trajectory during its random walks approaches the chosen unstable
periodic orbit. When it happens, we apply a small programmed perturbation in order
to direct the trajectory towards the target orbit. If there is noise present in the system,
we shall repeat that procedure in order to keep the periodic orbit.

To realize that strategy we need to do the following:

• to identify the unstable periodic orbits on the attractor;
• to study the attractor structure in the neighborhood of such orbits;
• to choose the system parameters appropriate for realization of control and to

study the system response on their perturbation.

Perhaps the most difficult step in this strategy is the localization of the unstable
periodic orbits. A whole row of papers [7–10] is devoted to this problem. However,
the method which is the most closely related with the main idea of chaos control
is the one based on the transformation of unstable objects into stable ones [11].
The essence of the method is in utilizing the universal set of linear transformations,
which allow the transformation of unstable periodic orbits into the stable ones,
localized in the same points of the phase space as the required unstable orbits.
Stable periodic orbits obtained as the result of such transformation can be found
with the help of standard iterative procedures. Analysis of the attractor structure
in the neighborhood of unstable fixed points or unstable periodic orbits (which
can be considered as the combinations of unstable fixed points) does not present
any problem. To do this, one should observe the motion of the point representing
the current state of the system in the Poincaré section surface. From time to time
this point will approach the unstable fixed point along the direction which is
called the stable one, and then it will move off along the unstable direction. These
two directions form a geometric structure which is called the saddle. Knowledge
of those directions (the eigenvectors of the Jacobi matrix) and the velocities of
approaching and moving off along those directions (the eigenvalues of the Jacobi
matrix) represent all the necessary information about the local structure of the
attractor in the neighborhood of the fixed point, which is needed for the realization
of the discrete parametric control method.
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The identification of optimal system parameters is a relatively difficult task. We
note that a number of modifications of the OGY method [12] permit this difficulty
to be avoided. But as soon as the choice is made, there remains only to determine
the positions of the unstable periodic orbits for a few parameter values close to the
nominal one. This is all the necessary information needed for the realization of the
discrete parametric control of chaos by the OGY method.

For a better understanding of the fundamental ideas lying at the core of this
method, disregarding the difficulties connected with multidimensionality, let us
perform chaos control [13] in one-dimensional logistic mapping

XnC1 D f .Xn; p/ D pXn.1 � Xn/ ; (5.1)

where X is limited in the interval Œ0; 1�, and p is the unique parameter of the mapping.
It is well known [14] that one of the mechanisms of transition to chaos in that
mapping is period doubling. As p grows, a sequence of period doubling bifurcations
takes place at which the orbits with consecutive period doubling became stable.
Period doubling bifurcations cascade ends at p D p1 � 3:57, after which chaos
begins.

Let us assume that we want to avoid chaos at p D 3:8. More specifically, we want
the trajectory with randomly chosen initial conditions to be as close as possible
to some unstable periodic orbit, assuming that this orbit optimizes some system
characteristic. Thus we will consider that we can only fine tune p near the value
p0 D 3:8, i.e., let us limit the range of variation for the parameter p by the interval
. p0 � ı; p0 C ıI ı � 1/.

In view of the fact that the motion is ergodic, a trajectory with arbitrary initial
condition X0 with unit probability will sooner or later appear in a neighborhood
of the chosen periodic orbit. However, because of its chaotic nature (exponential
divergence) the trajectory will quickly deviate from the periodic orbit. Our task is to
program the parameter variation so that the trajectory will stay in the neighborhood
of the periodic orbit during the control time. We stress that according to the very
formulation of the problem we can use only a small perturbation of the parameter.
Otherwise, chaos itself can be excluded, for example, changing the parameter p from
3:8 to 2.

Let us consider the orbit with period i:

X0.1/ ! X0.2/ ! � � �X0.i/ ! X0.i C 1/ D X0.1/ :

If in the moment of time n the chaotic trajectory appeared in the neighborhood
of the mth component of the periodic orbit, then the linearized dynamics in the
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neighborhood of that component reads as the following:

XnC1 � X0.m C 1/ D @f .X; p/

@X

ˇ
ˇ
ˇ
ˇ
XDX0.m/;pDp0

ıXn

C @f .X; p/

@p

ˇ
ˇ
ˇ
ˇ
XDX0.m/;pDp0

ıpn

D p0Œ1 � 2X0.m/�ıXn C X0.m/Œ1 � X0.m/�ıpn ;

here ıXn � Xn �X0.m/; ıpn D pn �p0. Requiring that XnC1 D X0.mC1/, we obtain
the parameter perturbation, needed for n C 1 iteration to get on the periodic orbit

ıpn D p0

Œ2X0.m/ � 1� ıXn

X0.m/ Œ1 � X0.m/�
: (5.2)

Relation (5.2) takes place if only the trajectory Xn appears in a small neighborhood
of the chosen periodic orbit, i.e., when ıXn � 1 and, therefore, the perturbation ıpn

is small. Otherwise the system evolves according to the initial parameter value p0.
The procedure described above is convenient because it allows us to stabilize

different periodic orbits in different times. Let us assume that we stabilized a
chaotic trajectory in the neighborhood of some periodic orbit, for example, one of
period 2. Then we decided to stabilize the period-1 orbit, i.e., an unstable fixed
point, assuming that it is the orbit that optimizes some system characteristic in the
present time. Let us switch off the control. After that, the trajectory starts to deviate
exponentially quickly from the period-2 orbit. Due to ergodicity, after some time
the trajectory will appear in the small neighborhood of the chosen fixed point. In
that moment of time, we shall switch on the control, but for the unstable fixed point
[calculated according to (5.2)], and we will stabilize the chaotic trajectory in its
neighborhood. The result is described in Fig. 5.1a.

In the presence of external noise the controlled trajectory can be accidentally
kicked out from the periodic orbit neighborhood. If this happens, we should switch
off the control and let the system evolve freely until the chaotic trajectory returns
to the neighborhood of the target periodic orbit, and the control can be resumed
within the given range of parameter variation. For additive Gaussian noise it is easy
to check that the average length of the controlled phase grows with the decreasing
of noise amplitude. This situation is illustrated in Fig. 5.1b. The noise is modeled by
additive term in the logistic mapping of the form �� , where � is the noise amplitude,
and � is the Gaussian distributed random variable with zero average value and unit
dispersion.
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Fig. 5.1 (a) Control of unstable periodic orbit with period 2 in the logistic mapping in absence of
noise; (b) control of the same orbit in presence of additive Gaussian noise
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[13]

5.3 Main Equations for Chaos Control

Having illustrated the general strategy of the parametric control in the
one-dimensional example, we now turn to multidimensional system control. For
simplicity, we will consider the case of control for an unstable fixed point in
two-dimensional phase space. This example contains all the basic features of
multidimensionality.

We consider a three-dimensional continuous system with a two-dimensional
Poincaré section, dynamics of which are described by the following mapping:

ZnC1 D F .Zn; p/ ; (5.3)

where p is some parameter tunable in a small interval ı � 1,

jp � p0j < ı ; (5.4)

around some initial value p0.
The key difference between one-dimensional and two-dimensional (multidimen-

sional) cases is the fact that in the latter, any unstable fixed point is connected with
some geometrical structure, namely for each fixed point (or for every component
of periodic orbit) there exist stable and unstable directions, which we mentioned
before. The control strategy, accounting for the complication of geometry, consists
of the following. Any time when the point Zn of intersection of the orbit with the
Poincaré section surface appears sufficiently close to the fixed point ZF. p0/ D
F.ZF. p0/; p0/, the controlling parameter p acquires the new value pn, such that after
consecutive iteration, the point ZnC1 D F.Zn; pn/ gets on the local stable manifold
of the fixed point ZF. pn/.
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Fig. 5.2 (a) Shift of the unstable fixed point with variation of the parameters; (b) eigenvectors
of the Jacobi matrix .eu; es/ for the fixed point ZF; (c) auxiliary basis .fu; fs/; (d) iteration of the
mapping in the neighborhood of the fixed point necessary to realize the control [15]

Let us realize this strategy [1, 15]. Shift of the fixed point due to variation of the
parameter . p0 ! pn D p0 C ıpn/ equals

ZF. pn/ D ZF. p0/ C g ıpn ; (5.5)

where the shift vector of the fixed point is g D dZF. p/

dp

ˇ
ˇ
ˇ
pDp0

(see Fig. 5.2a).

Linearized dynamics in the neighborhood of the fixed point ZF. p0/ looks like
the following:

ZnC1 � ZF. pn/ Š OA. p0/ .Zn � ZF. pn// ; (5.6)

where Aij D @Fi
@Zj

ˇ
ˇ
ˇ
ZDZF. p0/;pDp0

is the Jacobi matrix.

The Jacobi matrix OA is characterized by its eigenvectors eu; es and eigenvalues
�u; �s,

OAeu D �ueu

OAes D �ses ;

where the indices u and s correspond, respectively, to unstable and stable directions
of ZF. p0/ (see Fig. 5.2b): j�sj < 1 < j�uj. These eigenvectors are normalized, but
they are not orthogonal:

e T
s es D e T

u eu D 1; e T
s eu ¤ 0 ; (5.7)
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where the symbol T denotes the transposition operation. The Jacobi matrix can be
presented in the form:

OA D Œeues�

�
�u 0

0 �s

�

Œeues�
�1 :

Because of non-orthogonality of the vectors eu and es it is convenient for formulation
of the control to introduce a new “orthogonal” basis ffu; fsg (see Fig. 5.2c):

f T
s es D f T

u eu D 1I f T
u es D f T

s eu D 0 : (5.8)

Those are connected to bases by the simple relation

�
fu1 fu2

fs1 fs2

�

D
�

eu1 es1

eu2 es2

��1

:

From the latter we obtain components for the new basis:

fu1 D es2=�; fu2 D �es1=�;

fs1 D �eu2=�; fs2 D eu1=�I
� � eu1es2 � es1eu2 :

The Jacobi matrix can be expressed also in the mixed e; f -basis:

OA D �ueu � f T
u C �sesf T

s :

Projecting this relation on the direction fu, we obtain a useful result

f T
u

OA D �uf T
u : (5.9)

We can now formulate the control condition—getting ZnC1 on the local stable
manifold (see Fig. 5.2d) ZF. p0/—in the following form:

f T
u ıZnC1 D 0I ıZnC1 D ZnC1 � ZF. p0/ : (5.10)

Substituting (5.5) into (5.6) and using (5.9) together with the control condi-
tion (5.10), we get the following:

ıpn D �u

�u � 1

f T
u ıZn

f T
u g

: (5.11)

Relation (5.11) is the basic formula of the discrete parametric OGY control.
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This result can also be represented in an alternative form. Simultaneously
accounting the transition Zn ! ZnC1 and variation of the parameter p0 ! p0 Cıpn,
we can present the dynamics in the neighborhood of the fixed point ZF. p0/ in the
following form:

ıZnC1 ' OA. p0/ıZn C BıpnI B D @F
@p

ˇ
ˇ
ˇ
ˇ
ZDZF. p0/;pDp0

: (5.12)

Projecting (5.12) on the direction fu and utilizing the control condition (5.10), we
get

ıpn D ��u
f T
u ıZn

f T
u B

: (5.13)

Vectors B and g are connected with the relation

B D
�

1 � OA
�

g :

The main result of the OGY control method can be presented in the form

ıpn D Cf T
u ıZn ; (5.14)

which we can interpret in the following way. Deviation of the parameter from its
initial value ıpn, necessary to perform the control, is proportional to the projection
of the vector ıZn onto the stable direction fu. The proportionality coefficient C is
calculated from the fixed point shift g projection onto the same direction and from
the unstable eigenvalue �u.

Let us now turn to the geometrical interpretation of the obtained result. Figure 5.3
represents the point Zn, approaching the unstable fixed point ZF. p0/ along the stable
direction es. In absence of control in the consecutive moments of time, the point will
move off the ZF. p0/ along the unstable direction eu. Let us now introduce into the
system such parameter perturbation ıpn, that the point Zn, determining the system
position, will appear to lie between the new and old stable directions (Fig. 5.3b).
Motion along the new stable direction e0

s with consecutive moving off the new
unstable fixed point ZF. p0 Cıpn/ along the unstable direction e0

u will be at the same
time a motion towards the old stable fixed point ZF. p0/. Therefore, if we properly
choose ıpn [according to the OGY formula (5.11)], we can then make it so that the
point ZnC1 will get precisely onto the stable manifold ZF. p0/. After that we return
the parameter to its initial value p0, and the point describing the system position,
remaining on the stable manifold, will approach ZF. p0/ (Fig. 5.3c). A schematic
three-dimensional analogue of the two-dimensional geometry of the OGY control
is presented in Fig. 5.3d.
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Fig. 5.3 (a) Point Zn in the neighborhood of unstable fixed point ZF .p0/; (b) shift of the fixed
point with variation of the parameter p0 ! p0 C ıp0; (c) final stage of the OGY control; (d)
schematic three-dimensional analogue of two-dimensional control geometry [1, 16]

As an example we consider the result of stabilization for the period-1 orbit in the
Hénon mapping [17]

XnC1 D p � X2
n C 0:3Yn

YnC1 D Xn : (5.15)

Starting from some randomly chosen initial condition on the attractor, the image
point undergoes chaotic walks until at n � 75 it appears in the given neighborhood
of the chosen unstable fixed point (it is marked by a cross in Fig. 5.4a). In that
moment we turn on the control algorithm. The result of the control is presented in
Fig. 5.4b. Figure 5.4c shows deviations of the parameter p from its nominal value
.p0 D 1/, necessary to realize the control. In the absence of noise, the parameter
deviations are non-zero only on the initial stage of control. Figure 5.4c presents
deviation of the orbit ırn from the unstable fixed point in logarithmic scale. After
the control is turned off at .n � 150/ the chaotic motion restores sufficiently quickly.
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Fig. 5.4 OGY control for the Hénon mapping (without noise)

A logarithmic scale used in Fig. 5.4c sharply marks out all the characteristic stages
of the control procedure:

1. chaotic motion up to the control turning on,
2. exponentially fast approach of the controlled trajectory to the unstable fixed

point,
3. keeping in the neighborhood of the unstable fixed point with accuracy determined

by numerical calculation errors,
4. exponential divergence of trajectories after the control is turned off,
5. restitution of free chaotic motion.

Let us consider in the same example the influence of noise on the described
control mechanism. For that purpose, we add in the right-hand sides of the Hénon
mapping (5.15) the terms "ıXn and "ıYn. Independent random variables ıXn and
ıYn are Gaussian-distributed with zero mean values and unit dispersion. Figure 5.5
presents the result of stabilization for the unstable fixed point of the Hénon mapping
for " D 0:014. Even with the presence of noise, the OGY algorithm realizes the
stabilization, but with a shortened control interval. In that case, the quantity ıpn is
non-zero for whole duration of the control.

In conclusion, let us formulate the main advantages of the OGY discrete
parametric control method:

The method requires minimum computational effort.
Realization of the control needs only small variations of the system parameters.
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The control does not change the structure of the unperturbed system phase space.
Different unstable periodic orbits can be stabilized in common region of the

parameter space.
The method can be applied to any non-linear system if its evolution allows

description in terms of mappings.
The method does not require a priori model description of the dynamics. (The

latter remark requires an explanation which will be given in the next section.)

5.4 Control of Chaos Without Motion Equations

The OGY method is based on a chaos control strategy that does not require a
priori knowledge of equations of motion for the controlled object. As we have seen,
realization of the method only requires knowledge of the local structure of the phase
space in neighborhood of the target periodic orbit (or fixed point), i.e., the Jacobi
matrix OA and vector g.B/, which enter into the relation (5.11) and (5.13). It can be
shown [1, 18–20] that quantities can be reconstructed without an exact model (or
equations of motion) of the controlled system.



5.4 Control of Chaos Without Motion Equations 75

This feature makes the OGY method particularly attractive for chaos control in
real experiments. Indeed, with rare exceptions, experimentors do not have adequate
models of the phenomena under investigation. To begin with, we will make an
optimistic assumption that we know a sufficiently long segment of the dynamical
system trajectory on the attractor (further on, we will weaken this assumption) and
then we show how to reconstruct the information that interests us. Let the trajectory
be given in the form of sufficiently long series of intersections Z1; Z2 : : : Zn with
the Poincaré section surface. If two consecutive intersections, for example, Zi and
ZiC1, appear sufficiently close to each other (.ZiC1 � Zi/

2 � l2, where l is the
characteristic size of the region of finite motion), then, generally speaking, the
fixed point must be somewhere nearby. Having fixed the first pair, we will discover
other analogous pairs in small neighborhood of the first “almost return.” Because
of ergodicity of motion on the strange attractor, there will be relatively many such
pairs, if the trajectory is known for a sufficiently long time interval. We can try to
reproduce the sequence of intersections with the help of linear mapping:

ZnC1 D OAZn C C : (5.16)

As noise is always present in the record of a real trajectory, in order to reproduce
the matrix OA and vector C we should use as many pairs as possible, adjusting
the data with the method of least squares. Matrix OA, thus obtained, serves as
an approximation of the Jacobi matrix, eigenvectors, and eigenvalues of which
are required for the OGY control realization. The corresponding fixed point is
approximated by the relation

ZF D .1 � OA/�1C : (5.17)

In order to find the approximate expression for the vector g one should change the
parameter p ! p C �p, reproduce the time series (trajectory) with that new value,
redefine the fixed point ZF. p C �p/, and find g as

g D ZF. p C �p/ � ZF. p/

�p
: (5.18)

To determine the quantities necessary for the stabilization of the period-2 orbit, one
should perform an analogous procedure, but for closely intersecting pairs Zn and
ZnC2, and likewise for higher period orbits.

Let us illustrate the above-described procedure in the example of a non-linear
pendulum subject to simplest periodic perturbation [2]. The non-linear pendulum,
which for centuries represented the paradigm of periodic motion, is now often used
to demonstrate the features of chaotic dynamics. The equation of motion for this
system reads

d2�

dt2
C k

d�

dt
C sin � D f cos ˝t ; (5.19)
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Fig. 5.6 Bifurcation diagram for forced oscillations of a non-linear pendulum [2]
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Fig. 5.7 Stroboscopic section for the non-linear pendulum; the dark square marks the unstable
fixed point [2]

where � is the angle of deviation from the vertical line, k is the friction coefficient,
f and ˝ are, respectively, the amplitude and the frequency of the driving force.
Depending on the parameter values .k; f ; ˝/ the pendulum demonstrates different
types of dynamical behavior. The bifurcation diagram (Fig. 5.6), which shows the
angular velocity ! D d�=dt as a function of the parameter q D 1=k, reflects the
graduate transition to chaos as the friction coefficient decreases. Further on, we will
use the parameters set (q D 3:9, f D 1:5, ˝ D 2=3), at which the pendulum
dynamic is chaotic.

For now, let us assume that the equation of motion for the pendulum is unknown
to us, but, observing the system experimentally, we can determine the quantities
.�n; !n/ in some discrete moments of time tn D nT .T D 2�=˝/. Laying these
points on a plane .�; !/, we get the so-called stroboscopic section—an analogue
of the Poincaré section. This section is presented in Fig. 5.7. For the realization
of the OGY control we must extract from the stroboscopic section the following
information: the coordinates of the unstable fixed point .�F; !F/; the dependence
of the position of that point on the controlling parameter (if that parameter is �q),
.@�F=@q; @!F=@q/; the Jacobi matrix in the neighborhood of the fixed point, its
eigenvectors e and eigenvalues �, the orthogonal basis f. Using the relations (5.16)
and (5.17) for the set of points in the neighborhood .1:5; 0:4/ (the dark square on
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Fig. 5.7), we find for the fixed point that

ZF D
�

�F

!F

�

D
�

1:523

�0:415

�

and for the Jacobi matrix

OA D
��3:42 �5:79

�1:52 �2:48

�

:

Eigenvalues and normalized eigenvectors for that matrix read

�u D �5:85; eu D .eu1; eu2/ D .0:92; 0:40/ ;

�s D C0:050; es D .es1; es2/ D .0:86; �0:52/ :

Using the relations (5.8) we can also find the orthogonal basis components necessary
for control realization,

fu D . fu1; fu2/ D .0:63; 1:04/ ;

fs D . fs1; fs2/ D .0:49; �1:12/ :

At last, we can determine how the variation of the friction coefficient affects the
position of the fixed point. For small changes of the parameter q

�
� 0

F

!0
F

�

�
�

�F

!F

�

C ıq

 
@�F
@q

@!F
@q

!

D ZF C gıq :

To determine vector g we shall follow the variation of the fixed point position with
changes of parameter q. Having constructed the graphical dependencies �.q/ and
!.q/, we can determine the components of the vector g. We should note that the
OGY control mechanism is not very sensitive to that parameter, therefore, in order
to determine the vector g we can restrict ourself with a small number of dimensions.
Now we have all the components necessary for the realization of the OGY control
with the help of relation (5.11).

We should stress that we got all the necessary information only from the
experimentally observable quantities �.t/, !.t/. The result of control for the period-
1 unstable orbit (fixed point) is presented in Fig. 5.8. The control was turned on
in the vicinity of the 1000th period of the external perturbation and was turned off
near the 3000th period. About ten cycles were required to get the control. Only small
variations of the controlling parameter jıqj < 0:1 were allowed during the control
process. Large parameter changes could transfer the system into another dynamical
regime (see the bifurcation diagram in Fig. 5.6). As we can see, during the control
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Fig. 5.8 Control of unstable fixed point for non-linear pendulum [2]

time, we were able to keep the chaotic trajectory in the vicinity of the target periodic
orbit.

We should, however, note that it is difficult to measure experimentally the full N-
dimensional vector of the system state in a given moment of time, but it is exactly
this information which is required for the above procedure. As a limiting case,
consider the situation where only one scalar system characteristic f .t/ is available
for measurement. As Chap. 4 showed, it is possible to reconstruct the full dynamics
of N-dimensional system from a single scalar characteristic.

5.5 Targeting Procedure in Dissipative Systems

In the control scheme considered above, with a limited interval of the controlling
parameter variation .jpn � p0j 6 ı/ the control is turned on only after the trajectory
being stabilized gets into "-neighborhood ." � ı/ of some component of the target
periodic orbit. The efficiency of this control scheme is determined to a great extent
by the time it takes to get into the required region or, as we shall say, control setup
time.

Average time h	i required to get in the "-vicinity of some point during chaotic
motion on the strange attractor [1]

h	i � "�D; (5.20)

where D is the fractal dimension of the attractor (see [21, 22]). Therefore, if we do
not make special efforts, the decrease of the allowed region of parameter variation
will result in power-law growth of the control setup time. However, right after
the appearance of the OGY control method, a procedure was proposed [23, 24],
named “targeting” by its authors, which by special small change of the controlling
parameter permitted the transformation of the control setup time growth law from
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the power one to the essentially slower law—a logarithmic one. The procedure uses
the exponential sensitivity of the chaotic trajectory to the initial conditions.

Let us discuss the targeting procedure in the simplest setup, when the attractor
dimension is close to one [23, 24]. Generalizations on cases of higher dimension can
be found in [25]. Suppose we have a time-continuous dynamical system, described
by the equations of motion Px D F.x/. According to the usual scheme with the help
of Poincaré sections we transit from the continuous equations of motions to the
time-discrete reversible mapping

ZnC1 D F.Zn; p/ : (5.21)

Let us remember that if the equations of motion are not given, the Poincaré section
can be reconstructed from experimental data. Suppose we want, starting from the
point Zs, to get a small vicinity (with linear dimensions "t) of the point Zt. From
now on, we will call this point the target. As usual, we assume that the system
parameter p is subject only to small tuning on each iteration step:

pn D p0 C ıpnI �ı < ıpn < ıI jıj << p0 :

On the first iteration we include a small variation of the parameter �ı1 < ıp1 < ı1.
Iterating (5.21) with values of p from the interval Œp0 � ı1, p0 C ı1�, we get some
segment 
, passing through the point F.Zs; p0/. Let us denote length of that segment
as ı
. After that, we return back to the initial value of the parameter p0. As the
system is chaotic, the segment length will exponentially grow with each consecutive
iteration. At long last, say, after �1 iterations, it will reach size of the system. Without
restricting the generalization, we can consider the linear dimensions of the attractor
to be of the order of one. Then

�1 � ��1
1 ln ı
�1 : (5.22)

Here �1 is the positive Lyapunov exponent of the mapping F. Similarly, if we will
iterate vicinity of the target "t back in time, we find that the number of iterations
required for that region to stretch up to the attractor dimensions equals

�2 � j�2j�1 ln "�1
t ; (5.23)

where �2 is the negative Lyapunov exponent of the mapping F�1. As both objects
(the segment and the target vicinity) are stretched up to the attractor dimensions, we
can find their intersection point. Iterating it �1 times back in time, we find the point
on the segment ı
, which after �1 C �2 iterations maps into the target vicinity with
linear dimensions "t. The total time required for this is

	 D ��1
1 ln ı
�1 C j�2j�1 ln "�1

t : (5.24)
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Setting ı
 � "t, we obtain

	 � ln "�1
t ; (5.25)

contrary to the power-law growth without the targeting procedure.
The logarithmic behavior of the control setup time was confirmed in the

following numerical experiment [23]. The source and the target were randomly
chosen on the attractor of the Hénon mapping of the following form:

XnC1 D p � X2
n C 0:3Yn

YnC1 D Xn :

Then the target size was fixed at "t, and the above targeting algorithm was applied
for each source-target pair using p as the controlling parameter . p0 D 1:4/. The
calculated time required to get the target was averaged over an ensemble of the
source-target pairs at fixed target size "t. The results of the numerical experiment
are presented in Fig. 5.9. The solid line with slope ��1

1 Cj�2j�1, predicted by (5.24),
agrees with the obtained data. The dashed line corresponds to the power law (5.20)
with D Š 1:26 (the fractal dimension of the Hénon attractor). The variation of the
parameter in realizing the targeting procedure did not exceed 0:1 % of its initial
value.

Peculiarities of the targeting procedure in Hamiltonian systems will be consid-
ered in the next section.
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Fig. 5.9 Average time required to get the target of definite size .
t/; solid line shows the time
defined by the relation (5.6), dotted line is the time in the absence of targeting [power law (5.1)]
[23]



5.6 Chaos Control in Hamiltonian Systems 81

5.6 Chaos Control in Hamiltonian Systems

In this section we will consider an OGY method generalization that allows the
realization of chaos control in Hamiltonian systems [26]. There are several reasons
that make this generalization a non-trivial task.

Because of the phase volume conservation in Hamiltonian systems, some unsta-
ble periodic orbit components have the Jacobi matrix with complex eigenvalues. It
makes it impossible to use the formulae (5.11), (5.13), expressed in terms of real
eigenvalues immediately for control. We can utilize the unmodified OGY algorithm
if we apply the controlling perturbation only over the period, i.e., on each mth step,
if the periodic orbit has period m. However, the stabilized chaotic orbit, affected by
noise, can deviate from the target orbit before the next perturbation will be applied,
and control over the trajectory will be lost. Therefore, for a real system, where noise
is always present, an efficient control algorithm must allow control on each time
step. The initial control algorithm needs to be slightly modified. Let us do it for
the two-dimensional mapping ZnC1 D F.Zn; p/ with the usual limitation, imposed
on the smallness of the parameter p perturbation. The linearized dynamics in the
vicinity of the period-m orbit (Z01 ! Z02 ! : : : Z0m ! Z0.mC1/ D Z01) reads:

ZnC1 � Z0.nC1/. p0/ D OA.Zn � Z0n. p0// C Bıpn : (5.26)

Here we will not, as we did before, express the matrix OA in terms of its eigenvectors
and eigenvalues, as they can be complex in some points of the periodic orbit. Instead,
we shall use stable and unstable directions, connected with each periodic orbit
component. If m ¤ 1, then these directions do not necessarily coincide with the
eigenvectors of the Jacobi matrix at the same point. The algorithm for determining
the stable and unstable directions for periodic orbit components in two-dimensional
mappings can be found in [26].

Suppose es.n/ and eu.n/ are, respectively, stable and unstable directions in the point
of the periodic orbit Z0n , and fs.n/, fu.n/ are two vectors satisfying the conditions

f T
u.n/eu.n/ D f T

s.n/es.n/ D 1

f T
u.n/es.n/ D f T

s.n/eu.n/ D 0 : (5.27)

For the stabilization of an unstable periodic orbit we require that the point, which, as
the result of evolution appeared in small vicinity of some periodic orbit component
Z0n, will, on the next .n C 1/ iteration, get on the stable direction of the component
Z0.nC1/. It means that

f T
u.nC1/

�

ZnC1 � Z0.nC1/. p0/
� D 0 : (5.28)
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Projecting the relation (5.26) on the direction fT
u.nC1/ and using the condition (5.28),

we get [26]:

ıpn D �
f T
u.nC1/

h OAıZn. p0/
i

f T
u.nC1/B

I ıZn. p0/ D Zn � Z0n. p0/ : (5.29)

This formula represents an analogue of the relation (5.11) for the OGY chaos
control method in Hamiltonian systems. So for the case of the unstable fixed
point stabilization f T

u.nC1/ D f T
u ; f T

u
OA D �uf T

u the relation (5.29) also transforms
into (5.11). It is important to note that the parameter perturbation (5.29) is applied
to the system on each time step, which minimizes the influence of external noise.

The obtained algorithm was applied in [27] for chaos control in a version of the
already considered standard mapping

XnC1 D .Xn C Yn/ mod 2� � �

YnC1 D Yn C p sin.Xn C Yn/ ; (5.30)

using p as the controlling parameter. Figure 5.10 shows the results of control for the
period-10 unstable periodic orbit. Anomalously long control setup times—about
104 iterations—are striking. This is one more difficulty in the realization of OGY
control in Hamiltonian systems. In dissipative chaotic systems the average control
setup time h	i is always finite. It is connected with the exponential decay of the
distribution function P.	/ on long times [28]

P.	/ � exp Œ�	= h	i� : (5.31)
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Fig. 5.10 OGY control for the period-10 unstable periodic orbit in the standard mapping (5.30).
Only some of the lines corresponding to the periodic orbit are shown. Other lines, when projected
on the corresponding planes, have coordinates that coincide with the plotted ones [26]
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In Hamiltonian systems, the corresponding distribution function decays consider-
ably slower on long times [29]

P.	/ � 	�˛I 1 < ˛ < 2 : (5.32)

This leads to the fact that the average control setup time in Hamiltonian systems

h	i �
Z

	1�˛d	 ; (5.33)

tends to infinity. The physical reason for such distribution function behavior is the
sticking effect of the trajectory to the invariant tori surviving in the phase space.
Therefore, efficient control in Hamiltonian systems can be realized only under
conditions of considerable abridgement of the control setup time.

Let us briefly cite one of ways to solve that problem, proposed in the paper [27].
For explanation of the method the authors used the following analogy. Suppose in
some mountainous country you must get from one valley to another. If you are not
acquainted with the landscape and try to achieve the goal by the random walking,
then the march will take a considerable time. The required time can be remarkably
shortened if you use the passes connecting the neighboring valleys. Therefore, the
authors named their method the pass targeting method.

Let us explain it using the example of two-dimensional Hamiltonian mapping.
The phase space structure of a system corresponding to such a mapping in the
region of transition from absolute regularity to complete chaos represents a chain
of resonance overlaps [30]. This picture is schematically illustrated in Fig. 5.11,
where two overlapping resonances are shown. Each resonance is associated with an
orbit of a certain period. For example, the unstable fixed point (the saddle point P) is
associated with the period-1 resonance (lower hatched region in Fig. 5.11), and the
unstable period-2 orbit (the saddle points P1 and P2)—with the period-2 resonance
(upper hatched region in Fig. 5.11). To transition from one resonance to another, it is
necessary to intersect the region of neighboring resonance overlap. This is the pass

Fig. 5.11 Targeting
procedure in a Hamiltonian
system [standard
mapping (5.30)] in the case of
two overlapping resonances
[27]

control

P1 P2

contro

PP

ntrol

control
source

tontro
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used in the above analogy. Thus, the targeting procedure in Hamiltonian systems
must have a multistage character. As the intermediate target on each stage one
can choose the neighboring resonance overlap region. The authors of the method
checked its efficiency on the standard mapping (5.30). The average time to reach
the target, separated from the source by seven resonances for 50 sets of initial
conditions, chosen in the chaotic region using the targeting procedure, was within
the limit of 125�132 iterations. The uncontrolled transport time for the same source-
target combination was from 1119 to 3:77 million iterations.

As a realistic example of the targeting procedure realization in Hamiltonian
systems we shall briefly mention the so-called restricted three-body problem [31]:
the description of the motion of a light body in the gravitational field of two
other bodies, significantly exceeding it in mass. The heavier bodies turn around the
common center of gravity under action of mutual attractive forces. Such a model can
be used to describe spaceship dynamics in the Earth–Moon gravitational field. The
solution obtained in framework of such a model is used for the zero approximation.
Subsequent approximations account for the influence of the Sun and other planets.

Let our goal be to transfer the spaceship from a near-earth orbit to a circumlunar
one. The straightforward way to achieve that goal is to accelerate the spaceship in
order to let it leave the near-earth orbit and then to slow it down for the capture by
the Moon’s gravity field.

A very different approach [32] is based on the existence of a chaotic sea between
the Earth and the Moon (due to the stochasticity of the reduced three-body problem).
In that case, a small quantity of rocket fuel can be used to transfer the spaceship from
the near-earth orbit into the chaotic sea. Then the spaceship can reach the vicinity of
the circumlunar orbit without any fuel losses. However it will take very long time—
about 27 years. Using the above targeting procedure in a Hamiltonian system, this
time can be shortened to 293 days with multiplied fuel savings [27].

5.7 Stabilization of the Chaotic Scattering

In the present section we will, following [33], consider one more example of
controlled Hamiltonian dynamics, but now for cases of infinite motion—chaotic
scattering. This represents a type of scattering at which arbitrarily small changes of
input variables can result in considerable output changes. In other words, as in any
chaotic process, chaotic scattering is characterized by an anomalous sensitivity to
initial conditions.

We begin by formulating the problem. An arbitrary particle impacting the
scatterer will, generally speaking, stay only a finite time in the scattering region.
However, in many important applications (chemical and nuclear reactions, chan-
neling relativistic particles in crystals) it is necessary to keep the particle in the
scattering region for longer. Therefore, we naturally come to the following: how
can we keep a particle inside the scattering region as long as needed, using only
small variations in the system parameters? This task is equivalent to the problem of
unstable periodic orbit stabilization inside the scattering region.
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Below we will briefly discuss this problem in application to the non-hyperbolic
chaotic scattering in Hamiltonian systems. The term “hyperbolic scattering” means
scattering in a case when all the periodic orbits are unstable and the invariant tori are
absent in the scattering region. At the same time the term “non-hyperbolic chaotic
scattering” describes the situation when the surviving invariant tori coexist with the
chaotic invariant sets.

Control of non-hyperbolic chaotic scattering has two characteristic features. First
let us remember that for strange attractors, the probability of finding a particle in
a small vicinity of the target periodic orbit equals unity. However, in the case of
chaotic scattering the invariant chaotic set is not an attractor. Therefore, in order to
get a finite probability of finding a particle in the vicinity of the target orbit, we
should prepare the ensemble of initial conditions, corresponding to motion towards
the chaotic set.

Another peculiarity is immediately connected to the non-hyperbolic character
of the scattering. If the target unstable periodic orbit is situated far from the
invariant tori present in the scattering region, the latter will only slightly affect
the average control setup time. However, if the orbits situated near the surviving
tori are stabilized, the sticking effect mentioned in the previous section may appear
significantly stronger than in the first case.

Let us study the possibility of controlling the chaotic scattering in a simple
model, describing the one-dimensional dynamics of a particle driven by ı-like
pulses [34]. As the controlling parameters in this model we can use the intensity
of the pulses and the time interval between two consecutive collisions. The
Hamiltonian of the model reads

H.x; p; t/ D p2

2m
C T0G.x/

1X

iD�1
ı.t � Ti/ ; (5.34)

where T0 is a constant, The sequence fTig determines the moments of the pulses,
and T0G.x/ is the pulse amplitude at point x. Suppose fxn; png are the dynamical
variables of the particle before the nth pulse. Then, immediately before the .nC1/th
pulse, those dynamical variables are defined by the following Hamiltonian (area-
preserving) mapping:

pnC1 D pn � T0

dG.xn/

dxn

xnC1 D xn C TnPnC1 ; (5.35)

where Tn is the time interval between nth and n C 1th pulse.
In order to make the model (5.34) describe the scattering dynamics, we should

take the function G.x/ such that the derivative dG.x/=dx turns to zero over long
distances. Let us choose G.x/ in the form

G.x/ D D.1 � e�˛x/2 ; (5.36)
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where D; ˛ are free parameters. After the following scaling transformation:

pn ! pn=.˛T0/; xn ! xn=a

the mapping (5.35) takes the form

pnC1 D pn � d
�

e�xn � e�2xn
�

xnC1 D xn C Tn

T0

pnC1 ; (5.37)

where d D 2˛2T2
0 D.

As was shown in [33], the mapping (5.37) demonstrates different types of
dynamical behavior depending on the values of the parameters d and Tn. In
particular, for Tn D T0 the mapping reproduces both hyperbolic and non-hyperbolic
scattering at different values of d. In the case 0 < d < dc � 4:58 the scattering
is non-hyperbolic, because the phase space contains the invariant tori. Figure 5.12
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Fig. 5.12 Two examples of the OGY control for the chaotic scattering [33] in the model (5.37).
(a), (b): X0 D 8; P0 D �4:398I (c), (d): X0 D 8; P0 D �9:072
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presents the results of control for period-5 unstable periodic orbit .d D 1:8/ with
the algorithm (5.29) for two sets of initial conditions. The relatively longer period
of control setup in the second case is connected with influence of the surviving
invariant tori, mentioned above.

5.8 Control of High-Periodic Orbits in Reversible Mapping

In the present section we will demonstrate the efficiency of the discrete parametric
control method for the stabilization of high-period orbits in reversible mappings,
which we introduced in Chap. 4. As was mentioned above, the specific feature of
these systems is that the basic elements of Hamiltonian systems (e.g., resonances)
and those of the dissipative systems (e.g., attractors) can coexist in their phase
space [35, 36]. The coexistence of those elements broadens the circle of physical
phenomena which can be realized in reversible systems compared with Hamiltonian
or dissipative ones.

Let us consider a simple reversible system—two-dimensional two-parametric
.a; "/ mapping, describing the discrete dynamics of a linear oscillator subject to
ı-like pulses with the stiffness coefficient proportional to the velocity:

rnC1 D
�

xnC1

ynC1

�

D F.rn/ D
�

xn C ynC1 mod 2

yn � ".a � yn/xn

�

: (5.38)

The phase space for this mapping is the cylinder x 2 .�1; 1/, y 2 R; the values
x D �1 and x D 1 are identified. The variable xn plays the role of the angular
coordinate. The mapping (5.38) has fixed points Ps

k D �

xs
k; ys

k

�

, where xs
k D 0 and

ys
k D 2k .k D ˙1; ˙2; : : : I a ¤ 2k/. For fixed values of " and a the solutions of the

characteristic equation

�2 C �SpA C det A D 0 ; (5.39)

determine the type of the fixed points. Here A.rk/ D .@F=@r/rDrk
is the Jacobi

matrix of the mapping (5.38). The characteristic equation (5.39) is obtained as the
result of linearization of (5.38) in vicinity of the fixed point. It easy to see that

det A D 1; SpA D 2 � "
�

a � ys
k

�

: (5.40)

A compact classification of fixed points depending on the SpA and det A values
is presented in Fig. 5.13. The condition det A D 1 means that there are only
hyperbolic (saddles) or elliptic (centers) fixed points, that is, precisely those
phase space elements which exist in Hamiltonian systems. The phase portrait of
the mapping (5.38) contains one more important element absent in Hamiltonian
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Fig. 5.13 Compact classification of fixed points depending on the SpA and det A values

systems—the invariant set consisting of the family of singular solutions

yn D a; xnC1 D .xn C a/ mod 2 : (5.41)

For the fixed value of a each one of the solutions (5.41) (they differ one from
another in the choice of the initial condition x0) represents a periodic or quasi-
periodic trajectory for rational and irrational values of a, respectively. For " < 1

the invariant set (5.41) attracts nearby trajectories with the increment � Š "2

6
and

therefore it can be considered an attractor [36]. The region of attraction to the
attractor has a complicated fractal structure. Along with the regular component, the
phase space of the mapping (5.38) also contains a chaotic one. The scenario of the
transition to chaos in reversible systems is distinct from those that are observed
both in dissipative and Hamiltonian systems. On the one hand, it is connected
to the absence of a strange attractor, and on the other hand, to the fact that the
trajectories are attracted by the attractor at yn D a for any arbitrarily small " value,
that does not allow to realize in full measure the resonance overlapping scenario
[37], characteristic for Hamiltonian systems. Interaction of the attractor with the
periodic trajectories, surrounding the elliptic fixed point, determines the specifics of
transition to chaos in the considered mapping. Figure 5.14a shows a fragment of the
considered mapping with a stability island in vicinity of the point .x; y/ D .0; 0/. As
the island and the attractor come together, i.e., at the decreasing of the parameter a
(Fig. 5.14b), the destruction of high-order resonance separatrices and the formation
of the stochastic layer takes place (Fig. 5.14c). Numerical calculations [38] show
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Fig. 5.14 (a) A fragment of
phase space of the
mapping (5.38) with a
stability island in vicinity of
the point .x; y/ D .0; 0/; (b)
deformation of the stability
island at its approach to the
attractor; (c) destruction of
high-order resonances
separatrices and formation of
the stochastic layer for the
unstable periodic orbits with
k D 34 [a fragment of the
phase space corresponding to
the white square on (b)]
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that at k � 30 (k is the order of resonance or of the orbit) for a D 0:05 widths of
the resonances and distances between them become of the same order. According
to Chirikov’s criterion of non-linear resonances, this means that in the region of
higher k values the transition to global stochasticity must be observed. However,
unlike Hamiltonian systems, where the resonance width is determined only by the
non-integrable perturbation amplitude, in reversible mapping (5.38) the reason of
the transition to chaos is the approach (interaction) of Hamiltonian and dissipative
phase space elements: namely of the stability island and of the attractor.

Even this simple analysis allows the dynamical system (5.38) to be related to
the class of the so-called complex systems [39], which are characterized by the
following main features:

1. a complex system is structurally inhomogeneous;
2. individual components of a complex system can be both regular and chaotic;
3. a complex system has a space-time scale hierarchy.

Because of this structural complexity, we can expect that even a weak perturbation
applied to the system results in transitions between the different components.
Therefore, it seems natural to use the parametric control method to stabilize chaotic
regimes in reversible mappings like (5.38) [38, 40].

Before discussing the control problem, we need to find an adequate method for
localizing the unstable high-period orbits that interest us. The traditional methods
based on the Newton–Rafson procedure are not efficient in cases of unstable orbits
because they require highly precise initial conditions needed to perform the iteration
procedure. An alternative method [11], which was already mentioned above, implies
the preliminary linear transformation of coordinates, which transforms the unstable
periodic orbits into stable ones, preserving their position in space. After that, the
position of the stable periodic orbits (in new coordinates) can be determined with the
help of simple iteration procedures. For the considered two-dimensional mapping,
the coordinate transformation has the following form:

rnC1 D rn C �i
�

F k.rn/ � rn
	

;

where k is the period of the considered orbit .r ! r2 ! : : : rk ! rkC1 D
r1/, �i is one of ˛2 D 8 .i D 1; 2; : : : ; 8/ reversible 2 � 2 matrices. In D-
dimensional space ˛D D DŠ2D. The concrete form of �i is determined by type of
the corresponding unstable point. The inset in Fig. 5.14b demonstrates an example
of the transformation that transfers the saddle point into a stable focus. As a control
object we take the unstable periodic orbit of the mapping (5.38) with k D 34, lying
at a D 0:05 in the global stochasticity region (see Fig. 5.14c). For stabilization we
will use the main formula of the discrete parametric control (5.11), taking as p one
of the parameters a or ". Figure 5.15 shows in action the basic mechanism of the
used control method. We took four trial points (black squares) in the vicinity of
a randomly chosen saddle point, belonging to the period-34 unstable orbit. The
trajectories of the four trial points are shown after three consecutive iterations.
After the third iteration all four trial points are already lined up along the stable
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Fig. 5.15 OGY control mechanism: temporal evolution of four trial points

direction. After consecutive iterations they stay on the stable direction approaching
the saddle point after each iteration. Figure 5.16 shows the behavior of the deviation
ˇ
ˇrn � r�

n

ˇ
ˇ of the system position rn from the periodic orbit r�

n . We use a logarithmic
scale in order to follow all the control stages: the chaotic oscillations preceding the
control setup, the exponentially fast approach to the target period orbit, the stable
motion along the periodic orbit

ˇ
ˇrn � r�

n

ˇ
ˇ � 10�15, the exponentially fast deviation

from the target orbit after turning off the control, and the restitution of the chaotic
oscillations. As in the previously considered cases of the OGY control of dissipative
and Hamiltonian systems, the analogous reversible system control method appears
to be relatively steady with respect to external noise. Figure 5.16b gives the result
of the control with the inclusion of the term s�n on the right-hand side of the
mapping (5.38). The components 
x;yIn represent independent Gaussian random
variables with zero mean and unit dispersion. The action of noise considerably
lowers the control efficiency, but even in this case the method allows us to keep
the chaotic trajectory in the vicinity of the unstable periodic orbit during the time
period of almost the same order of magnitude as in the absence of noise. At first
glance it seems that the results of the high-period orbits control in the reversible
mapping are quite similar to the corresponding results for the Hamiltonian systems.
However, more careful consideration [40] shows that the coexistence of attractor and
stability islands, which is a characteristic feature of reversible systems, substantially
complicates the situation. As it was mentioned many times previously, the control
is turned on only when the trajectory rn gets into a region sufficiently close to the
target periodic orbit. Let us call it the capture region. The capture region size and its
shape are determined by the maximum admissible value of the controlling parameter
deviation ıpmax from its nominal value and by local characteristics of the periodic
orbit. The basic formula of OGY control (5.11) can be presented in the form

ıpn D Miıxn C NiıynI i D .n/ mod k :
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Fig. 5.16 Result of the OGY control of the mapping (5.38): (a) without noise; (b) with Gaussian
noise

The coefficients Mi and Ni can be obtained from (5.11) in explicit form. The capture
region for any ith point of the periodic orbit is determined by the condition

jMiıx C Niıyj < ıpmax :

It is evident that the capture region size determines both the control setup time and
the critical amplitude of noise destructing the control. As numerical calculations
show, areas of the capture regions of the considered period-34 unstable orbit differ
in several orders of magnitude. Such situation is typical for generic periodic orbits
in complex (in the sense of the above definition of complexity) dynamical systems.
Accounting for this, for orbits with considerably different capture regions it may be
convenient to introduce the concept of local and global control [40]. In the case of
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local control, the condition jıpnj < ıpmax is satisfied only for some points of the
periodic orbit, whereas in the case of global control, it is satisfied for all points. It
is evident that there is no difference between local and global controls for the fixed
points and for the periodic orbits with capture regions approximately equal for all
points of the orbit. On the contrary, for unstable periodic orbits with substantially
different capture regions, global control takes place only in cases when the local
control condition is satisfied for the points with the minimal capture area. From the
point of view of control realization, those points can be called the dangerous ones.
For the considered period-34 orbit the dangerous points constitute less than 30 %
of the total number of points forming the periodic orbit. The strategy relying on
the local control setup for the dangerous points will automatically lead to a global
control setup as well, and it will allow to substantially lower computational efforts.

5.9 Controlling Chaos in Time Dependant Irregular
Environment

The above considered schemes of the chaos control are immediately applicable
to the systems where the noise is relatively small, i.e., it does not interfere with
the structure of the initial phase space. Let us now turn to a principally different
situation, when the system is in contact with a time dependent environment (a
medium). As the environment we shall understand some large dynamical system,
whose evolution does not depend on the controlled system, but strongly affects the
latter.

Our goal is to adapt the OGY control technique for cases where the medium
changes irregularly and short-term predictions of the evolution of the medium are
possible. The effectiveness of the modified technique [41] will be demonstrated on
the following problem: to control and prevent ship upset due to a beam sea (waves
running at right angles to the boat’s course). Here the ocean waves can be understood
as the medium. The control algorithm should admit considerable irregular variations
in wave amplitudes and phases.

For a description of the ship driven by a beam sea we shall use the non-linear
oscillator model

Rx C  Px C !2.x � ˛x3/ D W.t/ ; (5.42)

where x is the angle of deviation of the ship mast from the vertical,  is the friction
coefficient, ! is the frequency of small oscillations near the potential minimum,
˛ is the non-linearity parameter, and W.t/ is the term describing the action of the
ocean waves on the ship. In the absence of waves .W.t/ D 0/ at small shifts x the
oscillations dampen and the ship returns to the vertical position. For large shifts,
the gravitational force exceeds the hydrostatic extrusion and x has a tendency to the
attractor situated at jxj D 1. When this happens, we can say that the ship upsets.
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Suppose that the irregular wave term W.t/ has the form

W.t/ D f .t/ Œ1 C "ag.t/� sin �.t/ � F.t/ sin �.t/ ; (5.43)

where F.t/ is the wave amplitude, f .t/ is its slowly varying component, g.t/ is the
fast irregular component, and '.t/ is the phase whose evolution is determined by the
relation

�.t/ D ˝ C "ph.t/ ; (5.44)

where h.t/ is also an irregular function of time. As the irregular functions g.t/, h.t/
we will use the solutions for well-known chaotic systems: the Duffing oscillator [42]
and the Rössler system [43]. Under the normalization condition for the functions
g.t/, h.t/ the quantities "a; "p serve as the relative measures of amplitude and phase
irregularity. The use of low-dimensional chaotic systems to generate the random
functions g.t/, h.t/ is dictated only by considerations of convenience and it does
not lead to essential differences from the uses of other random functions or chaotic
systems of higher dimensions. For numerical calculations in the model (5.37) we
will use the following parameters:  D 0:5, ˛ D 1, ! D ˝ D 1.

In the case of purely sinusoidal waves ("a D "p D 0, f .t/ D f0) for 0 < f0 < 0:7

the ship dynamics is strictly regular: it has periodic oscillations with the period T D
2�=˝ . At a further increase of the wave amplitude, the period doubling bifurcations
cascade takes place, resulting in the chaotic dynamics of the ship. At f0 � 0:726 the
boundary of the chaotic attractor is destroyed and almost all the initial conditions
get on the attractor jxj D 1, i.e., in the absence of control the ship capsizes at
f > f0. As was shown in the paper [41] the use of a slightly modified OGY control
procedure allows us to avoid the upset both for purely sinusoidal waves with the
amplitude considerably exceeding critical levels and in the case of relatively strong
amplitude and phase irregularity

�

"a ¤ 0; "p ¤ 0
�

The equation of motion for the variable x after turning on the controlling
perturbation C.t/ has the form

Rx C  Px C !2.x � ˛x3/ D W.t/ C C.t/ : (5.45)

To realize the discrete control in a standard way we transition from the ordinary
differential equation (5.45) to a mapping in the Poincaré section plane, defining the
latter by the conditions W.tn/ D 0; dW=dt > 0. We will assume that C.t/ does
not change between two consecutive intersections of the Poincaré section. In the
considered problem the perturbation C.t/ can be realized, for example, due to a
shift of the ballast with respect to the ship’s axis in the moment t D tn. As always,
we assume the smallness of the perturbation to be C.t/ � W.t/. To that end, we
limit the perturbation by the condition �C0 6 C 6 C0.
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Fig. 5.17 Schematic
representation of control in
random environment [41]

Z      (C   ) n+1 n 

Z      (C   ) n+1   n
^
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Let Zn .Z D .x; Px// be an unstable fixed point of the Poincaré mapping (see
Fig. 5.17) in the moment t D tn at "a D "p D 0; f .t/ D f .tn/. Setting "a ¤
0; "p ¤ 0, we introduce irregularity into the wave. Suppose now, that as a result of
observations, we can make sufficiently accurate predictions about the behavior of
W.t/ on the interval tn 6 t 6 tnC1. Integrating the equation of motion (5.45) with
the predicted value W.t/ and different values of OC from the interval Œ�C0;C0�, we
obtain the system’s position in the phase space at the moment t D tnC1. To make a
decision (on the ballast shift) we will use that value OC D Cn, at which the point Z at
the moment tnC1 gets on the stable direction of the unstable fixed point.

Figure 5.18 presents the control results in the presence of both amplitude ."a D
0:15/ and phase ."p D 0:1/ irregularities for systems where f .t/ is the function of
time linearly growing from the value f .0/ D 0:7 to the value f .300/ D 1: The use of
the considered control scheme allows the ship’s stability to improve considerably.

5.10 Continuous Control with Feedback

Having devoted sufficient attention to the numerous merits of the OGY method, we
will now point out its limitations. The OGY chaos control method is immediately
applicable to dynamics described by mappings. By controlling the chaos observable
in experimentation, the method reduces the real dynamics to the mapping generated
by the Poincaré section, which also determines the discrete character of the
controlling parameter variation. Suppose 	 is the time interval between consecutive
changes to the parameter and � is the maximal Lyapunov exponent for the target
unstable periodic orbit. Then evidently the OGY method is efficient only for those
orbits that satisfy the condition

� � 1=	 : (5.46)

The discrete character of the controlling parameter variation also worsens the
stability of the OGY method with respect to noise. For relatively rare parameter
changes there is a high probability of control failure. Those native disadvantages of
discrete control make continuous control realization more attractive. As before, we
require the smallness of the controlling perturbation variation because we intend to



96 5 Controlling Chaos

Fig. 5.18 An example of
control realization in random
environment: (a) the
perturbation W.t/ with
parameters
"a D 0:15; "p D 0:1; (b)
controlled and uncontrolled
orbits; (c) more extensive
segment of the controlled
orbit [41]
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stabilize the chaotic trajectory in the vicinity of a periodic orbit of the unperturbed
system. This goal can be achieved only with a feedback control scheme. The
two first continuous control feedback schemes were proposed and realized in the
work [44]. Both schemes were based on special constructions of time-continuous
perturbation which, without changing the target unstable periodic orbits, under
certain conditions stabilize them. The combination of the feedback and the periodic
external force lies at the core of the first scheme. The second one does not require
any external force, but uses the self-controlled feedback.

We begin with the first scheme: continuous control with external force. Sup-
pose we have a dissipative dynamical system described by some set of ordinary
differential equations. Suppose also that the input of the system is available for
external force application and we can measure some scalar characteristic on the
output. Those assumptions are satisfied by the following model:

dx=dt D Q.x; y/

dy=dt D P.x; y/ C F.t/ : (5.47)

Here y is the variable registered on the output, and x are all other dynamical variables
of the system, that are either unavailable for measurement or do not make interest for
the observer. We assume for simplicity that the input signal F.t/ perturbs only that
equation which corresponds to the variable registered on the output. We will also
consider that the dynamical system (5.47) in absence of the external force .F.t/ D
0/ has a strange attractor. When working with a real system, exact knowledge of
the model (5.47) is not necessary. Using the time delay method described in Chap. 4
we can reconstruct full system dynamics from the observable scalar characteristics.
Using this method we can reconstruct various periodic orbits y D yi.t/, yi.t C Ti/ D
yi.t/, where Ti is the period of ith unstable periodic orbit. Let us choose from these
obtained orbits one which we want to stabilize. Later, we will need an additional
oscillator generating a signal proportional to yi.t/. The difference D.t/ between yi.t/
and the output signal y.t/ will be used as the controlling perturbation

F.t/ D K Œyi.t/ � y.t/� D KD.t/ : (5.48)

Here K is the experimentally tunable weight of the perturbation. The perturbation i
applied on the system input as the negative feedback .K > 0/. The flow-chart of the
continuous control with external force is represented in Fig. 5.19. For many physical

Fig. 5.19 Block-diagram of
the continuous control with
external force

system

external
oscillator

output input
y(t)

Ky(t)

Ky (t)i

K{y (t)i  - y(t)}
-
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systems, its experimental realization does not present any difficulty. An important
feature of the perturbation choice in the form (5.48) consists of the fact that the
perturbed system preserves the initial periodic orbits: y.t/ D yi.t/ is a solution
of (5.47) with F.t/ D 0.

The stabilization of the unstable periodic orbit by this control method is achieved
by varying the weight factor K. When stabilization is achieved, the output signal y.t/
is very close to yi.t/ and therefore, as in the OGY method, only small perturbation
is used on the control time interval.

The experimental realization of the considered continuous control version can
be divided into two stages. At the first, preliminary, stage we shall study the signal
at the unperturbed system output and construct the oscillator generating the signal
proportional to yi.t/. At the second stage, the control is carried out by the scheme
presented in Fig. 5.19.

Let us demonstrate the efficiency of the continuous control with external force
using an example of the Rössler system [43]

dx

dt
D y � z

dy

dt
D x C 0:2y C F.t/

dz

dt
D 0:2 C z.x � 5:7/ : (5.49)

We have chosen y.t/ as the scalar signal measured on the system output. The result
of control does not depend on the choice of perturbed variable. Figure 5.20 presents
the results of the stabilization of the period-5 unstable orbit. The beginning of the
curve F corresponds to the moment perturbation is turned on. As expected, after
a small transition period, the perturbation becomes small and the system comes to
the periodic regime corresponding to the target orbit. The same figure presents the
results of the stabilization of the period-2 unstable orbit for the Lorenz system [45]

dx

dt
D 10.x � y/

dy

dt
D �xz C 28x � y C F.t/

dz

dt
D xy � 8

3
z : (5.50)

The perturbation amplitude in the control regime depends on two factors: the
precision of the unstable periodic orbit yi.t/ reconstruction and the noise intensity.
In an ideal case of the system moving along the orbit at zero noise level, stabilization
can be achieved with a negligibly small level of the external oscillator signal (see
Fig. 5.20).
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Fig. 5.20 Results of the continuous control with external force: (a) output signal y.t/ and external
force F.t/ for the Rössler system (5.49) at K D 0:4; (b) the same quantities for the Lorenz
system (5.50) [44]

Let us now dwell on the influence of noise determining the perturbation
amplitude in the control regime. We will again use the Rössler system and introduce
on the right-hand sides of equations (5.49) the additional terms "
x.t/, "
y.t/, "
z.t/.
Random functions 
x, 
y, 
z are independent from one another and they have zero
mean values and unit dispersions. Figure 5.21 presents the results of control for the
period-1 orbit in the Rössler system for two different noise levels: " D 0:1, " D 0:5.
Because the control is continuous, even for high noise levels on sufficiently long
time segments there is no stabilization failure, as can be observed in the discrete
control. Increase in noise levels leads only to growth in the controlling perturbation
amplitude and to some “smearing” of the periodic orbit.
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Fig. 5.21 Results of continuous control for the period-1 orbit in the Rössler system (5.49) for two
different noise levels at K D 0:4: (a) " D 0:1, (b) " D 0:5 [44]

We should note one more important distinction between continuous and discrete
control. The former starts to work only if the system is close to the target orbit, as
it is based on the linearization of the deviation from it. In the continuous control
method there is no need to wait for the approach of the system to the target orbit.
The perturbation can be turned on at any time. Thus the Rössler system is efficiently
synchronized with the external oscillator even if the initial conditions are far from
the periodic orbit. Although, in that case, the initial perturbations increase. However,
we should not expect an analogous situation for more complex systems where the
stabilized orbits belong to different basins of initial conditions. Such multi-stability
substantially complicates the achievement of the goal. A large initial perturbation
can also be undesirable for the experiment, the control of which is planned. In
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many cases, both problems can be solved by forced limitation of the perturbation.
Introducing some non-linear element in the feedback chain allows F.t/ to reach
saturation for large deviation values D.t/:

8

<

:

�F0; KD.t/ < �F0;

KD.t/; �F0 < KD.t/ < F0;

F0; KD.t/ > F0:

: (5.51)

Here F0 > 0 is the saturating perturbation value. Although the perturbations (5.48)
and (5.51) work identically in the vicinity of the stabilized unstable periodic orbit,
they lead to distinct transition processes. In the case of (5.51) the perturbation is
always small (at small F0), including the transition process; however, the latter
considerably increases in average. The system “waits” until the chaotic trajectory
approaches the target orbit sufficiently closely, and only after that synchronizes it
with the external oscillator. As in the discrete control method the average duration
of the transition process grows quickly with decrease of F0.

In order to analyze the local stability of the system in the control regime it is
useful to calculate the maximal Lyapunov exponent. To do that we use the example
of the Rössler system (5.49), linearized in small deviations from the target periodic
orbit. The dependence of the maximal Lyapunov exponent � on the parameter K
for period-1 and period-2 orbits is presented in Fig. 5.22. Negative values of the
Lyapunov exponent �.K/ determine the interval K, corresponding to the stabilized
unstable periodic orbits. For the Rössler system the period-1 orbit is stabilized on
the finite interval ŒKmin; Kmax�. Values of Kmin and Kmax determine the stabilization
threshold: �.Kmin/ D �.Kmax/ D 0. The period-2 orbit has infinite stabilization
interval. The Lyapunov exponent �.K/ for both orbits has a minimum at some value
K D Kop, providing the optimal control. We should note that the control interval size
Kmax � Kmin depends on the choice of controlled variable. So, for example, for the
Rössler system, the control of the y variable is the most efficient, because this choice
leads to the maximal interval corresponding to stabilization. Some systems can have
several stabilization intervals for the same variable. Thus the Lorenz system in the
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Fig. 5.22 Dependence of the maximal Lyapunov exponent � on the parameter K for period-1 and
period-2 orbits in the Rössler system [44]



102 5 Controlling Chaos

case of z variable control has two isolated stabilization intervals. The presence of
the threshold Kmin is well understood: the perturbation must be sufficiently strong
in order to compensate for the divergence of trajectories close to the unstable orbit,
i.e., to invert the � sign. However, large values of K worsen the control. This is
connected with the fact that in the considered realization of continuous control the
perturbation acts immediately only on one of the system variables. For large K those
perturbations change so quickly in time that the other variables do not have time
to follow those changes. The analysis shows that in the multi-parametric control
version, when perturbation is introduced in each of the equations of motion, the
monotonous decrease of �.K/ is observed and the second threshold for Kmax is
absent.

The latter observation leads to the following question (particularly important
for experimental realization of the continuous control): in what chaotic systems
is single-parametric control efficient? The answer is based on the assumption that
stabilization is possible only in cases where perturbation has a number of degrees of
freedom sufficient to suppress the exponential divergence in all available directions.
In other words, the minimal number of the controlled variables must be equal to the
number of the positive Lyapunov exponents in the controlled system. The chaotic
systems, where two or more Lyapunov exponents are positive, are called hyper-
chaotic. No version of single-parametric control makes possible the stabilization of
hyper-chaotic systems. At the same time, however, the multi-parametric control is
efficient for such systems.

The complexity of experimental realizations of the above control method is due
to the presence of the special external oscillator. An alternative continuous control
method—continuous control with delayed feedback—is free of that weak point. The
method replaces the external signal yi.t/ in (5.48) with the delayed output signal. In
other words, we will use the controlling perturbation in the form

F.t/ D K Œy.t � 	/ � y.t/� D KD.t/ ; (5.52)

where 	 is the delay time. If this time coincides with the period of ith periodic
orbit 	 D Ti, then the solution of the system (5.47) will also correspond to that
periodic orbit, i.e., y.t/ D yi.t/. It means that the perturbation of the form (5.52),
as well as (5.48), does not change the periodic orbits in the system. Choosing the
appropriate weight K of the feedback, we can achieve the stabilization of the system.
The block-diagram corresponding to this version of the continuous control method
is presented in Fig. 5.23.

The results of the period-3 orbit in the Rössler system and period-1 orbit in the
non-autonomous Duffing oscillator

dx

dt
D y;

dy

dt
D x � x3 � dy C f cos !t C F.t/ ; (5.53)

are presented in Fig. 5.24. The situation is very similar to the case considered
above of continuous control with external force. However, now the experimental
realization is much simpler, as it does not require any external periodic perturbation.
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Fig. 5.23 Block-diagram of the continuous control with delayed feedback
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Fig. 5.24 Stabilization of unstable periodic orbits using the continuous control with delayed
feedback: (a) a period-3 unstable orbit for the Rössler system (K D 0:2; 	 D 17:5); (b) period-1
unstable orbit for the non-autonomous Duffing oscillator (f D 2:5; ! D 1; d D 0:2; K D
0:4; 	 D 2�=!/ [44]
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The difference between the delayed output signal and the proper output signal is
used as the controlling perturbation. This feedback works as the self-control. Only
a simple delay chain is needed for its experimental realization. In order to achieve
the target unstable periodic orbit stabilization two parameters must be available for
tuning in the experiment process: the delay time 	 and the feedback weight K. The
feedback signal amplitude can be considered as a criterion of the unstable periodic
orbit stabilization. When the system is in the control regime the feedback amplitude
is extremely small (see Fig. 5.24).

We should note that at the core of both the systems considered there is the same
mechanism—the extension of the initial system’s dimensions. In the first case, the
dimensions increase due to the introduction of the external signal, and in the second
one, due to the delay. The perturbation does not change the projection of the periodic
orbit on the initial space of lower dimension. Additional degrees of freedom only
change the Lyapunov exponents of the controlled system. We will explain this
statement based on the example of the logistic mapping which we have already
addressed many times. The unperturbed .Fn D 0/ logistic mapping

XnC1 D 4Xn.1 � Xn/ C Fn (5.54)

has an unstable fixed point Xn D 3=4 with eigenvalue � D �2. The perturbation in
the delay form

Fn D K.Xn�1 � Xn/ (5.55)

does not change the X coordinate of the fixed point, but increases the mapping
dimension up to two. Analysis of that mapping shows that modules of the two
eigenvalues of the Jacobi matrix for that point in the interval K D Œ�1; �05� are less
than unity. Therefore, for that value K the one-dimensional fixed point transforms
into a two-dimensional stable point.

This scheme also suffers from the multi-stability problem related to the existence
of two (or more) stable solutions with different basins of initial conditions. As in
the case of control with external force, the multi-stability problem can be solved
by introducing a limitation on the type (5.51) perturbation magnitude. Making use
of this limitation, the asymptotic behavior of the system becomes single-valued for
all K.

Figure 5.25 shows the dependence of the maximal Lyapunov exponent for
period-1 .	 D 5:9/ and period-2 .	 D 11:75/ unstable orbits of the Rössler system.
We can see that as in the case of the control with external force, each of the unstable
orbits can be stabilized on the finite interval of K. However, those intervals are
considerably narrower than in the former case. This means that the delayed control
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Fig. 5.25 Dependence of maximal Lyapunov exponent � on K for period-1 .	 D 5:9/ and period-
2 .	 D 11:75/ unstable orbits of the Rössler system in the case of continuous control with delayed
feedback [44]

is more sensitive to the agreement of parameters, because the controlling external
force always tries to attract the trajectory to the target periodic orbit. In the case of
the control with delay, the perturbation brings the trajectory together with delayed
one, which does not exactly coincide with the target orbit.

We now apply the continuous control scheme for stabilization of aperiodic
(chaotic) orbits [46]. The considered scheme, using only a small perturbation of
special form, allows us to synchronize the current behavior of the system with its
past, previously recorded. As a result, we obtain the ability to predict long time
segments of chaotic behavior. Essentially, the modern continuous control scheme is
the combination of two different approaches to the chaos control problem: the OGY
method, based on utilization for control of only a small perturbation with feedback,
and the synchronization method (to be considered below) for two strongly connected
chaotic systems. As the result of this synthesis we can synchronize aperiodic orbits
due to a small perturbation with feedback.

As before, we assume that the controlled object is described by the system of
the form (5.47) with all the above assumptions. The realization of the method splits
into two stages. At the first stage, some time segment yap.t/ must be extracted and
recorded. At the second stage, we apply to the system the feedback perturbation of
the form

F.t/ D K
�

yap.t/ � y.t/
	

: (5.56)

As well as above the perturbation represents a positive feedback, therefore K >

0. The block-diagram of experimental realization of the aperiodic orbits control
method is presented in Fig. 5.26. One of the important features of the perturbation is
the fact that it turns to zero when the output signal coincides with the one recorded
in the system memory: F.t/ D 0 for y.t/ D yap.t/. Therefore, the perturbation



106 5 Controlling Chaos

system memory
input output

system

memory

input output

-
+

y(t)

y(t)K(y   (t)-y(t))ap

y   (t)ap

y   (t)ap

Fig. 5.26 Block-diagram of continuous control for aperiodic orbits

does not change the unperturbed system solution for the time interval corresponding
to the recorded signal yap.t/. The perturbation, as in the case of unstable periodic
orbits, works as the self-control because it always brings the current trajectory
y.t/ to the target aperiodic orbit yap.t/. The synchronization can be achieved for
a sufficiently large weight K. In the synchronization regime

�

yap.t/ � y.t/
�

the
perturbation becomes very small (to the degree of

�

yap.t/ � y.t/
�

quantity).
The results of this synchronization for the Rössler, Lorenz, and Duffing systems

are presented in Fig. 5.27. For all three systems, relatively soon after the perturbation
turning on the current trajectory synchronizes with yap, i.e., �y � yap.t/ � y.t/ ! 0

relative to the degree of noise, and of the constancy of the system characteristics.
Synchronization was achieved irrespective of the initial conditions (if they were
chosen from a common basin).

The non-autonomous system, considered above as a control object and repre-
sented in Fig. 5.26, can be transformed into a more complex autonomous system
containing two connected subsystems. Indeed, the memory unit used for the input
signal generation in the first case, can be replaced by an additional identical chaotic
system, which, starting from appropriate initial conditions, generates the aperiodic
signal identical to the one recorded in memory.

As a result, the two-stage experiment is replaced by the single-stage one pre-
sented in Fig. 5.28. The original problem is therefore reduced to the synchronization
of two connected identical chaotic systems, which will be considered later.
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Fig. 5.27 Results of the aperiodic orbits control: (a) the Rössler system, (b) the Lorenz system,
(c) the Duffing oscillator [46]
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Fig. 5.28 Autonomous
block-diagram for the
aperiodic orbits control
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