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Abstract. To process texts in any language, a full and thorough description of
the given language is required. The authors of this article have noted that, while
much has been done in the development of language processing with NooJ, so far
little attention has been paid to issues related to phonetic language features.
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1 Introduction

Natural language processing (NLP) is a field of computer science closely related to
linguistics, and plays a significant role in advancing communication between human
and computer. It is needed to transform relevant information locked in text into struc‐
tured data that can be used by computer processes aimed at improving various aspects
of life.

There are two main problems in the transition step between morphological and
phonetic levels of texts. The first one is a transformation of orthographic text into its
phonetic representation for further processing in the phonetic encoding/decoding step.
The task of this transformation is very common in text-to-speech (TTS) systems (Fig. 1,
solid lines). The second one is an inverse problem: the building of written orthographic
text from transcribed spoken language. This issue is an important aspect within the
framework of speech-to-text (STT) systems (Fig. 1, dashed lines). In both cases of
grapheme-to-phoneme (G2P) and phoneme-to-grapheme (P2G) conversion, it is diffi‐
cult to develop separate statistical models for all phonemes and words in TTS and STT
systems with a rather large vocabulary. This is especially true for relatively localized
languages, like Belarusian, when it is hard to collect a great amount of speech data for
statistical models in training procedures.
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We consider NooJ [1] to be an effective tool in solving these problems, as it can be
used for creating dictionaries of correspondences between orthographic words and their
phonetic transcriptions, as well as for development of rule-based grammars for G2P and
P2G conversions.

Fig. 1. The general scheme of the STT and the TTS systems

2 Specific Features of Belarusian in the Context of G2P and P2G
Conversion

For both G2P and P2G conversion processes, a fundamental aspect is the choice of
approach to the problem. There are two common approaches to the problem of G2P and
P2G conversions: the first is related to statistical methods and uses phonetically tran‐
scribed corpuses or pronunciation dictionaries; the second is a rule-based method. The
choice of approach greatly depends on the type of orthography of the processed
language. An orthography in which the correspondences between spelling and pronun‐
ciation are highly complex or inconsistent is called a deep orthography. In such a case,
statistical methods, or special databases, are used. Another type of orthography is called
shallow orthography, and it is determined by relatively simple and consistent corre‐
spondences between spelling and pronunciation. In this case, the rule-based methods
are more preferable.

Regarding the Belarusian language, we should take into account the fact that its
orthography is based on a simple phonemic principle—words are pronounced as they
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are spelled. This is particularly true for Belarusian Classical Orthography, or Taraš‐
kievica, where the written and the phonetic forms are almost identical. In modern
Belarusian, this is not so evident, but it is true to a greater degree than, for instance, in
Russian. In Table 1, a short comparison of correspondences between some orthographic
words and their transcriptions for Belarusian and Russian is presented [2].

Table 1. A comparison of correspondences between orthographic words and their phonetic tran‐
scriptions in Belarusian and Russian

English word Belarusian/
Russian

Orthographic
word

Cyrillic transcription IPA transcription

River Belarusian pэчкa [pэ́чкa] [′rɛʧka]
Russian peчкa [p′э ́ч′кa] [′rɛʧ′ka]

Sun Belarusian coнцa [cо ́нцa] [′sɔnʦa]
Russian coлнцe [cо ́нцэ] [′sɔnʦɛ]

Laugh Belarusian cмяяццa [c′м′aйа́ццa] [sʲmʲa′jaʦʦa]
Russian cмeятьcя [cм′ийа́ццa] [smʲi′jaʦʦa]

Due to the relative proximity of phonetic forms and spelling of the words in the
Belarusian language, the G2P and the P2G conversion algorithms based on the rules are
more preferable. Nevertheless, there are a number of Belarusian language features that
create difficulties in performing these two kinds of transformations. Let us take a brief
look at some examples.

The Belarusian language has ten letters representing vowel sounds. They can be
divided into two categories: non-iotified (a, o, y, э, i, ы) and iotified (я, ё, ю, e) vowels.
Letters in the second sequence represent four sounds of the first sequence, but with an
initial [j] sound. When a consonant precedes an iotified vowel, it becomes palatized.
Taking into account this fact, we have to define a rule that makes a consonant preceding
an iotified vowel palatized for the G2P conversion, and in P2G conversion a rule that
converts a non-iotified vowel into an iotified analogue after palatized consonant is
needed.

The correspondences between orthography and phonetics in Belarusian also depend
on accent position. For instance, vowel ё is almost always stressed, and when unstressed,
ё changes to e or я depending on the accent position, and this is not always transmitted
in writing [3].

It is also necessary to mention some of the most common sound changes in Belaru‐
sian: assimilation, dissimilation, and accommodation. These features are significant both
for G2P and P2G conversations. For example, in the word cтyжкa (Eng. ‘ribbon’), the
letter ж that usually designates the sound [ʐ] changes into the sound [ʂ] as a result of
assimilation.

The great value in the P2G conversion plays phenomenon of interaction between
sounds existing in the flow of speech, and influence of sounds on each other, causing
specific phonetic changes. The Belarusian language is characterized by changing of
phonemes under the influence of neighboring elements (combinational), as well as
changes resulting from the ratio of phonemes to verbal blows and their absolute location
relative to the beginning or the end of the word (positional) [4].
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Also almost every rule of Belarusian have its own set of exceptions. Most of them
are connected with loanword. This fact should be taken in account while developing
algorithms of grapheme-to-phoneme and phoneme-to-grapheme conversion.

3 Grapheme-to-Phoneme Conversion for the Belarusian NooJ
Module

Grapheme-to-phoneme (G2P) conversion, or phonetization, is a process of defining the
sequence of phonemes required to pronounce a word, phrase, or even a text. The G2P
algorithms are used to generate the most probable phoneme list for a word not contained
in the pronunciation dictionary. These algorithms are widely used in automated text-to-
speech systems.

We developed two ways of obtaining phonetic transcriptions for each word in a
Belarusian text. The first way involves creating a Belarusian dictionary in NooJ format,
containing information on the pronunciation for each word. The second way involves
developing morphological NooJ grammars for generating phonetic transcriptions for
orthographic words. As such, we obtain two kinds of phonetic level representation, thus
allowing us to perform G2P conversion.

To create the dictionary, a software tool which allows to quickly convert both single
words and whole texts into phonetic transcription was developed. This tool is called
“Transcription Generator” and is now available as web-service at [5].

The transcription generation system converts a Belarusian text into its phonetic tran‐
scription. It takes as an input any orthographic text in Belarusian, with labels of main
and side accents. The character ‘+’ (plus sign) after a vowel can be used to mark the
main accent and the character ‘=’ (equals sign) – to mark the side accent. As well as
these characters, standard accent characters can be used. The system currently supports
four types of transcription:

– Cyrillic transcription (based on [6]);
– transcription based on the work by U.A. Koshchanka [7];
– International Phonetic Alphabet (or IPA) [8];
– Extended Speech Assessment Methods Phonetic Alphabet (or X–SAMPA) [9].

The “Transcription Generator” algorithm was developed on the base of the multi‐
voice TTS system for the Belarusian and Russian languages [10]. The phonetic processor
of this system uses two sets of rules. These rules represent almost a full set of grapheme-
to-phoneme transformations for Belarusian. The first set of rules is a set of general rules
that shows direct correlations between the letter and the phoneme, and the second set
shows more complex rules, or exceptions to general rules, depending on letter context.
An excerpt of these rules list is given in the Table 2.

Algorithms of transcription generation system convert orthographic texts into the
phonemic form developed for the Belarusian TTS system. This phonemic notation could
be converted into any common transcription notation. To do this, we created a base of
“phoneme – transcription” correlations. An excerpt of this base is presented in Table 3.
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Table 2. An excerpt of the list of general rules and their exceptions

General rules Exceptions to general rules
A-A (З)[ДГ]\/-S
Б-B (З)ДЖ-ZH
B-V (З)[КПCTФXЦЧШ]-S
Г-GH (З)[ЬЪ_\/][КПCTФШ]-S
Д-D (C)[БГДЗЖ]-Z
E-E (C)[ЬЪ_\/][БBГДЗЖ]-Z
Ё-O (Ж)[КПCTФXЦЧШ]-SH
… …

Table 3. An excerpt of list of “phoneme – transcription” correspondences

TTS Cyrillic Latin IPA X-SAMPA
V0 в v v v
V1 в: v: vv vv
V′1 в′: v′: vʲvʲ v′v′

V′0 в′ v′ vʲ v′

GH0 γ ɣ ɣ G
GH1 γ: ɣ: ɣɣ GG
GH′1 γ′: ɣ′: ɣʲɣʲ G′G′

GH′0 γ′ ɣ′ ɣʲ G′

G0 г g ɡ g
G′0 г′ g′ ɡʲ g′

… … … … …

With the help of the transcription generation system, a phonetic dictionary of arbi‐
trary format can be generated, including a format supported by NooJ. To create a NooJ
dictionary with phonetic transcriptions, the following format was developed:

word, PART–OF–SPEECH
+TranscriptionCyr = [transcription]
+TranscriptionLat = [transcription]
+TranscriptionIPA = [transcription]
+TranscriptionXSAMPA = [transcription].

For instance, the word caкaляня would have the following view:

caкaляня, NOUN
+TranscriptionCyr = [caкaл′aн′а́]
+TranscriptionLat = [sakal′an′á]
+TranscriptionIPA = [sakalʲa′nʲa]
+TranscriptionXSAMPA = [sakal′a′′n′a].

To generate a dictionary in NooJ format for all Belarusian words, a special algorithm was
developed and implemented. It takes as an input an orthographic dictionary of the
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Belarusian language, allocates all dictionary entries, obtains the required information on
every entry (word with accent, part-of-speech), uses the transcription generation system to
produce phonetic transcriptions of every word in four forms, and compiles all this infor‐
mation into NooJ dictionary format. In the Fig. 2 a NooJ dictionary excerpt is presented.

Fig. 2. An excerpt of the phonetic dictionary in the NooJ format

Since every dictionary is a finite set of words and their descriptions, for phonetization
of words not contained in the dictionary, morphological NooJ grammars were devel‐
oped. These grammars represent rules for the multivoice TTS system phonetic processor
in the form of a finite automaton (Fig. 3).

In Belarusian, one letter may be represented by different phonemes, depending on
their surrounding letters or position in the word. The most common sound changes in
Belarusian are assimilation, elision and positional fortition. For instance, in the word
дyб ‘dub – Eng. oak’, the last letter B changes into the sound [p] as a result of end-word
fortition. These sound changes are presented in the grammar as follows: all the
graphemes, which are surrounded by other particular graphemes, are given as an output
allophone match, for instance, grapheme B from the example above will be marked by
P as a corresponding allophone.

4 Phoneme-to-Grapheme Conversion for the Belarusian NooJ
Module

Speech recognition systems are complex technical systems in which information passes
through a large number of processing steps and transformations. A typical system consists
of two main parts: signal processing and natural language processing. Most of the recent
publications are focused on questions related to signal processing, including such techni‐
ques as dynamic time warping, hidden Markovs models and neural networks [11, 12].
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However, in the latest research, NLP is almost never mentioned. This observation
is especially true for lesser known languages such as Belarusian. However, this part of
the system contains many compelling challenges for researchers, which will provide
ample opportunity for further research.

One of the basic tasks for developing the NLP part of a SST system is to transform
phonetic elements into their graphemic representation (P2G). After acoustical decoding
of separate phonetic units from feature vectors of a speech signal, phonemic text is
obtained. This text is a source for the next language processing steps on morphological,
syntactic and semantic levels. Therefore, effective implementation of phoneme-to-
grapheme transformation is the first important task in the construction of the NLP part
of a STT system. We would like to show how this problem could be effectively solved
with the help of NooJ instruments for the Belarusian language.

During the process of conversion P2G, all of the abovementioned language
phenomena should be taken into account. Considering the peculiarities of the Belarusian
language we made the following assumption: it is possible to build a compact system
of rules, which would constitute the core of the conversion algorithm according to these
rules, then extend it according to accounting-specific conversion rules and a dictionary
for words not included in the basic set, as well as phonetic contexts.

Therefore, the above situations require further description of certain rules. We
propose to use NooJ to develop grammars because they are extremely simple objects to
build, and there is no complex formalism to learn. NooJ includes tools to check, debug,
adapt, maintain, and share language resources. NooJ can effectively solve the problem

Fig. 3. An excerpt of the morphological NooJ grammar illustrating consonant softening (left)
and hard consonants (right)
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with the development of rules (linguists’ responsibility) and then by conversion into a
useful form for further formalization in terms of algorithm and implementation in the
code (programmers’ responsibility). This is especially important for non-engineering
staff (linguists, phoneticians), as NooJ provides a user-friendly graphical interface which
is easy to learn and use, in contrast, for example, with a regular-expression language.

We offer a solution to the problem of converting P2G using NooJ in two stages. The
first stage is based on the rules for conversion using a NooJ grammar. The grammar
contains the set of rules for the phoneme-to-grapheme conversion of the following
classes:

– Rules for the base cases of phoneme-to-grapheme mapping. They use the principle
of a return to the basic rule based on the phonetic spelling principle. These G2P rules
can be relatively easily transformed into the rules designed to reverse conversion.
For example:
• [͡dʐ] – дж;
• [γ] – г.

– The rules for considering cases of combinatorial changes (assimilation, accommo‐
dation, dissimilation sounds) the interaction between the phonemes of the language
and their rules. For example:
• [′sʲvʲata] – cвятa (holiday);
• [′͡dzʲɛʦʲi] – дзeцi (children).

– Rules take into account positional changes as well as the effects (diarezis, epintezis,
konraktasis) and phenomena occurring at the junction of phonetic words. For
example:
• [′va′wla ͡dzʲɛ] – вa ўлaдзe (in power);
• [ɣara′ʦkʲi] – гapaдcкi (city adv.).

The second stage of the conversion is carried out using a dictionary approach to
define exception words and resolve conflicts on the morphological and syntactic levels.
We should also use an exception lexicon and even go beyond words to consider the
context. The exception lexicon contains the pronunciations for irregular words. If we
find such a word in the exception lexicon, we get the correct spelling at once and the
two previous steps can be skipped. One more and very important task involves homo‐
nyms (words that share the same pronunciation but have different meanings). Consider
the following case:

• [pra′ɣramnɨ] [′kɔt] – пpaгpaмны кoд (programming code);
• [pu′ʂɨstɨ] [′kɔt] – пyшыcты кoт (fluffy cat).

In this example, the words кoд (code) and кoт (cat) are phonetically identical. In
this case, the G2P conversion of words is only possible by analyzing beyond the boun‐
daries of the phonetic elements of speech. Namely,this can be done by semantic analysis
of these fragments.

Currently, we are developing the first rule-based stage of the proposed approach. We
assume that a real STT system P2G conversion process, executed by phonetic-decoding
block (Fig. 1), will include the following basic steps (Fig. 4):
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Fig. 4. Scheme of the phonetic decoding process in the context of STT

From the acoustic decoding block of STT, we obtain preliminary information in the
form of an allophone sequence. Allophones are positional and combinatorial variants of
phonemes and can also be used for P2G conversion. However, the sequence of allo‐
phones is not suitable for conversion into orthographic words directly, because of the
large number of possible combinations. Thus, it is necessary to reduce the spatial
dimension of this sequence. To do this instead of handling the direct allophonic
sequence, we convert it into phonemic text. This problem can also be solved with the
help of NooJ. However, implementation of this task is not within the scope of this
publication, so the details are not presented here. This raw allophonic sequence from
the acoustic decoding block is preprocessed to get a phonemic text. This text is converted
into one of the text formats supported by NooJ and is then loaded into the system for
the further processing.

Firstly, the algorithm detects phrases and sentences, replaces pauses, collapses
sentences to phonetic words and finally generates the list of phonetic elements. Then
the system processes each element in this list to get grammatical annotations using NooJ
syntactic grammars. The main graph of one of the core grammars is presented in Fig. 5.

Fig. 5. Grammar of the upper level
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One of the features of our work is that we used a grammar of a syntactic not a
morphological level for the processing of phonetic units. This is due to the fact that the
acoustic decoding block can generate the phonetic sequence in different formats
(different types of separators, etc.). A syntactic level grammar allows us to consider
phonemes as stand-alone words in a given environment and also allows for more flex‐
ibility. The grammar on the top level includes a set of sub-graphs for the left and right
context for the given symbol and allows us to consider the cases described above, which
can be executed recursively. One of the sub-graphs is presented in Fig. 6.

Fig. 6. One of the sub-graphs representing consonant conversion rules

The result of the conversion is exported to an XML file. Then it is processed with a
special Perl script, which transforms NooJ annotations into general orthographic text,
makes a plain text and saves it as an HTML file.

An example of grammatical annotation to be converted into graphemic form:
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<GRAPHEME Type=" ">L</GRAPHEME><GRAPHEME Type="">,</GRAPH
EME><GRAPHEME Type="i">I</GRAPHEME><GRAPHEME Type="">,</G
RAPHEME><GRAPHEME Type="'">+</GRAPHEME><GRAPHEME Type="">
,</GRAPHEME><GRAPHEME Type=" ">K</GRAPHEME><GRAPHEME Type
="">,</GRAPHEME><GRAPHEME Type="i">I</GRAPHEME><GRAPHEME
Type="">,</GRAPHEME><GRAPHEME Type="">,</GRAPHEME><GRAPHE
ME Type=" ">P</GRAPHEME><GRAPHEME Type=" ">P</GRAPHEME>…

The suggested grammars are quite simple in form, but they allow us to quickly and easily
perform the P2G conversion. Even if all the words are not fully recognized, this could be
done later using a dictionary of exclusion words, which we plan to develop in the future.

5 Experimental Results

To determine the effectiveness of the linguistic resources developed for the Belarusian
module of NooJ—one vocabulary and two grammars—a series of tests was performed. One
test method involved the comparison of converted words with words from the reference
source. If the resulting form did not coincide with the sample and had at least one error, it
was marked as incorrect but converted. The errors committed by the algorithm were calcu‐
lated for each test word separately and for the entire sample as a whole. In order to eval‐
uate the effectiveness of the algorithms and the proposed grammars, we used the metrics
of precision and recall described in [13]. Precision (P) is equal to the number of cases
where conversion was correct (M) divided by the total number of phonetic cases retrieved
by grammars (L). It can be determined according to the expression:

Recall (R) is equal to the number of cases where conversion was correct (M) divided
by the number of valid cases predetermined by expert assessment (N):

It should be noted that these two quantities are trade off one against another. Recall
is a non-decreasing function of the number of cases retrieved. On the other hand, in a
good system, precision usually decreases as the number of cases retrieved is increased.
In general, we want to get some amount of recall while tolerating only a certain
percentage of false positives. To provide unbiased evaluation, it is desirable to use a
certain metric that balances the previous two. Weighted harmonic mean (F) is a single
measure of precision versus recall compromise degree:

where P and R are precision and recall, respectively. Recall, precision and F measure
have a values between 0 and 1, but they are also very commonly written as percentages,
on a scale between 0 and 100 %. The experimental results are presented in Table 4.
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Table 4. Error rates of G2P and P2G conversion process experiments

Conversion type Metric type Part of speech
Noun Verb Adjective
I II I II I II

G2P P 0,90 0,88 0,91 0,90 0,92 0,89
R 0,91 0,82 0,93 0,87 0,85 0,83
F, % 90 86 92 88 87 85
Avg. F, % 88 91 86

P2G P 0,87 0,86 0,84 0,82 0,90 0,86
R 0,81 0,85 0,84 0,86 0,79 0,79
F, % 84 83 84 84 84 82
Avg. F, % 85 84 83

To carry out a sample test, information from three sources was used, among them
the Belarusian phonetic dictionary, the English-Belarusian phrasebook,“ Orthoepic
Dictionary Generator”, and linguistic resources from “corpus.by” project [7, 14–16].
The size of the test corpus is 2400 words. It was formed in a special way for testing G2P
and P2G conversion algorithms for Belarusian. It is representative in terms of lexical
content and also phonetically balanced. The corpus includes both individual words and
phrases, as well as whole sentences. Since the character is the basic unit of transforma‐
tion and the average length of the corpus element is about 9,5 symbols, the total size of
the test sample is about 22800 characters. The corpus was divided into three subsets of
different size, depending on the part of speech: nouns (1000 words), verbs (800 words)
and adjectives (600 words). Each subset in turn was divided into type I and type II groups,
depending on the frequency of occurrence of words in the texts. The average F-measures
for G2P and P2G conversion were grouped by part of speech as presented in the
following histograms (Fig. 7).

Fig. 7. Average error of G2P (left side) and P2G (right side) conversion

Analysis of the results leads to some compelling conclusions. Firstly, the F-measures
of G2P conversion are on average 5 % higher than the measures for P2G conversion.
This can be explained by the presence of well-defined rules for Belarusian for conver‐
sions of the first kind; however, the rules are not always suitable for conversion in the
opposite direction. Secondly, there is some sort of correlation between error rates and
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part of speech. The average length of adjectives in the Belarusian language is more than
for other parts of speech, so it is natural that more errors were observed, which means
that more attention and highly complex transformation rules are needed for the handling
of exceptions. The third largest component of the total conversion error is determined
by the part not yet covered by the rules and not covered by the dictionary of exceptions.
As such, it is the aim of our future research to reduce errors and improve the quality of
conversion. On the other hand, the number of direct conversion mistakes is not so high,
so we can conclude that the grammar we developed showed good results.

6 Conclusion

As part of this ongoing research, procedures and algorithms for the conversion of G2P
and P2G processes using a linguistic development environment NooJ have been devel‐
oped. A dictionary containing words and their transcriptions was made. A morphological
transformation grammar and rules for processing written words in phonetic form and
for the reverse transformation were built.

The results of this research could be used to solve various computer-linguistic prob‐
lems: forward and reverse phonetization, adding phonetic level to information
processing in the Belarusian NooJ module, and developing a SST system. In addition,
we are planning to use the G2P dictionary and grammar in the multivoice TTS system
for the Belarusian language [17].

It should be noted that one of the main objectives of this work was also the author’s
desire to show the capability of NooJ tools to work on various linguistic levels including
the phonetic representation of written language. NooJ tools can be fully utilized for
processing all kinds of texts, including phonetic representation.

Future work will involve adding to and expanding the existing system of rules for
G2P conversion as well as the addition of exceptions and special cases for the P2G
conversion process and further integration of these results into the Belarusian module
of NooJ.
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