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Abstract. Lexical analysis can be a way to remove ambiguities in the Arabic
language. So, their resolution is an important task in several domains of Natural
Language Processing (NLP). In this context, this paper is inscribed. Our pro-
posed resolution method is based essentially on the use of transducers on text
automata. Indeed, these transducers specify the lexical rules of the Arabic lan-
guage allowing corpus disambiguation. In order to achieve our resolution
method, different types of lexical ambiguities are identified and studied. Then,
an appropriate set of rules is proposed. After that, we represent all specified rules
in Nool. In addition, we present experimentation with NooJ platform conducted
through various linguistic resources to obtain disambiguated syntactic structures
suitable for the analysis. The results obtained are ambitious and can be improved
by adding other rules and heuristics.

Keywords: Lexical ambiguity - Text annotation structure - Arabic lexical
rule + NooJ transducer

1 Introduction

The need for disambiguation appears in several steps of analysis and applications such
as syntactic analysis, recognition of named entities and morphological analysis. The
disambiguation can be performed on different levels: morphological, syntactic and
lexical levels. Indeed, disambiguating an Arabic corpus can widely facilitate several
parsing processes which reduce largely the parsing time for researchers. For a suc-
cessful resolution, we need a rigorous study of the Arabic language to facilitate the
identification of rules which can be formalized through different frameworks. There are
many theoretical platforms allowing formalization, such as grammars and finite state
machines. In fact, finite automata and particularly transducers are increasingly used in
NLP. Thanks to transducers, several local linguistic phenomena (e.g., recognition of
named entities, morphological analysis) are treated appropriately. Transduction on text
automata is so useful; it can remove paths representing morpho-syntactic ambiguities.
Also, to formalize lexical rules, we need to find adequate criteria to classify lexical
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rules in a specific order of application of rules and to define sufficient granularity levels
of lexical categories allowing the identification of efficient rules. By these classifica-
tions, we aim to guarantee the optimization between rules, and to identify the disam-
biguation methods that can be exploitable by other steps of analysis.

In this context, our objectives are to study Arabic lexical ambiguities and to
implement a lexical disambiguation tool for the Arabic language with NooJ platform
through the transduction on text automaton. To do that, we need to identify and classify
specific lexical rules for the Arabic language. Then, we implement these rules in NooJ
platform and after that we call NooJ syntactic grammars in an adequate order to remove
ambiguities existing in Text Annotation Structures (TAS).

In this paper, we begin by a state of the art presenting previous research interested in
the resolution of ambiguities for the Arabic language. Next, we perform a study about
lexical ambiguities. To resolve those lexical ambiguities, we establish transducers
representing lexical rules. Then, we specify and test all these rules in NoolJ linguistic
platform.

2 State of the Art

Many studies aim to resolve Arabic lexical ambiguities at different levels: lexical,
morphological, syntactic and semantic levels using different formalisms. In [12], the
authors proposed a method for lexical disambiguation based on the cooperation
between the morphological analyzer and the syntactic analyzer. In fact, all possible
interpretations produced by the morphological analyzer will be the input of the syn-
tactic one which consists in the application of constraints that are defined with the
grammar rules. All grammar rules were specified in the Unification Based Grammar
(UBG) formalism.

In [1], the author has developed a morphological syntactic analyzer for the Arabic
language within LFG (Lexical Functional Grammar) formalism. The developed parser
is based also on a cascade of finite state transducers for the sentence preprocessing and
a set of syntactic rules specified in XLE (Xerox Linguistics Environment) for mor-
phological analysis.

In [3], the proposed disambiguation method dealt with the ‘alif-nlin’ sequence in a
given sentence. This method is based on the context-sensitive linguistic analysis to
select the correct sense for a word in a given sentence without resorting to deep
morpho-syntactic analysis.

Besides, in the last decades, we have witnessed a great increase in the number of
systems which aim to disambiguate Modern Standard Arabic. Among those systems we
mention MADA and TOKAN systems [7]. They are two complementary systems for
Arabic morphological analysis and disambiguation process. Their applications include
high-accuracy part-of-speech tagging, diacritization, lemmatization, disambiguation,
stemming and glossing.

In [4], the system AMIRA is a set of tools built as a successor to the ASVMTools
developed at Stanford University. The toolkit includes a tokenizer, a part of speech
tagger (POS) and a Base Phrase Chucker (BPC). The technology AMIRA is based on
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supervised learning with no explicit dependence on knowledge of deep morphology.
This system treats partially the disambiguation process in Arabic.

Concerning the finite state tools, we find the linguistic environment Xerox [2]
which is based on finite state technology tools (e.g. xfst, twolc, lexc,) for NLP. These
tools are used in several linguistic applications such as morphological analysis, tok-
enization, and shallow parsing of a wide variety of natural languages. The finite state
tools here are built on top of a software library that provides algorithms to create
automata from regular expressions and equivalent formalisms and contains both
classical operations, such as union and composition, and new algorithms such as
replacement and local sequentialization.

Moreover, there are several works in NoolJ platform that address the disambiguation
process in Arabic. We cite the work presented in [6]. This work presents an approach of
recognition and translation based on a representation model of Arabic Named Entities
and a set of transducers resolving morphological and syntactic phenomena. We can
also cite the work [13]. This work is based on HPSG formalism to identify all possible
syntactic representations of the Arabic relative sentences. The authors explain the
different forms of relative clauses and the interaction of relatives with other linguistic
phenomena such as ellipsis and coordination. Besides, there are many works special-
ized in a particular phenomenon without taking into account other phenomena. We can
cite the work described in [5] to analyze the Arabic broken plural. This work is based
on a set of morphological grammars used for the detection of the broken plural in
Arabic texts. In fact, those transducers are the basis for a tool generated by the lin-
guistic platform.

As we can see, the Arabic disambiguation process is not yet performed because of
some difficulties linked to the Arabic natural structure. Also, difficulties are linked to
the lack of a perfect disambiguation tool for rule formalization. Moreover, previous
NooJ works are limited to just one level or one linguistic phenomenon that reduces the
rate of perfect disambiguation and decreases the reuse of some applications on account
of their incompatibility and the absence of consistency between works and
applications.

3 Arabic Lexical Ambiguity

In the following, we focus especially on three ambiguity generating areas in Arabic,
which have the greatest impact in our work.

3.1 Unvocalization

Unvocalization can cause lexical ambiguities. Sentences of example (1) illustrate more
this phenomenon.

Al s 350 S sl Y sesl a3 (1)

Ahmad went to the house to take his mother’s gold to the merchant

In example (1), the word (2 can refer to the noun the gold in English, or the verb

to go. Also, the word i€ can belong to several grammatical categories: verb or noun.
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The meaning of this word will be very different depending on its class: if it is a plural
noun, i€ means books, and if it is a verb, i€ means writing. Also, the word <_= can
refer to the name of a type of yellow fish or an existing road in the mountains or a verb
to lead.

3.2 The Emphasis Sign (Shadda :*)

In Arabic, the emphasis sign Shadda is equivalent to writing the same letter twice. The
first letter would have ‘Skoon’ (&) and the second letter would have ‘Fatha’ (%),
‘Dhamma’ () or ‘Kasra’ (). For example, the word (. is actually Jialad but, instead
of writing ‘L=’ twice, we replace it with one ‘U=’ with Shadda on it. The insertion of
Shadda changes the meaning of the word. For example, there is confusion between
word ()3 and word (53, because they have different meanings. ()2 darasa means ‘he
studied” while ()3 darrasa means ‘he taught’. Note that Shadda can be in the middle or
at the end of the word.

The presence of Shaddah in the middle of the word can reduce some ambiguities
linked to unvocalization. In fact, trough Shaddah we can identify the grammatical
category of the word and easily attribute the right category. As an example, the word
«“J#” is doubly ambiguous (Noun or verb) but, after the insertion of Shaddah at the
middle of the word, the ambiguity decreases to one category (verb “J&).

3.3 Hamza

Hamza (5«2, hamzah) (s) is a letter in the Arabic alphabet. It is not one of the 28 “full”
letters, and the existence of this letter is due to historical inconsistencies in the standard
writing system. Hamza is always written with its supports. They are three in number:
the Alif f Waw 3 and Nabira s. The Hamza is written in different ways depending on its
place in the word: at the begging, the middle or the end of the word.

The presence of Hamzas in all their types reduces the number of ambiguities and
reduces the lexical category of the word. As an example, the word (3"’ can be doubly
ambiguous (verb and noun) but, if we add the Hamza to this word, we decrease the
number of ambiguities to just one lexical category.

3.4 Agglutination

In the Arabic language, particles, prepositions and pronouns can be attached to the
adjectives, nouns, verbs and particles to which they relate. Compared to French, an
Arabic word can sometimes match an English phrase. This characteristic generates a
lexical ambiguity during the analysis. Indeed, it is not always easy to distinguish a
proclitic or enclitic of an original character of the word. For example, the character “s”
in the word «“J.a8” (season) is an original character while in the word «J.as” (then he
prayed), it is rather a proclitic.



Study and Resolution of Arabic Lexical Ambiguity 127

3.5 Compound Words

Another common type of lexical ambiguity involves compound words in which we find
two types of ambiguity. The first is linked to the meaning of words as shown in (2) and
(3), respectively, and the second is linked to adjunction between words and interpre-
tation of reading as shown in (4), (5) respectively.
8yl AL ALal A1) Ll (2)
The boy sat in front of television
Alle 53 pa i3 A sanall gl sall 85 yarlall AL ) (3)
Laptops have small screens with a high quality
In (2), “s jalall 320 is a compound noun and, as such, a minimal unit for lin-
guistic processing; therefore, the tag for s ,alall sl will have to contain relevant
syntactic information, e.g. the form and type of complements of this unit. In (3), 1%
and s _pxlall are distinct units that make up a free noun phrase.
A el 8 el el Jasiad (4)
I use a laptop in the vehicle
A el 8 J el o pulall Qe (5)
I use the computer which is portable in the vehicle
In examples (4) and (5), the compound word is related to the flexibility of reading
and the comprehension of the sentence. In fact, we find in sentence (4) a strict reading
in which the compound noun is “J seaall G sulall” (laptop) although in sentence (5) we
find a flexible reading by taking the compound noun “4 =l 4 Jsad” (which is
portable in the vehicle).

4 Identification of Lexical Rules and Constraints

We carried out a linguistic study which allows us to identify 30 lexical rules resolving
several forms of ambiguities. The identified rules were classified trough the mechanism
of sub-categorization for verbs, nouns and particles.

4.1 Rules for Particles

Particles can be subdivided into three categories: particles acting on nouns, particles
acting on verbs and particles acting on both nouns and verbs.

4.1.1 Particles Acting on Nouns

There are Arabic particles which must be followed by a noun like prepositions, par-
ticles of call, and particles of restriction. As an example, if we find prepositions like
{lae A dLils o a5l oy el oJ e b ol Ge o) (), then, they  should be
followed by a noun.
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4.1.2 Particles Acting on Verbs

Particles can also be followed by a verb like subjunctive particles, apocopate particles,
prohibition particles. As an example, if we find a subjunctive particle like
{100 2 5aall 2Y fAgdl) ol g /Al ol /003 /daledll 2 /s /S /0l), then, it should be followed
by a verb.

4.1.3 Particles Acting on Both Nouns and Verbs

There are some particles that can be followed by a noun or a verb like particles of
coordination or particles of explanation. To solve this ambiguity, we studied the
context of the sentence, as an example of rules: if we find the particle of explanation
<« then, it should be followed and preceded by a verb. Also, if we find a succession of
two verbs, they should be separated by a particle like in the sentence “ab & L= (he
prayed then slept). The verb “ 1w (prayed) is succeeded by the particle “&” (then) then
the verb “2U” (sleep). So, to solve an ambiguity linked to unvocalization, we can use the
right and left context.

4.2 Rules for Verbs

We can apply the principle of sub-categorization to resolve the ambiguity linked to
verbs. We are based essentially on the transitivity feature of verbs. In Arabic, a verb
can be intransitive, transitive, double transitive and triple transitive. Either transitive or
intransitive verbs can be transformed to transitive verbs with prepositions. Sentences of
examples (6), (7) and (8) illustrate the Arabic transitivity mechanism.
delu i (dihae () Ao 338 Lay i ST (6)
My sister ate a delicious meal quickly (in our kitchen) an hour ago
In example (6), the verb is «c.&i> (she ate) which is a transitive verb followed by a
subject (noun) “@si” (my sister), then an object (noun) “4s ¢ (meal), and the remaining
parts must be introduced through a particle like “¥” which is a particle of preposition
followed by a noun Ui s (our kitchen). Sentence (6) is composed of the verb (<isi), the
nominal phrase (:31) (my sister), the nominal phrase (333 4 5), the prepositional phrase
(3= _nw), the prepositional phrase (Uaskse 4) and the prepositional phrase (i=lw J8).
el Jlsh a2 8 1am s (A Gds (7)
My brother sat alone in his room all day
In example (7), the verb “L.a” (he sat) is intransitive followed by a subject @\
(noun) (my brother), by an adverb (I ) (alone) and two prepositional phrases. So, the
sentence (7) is composed of the verb (u4s) (he sat), the nominal phrase (30) (my
brother), by the adverb (Juss) (alone), by the prepositional phrase («#.¢ &) (in his
room) and by the prepositional phrase (a5 Jisk) (all day).
Ol i L) (g A 2 2 (B)
My brother came out from the library two hours ago
In example (8), the verb “z 2" (came out) is intransitive followed by a subject 3!
(noun) (my brother), and two prepositional phrases. So, the sentence (8) is composed of
the verb (z_*) (came out), the nominal phrase (/) (my brother), by the prepositional
phrase (&4l ) (from the library) and by the prepositional phrase (Cxiels i) (two
hours ago).
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The mechanism of transitivity that is illustrated by the above sentences is sum-
marized in the following table. Note that these examples respect the VSO order
(Table 1).

Table 1. Transitivity summary table

Verb valency Followed structures
Intransitive NP (adverb) (PP)*
Transitive NP NP (adverb) (PP)*

Double transitive | NP NP NP (adverb) (PP)*
Triple transitive | NP NP NP NP (adverb) (PP)*

4.3 Rules for Nouns

Concerning the sub-categorization of nouns, we are based on the contextual and lexical
indices. In fact, the most reliable indicators for the detection and categorization are the
right and the left contexts of a word. These indices are either internal or external
contexts.
The internal indices are located inside the named entity. These are words that easily
identify named entities. Example (9) illustrates the internal index.
i 5 i ndl i (9)
Arab Tunisian Bank
The word (4ll) (the bank) is an example of internal index.
The external index or right context refers to the context of an entity’s occurrence in
a sentence. In a speech, especially journalism, the author provides readers with addi-
tional information like people, places and organizations. This information can help to
determine the type of an entity in an automatic process.
IV 52351 des s36 (10)
Mehdi Jomaa, the Premier
The word (Js¥) )l (the Premier) mentioned in example (10) shows an external
index.

5 Proposed Approach

Now the formalization of extracted rules is finished and it is possible to apply our
method of disambiguation. Our proposed approach consists of two main phases, the
preprocessing phase and the application of the disambiguation process. The first phase
consists in the segmentation, the agglutination of our corpus through morphological
grammars and the annotation of the corpus through dictionaries. As an output of this
phase, we get a TAS1 containing all possible annotations for the corpus. This TAS1
will be the input of the second phase. It contains all possible interpretations for an
existing word in dictionaries. Note that the text annotation Structure of NooJ (TAS) is a
representation type of text automaton.
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The application of the disambiguation process consists in the suppression of wrong
paths existing on the TASI. This modification of TAS1 is the result of syntactic
analyses which consist of the application of transducers representing lexical and
contextual rules. These rules should respect a certain priority in their application from
the most evident and intuitive rules until arriving at the least one (Fig. 1). The output of
the disambiguation process will be a new TAS disambiguated containing the right
paths and the right annotations.

The granularity is related to the existing lexical information in electronic dic-
tionaries which may be more or less detailed, according to its nature and extension. The
information in tags can be extended to 15 elements which make the information more
detailed. This information has an important imprint in the disambiguation process. In
fact, each level of lexical information can reduce the rate of ambiguous outputs. So, if
the lexical information is detailed, the rate of granularity increases and the rate of
ambiguous outputs decrease.

——— |
-
Phase 1 Morphological
grammars
— | Preprocessing I(—
—
-
<
(] TASY P
Phase 2 | Disambiguation’s algorithm e Syntactic
- l lgrammars
TAS disambiguated
—

Fig. 1. Proposed approach

6 Implementation

The extracted rules have been formalized in the NooJ platform [11]. The process of
disambiguation of text automaton is based on the set of the developed NooJ trans-
ducers. This set contains 17 grammars representing lexical and contextual rules.
Figures 2 and 3 illustrate the implementation in Nool of two lexical rules for Arabic
particles.

P {2 [ExceptPart ——

Fig. 2. Exception particle rules
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The represented transducer of Fig. 2 indicates that if we recognize one of the
specified exception particles, it must be followed by a noun phrase. The second
transducer of Fig. 3 indicates that if we recognize one of the particles acting on verbs,
then it must be followed by a verb.

I <V> PartV —
b <>
(AawV |

Fig. 3. Rule for particle acting on verbs

As we know, the Arabic sentence can be either verbal or nominal. So, we construct
transducers to recognize these two specific forms. For a nominal sentence, it is gen-
erally formed by a topic and an attribute. Figure 4 indicates a transducer for recognition
of a nominal sentence.

Attribut_nom {Topic_acc |-{INNA

Topic_nom

Attribut_acc —Topic nom —{KANA

Fig. 4. Transducer representing a lexical rule for a nominal sentence

Figure 4 represents a transducer recognizing the nominal sentence; we distinguish
different forms of topics and attributes. A nominal sentence can be formed by a
nominative topic followed by a nominative attribute. Also, we can find the modal verb
“KANA” followed by a nominative topic and an accusative attribute.

7 Experimentation and Evaluation

To experiment with our proposed method, we used a test corpus that contained 20000
meaningful sentences mainly from Tunisian newspapers and children’s stories. Also,
we used dictionaries containing 24732 nouns, 10375 verbs and 1234 particles. Besides,
we used in our experimentation a list of morphological grammars containing 113
inflected verb form patterns, 10 broken plural patterns and 3 agglutination grammars.
So, we used 17 graphs representing lexical rules, and a set of 10 constraints describing
the execution of rules application. The obtained result is illustrated in Table 2.

Table 2 shows that 12000 sentences from the 20000 sentences existing in the
corpus were totally disambiguated, which represents 60 %. Also, there are 6000 sen-
tences partially disambiguated, which represents 30 %, and only 2000 sentences
erroneously disambiguated, which represents 10 %. The partial disambiguation is due
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Table 2. Table summarizing the obtained result

Corpus Number | Percentage
Sentences 20000 | 100 %
Totally disambiguated | 12000 60 %
Partial disambiguated | 6000 30 %
Failed disambiguation | 2000 10 %

to the lack of semantic rules. Also, sometimes, some rules were not correctly recog-
nized. The erroneous disambiguation is linked to the lack of some information in our
dictionaries which led to the wrong detection of left or right contexts.

During the disambiguation process, we got partially disambiguated sentences. This
type of disambiguation is linked to different problems. These problems are due to the
limited coverage of dictionaries as they did not contain all possible Arabic words. So,
the produced TAS1 would be missing as well as the disambiguation process. Also, the
lack of rules can be a source for partial disambiguating of sentences. In fact, the
specificities of Arabic syntax may be the source of some additional processing diffi-
culties. Besides, we need to elaborate other rules at different levels. There is another
reason for the partial disambiguation which is linked to the granularity of lexical
categories. Our evaluation is performed by the precision and recall measures (Table 3).

Table 3. Table summarizing the values of measures

Corpus | Precision | Recall | F-mesure
20000 |0,6 0,9 0,72

In conclusion, the obtained results are ambitious and can be improved by adding
other rules and heuristics. Thus, the creation of a tool allowing the transducer cascade
generation that can be applied on the text automata is very useful. Such a tool can
improve the obtained results.

8 Conclusion and Future Works

In this paper, we conducted a study on the different types of Arabic lexical ambiguities.
This study allowed us to establish a set of lexical rules and constraints for lexical
disambiguation. Established rules are specified with NooJ transducers. This disam-
biguation process will help us to reduce later parsing. Thus, an experiment is performed
and satisfactory results are obtained. Also, we have shown the need to use the cascades
on the text automata to simplify the ambiguity resolution process and make it more
effective.

To perfectly annotate corpora, we need to enrich our resources by creating new
dictionaries and new grammars representing the maximum of lexical rules. We need
also to enrich our set of rules by adding new syntactic, morphological and semantic
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levels and extend this methodology to other phenomena (i.e., coordination). As per-
spectives, we hope to continue our study of lexical disambiguation by writing new
local grammars and also implementing a management module to build an automatic
annotation tool for corpora. This module can be integrated later in the NoolJ linguistic
platform.
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