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Preface

The international conference, “Dynamical Systems—Theory and Applications”
(DSTA), held during 7–10 December 2015 in Lodz (Poland), has been the
13th edition of a conference series with a 23-year history. This scientific meeting
organized by the Department of Automation, Biomechanics and Mechatronics
of the Lodz University of Technology aims at providing a common platform for the
exchange of new ideas and results of recent research and the scientific and tech-
nological advances of the field as well as modern dynamical system achievements.
The scope of the conference covered the following topics: bifurcations and chaos,
control in dynamical systems, asymptotic methods in nonlinear dynamics, stability
of dynamical systems, lumped and continuous systems vibrations, original
numerical methods of vibration analysis, non-smooth systems, dynamics in life
sciences and bioengineering, engineering systems and differential equations, and
mathematical approaches to dynamical systems.

All topics discussed in this book were covered by participants of the last edition
of the DSTA conference. However, only a small part of different approaches and
understandings of dynamical systems is presented in this book. In what follows, a
brief description of results of theoretical, numerical and experimental investigations
conducted by researchers representing different fields of science is given. While at
the first sight they seem to be very diverse, they all are linked by the common
factor, i.e. dynamical systems.

Chapter “Bifurcation and Stability at Finite and Infinite Degrees of Freedom”

deals with problems of bifurcation and stability while modelling mechanical sys-
tems having finite and infinite degrees of freedom. Spectra of linear operators,
Lyapunov–Schmidt and Centre Manifolds reduction are employed, among others.

The problem of reduction of low-frequency acoustical resonances inside a
bounded space with an acoustical source is solved by Błażejewski
(Chap. “Reduction of Low Frequency Acoustical Resonances Inside Bounded
Space Using Eigenvalue Problem Solutions and Topology Optimization”) using
eigenvalue problem solutions matched with topology optimization.
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Chapter “Analysis of the Macro Fiber Composite Characteristics for Energy
Harvesting Efficiency” is aimed at an analysis of the macro-fiber composite char-
acteristics for energy harvesting efficiency. Maximization of the root mean square
of output electrical power is illustrated, and a composition of the system dynamics
at optimized load resistance levels is carried out. The proposed approach is simu-
lated with the use of the finite elements method and then experimentally validated.

Bučinskas et al. (Chap. “Research of Modified Mechanical Sensor of Atomic
Force Microscope”) present the method resulting in speed increase in nano-scale
surface scanning by adding nonlinear force to lever of mechanical sensor. Com-
parison of the results of both original and modified atomic force microscope scans
is also discussed.

Nonlinear dynamics of the car driving system with a sequential manual trans-
mission is investigated in Chap. “Nonlinear Dynamics of the Car Driving System
with a Sequential Manual Transmission”. A complex computational model of a car
sequential gearbox is constructed and the study of the nonlinear behavior of the
whole driving system has been performed.

Dynamics of von Kármán plates under multiplicative white noise loading is
analysed in Chap. “Random Attractors for Von Karman Plates Subjected to
Multiplicative White Noise Loadings”. The existence of random attractors is proved
using the estimation of the system energy function.

Chmielewski et al. (Chap. “The Use of Fuzzy Logic in the Control of an Inverted
Pendulum”) describe the fuzzy logic control of an inverted pendulum. The problem
is reduced to a study of a system with two degrees of freedom by means of force
extortion of the corresponding carriage displacement.

Drąg (Chap. “Artificial Neural Network for Stabilization of the Flexible Rope
Submerged in Sea Water”) has employed an artificial neural network for the sta-
bilization of a flexible rope submerged in the seawater. The influence of the sea
environment, the vessel velocity and the lumped mass of the rope end is studied.

Chapter “Analysis of Non-autonomous Linear ODE Systems in Bifurcation
Problems via Lie Group Geometric Numerical Integrators” aims at a bifurcation
analysis using the Lie group geometric numerical integrators. In particular, the
importance of the Magnus method in studying certain paradigmatic bifurcation
problems is addressed.

Chapter “Transient Vibrations of a Simply Supported Viscoelastic Beam of a
Fractional Derivative Type Under the Transient Motion of the Supports” deals with
transient vibrations of a simply supported viscoelastic beam under the transient
motion of the supports. Both the Riemann–Liouville fractional derivative and the
fractional Green’s functions are applied and shown that the proposed procedure
widens the classical methods aimed at damping modelling of structural elements.

Gapiński and Koruba (Chap. “Analysis of Reachability Areas of a Manoeuvring
Air Target by a Modified Maritime Missile-Artillery System ZU-23-2MRE”) have
analysed the reachability areas of maneouvering air targets achieved by a modified
maritime missile-artillery system. In particular, the starting zone and the zone of
destination for the particular air-defence fire unit are determined.
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In Chap. “Angular Velocity and Intensity Change of the Basic Vectors of Position
Vector Tangent Space of a Material System Kinetic Point—Four Examples”
the angular velocity and the intensity of basic vectors change of position vector
tangent space of a material system kinetic point are studied.

In Chap. “Dynamics of Impacts and Collisions of the Rolling Balls” the theory
of dynamics of impacts and collisions of rolling balls are introduced, including
various balls configurations. Different ball rolling traces before/after each type of
impact/collision are illustrated, and kinematic parameters of impact and corre-
sponding translational and angular velocities are presented.

Approximated analytical solutions to the Jerk equationsare derived in
Chap. “Approximate Analytical Solutions to Jerk Equations”. The obtained
third-order nonlinear differential equations can govern structures performing rota-
tional and translational motions of robots and machine tools.

A simple model of the Chandler wobble is studied from a point of view of
stochastic and deterministic dynamics in Chap. “Chandler Wobble: Stochastic and
Deterministic Dynamics”. The investigations refer to the Earth’s torqeless preces-
sion with a period of about fourteen months.

Chapter “Impact of Varying Excitation Frequency on the Behaviour of 2-DoF
Mechanical System with Stick-Slip Vibrations” presents results of investigation of a
varying excitation frequency on the behaviour of two degree-of-freedom system
with stick-slip vibrations. A mathematical model of a block-on-belt system with
normal force intensification mechanism and the model of a DC motor with worm
gear are studied with a special attention paid to the bifurcation phenomena.

In Chap. “An Analysis of the 1/2 Superharmonic Contact Resonance” nonlinear
normal contact vibrations of two bodies are studied. Many interesting nonlinear
phenomena including loss of contact, multistability, period doubling bifurcations as
well as the superharmonic contact resonances are illustrated and discussed.

The optimal variational method is employed in Chap. “The Oscillator with
Linear and Cubic Elastic Restoring Force and Quadratic Damping” to study
dynamics of simple oscillators with linear and cubic elastic restoring force and
quadratic damping. Excellent agreement between analytical and numerical results is
obtained.

The wave-based control to suppress vibrations during re-positioning of a flexible
robotic arm on a planetary rover in a Martian environment is employed in
Chap. “Wave-Based Control of a Mass-Restricted Robotic Arm For a Planetary
Rover”. The applied controller has performed well in limiting the effects of the
flexibility during manoeuvres and in resisting vibrations caused by impacts.

Soft suppression of traveling localized vibrations in medium-length thin
sandwich-like cylindrical shells containing magnetorheological layers is investigated
in Chap. “Soft Suppression of Traveling Localized Vibrations in Medium-Length
Thin Sandwich-Like Cylindrical Shells Containing Magnetorheological Layers via
Nonstationary Magnetic Field”. The derived differential equations with coefficients
depending on the magnetic field are studied, and the asymptotic solution to the initial
boundary value problem isproposed. How the application of time-dependent mag-
netic fields yields a soft suppression of the running waves is demonstrated.
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Chapter “The Vehicle Tire Model Based on Energy Flow” is focused on
modelling a tire–ground interaction dynamics based on free energy flow between
three layers including a flexible tire, a tire–ground system with friction and the
ground. Simulation results obtained with the employment of MATLAB/Simulink
are compared with real test data.

Młyńczak et al. (Chap. “Research on Dynamics of Shunting Locomotive During
Movement on Marshalling Yard by Using Prototype of Remote Control Unit”) have
presented a remote monitoring system using mobile devices for monitoring of the
train driver and the locomotive motion dynamics during manoeuvres. The authors
have applied an accelerometer and GPS systems to measure linear accelerations and
velocities of the locomotive.

In Chap. “Durability Tests Acceleration Performed on Machine Components
Using Electromagnetic Shakers” the possibility of shortening the durability tests
using shakers and standard-defined load power spectral density is illustrated and
discussed. The investigations are carried out through modification of the kurtosis,
skewness and standard deviations of the applied loading.

Chapter “Identification of Impulse Force at Electrodes’ Cleaning Process in
Electrostatic Precipitators (ESP)” presents a proposal of an identification procedure
of impulse force at electrodes cleaning process in electrostatic precipitators by
means of measurements of vibrations and computer simulations. The analysis
consisted of a repeated series of acceleration measurements at several tens of points
of the collecting electrodes.

A new model of energy harvester based on a simple portal frame structure under
saturation phenomenon is presented in Chap. “Using Saturation Phenomenon to
Improve Energy Harvesting in a Portal Frame Platform with Passive Control by a
Pendulum”. Optimization of power harvesting and stabilization of chaotic motion to
a given periodic orbit are achieved using the average power output and bifurcation
diagrams. In addition, control sensitivity to parametric errors in damping and
stiffness of the portal frame is implemented.

Štefek et al. (Chap. “Differential Drive Robot: Spline-Based Design of Circular
Path”) have discussed basic principles of control of a robot with differential drive
and its application to design a circular path. The obtained results are verified in a
simulator.

In Chap. “Multiple Solutions and Corresponding Power Output of Nonlinear
Piezoelectric Energy Harvester” dynamics of a nonlinear flexible beam with a
piezoelectric layer and magnetic tip mass subjected to harmonic excitation is
studied. The introduced magnets define the system multistability, including a tris-
table configuration. It is shown that the constructed resonant curves and basins of
attractors can help in choosing the optimal system parameters.

Chapter “On the Dynamics of the Rigid Body Lying on the Vibrating Table with
the Use of Special Approximations of the Resulting Friction Forces” reports sim-
ulations and dynamics investigation of a rigid body lying on a vibrating table. The
authors have employed a special approximation of the integral friction models
based on the Padé approximants and their generalizations to attempt shaping and
control of the body dynamics.
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A system of two material points that interact by elastic forces due to the Hooke’s
law accompanied by their motion restricted to certain curves lying on a plane is
studied in Chap. “Analysis of a Constrained Two-Body Problem”. Conditions of
linear stability are defined and a few particular periodic solutions are identified.

Warczek et al. have analysed forces generated in a shock absorber at conditions
similar to the excitation caused by road roughness in Chap. “Analysis of the Forces
Generated in the Shock Absorber for Conditions Similar to the Excitation Caused
by Road Roughness”. Defined random signals are supplied as the input functions
which correspond to the real spectral density of road inequalities.

Chapter “A Pendulum Driven by a Crank-Shaft-Slider Mechanism and a DC
Motor—Mathematical Modeling, Parameter Identification, and Experimental
Validation of Bifurcational Dynamics” reports a continuation of numerical and
experimental investigations of a system consisting of a single pendulum with the
joint horizontally driven using a chainset (crankset) and a DC motor. The carried
out series of experiments has given accurate estimation of the model parameters.

Bio-inspired tactile sensors for contour detection using a FEM-based approach
are proposed in Chap. “Bio-Inspired Tactile Sensors For Contour Detection Using
an Fem Based Approach”. The work is focused on mechanoreceptors built as
models of mystacial vibrissae located in the snout region of various mammals, such
as mice, cats and rats.

Chapter “Kinematics and Dynamics of the Drum Cutting Units” is aimed at
determination of the relationships between the basic parameters and the construc-
tion features of cutting drums. The obtained dependencies can be applied to con-
struct a new prototype of a drum of cutting assemblies.

I hope that this book will provide the readers with both the response to their
problems and the inspiration for further research.

I greatly appreciate the help of the Springer Editor, Elizabeth Leow, in pub-
lishing the presented chapters recommended by the Scientific Committee of DSTA
2015 after the standard review procedure. I would also like to thank all the referees
for their help in reviewing the manuscript.

Finally, I would like to acknowledge that Chapters. “Impact of Varying
Excitation Frequency on the Behaviour of 2-DoF Mechanical System With Stick-
Slip Vibrations”, “The Oscillator with Linear and Cubic Elastic Restoring Force
and Quadratic Damping”, “Analysis of the Forces Generated in the Shock Absorber
for Conditions Similar to the Excitation Caused by Road Roughness” and
“Kinematics and Dynamics of the Drum Cutting Units” have been supported by the
Polish National Science Centre, MAESTRO 2, No. 2012/04/A/ST8/00738.

Łódź, Poland Jan Awrejcewicz
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Bifurcation and Stability at Finite
and Infinite Degrees of Freedom

Péter B. Béda

Abstract Conventionally problems of finite and infinite degrees of freedom (DOF)

are separated in mechanics. The main reason is that different types of mathematical

tools are used to study them. For finite DOF systems algebraic equations or systems

of ordinary differential equations are used, while at infinite DOF cases vector and

tensor fields and sets of partial differential equations should be used. However, the

idea and main steps of stability analysis are the same. In both types of systems stabil-

ity investigation can be done by calculating the spectrum of a linear operator. This

operator is an algebraic operator (matrix) for finite DOF and a differential opera-

tor for infinite DOF. In nonlinear stability analysis a bifurcation equation should be

derived. For finite DOF the general way is to use center manifold reduction while

at infinite DOF Lyapunov–Schmit reduction should be performed. The paper aims

to find unity in the dynamics of finite and infinite DOF systems. We show how the

steps of stability investigation relate to each other in finite and infinite DOF cases.

The presentation will explain how the linear operator can be defined and studied for

continua, or how Lyapunov–Schmidt reduction can be used for studying oscillations

of finite DOF systems.

1 Systems with Finite Degrees of Freedom

For systems with finite degrees of freedom like particles, systems of particles, rigid

bodies, or systems of rigid bodies the equations of motion are systems of second

order ordinary differential equations (ODE). We can use Newton’s axioms or analyt-

ical mechanics, physical or general coordinates. For stability analysis such system is

transformed into a system of first order ODEs

ẋ = f (x, t) x ∈ Rn
, t ∈ R (1)
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When the left hand side of (1) does not depend on time, a system of autonomous

equations is obtained, like scleronom systems of analytical mechanics. Equilibrium

can be found when

0 = f (x)

is solved to x. Let us denote such solution by x0. Then by substituting x = x0 + y
we have

F(y) = f (x(y)) and F(0) = 0.

The stability analysis of solution x0 can be performed by studying the stability of the

zero solution. Firstly, we should linearize

A =
[
𝜕F
𝜕yi

]
yi=0

(2)

and study the eigenvalues of A. When zero is a hyperbolic equilibrium of A it is either

stable or unstable depending on the real parts of the eigenvalues. When zero is non-

hyperbolic we may find bifurcation. Generally, bifurcation analysis is done by using

center manifold [1]. For a given non-hyperbolic equilibrium it is an invariant mani-

fold of the considered differential equation which is tangent at the equilibrium point

to the eigenspace of the neutrally stable eigenvalues. As the local dynamic behav-

ior transverse to the center manifold is relatively simple, the potentially complicated

asymptotic behaviors of the full system are captured by the flows restricted to the

center manifolds. The combination of this theory with the normal form approach

was used extensively to study parameterized dynamical systems exhibiting bifurca-

tions. The center manifold provides, in this case, a means of systematically reducing

the dimension of the state spaces which need to be considered when analyzing bifur-

cations of a given type. In fact, after determining the center manifold, the analysis of

these parameterized dynamical systems is based only on the restriction of the origi-

nal system on the center manifold whose stability properties are the same as the ones

of the full order system.

In Hopf bifurcation center manifold has two dimensions and in bifurcation analy-

sis is often approximated by its tangent plane. The a restriction to center manifold

can be performed by a projection to this plane (see Fig. 1). This procedure results an

approximate bifurcation equation, the study of which shows the sub- or supercritical

nature.

In continuum mechanics the set of basic equations contain partial differential

equations (PDE). There are three groups of equations: the equations of motion

𝜌v̇ = 𝜎∇, 𝜎 = 𝜎

T
(3)

the kinematic equation

𝜀̇ = 1
2
(v∇ + ∇v) (4)
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Fig. 1 Center manifold reduction at Hopf bifurcation

and the constitutive equation in a general form

g(𝜀, 𝜎, 𝜀̇, 𝜎̇,…) = 0. (5)

All variables are tensor or vector fields like velocity vector v, stress 𝜎, strain and

strain rate tensors 𝜀, 𝜀̇. In stability investigations we concentrate on a state of the

solid body v0, 𝜀0, 𝜎0, which is a fixed point of system (3)–(5). First, for the local

study introduce small perturbations

ṽ = v − v0, 𝜀̃ = 𝜀 − 𝜀0, 𝜎̃ = 𝜎 − 𝜎0.

Then the constitutive equation should be linearized at v0, 𝜀0, 𝜎0 to

̇

𝜎̃ = −(g4)−1g1𝜀̃ − (g4)−1g2𝜎̃ − (g4)−1g3 ̇𝜀̃, (6)

where

g1 =
𝜕g
𝜕𝜀

||||(v0,𝜀0,𝜎0) , g2 =
𝜕g
𝜕𝜎

||||(v0,𝜀0,𝜎0) , g3 =
𝜕g
𝜕𝜀̇

||||(v0,𝜀0,𝜎0) , g4 =
𝜕g
𝜕𝜎̇

||||(v0,𝜀0,𝜎0)
and we assume that g4 is invertible. Formally we define a dynamical system from

(3)–(5) for the perturbation fields ṽ, 𝜀̃, 𝜎̃. Equations (3) and (4) imply

̇ṽ = 1
𝜌

𝜎̃∇, (7)

̇

𝜀̃ = 1
2
(ṽ∇ + ∇ṽ). (8)
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Introduce operator F acting on the perturbation field by

F(ṽ, 𝜀̃, 𝜎̃) =
⎛⎜⎜⎜⎝

1
𝜌

𝜎̃∇
1
2
(ṽ∇ + ∇ṽ)

−(g4)−1g1𝜀̃ − (g4)−1g2𝜎̃ − (g4)−1g3(ṽ∇ + ∇ṽ)

⎞⎟⎟⎟⎠
. (9)

Then the dynamical system for local stability analysis reads

d
dt

⎡⎢⎢⎣
ṽ
𝜀̃

𝜎̃

⎤⎥⎥⎦
= F(ṽ, 𝜀̃, 𝜎̃). (10)

While v0, 𝜀0, 𝜎0 is fixed point, F(0, 0, 0) = 0 and the stability analysis of such point

can be performed by studying the spectrum of F. Now we should do the same as in

previous part with operator (2), but instead of a linear algebraic operator A we have a

differential operator (9) acting on the perturbation field ṽ, 𝜀̃, 𝜎̃ satisfying appropriate

boundary conditions.

2 Transformation to the Velocity Field

For the sake of simplicity operator F is transformed to the velocity field. Firstly, from

(6) we have

̈

𝜎̃∇ = −(g4)−1g1 ̇𝜀̃∇ − (g4)−1g2 ̇𝜎̃∇ − (g4)−1g3 ̈𝜀̃∇ (11)

then from (7) we get

𝜌ṽ… = −(g4)−1g1
1
2
(ṽ∇ + ∇ṽ)∇ − (g4)−1g2𝜌̈ṽ − (g4)−1g3

1
2
( ̇ṽ∇ + ∇ ̇ṽ)∇. (12)

With simplifying notations for the linear operators

G1ṽ = −(g4)−1g1
1
2𝜌

(ṽ∇ + ∇ṽ)∇,

G2
̇ṽ = −(g4)−1g3

1
2𝜌

( ̇ṽ∇ + ∇ ̇ṽ)∇,

G3
̈ṽ = −(g4)−1g2

1
2𝜌

̈ṽ

from (12) the system of basic equations for the perturbation velocity field reads

w⋅⋅⋅ = G1w + G2ẇ + G3ẅ, (13)
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where w = ṽ is used for the perturbation velocity field. Formally, Eq. (13) can be

transformed into a first order system

ẏ
𝜑

= y
𝛽

,

ẏ
𝛽

= y
𝜓

, (14)

ẏ
𝜓

= G1y
𝜑

+ G2y
𝛽

+ G3y
𝜓

in new variables

y1 = w1,… , y3 = w3, y4 = ẇ1,… , y6 = ẇ3y7 = ẅ1,… , y9 = ẅ3

and by using indices

𝜑 = 1, 2, 3, 𝛽 = 4, 5, 6, 𝜓 = 7, 8, 9.

Now the operator defining stability properties reads

̂G(y
𝜑

, y
𝛽

, y
𝜓

) = (y
𝛽

, y
𝜓

,G1y
𝜑

+ G2y
𝛽

+ G3y
𝜓

).

Operator ̂G plays the role of algebraic operator A for stability analysis of systems

with infinite degrees of freedom. When all the eigenvalues of it are on the left hand

side of the complex plane, state v0, 𝜀0, 𝜎0 is stable. When at least one of them has

positive real part, it is unstable. To study the eigenvalue distribution we can look at

the characteristic equation

𝜆

3y
𝜑

− 𝜆

2G3y
𝜑

− 𝜆G2y
𝜑

− G1y
𝜑

= 0. (15)

State v0, 𝜀0, 𝜎0 is stable, if for all solutions of (15) Re𝜆i < 0, (i = 1, 2, 3,…). A

generic type of loss of stability happens, when either a single real eigenvalue (static

bifurcation: SB) or a pair of conjugate complex eigenvalues (dynamic bifurcation:

DB) crosses the imaginary axis of the complex plane:

SB: Re𝜆k = 0, for some k, or

DB: Re𝜆k1 = 0 and Re𝜆k2 = 0, where 𝜆k1 and 𝜆k2 are conjugate complex eigen-

values while for all the other eigenvalues Re𝜆i < 0.

For the two cases necessary conditions can easily be found. For a static bifurcation

the existence of zero eigenvalue 𝜆k = 0 is required. From (15) the (SB) condition is

G1y
𝜑

= 0. (16)

At dynamic bifurcation the necessary condition is the existence of pure imaginary

eigenvalues 𝜆k1 = i𝜔. Then from (15)

−𝜔2G3y
𝜑

− G1y
𝜑

= 0,
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thus the (DB) condition reads

G3(G2y
𝜑

) + G1y
𝜑

= 0. (17)

Both conditions (16) and (17) require to solve a boundary value problem for a system

of partial differential equations and it is generally a quite complicated problem in

itself. There is no much hope to find analytical results.

One possibility is to do numerical analysis, the other is to restrict the type of per-

turbations to the so-called periodic perturbation case. When periodic perturbations

are used we assume that

y
𝜑

= u(t) exp

(
i

3∑
p=1

npxp

)
, (18)

where np denote the coordinates of the unit normal vector and xp are physical coor-

dinates as usual. Functions (18) are harmonic and satisfy homogeneous boundary

conditions. One important point is the presence of the unit normal vector. There are

studies, which concentrate on the search for critical directions, where loss of stabil-

ity happens. These works are published for determining shear band orientation at

material instability problems [2, 3].

3 Lyapunov–Schmidt Reduction

At static bifurcations the number of the stationary solutions of a differential equa-

tion changes at quasi-static variation of the so called bifurcation parameter. Types of

solutions of a differential equation, such as a fixed point, relative equilibrium, or a

periodic orbit can be found by determining the zeros of an appropriate map F, like

the one on the right hand side of (10). Then Lyapunov–Schmidt procedure should be

applied. Such reduction results in the so-called bifurcation equations, a finite set of

equations, equivalent to the original problem. In application of Lyapunov–Schmidt

method for static bifurcation we start from an equation for a nonlinear mapping

G(u, 𝜆) = 0

between two Hilbert spaces (H → K). Assume that the linear part A of G is a so-

called Fredholm operator, then H = N(A)⊕ R(A∗), where N(A) denotes the kernel

of A and R(A∗) denotes the range of its adjoint operator and N(A) and N(A∗) of finite

dimensions. Now a projection P is introduced (P ∶ K → R(A)) to get two equations

PG(u, 𝜆c) = 0, (19)

(I − P)G(u, 𝜆c) = 0,
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where I denotes identity operator. Then u is decomposed

u = uc + us,

where uc ∈ N(A) and us ∈ R(A∗) and is substituted into the first equation of (19)

PG(uc + us, 𝜆c) = 0. (20)

Because of the construction (20) can be solved to

us = h(uc, 𝜆c).

When this solution is substituted into the second equation of (19) the bifurcation

equation

(I − P)G(uc + h(uc, 𝜆c), 𝜆c) = 0 (21)

is obtained. It is a set of dimN(A∗) equations for dimN(A) unknowns. For example

in case of a self-adjoint operator with one dimensional nontrivial kernel (21) is a

single equation for one variable and is created by projecting into the nontrivial kernel

[4].

Lyapunov–Schmidt reduction is a very effective method to investigate the phe-

nomenon of Hopf bifurcation, which concerns the birth of a periodic solution from

an equilibrium solution through a local oscillatory instability. Here the equation

under consideration includes time derivative. Instead of G

d
dt
u + Lu

and its adjoint

− d
dt
u + Lu

should be used, and the nontrivial kernel is of two dimensions [5].

4 Static Bifurcation Analysis for a Solid Continuum

In this part static bifurcation analysis of a stationary state will be performed. Then

ẏ
𝜑

= ẏ
𝛽

= ẏ
𝜓

= 0.

Assume that nonlinear constitutive equation is selected and such nonlinearity results

in (nonlinear) term ̂N(y
𝜑

, y
𝜓

). Now Eq. (14) implies
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G1y
𝜑

+ N(y
𝜑

) = 0. (22)

Assume that operator G1
depends on (loading) parameter 𝜇 and use notation G1

𝜇

.

Additionally, we assume that at 𝜇 = 0 operator undergoes a static bifurcation with a

critical eigenvector y0
𝜑

, that is,

G1
𝜇=0y

0
𝜑

= 0. (23)

Define operator

̃G1
𝜇

y
𝜑

∶= G1
𝜇

y
𝜑

− G1
𝜇=0y𝜑

for functions y0. Then (22) has the form

( ̃G1
𝜇

+ G1
𝜇=0)y𝜑 + N(y

𝜑

) = 0. (24)

In static bifurcation calculations the nontrivial solutions yb0 appearing in a sufficiently

small neighborhood of state v0, 𝜀0, 𝜎0 is searched for as

y
𝜑

(= yb
𝜑

) = qy0
𝜑

,

where q is a small real number. When it is substituted into (24)

̃G1
𝜇

y0
𝜑

+ N(qy0
𝜑

) = 0 (25)

is obtained, because of (21). Denote ⟨., .⟩ the scalar product in the space of functions

y
𝜑

. Now (25) should be projected to function y0
𝜑

and then

q⟨y0
𝜑

,

̃G1
𝜇

y0
𝜑

⟩ + ⟨y0
𝜑

,N(qy0
𝜑

)⟩ = 0 (26)

results a nonlinear algebraic equation for q called the bifurcation equation. For |q| ≪
1 Eq. (26) can be approximated as its power series expansion at q = 0 and from its

lowest order terms q can be expressed as a function of the bifurcation parameter 𝜇

q = q(𝜇). (27)

In such a way in a small neighborhood of the bifurcation point the appearing non-

trivial solution can be approximated as

yb
𝜑

= q(𝜇)y0
𝜑

, (28)

When stability of the bifurcated nontrivial solution is asked, nontrivial stationary

state vb0, 𝜀
b
0, 𝜎

b
0 can be determined by using (28). Then its perturbations should be

studied by substituting (28) into (14). The type of the bifurcation can be studied by

using a bifurcation equation similar to (26).
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5 A Uniaxial Example at Nonlinear Material

In uniaxial case all the variables v, 𝜀, 𝜎 are scalar functions and the only coordinate

is x. Then equation of motion is

𝜌v̇ = 𝜕𝜎

𝜕x
(29)

and the kinematic equation has the form

𝜀̇ = 𝜕v
𝜕x

. (30)

Assume that the constitutive equation has the rate form [6]

𝜎̇ = c1𝜀̇ + c2𝜀̈ − c3
𝜕

2
𝜀̇

𝜕x2
− c3

𝜕𝜀̇

𝜕x
𝜀̇, (31)

where c1, c2, c3, c4 material parameters have piecewise positive constant values. Take

the derivative of (31) with respect to x

𝜕𝜎̇

𝜕x
= c1

𝜕𝜀̇

𝜕x
+ c2

𝜕𝜀̈

𝜕x
− c3

𝜕

3
𝜀̇

𝜕x3
− c4

(
𝜕

2
𝜀̇

𝜕x2
𝜀̇ + 𝜕𝜀̇

𝜕x
𝜕𝜀̇

𝜕x

)
. (32)

Equations (29)–(31) can be used to obtain an equation of motion for the velocity

𝜌v̈ = c1
𝜕

2v
𝜕x2

+ c2
𝜕

2v̇
𝜕x2

− c3
𝜕

4v
𝜕x4

− c4

(
𝜕

3v
𝜕x3

𝜕v
𝜕x

+ 𝜕

2v
𝜕x2

𝜕

2v
𝜕x2

)
. (33)

Denote the state the stability of which is studied by (scalar) v0. By adding small

perturbation v́ for a local stability investigation v = v0 + v́ should be substituted into

(33)

𝜌v̈0 + 𝜌v̈, = c1
𝜕

2v0

𝜕x2
+ c2

𝜕

2v̇0

𝜕x2
− c3

𝜕

4v0

𝜕x4

− c4

(
𝜕

3v0

𝜕x3
𝜕v0
𝜕x

+ 𝜕

2v0

𝜕x2
𝜕

2v0

𝜕x2

)
+ c1

𝜕

2v,

𝜕x2
+ c2

𝜕

2v̇,

𝜕x2
(34)

− c3
𝜕

4v,

𝜕x4
− c4

(
𝜕

3v,

𝜕x3
𝜕v,
𝜕x

+ 𝜕

2v,

𝜕x2
𝜕

2v,

𝜕x2

+ 𝜕

3v0

𝜕x3
𝜕v,
𝜕x

+ 𝜕

3v,

𝜕x3
𝜕v0
𝜕x

+ 𝜕

2v0

𝜕x2
𝜕

2v,

𝜕x2

)
.

While v0 is a solution of (33) and a homogeneous stationary state is studied

v0 = 0, 𝜕v0
𝜕x

= 0,… .
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Equation (34) is simplified to

𝜌v̈, = c1
𝜕

2v,

𝜕x2
+ c2

𝜕

2v̇,

𝜕x2

− c3
𝜕

4v,

𝜕x4
− c4

(
𝜕

3v,

𝜕x3
𝜕v,
𝜕x

+ 𝜕

2v,

𝜕x2
𝜕

2v,

𝜕x2

)
. (35)

The linear part of (35) is

𝜌v̈, =
(
c1

𝜕

2

𝜕x2
− c3

𝜕

4

𝜕x4

)
v, + c2

𝜕

2v̇,

𝜕x2
. (36)

By using new variables y1 = v, and y2 = v̇, (36) can be written into a system of two

equations

ẏ1 = y2,

ẏ2 =
(
c1

𝜕

2

𝜕x2
− c3

𝜕

4

𝜕x4

)
y1 + c2

𝜕

2y2
𝜕x2

. (37)

The characteristic equation of (37) is

𝜆

2y1 − 𝜆

c2
𝜌

𝜕

2

𝜕x2
y1 −

(
c1

𝜕

2

𝜕x2
− c3

𝜕

4

𝜕x4

)
y1 = 0.

For homogeneous boundary conditions at x = 0 and x = 𝓁0 the eigenfunctions are

y1 = exp(i𝛼kx),

where

𝛼k =
k𝜋
𝓁0

, k = 1, 2,… . (38)

The eigenvalues are

𝜆k12 =
− c2

𝜌

𝛼

2
k ±

√
c22
𝜌

2 𝛼
4
k − 4𝛼2

k

(
c3
𝜌

𝛼

2
k +

c1
𝜌

)

2
.

When c2 > 0 and (c3𝛼2
k + c1) > 0 state v0 is stable. When

(c3𝛼2
k + c1) = 0, (39)

there exists a zero eigenvalue, thus the system undergoes a static bifurcation. From

(39) a critical 𝛼k∗ can be defined
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𝛼k∗ =
√

−
c1
c3
. (40)

In (40) c1 denotes tangent stiffness of the stress–strain diagram of the standard tensile

test. During the test its value starts from large positive number (the Young modulus)

and decreases to negative values at the softening region. Looking at (38) and (40)

we find that instability may appear in the softening region at k = 1, thus the critical

value of 𝛼k∗ appears at some c10 in the softening zone

𝛼kr =
√

−
c10
c3

= 𝜋

𝓁0
,

where static bifurcation happens, and the critical eigenfunction to the 0 eigenvalue

is

y1 = exp
(
ix
√

−
c10
c3

)
. (41)

Let us introduce bifurcation parameter 𝜇 then in a small neighborhood of c10

c1 = c10 − 𝜇.

By substituting into (35) we have

𝜌v̈, =
(
c10

𝜕

2

𝜕x2
− c3

𝜕

4

𝜕x4

)
v, − 𝜇

𝜕

2

𝜕x2
v,

+ c2
𝜕

2v̇,

𝜕x2
− c4

(
𝜕

3v,

𝜕x3
𝜕v,
𝜕x

+
(
𝜕

2v,

𝜕x2

)2
)
. (42)

For static bifurcation we consider equilibrium solution. Then from (42)

(
c10

𝜕

2

𝜕x2
− c3

𝜕

4

𝜕x4

)
v, − 𝜇

𝜕

2

𝜕x2
v, − c4

(
𝜕

3v,

𝜕x3
𝜕v,
𝜕x

+
(
𝜕

2v,

𝜕x2

)2
)

= 0. (43)

As we have seen before, the linear part of (43) is singular at 𝜇 = 0 and the critical

eigenvalues are (41). Then the real basic vector of the critical null space is

v′0 ∶= (y0
𝜑

=) sin(𝛼krx).

By introducing real variable q, (|q| ≪ 1) the bifurcated (nontrivial) solutions of (43)

are searched for as

v′b ∶= (yb
𝜑

=)q sin(𝛼krx). (44)
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When (44) is substituted into (43), the first term is zero and by projecting into the

critical null space defined by eigenfunctions v′0

g(q, 𝜇) = ∫
t0

0

(
−𝜇 𝜕

2

𝜕x2
q sin(𝛼krx) − c4

(
𝜕

3q sin(𝛼krx)
𝜕x3

𝜕q sin(𝛼krx)
𝜕x

+
(
𝜕

2q sin(𝛼krx)
𝜕x2

)2)
sin(𝛼krx)

)
dx.

Having evaluated all of the integrals the approximate bifurcation function reads

g(q, 𝜇) = q

(
−𝜇

2
+ 2𝜋

3𝓁2
0

c1q

)
,

thus instead of (43) we may use the bifurcation equation

q

(
−𝜇

2
+ 2𝜋

3𝓁2
0

c4q

)
= 0. (45)

The solutions of (45) are: the trivial one q ≡ 0 and for nontrivial (bifurcated) solution

3𝓁2
0

4𝜋c4
.

Here a transcritical bifurcation is detected (see Fig. 2).

Fig. 2 Transcritical

bifurcation diagram
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6 Conclusions

In applications center manifold reduction is performed by a projection into a line or a

plane for Hopf bifurcation of the Euclidian space depending on the dimension of the

kernel of an algebraic operator. Quite similarly in Lyapunov–Schmidt method pro-

jection should be done for infinite DOF, but now Hilbert spaces and its subspaces are

used. However, the dimension of the kernel plays similar role and low dimensional

kernels result nice and simple expressions for bifurcation analysis.
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Reduction of Low Frequency Acoustical
Resonances Inside Bounded Space Using
Eigenvalue Problem Solutions and Topology
Optimization

Andrzej Błażejewski

Abstract The chapter deals with the problem of a space with an acoustical source,

which forms a field of some values. All apply to an acoustic field characterized by

an acoustic pressure p. In the low-frequency range and high values of boundary

impedance, the modal approach is successfully applied. In this case, the field vari-

ation in all points of space is described by a specific time-dependent variable w(t).
The field shape is related to eigenfunctions 𝛹 (r), which are the solution of the eigen-

value problem. Eventually, the acoustic pressure distribution p(r, t) is defined by a

sum over a set of a space’s eigenfunctions 𝛹 (r) and time components w(t). Each w(t)
contains the source factor Q, which is an integral of the strength source multiplied

by the related eigenfunction values in points where the source is located. Thereafter,

if the integration is calculated over a region, where the value of the eigenfunction

𝛹m is zero, the source factor Q is zero as well. Considering the above, the aim of this

research is to obtain the space where as many points as possible exist, where eigen-

function 𝛹m values are equal to zero, for as many eigenfrequency 𝜔m as possible.

In order to find the specific configuration of the topology, an optimization problem

is formulated. The eigenfunctions are considered as design variables. A minimum

of multiobjective functions, based on eigenvalue problem solutions is searched. As

the result of the optimization, the shape of space and point locations is obtained.

The specified point is a possible source location, which guarantees reduction of res-

onances in a particular frequency range.

1 Introduction

This chapter deals with the problem of reduction of acoustic resonances that may

occur when a source is placed inside the domain. This kind of problem appears in

room acoustics, where locations of the source inside the enclosure are preferable,

to avoid the situation when speech becomes unintelligible or unclear. In the case of

devices, an improper location makes their work more oppressive. According to the
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aim of the room acoustics research, the best acoustic properties of the room are the

most common problem in the area of interest [9]. Some works deal with the room

size and determination of the room ratio, in particular, the optimal enclosure ratio and

shape, which make rooms suitable for music listening or conference rooms audience

friendly [19]. More generally, the rooms’ shapes and irregularity influence reverber-

ation time and time decay of particular modes, which is investigated in the works

of [6, 8, 23]. The problem of the best geometry of the room, in order to create the

best acoustic properties, is solved by Cox, D’Antonio, and Avis [4]. It is achieved by

optimization methods exclusively for a simple enclosure at a low frequency. Another

group of the investigations is generally focused on a modification of existing bound-

ary conditions. In practice it is investigating a proper distribution of absorbing mater-

ial in the room. Dühring, Jensen, and Sigmund designed the rooms by using topology

optimization. Their work shows how to reduce a noise by choosing the best configu-

ration of a reflecting material in the design domain without changing its size [5]. In

their paper there is also the review of how other researchers achieve improvement of

speech intelligibility by an absorbing material distribution in the room. This method

reduces the amplitude response from the loudspeaker and time reverberation. The

space/enclosure boundary modification by locating specific acoustic structures, in

the form of resonators or wall shaping, is another method that can be applied to affect

the acoustic field [27]. Boundary shaping and distributing reflecting and/or absorb-

ing materials, together with optimization methods (i.e., topology optimization) are

applied by other authors in the case of small devices design [10, 25]. The values that

describe the acoustic field are considered separately in the area of interest. The first

is acoustic pressure, as the scalar value is commonly used. Because of the ease mea-

surements of sound pressure, this quantity is suitable in many cases. The intensity is

the vector quantity which is more complicated to measure [22], but gives the ener-

getic assessment of the acoustic problem. Pan analyzes the enclosed spaces from the

energetic point of view and modal approach [16–18]. These works show that inten-

sity prediction by using the mode model needs mode coupling consideration. At the

same time in their work, Franzoni and Bliss [7], show this problem. Simultaneously,

the existence of the intensity vortices and a set of vortex modes with eigenfrequen-

cies, which form a harmonic series, predicted by Waterhouse [26], are confirmed.

The numerical studies based on the mode model, which is presented by Meissner,

show those properties of the intensity field [11]. In this work, the active and reactive

components of intensity inside an L-shaped room are investigated. His previous and

following works [13] indicate that vortices of active intensity are strongly related

to zeros of eigenfunctions. This feature is applied in this chapter as a criterion of

resonance reduction, which appears in closed space. In the case of optimization, or

generally in a control of the acoustic field inside an enclosure, many factors should be

considered, including area of boundaries, their configuration, location, the acoustic

properties of the cover materials, and sound/noise source position. Genetic algo-

rithms (GAs) successfully calculate the minimum of objective functions, consider-

ing a large number of design variables, such as room surfaces with their acoustic

impedance [2, 3]. The authors show how to minimize the level of acoustic pressure

inside the whole enclosure, using properties of modal amplitudes (time components
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in modal expansion in steady states of an acoustic pressure) by applying a specific

configuration of a boundary condition. The configuration is found without chang-

ing the size of the enclosure. This chapter deals with the problem of reduction, or

more generally control, of the acoustic field. It is realized considering two aspects.

On the one hand the source, which is located inside the domain on the specific loca-

tion, may generate lower values of acoustic pressure than sources that occupy other

places. However, those areas are dependent on the domain shape. Those features are

introduced in the optimization criteria.

2 The Modal Approach to Acoustic Field Description
in a Bounded Space

An acoustic field in an enclosure is a specific case of acoustic wave propagation.

The sound source generates an acoustic signal, which is usually partly absorbed

and reflected by boundaries. If the source is permanently active the acoustic energy

absorbed on the boundaries is equalized in the short term by the energy from the

source. After the transient period, the steady-state acoustic field dominating in an

enclosure is attained. In order to describe the acoustic field distribution inside a

room, the modal approach can be applied under several restrictions [15]. One of

them is a low-frequency range of signals generated by a source, which is limited by

the Schroeder frequency [20, 21]. This kind of signal guarantees the sparsely dis-

tributed acoustic modes, and in the case of high impedance on boundaries, mode

uncoupling can be applied. The modal approach assumes that the acoustic field dis-

tribution inside an enclosure is dependent on its normal modes (eigenfunctions). The

modes are obtained by the solution of the Helmholtz equation for a domain bounded

by perfectly rigid walls. It is defined by Neumann’s boundary condition equal to zero.

After that, eigenfunctions 𝛹m(r), in all enclosure points with coordinates r(x, y, z),
together with eigenfrequencies 𝜔m are determined. Applying eigenfunction 𝛹m(r) in

the modal expansion leads to the sum in the form:

p(r, t) =
∞∑
m=0

wm(t)𝛹m(r), (1)

where orthogonality and normalization of eigenfunctions are required [12]. Addi-

tionally, low frequencies and a narrow band of excitation allow reducing an infinite

sum to a finite number N of factors. The first factor in modal expansion, the time

components w(t), describe acoustic pressure variation in time, during increasing and

decreasing sound, when a source starts and becomes mute. In a steady-state field

condition, w(t) represents the magnitude of acoustic pressure in a particular point of

the domain. If the sum 1 describes the acoustic field inside the room with a source, it

satisfies the linear, inhomogeneous wave equation and the specific boundary condi-

tions. Most often, the conditions are determined by the acoustic impedance. Modal

expansion is introduced in the following wave equation [14],
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− ∇2p(r, t) + 1
c2

𝜕

2p(r, t)
𝜕t2

= f (r, t), (2)

where c is the sound velocity in air and function f defines the source power or outflow.

Both the function, p(r, t), and each eigenfunction 𝛹n(r), satisfy the Green theorem.

Finally it leads to the solution represented by a set of ordinary differential equations

of time components wn(t). Denoting upper dots as time derivates and omitting inde-

pendent variables r and t, the equations take the form:

ẅn + 𝜔nwn + (𝜌c2 ∫S

𝛹

2
n

Z
dS)ẇn = − c2√

V ∫V
f𝛹ndV . (3)

Equation 3 shows a form of a second-order linear differential equation with constant

coefficients, in the case where the mod coupling is neglected. Coefficient 𝜌 repre-

sents a density of medium inside the volume V , bounded by surface S characterized

by acoustic impedance Z. The general solutions are presented in [1]. If a source is

harmonic and described by the function f in the form f = q(r)ej𝜔t, the solutions can

be obtained after some algebraic calculations. The amplitude of harmonic time com-

ponents wn(t) is given by formulae:

wn𝜔 =
Qn

(𝜔2
n − 𝜔

2) + 2j𝛼n𝜔
and w0𝜔 = −

Q0

2j𝛼0𝜔 − 𝜔

2 , (4)

where index n𝜔 means a solution for a particular frequency, 0𝜔 a time component,

which is the solution of Eq. 3 in the case 𝜔n = 0; that is, eigenvalue 𝜆n =
√

𝜔

2
n

c2
= 0.

The coefficients 𝛼 and Q are defined by the integrals:

𝛼n =
1
2
𝜌c2 ∫S

𝛹

2
n

Z
dS and Qn = − c2√

V ∫V
q𝛹ndV , (5)

Generally coefficients 𝛼 and Q5 are described in Eq. 3: damping in the system

caused by the impedance Z of the boundaries S and a source component. The source

component in each equation is an integral of a specific eigenfunction multiplied by

a source magnitude q(r) in points, where the source is located. Outside the source

location the integral becomes zero. If eigenfunction 𝛹n in the source location has

values close to zero, the whole source component in Eq. 5 and consequently related

time component wn𝜔 in Eq. 4 have minimal absolute values. Moreover, in the case

of harmonic source, the time components for eigenfrequencies 𝜔n, significantly dif-

ferent from 𝜔, tend to zero. Consequently, the solution of the wave equation 2 in the

form of sum 1, which contains time components 4, gets minimum.

Therefore, the question arises about a space geometry configuration with the inte-

rior region, where an active source without regard for damping in the acoustic system

and the strength of a source guarantee minimal values of acoustic pressure for par-

ticular frequencies.
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3 Optimization Problem

In view of these aspects, the optimization problem is formulated. The result of the

optimization is a shape of the enclosure and the interior area, where points of eigen-

functions with value equal to zero or close to zero are located. In the case of arbitrary

shapes of the enclosure those points are in different locations for different eigenfunc-

tions. There are shapes of closed spaces that own this feature. One of them is a circle

in a two-dimensional or sphere in a three-dimensional domain. In their centers are

the points, where many eigenfunctions have zero values. Therefore, the enclosure is

searched among N different shapes of different k dimensions. These dimensions are

considered as design variables, called Xk and k ∈ 1. Each set of design variables

{Xk} is related to a set of eigenfunctions of the exact shape of the enclosure. Thereby,

some following set {𝛹0, 𝛹1, 𝛹2,…𝛹n,…𝛹m}N ≡ {𝛹n}N ≡ {Xk}N of potential solu-

tions is considered, wherem represents the limit of the number of following functions

considered for each shape. The expected solution is the enclosure, where many zero

points are located, as close to each other as possible. It means that two configurations

are possible: first, when the zero points for eigenfunctions coincide with others and

create one spot, and second, when the zero points for some eigenfunctions overlie

an area of enclosure. There are three criteria C1, C2, and C3 that express the above

cases:

C1 = ||r∗i |𝛹n(r∗i ) = 0, n ∈ ⟨0,m⟩ ∈ 0, i ∈ 1
|| → max (6)

C2 = |||𝜔∗
n|𝛹n(r∗j ) = 0, n ∈ ⟨0,m⟩ ∈ 0, j ∈ 1

||| → max (7)

C3 =
C1∑
i=1

√
r0 − r∗i → min (8)

In Eq. 8 r0 is a coordinate of an assumed source location inside the enclosure. In

the case of an arbitrary enclosure, some eigenfunctions are possible that have very

small values (but with not many zero points) in the whole space, whereas others

are characterized by significant variation from negatives to positives. The first are

preferable in the case of reduction of acoustic pressure. Therefore, it is a suitable

approach to look for not zeros but some minimal values. It is proposed to concern 1%
of the mean of all absolute values of all eigenfunctions in the considered range ⟨0,N⟩
as a reference, instead of zero. It generates modification in (6) and (7) 𝛹n(ri,j) =
0.01 ⋅ mean({𝛹n}N). On the basis of the criteria the multicriteria objective function

(Fobj) is created in the form:
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min
{𝛹n}N

Fobj({𝛹n}N) = [−C1,−C2,C3]T (9)

subject to ∶
∧ X1min < X1 < X1max

∧ ⋯

∧ Xkmin < Xk < Xkmax

3.1 Solution for an Example 2D Problem

The genetic algorithm is implemented in order to find solutions. The GA uses pro-

cedures of nondominated selection of solutions, so-called Pareto solutions. During

the selection, which process repeats iteratively, the fitness values of Fobj are cal-

culated. The fitness values determine the potential solutions. In each iteration, the

chosen set of solutions, in a so-called Pareto set, is compared by GA and nondomi-

nated individuals are chosen. Here, the fitness values are calculated, using the mod-

ified criteria C1 and C2, which are taken as negatives and values of criterion C3 is

taken directly, bearing in mind that GA searches the minimum. As an example the

shape represented by a two-dimensional object shown in Fig. 1 is optimized. The

optimized object is created as a union of three squares (the big one and two small

on the sides) and a circle. The four characteristic dimensions, which vary during

the optimization, are indicated as design variables Xk defining {𝛹n}N . There are:

X1, side of the big square; X2, X3, sides of the small squares; and X4, radius of the

circle. The constraints are defined as X1min = 10, X1max = 12, X2min = 5, X2max = 6,

X3min = 5, X3max = 6, X4min = 4, and X4max = 6. Additionally, the point indicated in

criterion C3 with coordinates r0(0, 0) is chosen. Two shapes determined by dimen-

sions related to optimization constraints, the solutions, that is, the points distributed

Fig. 1 The design

variables: X1—side of the

big square, X2, X3—sides of

the smalls squares and

X4—radius of the circle
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Fig. 2 Points distribution

inside examined object in the

case of design variable

{Xkmax} and criteria values

C1 = −3,C2 = −48,C3 =
19.5902 (circles o), and

criteria values

C1 = −5,C2 = −47,C3 =
27.2038 (asterisks ∗)

Fig. 3 Pareto optimal

solutions found by genetic

algorithm in case of 10

Iteration for 30 Individuals

in Pareto set
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inside the objects, satisfying modified criteria values, are shown in Fig. 2. It seen

in this figure, that in both cases the points are located far from point r0. As men-

tioned in the previous section, these points can be considered as the area, where a

located sound source shall be damped in the range of frequencies 𝜔 → 𝜔

∗
n. The GA

after 10 iterations, during each of them comparing the Pareto set N = 30 indicates

Pareto optimal solutions shown in Fig. 3. Values of criteria are shown on the proper

axes. These points lie on a 2-dimensional hyperplane in 3-dimensional criteria space.

These three criteria, according to Eq. 9, are related to a set of design variables Xk,

which describe a particular space. In order to give the background for the general

optimization solution, in Figs. 4, 5 and 6 some of the chosen spaces related to the

specific criteria values from an optimal set are shown. In the Fig. 4 there is a space,

where at the point shown is the place where an emitted signal is strongly damped

for 17 frequencies equal to proper eigenfrequecies. Figure 5 indicates the space with

the closest point to the point (0, 0). But at this point the number of damped frequen-
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Fig. 4 The space related to

the optimal solution found in

the case of minimal value of

criterion C2 = −17
(C1 = −1;C3 = 2.8774).

The circle o, indicates the

point, where 17 different

frequencies are damped

Fig. 5 The space related to

the optimal solution found in

the case of minimal value of

criterion C3 = 1.4954
(C1 = −1;C2 = −7). The

circle o, indicates the point

the closest to point (0, 0)

where 7 different frequencies

are damped

Fig. 6 The space related to

the optimal solution found in

the case of minimal value of

criterion C1 = −38
(C2 = −1;C3 = 79.9091).

The circles o, indicate the

points where only one

frequency is damped
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Fig. 7 The magnitude of

the source at the point, found

by optimization. Red square
symbols indicate

eigenfrequencies of the

space. Blue square symbols

indicate the eignfrequencies,

which does not excite

resonance, for the source at

this point
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cies equals 7. Subsequently Fig. 6 presents the space with the maximal number of

points, which are found and fulfill the optimization criteria. Thirty-eight points are

indicated, where only one frequency is damped.

4 Conlusions

The results presented are related to the work by [11, 13] that deals with the prob-

lem from energetic aspects. It is stated there that the vortex of acoustic intensity is

characterized by zero pressure at its center. The null pressure is reached when all

eigenfunctions get a zero value at the vortex center: the completely reduced acoustic

pressure is in the case when all eigenfunctions get zero values in a particular point. As

was stated, it is nearly impossible in reality. Therefore, the optimal solution is search

and it is stated that it is possible to find the space where there are the point(s) which

guarantee that the source located at these point(s) does not excite the acoustic reso-

nance in the chosen frequency range. The field is generated by the point sound source,

which by the pressure or volume impact of some magnitude influences the acoustic

field. The character of the created field is well described when the modal approach

is used to solve the problem in a low-frequency range and weak sound damping. The

modal amplitudes (time components) can be reduced or “literally vanished” if the

sound source is located in a proper point(s) inside the space. The example shows

how to find the maximal field reduction for a specific source location, by “optimal

shaping” the space. In this case two main approaches can be distinguished to gain a

limited area with points, where the sound source is damped in a wide frequency range

or many points, where the source with small dimension is damped at many possible

locations, but in a narrow frequency range for each. This feature is shown for the

analyzed example space. At some point, found by using optimization, the source is
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damped in a significant way. The simulation data in Fig. 7 illustrate this property.

The square red symbols in this figure indicate eigenfrequencies of this space. The

harmonic source of these or very close frequencies may excite acoustic resonance.

Square blue symbols indicate the eigenfrequencies that do not excite resonances for

the source at this point.
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Analysis of the Macro Fiber Composite
Characteristics for Energy Harvesting
Efficiency

Marek Borowiec, Marcin Bocheński, Jarosław Gawryluk
and Michał Augustyniak

Abstract In recent years the energy harvesting has a wide development, espe-

cially due to increasing demand on the self-powered devices. The research of con-

verting mechanical energy into suitable electrical is intensity develop. The effi-

ciency of energy harvesting systems is usually as crucial purpose of many works.

It depends on various input condition parameters. One of them is a load resistance

of an electrical subsystem. A loaded piezoelectric by resistor has a significant influ-

ence on the dynamics of the mechanical system. It provides optimization of an

output electric power, especially while mechanical system vibrating in resonance

zone. In present paper the composite cantilever beam is analysed, with attached the

piezoelectric Macro Fiber Composite actuator (M-8503-P1). The applied beam con-

sists of ten prepreg M12 layers, oriented to the beam length in accordance with

[+45/−45/+45/−45/0]S. The influence of different load resistances on the system

response is reported by both the output beam amplitude—frequency and output

power—frequency characteristics of the piezoelectric actuator. The goal of the work

is maximising the root mean square of output electrical power and comparison the

system behaviours at optimised load resistance levels, while vibrating at resonance

zones. The results are simulated by finite element method and also validated by

experimental tests.
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1 Introduction

The self-powered microsystems become more popular in many applications, this

entails efforts in field of energy harvesting investigation. In field of wireless sen-

sors, watches, biomedical implants or military monitoring devices it is many new

challenges [1–3]. Additionally, the small devices are able to powering by an ambi-

ent vibration sources [4, 5]. Unfortunately, an expecting energy harvesting efficiency

appears around the damaging resonance zones. A challenge is to find a way of avoid-

ing the harmful conditions by simultaneously broaden smooth a resonance response

out, in the literature there are papers reporting the way of such problems [6, 7]. The

mechanical stiffness of the system has a crucial influence on the system behaviour.

In the papers [8–10] are considered such problems, where a piezoelement plays a

role of controller’s actuator for composite beam system.

In the present paper, in the Sect. 2 the modelling of MFC composite has been

described in the finite element method environment. The numerical analysis

approaches has been provided in Sect. 3, where the response of the beam system are

reported for loaded (shorted) and unloaded (open) of piezoelement. In Sects. 4 and 5

the experimental validation of the numerical results have been developed. For keep-

ing the system around the excitation in resonance vibration zones, simultaneously

save it by damaging the beam composite with appropriate elasticity was selected.

This permitted to focused the tests on searching the optimal load resistances for the

sake of maximal output power. Finally in Sect. 6 the conclusions of numerical model

validation and the energy harvesting efficiency of the system in the experiment have

been reported.

2 Numerical Model

For modelling the MFC element at the first step of numerical approach, the finite ele-

ment model of piezoelectric actuator has been assumed and prepared. In this study

the parameters of Macro Fiber Composite (MFC) M-8514-P1 has been applied.

This is a piezoelectric actuator of d33 effect type. The numerical simulations were

performed with the commercial system Abaqus, where the phenomena of electro-

mechanical coupling in technical cases were modelled. The active element has been

modelled in Abaqus package by the type of solid continuum elements C3D20RE, i.e.

20-nodal second order elements with reduced integration. It has three translational

degrees of freedom at each node and one extra degree of freedom associated with

the piezoelectric properties. Numerical model of the MFC element has been verified

by two tests given in manufacturer’s documentation—free strain tests and blocking

force test. More information of modelling the piezoelectric elements by means of

supplementary orthotropic bodies is presented in the paper [11]. A very good com-

patibility between numerical results and characteristic as given by manufacturer was

obtained. A verified piezoelectric coefficient d33 = 91 × 10−9 m/V has been used in

simulations.
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The combination of composite beam with the piezoelectric element was realized

by defining interactions as “TIE”, it resulted in linking the degrees of freedom of

nodes in contact on the appropriate surfaces of the model. The finite element model

of the structure is presented in Fig. 1.

The finite element model of the composite beam has been made using contin-

uum shell finite elements SC8R with reduced integration. The applied beam con-

sisted of ten glass-epoxy unidirectional composite prepreg TVR 380 600 M12 26 %

R-glass material layers with thickness 0.255 mm oriented to the beam length in

accordance with [+45/−45/+45/−45/0]S. Individual layers of the laminate has been

made according to Layup-ply technique, and is presented in Fig. 2. The mechanical

boundary conditions of the numerical model were realized at the first beam edge

by restraining nodes fixed two translational (x and y) and one rotational degrees

of freedom. The kinematic excitation was assumed in vertical z direction. Numer-

ical model of the beam has been defined as a lamina type one. In numerical sim-

ulations the following data provided by the manufacturer of the composite have

been used: tensile moduli E1 = 56GPa, E2 = 16GPa, shear moduli G12 = 4.05GPa,

Fig. 1 The FEM model of

the analysed object

Fig. 2 Composite stacking

sequence:

[+45/−45/+45/−45/0]S
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G13 = G23 = 4GPa, Poisson’s ratio v12 = 0.4 and density 𝜌 = 2038 kg/m
3
. Elastic

and ferroelectric properties of piezoelectric element was taken from the manufac-

turer catalogue: Young’s moduli E1 = E2 = 15.857GPa, E3 = 30.336GPa, Kirch-

hoff’s moduli G12 = G13 = G23 = 5.515GPa and Poisson’s ratios v12 = v13 = v23 =
0.31, density 𝜌 = 5440 kg/m

3
and dielectric constant 𝜉 = 8 × 10−9 F/m.

3 FEM Analysis and Results

In this section the modal analysis has been reported. In the finite element method

simulations the Lanczos algorithm [12] was used in order to determine the natural

frequencies and corresponding modes of free vibrations for two load cases. The first

one was an open system, where on the one surface the applied voltages potential

equalled 0 V but other surface had no applied voltage potential (it corresponds R =
∞). The next was a shorted system, where on both surfaces of the MCF element the

applied potential equalled 0 V (it corresponds R = 0). The first two bending modes

are taken into consideration. The determined mode shapes are shown in Fig. 3a, b.

The natural frequencies for both cases was presented in Table 1. Comparison of

the results showed that for the open system and the shorted one, the increase in nat-

ural frequencies was very small, about 4 %. In order to determine the piezoelectric

effect of the beam with MFC, dynamical analysis was performed. In the finite ele-

ment method (FEM) simulations, the steady-state approach method was used [11].

The influence of opened and shorted piezoelement on the dynamic response was

shown in Fig. 4a, b for the first and the second resonance zone, respectively. Com-

paring the system responses at shorted electrical circuit (R = 0) and at open one

(R = ∞), it is visible simultaneously the resonance point moved to the left as well

as a reducing the vibration amplitudes. Such behaviour of the system reveals the

Fig. 3 The first (a) and the second (b) bending natural mode shapes
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Table 1 Natural frequencies from numerical analysis

Mode Frequency (Hz) at

R = 0
Frequency (Hz) at

R = ∞
Difference (%)

1 80.97 84.5 4.18

2 508.85 533.79 4.67

(b)(a)

Fig. 4 The influence of the piezoelectric effect for the first (a) and the second (b) resonance zone

on the system response, respectively. The values of the plots are normalised by the maximum value

of acceleration amplitude at the open electrodes of each case

piezoelement changes the stiffness of the beam while it is off or on. The numerical

results provided, the dynamics of the MFC system can be controlled by included

load subsystem.

4 Experimental Set-Up

The laboratory experiments have been performed using electromagnetic shaker sys-

tem TIRAvib 50101 presented in Fig. 5, which reproduced environmental conditions

over a required frequency band. The applied shaker was controlled by LMS Test-

Lab software, which provided the sinusoidal input excitation signal of the analysed

structure during vibration tests. The harmonic signal matched prescribed accelera-

tion level at 1𝐠 or 2𝐠, and swept through a defined range of frequencies, particularly

around the resonance zones. The influence of different electrical conditions on the

system response is observed by the beam amplitude–frequency characteristics. For

energy harvesting acquisition data, the digital signal processing (DSP) module and

conditioning system have been applied (Fig. 5). These devices measure the voltage

V and current I as well as control the load tuning of the Macro Fiber Composite

(MFC) actuator, which is connected to the composite cantilever beam. The mea-

suring circuit scheme of the MFC system is presented in Fig. 6. The output current
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Fig. 5 The equipment of measuring stand

measurement of piezoelectric circuit was realized by voltage measuring on resistor

RP and amplified by Analogue Device AD620. Finally the signal was introduced to

the acquisition card with DSP module.

5 Experimental Results

At the beginning of the experimental measurements, the first and the second reso-

nance zones at 1g and 2g level of excitation have been estimated. It has been done by

open MFC circuit (R = ∞). It provided the frequencies at the first mode in case of

1g—fexc(1g) = 83.7Hz, and in case of 2g—fexc(2g) = 84Hz, and at the second mode

in case of 1g—fexc(1g) = 557.8Hz, in case of 2g—fexc(2g) = 556.2Hz, respectively.
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Fig. 6 The measuring circuit scheme of the MFC system

In the next step, the measurements of root mean square of power PRMS via load resis-

tance R for found resonance frequencies have been done (Fig. 7). It provided the opti-

mal values of resistance Ropt for analysed modes. In the first resonance zone, one can

note an insignificant influence of excitation amplitude on Ropt value. It corresponds

320 and 300 kΩ in case of 1g and 2g, and in the second resonance zone it equals 77

and 66 kΩ, respectively. It affirmed that in the second resonance zone, the influence

of excitation amplitude on Ropt is significant in compare to the previous case.

In the next stage of the experiment the influence of the load resistance R on the

response amplitude and harvested power of MFC element has been analysed. It has

done at both excitation amplitude levels around both resonance zones. The three

values of load resistances R have been chosen, an optimal values and two around the

optimal. Additionally, the vibration of the beam has been tested at extreme values

of the R. It means at shorted and open electrodes of the piezoelement. However

(a) (b)

Fig. 7 The influence of the load resistance R on the power P energy harvesting in case of the first

(a) and the second (b) mode, respectively
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(a) (b)

Fig. 8 The response acceleration amplitude of the system at 1𝐠, (a) and 2𝐠, (b) of base excitation

in case of the first mode

(a) (b)

Fig. 9 The response acceleration amplitude of the system at 1𝐠, (a) and 2𝐠, (b) of base excitation

in case of the second mode

at open electrodes, the MFC element stops generated the power. These results are

presented in Figs. 8, 9, 10 and 11. According to the FEM analysis, one can note

decreasing of the system vibration amplitude and moving the peak resonance, while

the piezo electrodes were shorted. Analysing the results presented in the Figs. 8 and

9, one can say, that the intermediate load resistances have similar influence on the

beam dynamics in all analysed cases of excitations and resonance zones. Taking into

account the extreme frequencies of open and shorted system at the excitation 1g, the

difference was 11 % in the first and 17 % in the second resonance (Figs. 8a, 9a), and

at excitation 2g it was 9 % in the first and 16 % in the second resonance, respectively

(Figs. 8b, 9b—pink and black lines). Note, the most damped vibration of the beam

at the fixed external excitation conditions causes the load resistance R closed to the

optimal values Ropt, even in comparison to the shorted piezoelement case (red line

in Figs. 8 and 9). In the first as well as the second resonances, the twofold increasing

of the excitation level, leaded dynamical response of the system to the higher values.

However in case of the first resonance it increased 46 % but in the second one it
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(a) (b)

Fig. 10 The root mean square of measured power PRMS of the piezoelectric element via excitation

frequency in case of the first cantilever beam resonance, at 1𝐠, (a) and 2𝐠, (b) excitation, respectively

for chosen load resistances R

(a) (b)

Fig. 11 The root mean square of measured power PRMS of the piezoelectric element via excita-

tion frequency in case of the second cantilever beam resonance, at 1𝐠, (a) and 2𝐠, (b) excitation,

respectively for chosen load resistances R

was 51 %, respectively. Such increase of the dynamical response shows, the system

reveals the nonlinear characteristic.

In the next Figs. 10 and 11, the output power PRMS is reported around the first

and the second resonance. The red line presents the power characteristics at optimal

load resistance Ropt, where the Ropt has been estimated on the basis of P(R) char-

acteristics shown in Fig. 7. The change of the R in case of the first resonance has

insignificant influence on the top frequency, where an output power reaches a max-

imum values. But in case of the second resonance that influence is more visible.

Increased excitation twice around the first resonance leaded the system to increased

around threefold harvested the maximum power PRMS (328 %) (Fig. 10a, b). How-

ever in the second resonance, the harvested output power increased three and half

times (352 %) (Fig. 11a, b). Moreover, comparing the results of PRMS between the

first and the second modes directly, one can notice in the vicinity of the first mode
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(a) (b)

Fig. 12 The ratio of the power P at 2𝐠, excitation to the P at 1𝐠, excitation in case of the first

(a) and the second (b) cantilever beam resonances, respectively

beam vibrations the output power reaches level of ten times greater than around the

second mode beam vibrations for both 1𝐠 and 2𝐠 amplitudes excitation.

For precisely analysing the influence of the excitation amplitudes on the output

power P increase, the ratio of P has been reporter in Fig. 12a, b to reveal an efficiency

of the system around the both resonance zones. It is clearly seeing a great increase of

power P which reached even a sevenfold by 82 Hz of excitation frequency in case of

the first resonance (Fig. 12a) or a sixfold by fexc = 549Hz in case of the second reso-

nance (Fig. 12b). For excitation frequencies somewhat larger than the resonance one,

the power increase due to raised of the excitation amplitude reached the minimum

at 3 for both resonance zones. It is around fexc = 84Hz (Fig. 12a) and fexc = 560Hz

(Fig. 12b), respectively.

6 Conclusions

The presented results of numerical simulation and experimental measurements

revealed a qualitative similarity. The FEM analysis gave answer concerned the

amplitude response in the relation between shorted and open electrodes of piezoele-

ment. It disclosed an effect of the composite decreasing stiffness while the load resis-

tance had grown up. The influence of the load resistance to the beam stiffness as

well as to the generated electrical power PRMS was especially demonstrated in the

experimental results. The amplitude–frequency characteristics illustrated the system

behaviour against the MFC element loaded. There was found an optimal load level

Ropt while system reached the highest energy harvesting efficiency. It was proved

that Ropt strongly depends on various condition of mechanical structure of the beam

system. Moreover, it was noticed the system generated the maximum power while
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the electrical self–impedance of the piezoelement was comparable to the loader

impedance. The self–impedance depends mainly on the system capacitance and the

excitation frequency.
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Research of Modified Mechanical Sensor
of Atomic Force Microscope

Vytautas Bučinskas, Andrius Dzedzickis, Nikolaj Šešok,
Ernestas Šutinys and Igor Iljin

Abstract Atomic force microscope (AFM) is a remarkable device for nanoscale
surface scanning. Among several positive features, speed of a scanning limits
implementation of AFM. This paper proposes method that enables to increase a
speed of scanning by modifying some features of mechanical sensor by adding a
nonlinear force to lever of a mechanical sensor of AFM. Proposed method is
modeled theoretically, using Simulink features by realizing original algorithm, and
researched experimentally, using original modification of AFM sensor. Original
results are obtained after a research is performed. Finally, comparison of results of
original and modified AFM scans is made and corresponding conclusions are
drawn.

1 Introduction

Atomic Force Microscopy (AFM) is a form of scanning probe microscopy
(SPM) where a small probe is scanned across the sample to obtain information
about the sample’s surface. The information gathered from the probe’s interaction
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with the surface can be as simple as physical topography or as diverse as mea-
surements of the material’s physical, magnetic or chemical properties [6]. Data
about these properties are collected when the probe is scanned in a raster pattern
across the sample to form a map of the measured property relative to the X–Y po-
sition. Thus, the image from AFM shows the variation in the measured property, for
example change of surface height over the scanned area. AFM working principle is
based on dynamical characteristics of sensitive mechanical system. This system
consists of about 200 µm long and 0.5 µm thick cantilever with sharp probe
attached at the end. During measurement process, a probe is clamped with initial
force to the sample surface. Then scanning starts deflection of cantilevers repeats
topography of sample surface. Amplitude of cantilever movements is measured
using an optical measurement system. Usually laser is used for this purpose, laser
beam is projected on the upper surface of the cantilever close to the tip. Reflected
beam by mirror is directed to optical sensor usually four-segment photodiode or
camera. Typical system of AFM is schematically shown in Fig. 1.

The main limitation of AFM is its quite low scanning speed, which directly
depends on mechanical characteristics of sensor cantilever. If we increase scanning
speed, frequency of a cantilever oscillation also increases. Problem is when oscil-
lation frequency approaches the resonant frequency of cantilever, contact between
probe and sample surface becomes unstable [4], and as result measurement data
becomes inaccurate and unreliable.

Aim of this paper is to deliver solution which will increase AFM scanning speed.

Fig. 1 Structural schematic of AFM microscope sensor
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2 Object of Research

For easier understanding of complex AFM structure, all AFM mechanisms rela-
tively can be divided into smaller systems such as scanned sample positioning
system, mechanical sensor with scanning tip and measurement system. All systems
within AFM are interdependent to each other [4].

Our research focused on mechanical system of AFM sensor. This system con-
sists of about 10-nm long probe, which is attached to a flexible cantilever.
Mechanical properties of atomic force microscope cantilever, resonant frequency,
and spring constant are most important for AFM technique. High resonant fre-
quency promises fast scan but also the cantilever need to have a small spring
constant because of damage-less operation in the contact mode [7].

Many scientists working with various solutions in this direction try to find the
best ratio between resonant frequency and stiffness coefficient. One example of
possible solutions is presented in [10]. They proposed to improve cantilever
characteristics using thin, low-stress zinc oxide (ZnO) film in order to create pos-
sibility actuate and sense deflection of cantilever. Main advantages of this
improvement in self-sensing tapping mode microscope can work without laser
detection system. Tests indicate self-sensing amplitude resolution is good or better
than optical detection, with double sensitivity, using the same type of cantilever.
Such type of improvements has some limitations. It is limited by unoptimized probe
tips, cantilever thicknesses, and stress in the piezoelectric films [10]. Research that
is more detailed showed that this improvement gives the best results than AFM
works in self-sensing tapping mode. Another popular method of improvement is to
design and manufacture cantilever with special geometric shape in order to ensure
the necessary dynamic characteristics (resonant frequency or stiffness coefficient).
Example of such modification is presented in [7]. Main goal of researches was to
create a small atomic force microscopy triangular in shape, cantilever with a length
of 7–20 µm, thickness of 0.3 µm and maximum resonant frequency of about
6,6 MHz. Cantilever with such parameters is suitable for high speed scanning. The
main drawbacks of such improvement methods are very complex manufacturing
process of cantilever. Such small and precise mechanical part cannot be produced
without expensive specialized equipment. In addition, production process of can-
tilevers with individual specific parameters is unprofitable. The method is similar to
our idea as described in [5]. Researchers created atomic force microscope
(AFM) with direct scanning force modulation. Scanning force is modulated during
the scanning process via an external magnetic field that acts directly on the mag-
netic AFM tip. AFM with such improvement was designed to image the surface of
massive samples under various ambient conditions. Main limitation of this
improvement is possibility of magnetic field that can have various side effects on
sample properties.

Our proposal of AFM sensor improvement is based on the idea to add the model
an additional nonlinear stiffness element in order to have possible control dynamic
characteristics of the system. This possibility will allow us to change stiffness and
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resonant frequency of the sensor. This improvement allows to change stiffness of
the sensor and shift resonant frequency from the undesired range during scanning
process, sensor start vibrate in frequency close to resonant. System stiffness is
changed by adding additional controllable force, which acts directly on cantilever
surface. Additional force will decrease the probability of contact loss between the
probe and sample surface. In case when contact between surface and probe
becomes stable, effect of additional stiffness is removed in order to avoid additional
friction forces between the probe and sample. Additional force is created using
compressed air flow from an installed microscopic air duct. Structure of modified
AFM sensor is shown in Fig. 2.

Purpose of our research is to create mathematical and physical model of
improved system and to determine the positive effect of our improved system.

3 Mathematical Modeling of Mechanical Structure
of Improved AFM Sensor

In order to verify the idea of resonant frequency control using additional stiffness
element and to define its influence to the scanning process performance, dynamic
model of the mechanical sensor cantilever was developed. The most popular

Fig. 2 Structural schematic
of improved AFM microscope
sensor

Fig. 3 Dynamical model of
improved AFM microscope
sensor
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modeling techniques used for AFM cantilevers modeling are shown in [2]. Dynamic
model of our modified AFM sensor mechanical structure is shown in Fig. 3.

In our model, cantilever of mechanical sensor is represented by a beam with
rectangular cross section and this maximally corresponds to real dimensions of
modeled object. Model consists from two elastic elements with concentrated mass
in the end. Elasticity of each beam is evaluated using cross-sectional parameter EIsk,
where E—Young modulus and Isk—moment of inertia of cross section of the beam
in respect to horizontal axis. Interaction between the probe and sample surface is
modeled, as elastic element with damping; its coefficient of stiffness is k and
coefficient of damping is h. Displacement of whole cantilever is described by
generalized coordinates η1, γ1, η2, γ2. Coordinates η1 represents displacement of
point on which is acting additional force, η2 describes linear movement of tip, and
coordinates γ1 and γ2 describe rotary movements correspondingly. Roughness of
the sample surface, which cinematically excites system oscillations, is described by
coordinate δ. Initial clamping force F2, applied to a cantilever, points to the negative
direction of coordinate η2. Avoidance of contact loss between the probe and surface
in the model is ensured by the distance-dependent force F1.

Mathematical model of linear system part is created using Lagrange equations of
second type in the matrix form:

A½ � q
..n o

+ B½ � q
.n o

+ C½ � qf g= Qf g ð1Þ

where [A]—matrix of inertia forces;
[B]—matrix of damping coefficients;
[C]—matrix of stiffness coefficients;
qf g= η1, γ1, η2, γ2f gT—vector of generalized coordinates;

{Q}—vector of generalized forces.
Nonlinear additional forceF1 depends onmany factors, its dependency on distance

found by additional research of aerodynamic problem. This dependency is approxi-
mated by third-level polynomial for a better mathematical description in the model.
Modeling process of nonlinear aerodynamic force is described in detailed in [4].

Our newly developed dynamic model can be divided into three different modules
according to the designated function. Simplified structural schematic of our model
is presented in Fig. 4.

First module represents effect of nonlinear distance depending aerodynamic
force. Second block is a main part of our model, it represents linear part of system.
This block is created using Lagrange equations of second type. Similar modeling
methods of dynamic systems are represented in [1, 8, 9]. Second block represents
behavior of AFM sensor without improvement. Third block is responsible for the
control of additional force. It is used to apply the effect of aerodynamic forces, the
probability of contact loss between probe and sample appears and remove effect of
aerodynamic force then contact is stable.
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Modeling process of improved AFM sensor and the obtained most promising
results were presented in detail on the international conference “Mechatronics ideas
for industrial applications” in Gdansk, Poland [3, 4].

4 Experimental Research of Improved AFM Sensor,
Equipment, and Methodology

Experimental research of AFM sensor was performed in Vilnius in laboratories of
Centre for Physical Science and Technology. Our main purpose of initial experi-
mental research was to determine if it is possible to press AFM cantilever with
stream of compressed air. Second question, which were interesting for us, was,
what size of microscopic air duct should be used, which force we can expect that is
created on a cantilever surface and how much pressure of air is needed.

Research was performed using specially created test rig, which consists of
optical distance measuring system, special design holder, and standard AFM sensor
cantilever.

Distance measuring system was used to measure the displacement of AFM tip in
that moment then we effect a cantilever with air stream. In our test rig, we used
standard laser measuring system, which is used in many AFMs. Measurement data
were recorded using national instruments data acquisition equipment. For mea-
surement system adjustment, calibration, and result processing, we used a software
package “LabVIEW 2012”.

Special holder for AFM cantilever was manufactured in laboratories of Vilnius
Gediminas technical university. In the holder micro air duct was installed, which is
0.2 mm inside diameter. Selection of this size of micro tube was based on experience
from the previous research and on theoretical research as described in [4]. This
holder is required for precise positioning of cantilever, optical sensor, and air duct.

Modeling block of the

linear part of system

Fig. 4 Simplified structural
diagram of mathematical
model
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For a research objective, we used AFM probe MLTC-D. Its cantilever has
triangular shape of 220 µm long, 20 µm wide, and 0.55 µm thick. Nominal reso-
nant frequency of cantilever is 15 kHz. Test rig and some of its fragments are
presented in Fig. 5.

Simultaneously described test rig also developed air supply system used in our
experiments. Specially designed compressed air supply system is presented in
Fig. 6. Air supply system was created considering facts that compressed air during
the experiment will be used only for few minutes and flow rate will be low. Main
requirement for air supply system was to ensure supply of clean air with possibility
of smooth pressure adjustments in a wide range. In order to avoid air pressure
fluctuations in the system, we decided to use compressed air reservoir instead of
mini compressor.

Our created system (Fig. 6) consists from three air reservoirs, mechanical
pressure regulator and electromagnetic valve. Two balloons (1) of 750 ml capacity
connected in parallel acts as main source of compressed air. Air pressure in these
balloons can be up to 10 bars. These balloons can be refilled using compressor and
special air cleaning filters. Third balloon (3) connected in series using pressure
regulator (2), this tank acts as additional filter, which removes pressure fluctuations
caused by pressure regulator. It was expected that pressure in tank (3) will be not
more than 0.6 bar. Solenoid valve is used to control the output of system, it means
to start or stop air supply to micro duct, installed in holder of AFM cantilever. For

Fig. 5 Test rig of improved AFM microscope sensor: a assembled test rig, b schematic of
triangular cantilever, c holder with installed micro air duct
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further research in this system will be added created possibility to control output
pressure and flow rate from AFM software.

As it was mentioned earlier, main question, which we want to answer, is if our
idea to effect AFM cantilever with air stream working in practice. Therefore, we
make experiment by applying some amount of compressed air ant simultaneously
measuring displacement of cantilever tip.

Before experiment, laser measuring system was turned on for 20 min to warm up
and stabilize. AFM cantilever, air duct and optical sensor were precisely positioned
using optical microscope and camera. After that, measurement system was cali-
brated and adjusted. Then displacement data recording were started, we set output
pressure to 0.3 bar and applied air stream for approximately 10 s, when removed
for 6 s and applied one more time for 10 s. Experiment was carried out five times in
order to avoid side effects.

5 Results of Experimental Research of Improved AFM
Sensor

Result of experimental research is shown in Fig. 7. This graph indicates dis-
placement of cantilever tip, of AFM sensor.

Graph presented in Fig. 7 can be divided in three sections. First section in the
graph represents process of measurement system calibration and adjustment.

Fig. 6 Compressed air supply system
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Second section represents cantilever response to the applied aerodynamic force.
Gentle drift of displacement, which is seen, from graph is caused by pressure
adjustment. From this graph, it is seen that aerodynamic force created by air stream
with pressure of 0.3 bar, causes AFM probe displacement approximately equal to
0.4 µm. Air stream with pressure of 0.2 bar causes displacement equal to 0.3 µm.
Third section shows that if air pressure is constant, cantilever leans remains in this
state until force effect is removed and then cantilever goes back to initial position.

Results of this experiment confirm our proposed idea is possible control dynamic
characteristics of AFM sensor cantilever. Also from this experiment, we find out
that output pressure of air supply system should range from 0 to 0.5 bars. This
pressure is much higher than pressure, which was, calculated theoretically [4].
Difference in results between theoretical and practical experiments shows that we
have huge loss of pressure in air duct with very small diameters inside.

6 Conclusions

After analyses of the mechanic sensor of AFM were performed, a new idea of
increasing scanning speed of microscope without changing design of mechanical
system of sensor is proposed.

Performed theoretical research gave us possibility to create mathematical model
of improved mechanical system of AFM sensor.

Results obtained from experimental research gave us a lot useful information.
Initially, they approved idea that dynamic system of AFM sensor is sensitive to air
stream and thus system parameters can be controlled by changing air stream
parameters. Such situation will adjust AFM sensor characteristics according to
individual sample surface properties and increase scanning speed. Also we find out
that air duct diameter 0.2 mm is suitable for our application.

Fig. 7 Displacement amplitude of AFM cantilever tip
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Finally, proposed method and results of initial research of AFM sensor
improvement assumed to be prospective and further research in this field will be
continued.
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Nonlinear Dynamics of the Car Driving
System with a Sequential Manual
Transmission

Radek Bulín, Michal Hajžman, Štěpán Dyk and Miroslav Byrtus

Abstract Sequential manual transmissions are the most common sources of

various contacts and impacts especially in rally cars. Dynamics of such systems can

be very interesting and can influence the overall dynamic performance of a whole

car. Therefore, it is necessary to have proper tools for dynamical modelling of gear-

boxes. This paper deals with the modelling and dynamic analysis of a driving system

of a real car with a sequential manual transmission. A complex computational model

of the sequential gearbox was created and after verification it allows to study non-

linear behaviour of the whole driving system. Parametric studies can be performed

in order to investigate various qualitative effects of chosen design elements, etc.

1 Introduction

Car driving systems are very interesting from the viewpoint of its dynamic behaviour

that can be related to a gear mesh of wheels, to variable torques during rapidly chang-

ing operating conditions or other impacting design elements. Especially, sequential

manual transmissions are common sources of impacts and contacts that impose time

varying excitation. Design engineers need sufficient computational methodologies

and tools in order to predict dynamic behaviour of developing systems. Therefore,

this paper is aimed at the modelling methodology and dynamic analysis of a car

driving system with a sequential manual transmission.
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General car dynamics including its transmission systems and their effect on vehi-

cle performance are described, e.g. in [7, 10, 14]. Nonlinear dynamics of a car were

studied in [9] using a single nonlinear ordinary differential equation. Authors of [3]

investigated interesting nonlinear dynamic properties of gear systems in automatic

gearbox. Many authors studied synchronization in vehicle transmission systems [1,

11, 13], which is a important dynamic element. A simple driveline model for simu-

lations of dry clutch dynamics was chosen in [16]. Sequential performance is mainly

affected by shifting, the event of changing gears. Gear-shift in sports cars was studied

in [5], while particular control of shifting was shown in [4, 12].

This paper is divided into two main sections. The general modelling methodology

based on multibody dynamics is introduced and the complex computational model

of a transmission system with a sequential gearbox for the particular rally car is

presented. This model is further used for numerical simulations of shifting and the

results are compared with measured results obtained from experiments.

2 Computational Modelling of a Driving System

Theoretical basics suitable for the modelling of studied systems are briefly described

in this section. The implementation of a computational model for a particular driving

system with a sequential gearbox is then introduced.

2.1 Modelling Methodology

Components of driving systems can be considered as a system of rigid bodies

connected by various kinematic couplings (joints) affected by imposed forces and

torques and by springs and dampers simulating flexible behaviour of appropriate

parts. Such modelling approach is well known as multibody system dynamics. For-

mulation of equations of motion can be based on various types of coordinates. The

method presented in this paper is based on generalized (Cartesian) coordinates and

leads to the mathematical model in the form of a set of differential algebraic equa-

tions (DAEs). The equations of motion can be derived using the Lagrange’s equations

(of the mixed type for dependent generalized coordinates 𝐪, [17])

d
dt

(
𝜕Ek

𝜕𝐪̇

)
−

𝜕Ek

𝜕𝐪
= 𝐐 −

𝜕Ep

𝜕𝐪
− 𝜕R

𝜕𝐪̇
+𝜱

T
q𝝀, (1)

where Ek is the kinetic energy, Ep is the potential energy, R is the Rayleigh’s dis-

sipation function, 𝐐 is the vector of generalized forces corresponding to particular

generalized coordinates. Holonomic rheonomic constraints between the chosen coor-

dinates can be written using the vector notation



Nonlinear Dynamics of the Car Driving System with a Sequential Manual Transmission 51

𝜱(𝐪, t) = 𝟎 (2)

and for the use in Eq. (1) it must be differentiated to obtain the Jacobian matrix

𝜱q =
𝜕𝜱

𝜕𝐪
=
[
𝜕𝛷i

𝜕qj

]
, i = 1, 2, … , m, j = 1, 2, … , n, (3)

where m is the number of constraints and n is the number of dependent generalized

coordinates. Vector of Lagrange multipliers 𝜆 is introduced in Eq. (1).

After the substitution of the particular expressions for the energies and for the

generalized forces the equations of motion

𝐌𝐪̈(t) −𝜱
T
q𝝀 = 𝐠(𝐪, 𝐪̇, t) (4)

together with the constraint equations (2) constitute the mathematical model of the

constrained multibody system. Matrix 𝐌 is the global mass matrix of the multibody

system and vector 𝐠(𝐪, 𝐪̇, t) contains centrifugal and Coriolis inertia forces, elastic

and damping forces and other externally applied forces including the gravity. The

mathematical model (4) is usually transformed into the set of differential algebraic

equations of index one

[
𝐌 𝜱

T
q

𝜱q 𝟎

] [
𝐪̈
−𝝀

]
=
[
𝐠(𝐪, 𝐪̇, t)
𝜸(𝐪, 𝐪̇, t)

]
(5)

by the double differentiation of the constraint equations with respect to time. Vec-

tor 𝜸(𝐪, 𝐪̇, t) represents the remaining terms after the constraints differentiation.

Solution of equations of motion (5) can be based, e.g. on elimination of Lagrange

multipliers [8] and further direct integration of the underlying ordinary differential

equation.

Effects of contacts and impacts are included in vector 𝐠(𝐪, 𝐪̇, t). In case of inter-

action of bodies in driving systems, it is necessary to consider elastic and viscous

components of contact forces in normal direction and also friction forces in tangen-

tial direction. Various models of contact forces were presented in [2]. Alternative

treatment of contact problems was shown by authors in [15].

2.2 Model Implementation

The computational model of the particular driving system with a sequential gearbox

was built up in MSC.Adams. The model visual representation is shown in Fig. 1.

The purpose of the model is to simulate shifting between the third and the fourth

gear stage because it is the most common maneuvre during a rally car race.
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Fig. 1 Geometrical representation of the model of a gearbox and a gear-shifting mechanism

At the input of the driving chain, all the engine parts are modelled using a body

with reduced inertia properties (see position 1 in Fig. 1), which include inertia of all

relevant rotating parts of the engine. Using torsional elastic coupling of the clutch,

body 1 is connected to the inner primary shaft (position 2 in Fig. 1), which goes

through the whole body of outer primary shaft (position 3) and at the end, both

shafts are coupled by gear coupling.

Body 3—outer primary shaft—includes reduced mass properties of all primary

gears. Torque flow is transmitted through the third or the fourth gear stage to the

secondary shaft by means of a claw clutch between dog-rings (position 6) and sec-

ondary gears (position 5). Gear-shifting is performed by moving a flexible gear-shift

lever (position 13) which is connected by a spherical joint to the rod (posotion 11)

with a restoring-force spring (position 10). The translational motion of the rod is

transformed by gear coupling to the rotation of a selector (position 8) with guide

curves (position 9), which translate corresponding forks (position 7) with dog-rings

15
16

1718

19

20

Fig. 2 Geometrical representation of the model of a driving transmission system
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Fig. 3 Kinematical scheme of the whole model

along the axis of the selector. In this manner, the desired gear stage is chosen. At the

head of the gear-shift lever, there is a sleeve (poistion 14) elastically connected to

the lever, which can simulate conditions at the experimental stand with robot-shifting

mechanism.
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Several relevant peripheric parts at the output of the gearbox are included, as

shown in Fig. 2. At the output, the torque is transmitted to the front differential (posi-

tion 15 in Fig. 2), which is considered as a single reduced body rotating by angular

speed given by corresponding gear ratios. The front differential is coupled with front

wheels (position 17) and (position 18) by torsional springs with stiffnesses corre-

sponding to stiffnesses of front half-axes. Simultaneously, the torque is transmitted

through a cardan shaft to the rear differential (position 16) and through torsional

springs to both rear wheels (position 19) and (position 20).

A kinematical scheme of the whole system model is shown in Fig. 3. Bodies are

connected by several types of couplings (rotational, translational, torsional, gear cou-

plings, contact, etc.) and forces as shown in Fig. 3 and the topology of the scheme

is given by physical relationships between bodies. Passive mechanical effects such

as drag forces [6], tyre passive rolling resistance and damping of couplings affecting

the motion are also included in the model.

The simulation begins with given initial conditions corresponding to the situation

when the rally car and all the active bodies in the driving chain are in motion at

the third gear stage. The shifting is driven by a shifting force acting at the head of

the gear-shifting lever. When the force in the shifting rod reaches a given value,

the driving torque decreases rapidly and allows the claw clutch to change the gear.

After selector’s rotation reaches a given rotational angle, the driving torque starts to

increase and the claw clutch connects itself at the fourth gear stage.

3 Results and Comparison with the Experiment

The goal of the first simulations was mainly to verify the computational model with

the experimental data. It is necessary to note that each gear-shifting is unique dur-

ing the race, because the operation conditions of whole car are changing. The driver

should change gears at a specific engine angular velocity range to obtain maximal

power. In addition, experimental data for each driver could be slightly different,

because of their strength and driving sense.

Thus to verify the model’s experimental data, which correspond with ideal gear

change, were chosen. It means that the shifting takes place at an optimal engine

angular velocity, while the car is moving on a straight and smooth road. The shifting

between the third and the fourth gear was simulated, because it is the most com-

mon shifting in a race. Two types of gear-shifting can occur—correct gear-shifting,

when the dog-ring properly hits the gear teeth of the claw clutch, and incorrect gear-

shifting, when the dog-ring hit the front side of the gear teeth and it bounce off

(usually a driver repeats the shifting immediately and the maneuver is correct at the

next attempt).

The most important experimental characteristics are engine angular velocity,

engine driving torque and shifting force, which is measured by sensor located

between the gear-shift lever and the rod. These three parameters are not independent.

It is necessary to lower the driving torque (the cut down) for the sake of allowing
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the driver to change gears. The cut down of the driving torque starts when a spe-

cific shifting force value is achieved and it ends when the selector is rotated by a

specific angle. The gear-shift lever input force is in the computational model com-

posed of simple linear functions in order to reflect three stages of the shifting. At

first, the input force rises and the whole mechanism gets pre-stressed, then the con-

tact between the third dog-ring and the gear is lost, the dog-ring is released and the

selector moves with the fourth dog-ring. The last stage is the contact between the

fourth dog-ring and the gear. This model of gear-shift lever input force was chosen

in order to simulate the real behaviour of the driver.

The results obtained using the computational model were compared to experi-

mental data. The comparison of computed and experimental data for the ideal case

(correct shifting without collision) is shown in Figs. 4, 5 and 6. The parameters are

Fig. 4 Comparison of the

shifting force with the

experimental data
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Fig. 5 Comparison of the

driving torque with the
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Fig. 6 Comparison of the

engine velocity with the

experimental data
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normalised by the maximal value of corresponding experimental parameter. It can be

seen that the presented model of the state-dependent shifting force is in good com-

pliance with the experimental data. The resultant driving torque also corresponds to

the experimental data. Finally, almost the same character of engine velocity vibration

occurs for the experimental and computed data.

The non-ideal case of shifting (unsuccessful for the first attempt with collision)

was also numerically simulated for the sake of evaluating the computational model

robustness. The results are compared with the correct shifting in Figs. 7 and 8. The

impacts are visible in the time histories of the engine velocity and the shifting force.

Fig. 7 Comparison of the

engine velocity for the cases

without and with collision
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Fig. 8 Comparison of the

shifting force for the cases

without and with collision
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4 Conclusions

The complex methodology for the computational modelling of driving chains in a

particular rally car with a manual sequential gearbox was presented in this paper. The

methodology of modelling is based on the multibody dynamics approaches. After the

implementation of the computational model of a chosen transmission system, several

numerical simulations are performed for correct and incorrect shifting. Obtained

results are successfully compared with the measured results from experiments. The

computational model can be used for various parametric studies in order to optimize

a design of transmission elements.
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Random Attractors for Von Karman Plates
Subjected to Multiplicative White Noise
Loadings

Huatao Chen, Dengqing Cao and Jingfei Jiang

Abstract The study on long-time dynamical behaviors of thin plates or panels

subjected to random excitations is an important issue. Motivated by problems aris-

ing in practical engineering, the dynamics of Von Karman plates without rotational

inertia can be described by a partial differential equation driven by multiplicative

white noises which can generate a random dynamical system (RDS). According to

the estimation of energy function for the vibrations of the plate, it can be proved that

there exist random attractors for the corresponding RDS.

1 Introduction

The Von Karman plate equations

𝜌hUtt − 𝜌I𝛥Utt + chG(Ut) + D𝛥2U = F + P + [V(U) + F,U] (1)

can be used to describe the nonlinear transversal vibration of elastic plates, where

V(U) is the Airy stress function satisfies the following elliptic problem

𝛥

2V = −h2[U,U] (2)

with boundary value
𝜕V
𝜕n

= V = 0, here n is the outer normal vector, for the phys-

ical background, literature [1] may be consulted. Here, it is emphasized that the

term 𝜌I𝛥Utt represents the rotational inertia of the plate, which is proportional to
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the square of the thickness of the plates. the mathematical properties of system (1)

and (2) that accounts for the rotational inertia are very different from the one without

rotational inertia [2]. Equations of Von Karman plates (1) and (2) are well known in

nonlinear elasticity, these equations have attracted a great interesting in mathemati-

cian, physicists, and engineers; for more details, one can see the monograph [1, 2]

and the references therein.

Let D ⊂ ℝ2
be a bounded domain with smooth boundary 𝛤 . This paper is con-

cerned with the asymptotic behavior of the dimensionless Von Karman plates with-

out rotational inertia subjected to multiplicative white noise loadings as following:

utt + 𝛼ut + 𝛥

2u − [v(u) + F0, u] = p + 𝜎u ̇W (3a)

with the following initial value and clamped boundary

t = 0; u = u0, ut = u1 (3b)

x ∈ 𝛤 ∶ u = 𝜕u
𝜕n

= 0 (3c)

where W(t) ∶ 𝛺 → ℝ is a one-dimensional two-sided Wiener process on a probabil-

ity space will be specified later and 𝛼 that is a positive constant denotes the damping

coefficient of the system. [⋅, ⋅] denotes the Von Karman bracket with the expression:

[v, u] = 𝜕

2u
𝜕x21

𝜕

2v
𝜕x22

+ 𝜕

2v
𝜕x21

𝜕

2u
𝜕x22

− 2 𝜕

2u
𝜕x1𝜕x2

𝜕

2v
𝜕x1𝜕x2

(3d)

here v(u) is the Airy stress function satisfies the following elliptic problem

𝛥

2v = −[u, u] (3e)

x ∈ 𝛤 ∶ v = 𝜕v
𝜕n

= 0 (3f)

It is well known that the long-time behavior of dynamical systems is captured

by attractors. Crauel and Flandoli [3, 4] (see also, Schmalfuss [5, 6]) developed the

concept of random attractor for random dynamical system [7], which cover some

of the most common classes of systems involving randomness and time evolution

and proved that the random attractor satisfies most of the properties satisfied by the

usual attractor in the theory of deterministic dynamical systems. Many authors have

studied random dynamical systems by these notions and methods. Various and won-

derful phenomenon about long-time behavior are obtained such as those in [8–13]

and the references therein.

The long-time behavior of Von Karman plate equations has been concerned by

many authors, One can refer to [2, 14–16] and the references therein, too name but

a few. To the best knowledge, there hardly exists results about random attractors for

irrotational Von Karman plates subjected to multiplicative white noise loadings. It is
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also mentioned that the traditional approach based on “splitting method” is useless

to Von Karman plate equation without rotational inertia. For the reason, one can

see [2], which produce the difficult to investigate the random attractors for system

(3a)–(3f). From the proof of Proposition 3.6, Proposition 3.8 and Theorem 3.11 in

[3], it can be obtained that the existence of compact absorbing set is not a necessary

condition. Combining the slight modifications on Proposition 3.6 and Theorem 3.11

in [3] with stochastic version of the technique presented in [15] can guarantee the

existence of random attractors for system (3a)–(3f).

The rest of this paper is organized as follows. In Sect. 2, some notations and prepa-

ration results are given. Utilize the “sharp regularity” of Von Karman bracket and

semigroup theory, it is shown that the system (3a)–(3f) can generate RDS in Sect. 3.

Section 4 is devoted to the existence of random attractors for the RDS.

2 Preliminaries

In this section, some basic concepts related to RDS and preliminaries that are impor-

tant for getting the main results are presented. For more details, the reader can refer

to [3, 4, 7]. In what follows the Hs(D) denotes the L2-based Sobolev space of order s
andHs

0 is the closure ofC∞
0 (D) inHs(D). The following notation are also emphasized

‖u‖ ≡ ‖u‖L2(D), ‖u‖s ≡ ‖u‖Hs
0(D)

,

(u, v) ≡ (u, v)L2(D), ((u, v)) = (u, v)H2
0 (D)

.

Let E = H2
0(D) × L2(D) equipped with inner product (y1, y2)E = ((y1, y1)) + (y2, y2),

∀(y1, y2) ∈ E and norm ‖y‖E = (y, y)
1
2
E . For other situations, ‖ ⋅ ‖Y represent the norm

relevant to Banach space Y .

Let (X, ‖ ⋅ ‖X) be a separable space with Borel 𝜎-algebra B(X) and (𝛺,F ,P) be

a probability space. {𝜃t ∶ 𝛺 → 𝛺, t ∈ ℝ} is a family of measure preserving transfor-

mations such that (t, 𝜔) → 𝜃t𝜔 is measurable, 𝜃0 = id, 𝜃t+s = 𝜃t◦𝜃s for all s, t ∈ ℝ.

Then the flow 𝜃t together with the probability space (𝛺,F ,P, {𝜃t}t∈ℝ) is called as a

metric dynamical system.

Definition 1 A random dynamical system (RDS) on Polish space (X, d) with Borel

𝜎-algebra B(X) over a metric dynamical system (𝛺,F ,P, {𝜃t}t∈ℝ) is a (B(ℝ+) ×
F × 𝔹(X),𝔹(X))measurable mapping

𝜙 ∶ ℝ+ ×𝛺 × X → X, (t, 𝜔, x) ↦ 𝛷(t, 𝜔, x)

such that, for P − a.s.𝜔 ∈ 𝛺,

(i) 𝜙(0, 𝜔) = id on X.

(ii) 𝜙(t + s, 𝜔, ⋅) = 𝜙(t, 𝜃s𝜔, ⋅) ◦𝜙(s, 𝜔, ⋅) for all s, t ∈ ℝ+
.
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A RDS is continuous or differential if 𝜙(t, 𝜔) ∶ X → X is continuous or differential.

It is emphasized that RDS 𝜙(t, 𝜃−t𝜔) can be understood as the solution start from −t
to 0.

Definition 2 A set-valued mapD ∶ 𝛺 → 2X is said to be a closed (compact) random

set, if D(𝜔) is closed (compact) for P − a.s.𝜔 ∈ 𝛺 and 𝜔 → d(x,D(𝜔)) is P − a.s.
measurable for all x ∈ X.

Definition 3 A random set K(𝜔) is said to absorb the set B ⊂ X for a RDS 𝜙, if

P − a.s. there exists tB(𝜔) such that

𝜙(t, 𝜃−t𝜔)B ⊂ K(𝜔) for all t ≥ tB(𝜔)

Definition 4 A random setA (𝜔) is called random attractor associated with the RDS

𝜙, if P − a.s.

(i) A (𝜔) is a random compact set.

(ii) A (𝜔) is invariant, i.e., 𝜙(t, 𝜔)A (𝜔) = A (𝜃t𝜔) for all t ≥ 0
(iii) For all bounded (nonrandom) set B ⊂ X,

lim
t→∞

dist(𝜙(t, 𝜃−t𝜔)B,A (𝜔)) = 0

where dist denotes the Hausdorff semidistance:

dis(A,B) = sup
x∈A

inf
y∈B

d(x, y), A,B ⊂ X

The next lemma about “sharp regularity” of Von Karman bracket plays the key role

in estimation of the solution for system (3a)–(3f).

Lemma 1 [2] Assume that D is either smooth-bounded domain or a rectangular,
Let 𝛥−2 denotes the inverse of 𝛥2 supplied with clamped boundary conditions. Then
the bilinear map (u,w) ↦ G(u,w) ≡ 𝛥

−2[u,w] is bounded from H2(D) × H2(D) into
W2,∞(D) and the following estimations holds:

‖[u,w]‖H−2(D) ≤ C‖u‖H1(D)‖w‖H2(D), u ∈ H1(D),w ∈ H2(D), (4)

‖G(u, v)‖W2,∞ ≤ C‖u‖H2(D)‖v‖H2(D), u, v ∈ H2(D). (5)

Consequently,

‖[w,G(u, v)]‖L2(D) ≤ C‖u‖H2(D)‖v‖H2(D)‖w‖H2(D). (6)
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3 Random Dynamical System

In this section, the existence of RDS for system (3a)–(3f) is discussed. For this pur-

pose, the system (3a)–(3f) should be converted into a deterministic system system

with a random parameter.

To this end, the Ornstein–Uhlenbeck process is an useful tool. First, the following

probability space (𝛺,F ,P) is given, where

𝛺 = {𝜔 ∈ C (ℝ,ℝ) ∶ 𝜔(0) = 0},

F is the Borel 𝜎-algebra induced by the compact-open topology of 𝛺, and P the

corresponding Wiener measure on (𝛺,F ). Define the time shift by

𝜃t𝜔(⋅) = 𝜔(⋅ + t) − 𝜔(t), 𝜔 ∈ 𝛺, t ∈ ℝ.

Then (𝛺,F ,P, {𝜃t}t∈ℝ) is a metric dynamical system. The Ornstein–Uhlenbeck

process z(𝜃t𝜔) is the solution of the following Itö equation:

dz + 𝜇zdt = dW, z(−∞) = 0, (7)

with the form

z(𝜃t𝜔) ∶= −𝜇 ∫
0

−∞
e𝜇s(𝜃t𝜔)(s)ds, t ∈ ℝ.

Suppose F0 ∈ W2,∞(D), p ∈ L2(D) is time-independent function. It is well known

that 𝛥
2 ∶ H2

0(D)
⋂

L2(D) → L2(D), is a self-adjoint, positive, linear operator and its

eigenvalues {𝜆i}i∈ℕ satisfy 0 < 𝜆1 ≤ 𝜆2 ≤ … , and 𝜆m → ∞ as m → +∞. It is con-

venient to reduce (3a) to Itö form

⎧⎪⎨⎪⎩

du = wdt
dw =

(
−𝛥2u − 𝛼w + [v(u) + F0, u] + p

)
dt + 𝜎udW

t = 0; u = u0, v = u1
x ∈ 𝜕D ∶ u = 𝜕u

𝜕n
= 0

(8)

Set 𝜀 = 𝛼𝜆1
𝛼

2+3𝜆1
, 𝜑1 = u, 𝜑2 = w + 𝜀u − 𝜎uz(𝜃t𝜔), by (7) and Itö formula,

⎧⎪⎪⎨⎪⎪⎩

𝜕𝜑1
𝜕t

= −𝜀𝜑1 + 𝜑2 + 𝜎𝜑1z(𝜃t𝜔)
𝜕𝜑2
𝜕t

= (−𝛥2
𝜑2 + 𝜀(𝛼 − 𝜀))𝜑1 + (𝜀 − 𝛼)𝜑2

𝜎

(
𝜇 + 2𝜀 − 𝛼 − 𝜎z(𝜃t𝜔)

)
z(𝜃t𝜔)𝜑1 − 𝜎z(𝜃t𝜔)𝜑2

+ [v(𝜑1) + F0, 𝜑1] + p

(9)
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Let

𝜑 =
(
𝜑1
𝜑2

)
, L =

(
−𝜀I I

−𝛥2 + 𝜀 (𝛼 − 𝜀) I 𝜀 − 𝛼

)

F(𝜑, 𝜃t𝜔) =
(

𝜎z(𝜃t𝜔)𝜑1
−𝜎

(
𝜑2 − 𝜀𝜑1 + 𝜎𝜑1z(𝜃t𝜔)

)
z(𝜃t𝜔)

)

+
(

0
(𝜇 − 𝛼 + 𝜀)𝜎z(𝜃t𝜔)𝜑1 + [v(𝜑1) + F0, 𝜑1]

)

Then the system (9) can be written as the following abstract evolution equation:

d𝜑
dt

= L𝜑 + F(𝜑, 𝜃t𝜔) (10)

It follows from [17] that L is the infinitesimal generator of a C0-semigroup eLt on E.

According to Lemma 1, it is easy to check that F(𝜑, 𝜃t𝜔) ∶ E → E is local Lipschitz.

With the similar arguments in [17], the mild solution of System (10) is existence and

uniqueness. And the solution can be expressed as

𝜑(t) = 𝜑(t, 𝜔;𝜑
𝜏

(𝜔)) = eL(t−𝜏)𝜑
𝜏

(𝜔) + ∫
t

𝜏

eL(t−s)F(𝜑, 𝜃s𝜔)ds

for any 𝜑

𝜏

(𝜔) ∈ E and ∀ 𝜔 ∈ 𝛺. Then the following theorem holds

Theorem 1 For any T > 0,

(i) if 𝜑
𝜏

∈ E, then 𝜑(t) ∈ C([𝜏, 𝜏 + T);H2
0(D)) × C([𝜏, 𝜏 + T);L2(D)).

(ii) 𝜑(t, 𝜃
𝜏

;𝜑
𝜏

(𝜔)) is jointly continuous in t and 𝜑
𝜏

(𝜔).

By Theorem 1, the solution mapping

S
𝜀

(t, 𝜔) ∶ 𝜑0(𝜔) → 𝜑(t, 𝜔;𝜑0(𝜔)), E → E (11)

generates a RDS. With the analogical arguments in [11], the system (8) also deter-

mines a RDS S(t, 𝜔) = R(𝜃t𝜔)S𝜔(t, 𝜀)R−1(𝜔), where R(𝜃t𝜔) ∶ (u0, u1) → (u0, u1 +
𝜀u0 − 𝜎u0z(𝜃t𝜔).

4 Random Attractors

In this section, the main results about random attractors for RDS corresponding to

system (3a)–(3f) are given.

First, a theorem that give a criterion to the existence of random attractors for a

RDS is presented as follow
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Theorem 2 Let 𝜙 be a RDS on a Polish space (X, d) with Borel 𝜎-algebra B over
the flow {𝜃t}t∈ℝ on a probability space (𝛺,F ,P). Suppose there exists an absorbing
set in X, and for any (nonrandom) bound set B ⊂ X, the set {𝜙(tn, 𝜃−tn𝜔)un}

∞
n=1 is

relatively compact in X, where tn → +∞, and {un}∞n=1 ⊂ B. Then the set

A(𝜔) =
⋃
B⊂X

𝛬B(𝜔)

is the random attractors for 𝜙, where the union is taken over all bounded set B ⊂ X,
and 𝛬B(𝜔) is the 𝜔-limit set B given by

𝛬B(𝜔) =
⋂
s≥0

⋃
t≥s

𝜙(t, 𝜃−t𝜔)B

Moreover, the random attractor is unique.

Proof The proof is quite similar to the proof of Proposition 3.6 and Theorem 3.11

in [3].

In order to apply Theorem 2 to prove the existence of random attractors, first, it is

necessary that the RDS S(t, 𝜔) owns an absorbing set in E.

Lemma 2 Suppose ‖F0‖W2,∞(D) <
𝜀

4
, let𝜓 ∈ E be a solution of system (10), with ini-

tial value𝜓−𝜏 = (u0, u1) ∈ E. 𝜌(𝜔) is a random variable. For any bounded (nonrand-
nom) set B ⊂ E, P − a.s. there exists a TB(𝜔) > 0 such that for any 𝜓−𝜏 = (u0, u1) ∈
B,∀𝜏 > TB(𝜔), ‖𝜓(𝜏, 𝜃−𝜏𝜔;𝜓−𝜏)‖E ≤ 𝜌(𝜔) (12)

for large enough 𝜇 in (7).

Proof Let 𝜑 be a solution of the System (9) with the initial value 𝜑−𝜏 = (u0, u1 +
𝜀u0 − 𝜎uz(𝜃−𝜏𝜔))T . Taking the inner product (⋅, ⋅)E of (9) with 𝜑, we have

1
2
d
dt

(‖𝜑1‖22 + ‖𝜑2‖2) = (L𝜑,𝜑)E + (F(𝜑, 𝜃t𝜔), 𝜑)E (13)

Let E (𝜑1, 𝜑2) =
(
‖𝜑1‖2H2

0
+ ‖𝜑2‖22 + 1

2
‖𝛥v(𝜑1)‖22

)
, by the Cauchy–Schwartz

inequality, it can be found that

(
𝜎z(𝜃t𝜔)𝜑1, 𝜑1

)
H2

0
≤ |𝜎z(𝜃t𝜔)|‖𝜑1‖22 ≤ 2|𝜎z(𝜃t𝜔)|E (𝜑1, 𝜑2) (14)

(−𝜎z(𝜃t𝜔)𝜑2, 𝜑2)2 ≤ |𝜎z(𝜃t𝜔|‖𝜑‖22 ≤ |𝜎z(𝜃t𝜔|E (𝜑1, 𝜑2) (15)

(
𝜎z(𝜃t𝜔)𝜀𝜑1, 𝜑2

)
2 ≤ 1

2
√
𝜆1

|𝜀𝜎z(𝜃t𝜔)|E (𝜑1, 𝜑2) (16)
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with the Properties 1.4.2 in [2], the following relations hold

∫D
[v, 𝜑1]𝜑2dx = ∫D

[(𝜑1)t, 𝜑1]vdx + 𝜀∫D
[𝜑1, 𝜑1]vdx − 𝜎z(𝜃t𝜔)∫D

[𝜑1, 𝜑1]vdx

≤ −1
2 ∫D

(𝛥2v)tvdx − 𝜀∫D
𝛥

2vvdx + |𝜎z(𝜃t𝜔)|∫D
𝛥

2vvdx

= −1
4
d
dt
‖𝛥v‖2 − 𝜀‖𝛥v‖2 + |𝜎z(𝜃t𝜔)|‖𝛥v‖2

and

∫D
[F, 𝜑1]𝜑2dx ≤ 4‖F‖W2,+∞‖𝜑‖H2

0
‖𝜑‖2

≤ 2‖F‖W2,+∞

(‖𝜑‖22 + ‖𝜑‖2)

then

(
[v(𝜑1) + F0, 𝜑1], 𝜑2

) ≤ − 1
4
d
dt
‖𝛥v‖2 − 𝜀‖𝛥v‖2 + |𝜎z(𝜃t𝜔)|‖𝛥v‖2

+ 2‖F‖W2,+∞

(‖𝜑‖22 + ‖𝜑‖2) (17)

According Lemma 3 in [11], the relations (13)–(17) and Lemma 3 in [11] imply that,

for a large enough 𝜇 in (7), the following hold

1
2
d
dt
E (𝜑1, 𝜑2) ≤ −

(
𝜀

2
− 2‖F‖W2,+∞

)
E (𝜑1, 𝜑2)

+ 1
2
√
𝜆1

(|𝜎 (𝜇 + 2𝜀 − 𝛼) ||z(𝜃t𝜔)| + |𝜎z(𝜃t𝜔)|2)E (𝜑1, 𝜑2)

+ 1
2𝛼

‖p‖2 (18)

Let 𝜀0 =
(
𝜀 − 4‖F‖W2,+∞

)
, then, for ∀t ≤ 0,

E (𝜑1, 𝜑2)(0) ≤ e
(
𝜀0t+∫ 0

t
1√
𝜆1
(|𝜎(𝜇+2𝜀−𝛼)||z(𝜃s𝜔)|+|𝜎z(𝜃s𝜔)|2)ds

)
E (𝜑1, 𝜑2)(t)

+ ∫
0

t
e
(
𝜀0k+∫ 0

k
1√
𝜆1
(|𝜎(𝜇+2𝜀−𝛼)||z(𝜃s𝜔)|+|𝜎z(𝜃s𝜔)|2ds)

)
1
2𝛼

‖p‖22dk
By the relation between 𝜑 and 𝜓 ,

‖(𝜓1, 𝜓2)‖2E(0) = ‖𝜑1‖22 + ‖𝜑2 − 𝜀𝜑1 + 𝜎z𝜑1‖2(0)
≤ ‖𝜑1‖22 + ‖𝜑2‖2 + ‖𝜀𝜑1‖ + ‖𝜎z𝜑1‖2(0)
≤ (2 + 𝜀

2 + |𝜎z(𝜔)|2)
(
eg1(t)E (𝜑1, 𝜑2)(t) + ∫

0

t

eg2(k)
2𝛼

‖p‖22dk
)
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where

g1(t) =

(
𝜀0t + ∫

0

t

1√
𝜆1

(|𝜎 (𝜇 + 2𝜀 − 𝛼) ||z(𝜃s𝜔)| + |𝜎z(𝜃s𝜔)|2) ds
)

and

g2(k) =

(
𝜀0k + ∫

0

k

1√
𝜆1

(|𝜎 (𝜇 + 2𝜀 − 𝛼) ||z(𝜃s𝜔)| + |𝜎z(𝜃s𝜔)|2) ds
)

By Lemma 1 in [11] and Lemma 1, it can be concluded that for any nonrandom

bounded set B ⊂ E with radius r(B),P − a.s. there exists TB(𝜔) > 0 such that for any

𝜏 > TB(𝜔),
(eg1E (𝜑1, 𝜑2))(−𝜏) < 1

then, ‖(𝜓1, 𝜓2)‖2E(0) ≤ 𝜌(𝜔)

where

𝜌(𝜔) = (2 + 𝜀

2 + |𝜎z(𝜔)|2)
(
1 + ∫

0

−∞

eg2(k)
2𝛼

‖p‖22dk
)

Thus, the proof completed.

Remark 1 In practical problem, F0 contains the longitudinal external force. From

(18), it can be found that, if the F0 is too large, then the decay estimation is imprac-

ticable, the system may be unstable, This conforms the phenomenon in engineering.

Now, let us turns to concern with the compactness requested in Theorem (2).

Lemma 3 Assume B is a bounded subset of E. Then for any 𝜀 > 0 there exists T =
TB(𝜀, 𝜔) such that

lim sup
n→∞

sup
p∈ℕ

‖S(T , 𝜃−T𝜔)𝜓n+p − S(T , 𝜃−T𝜔)𝜓n‖E ≤ 𝜀 (19)

where {𝜓n} is a sequence in B and {S(T , 𝜃−T𝜔)𝜓n} weakly star converges in L∞
(0,∞;E)).

Proof Let 𝜑n+p = S
𝜀

(t, 𝜃−t𝜔)𝜑−t,n+p, 𝜑n = S
𝜀

(t, 𝜃−t𝜔)𝜑−t,n where 𝜑−t,n+p =
R(𝜃−t𝜔)𝜓n+p, 𝜑−t,n = R(𝜃−t𝜔)𝜓n. Similar as the estimation of Lemma 2, properly

chose 𝜇, we have
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1
2
d
dt

(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖2)

+
𝜀 − ‖F0‖W2,+∞

2
(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖2)

≤ k1(1 + 𝜀)(|z(𝜃t𝜔)| + |z(𝜃t𝜔)|2) (‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖2)
+
(
[v(𝜑n+p,1), 𝜑n+p,1] − [v(𝜑n,1), 𝜑n,1], 𝜑n+p,2 − 𝜑n,2

)
2 (20)

Set 𝛿 = 𝜀

2
− ‖F0‖2,+∞

2
, then

1
2
(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖2) (0)

+ 𝛿 ∫
0

s

(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖2) (𝜏)d𝜏
≤ ∫

0

s
𝜎z(𝜃t𝜔)‖𝜑n+p,1 − 𝜑n,1‖22(𝜏)d𝜏 + ∫

0

s
|𝜎z(𝜃t𝜔)|‖𝜑n+p,2 − 𝜑n,2‖22(𝜏)d𝜏

+ ∫
0

s

|||𝜎
(
𝜇 + 2𝜀 − 𝛼 − 𝜎z(𝜃t𝜔)

)
z(𝜃t𝜔)

||| (𝜑n+p,1 − 𝜑n,1, 𝜑n+p,2 − 𝜑n,2)2(𝜏)d𝜏

+ ∫
0

s

(
[v(𝜑n+p,1), 𝜑n+p,1] − [v(𝜑n,1), 𝜑n,1], 𝜑n+p,2 − 𝜑n,2

)
2 (𝜏)d𝜏

+ 1
2
(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖2) (s) (21)

from which,

T
2
(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖22) (0)

≤ ∫
0

s
𝜎z(𝜃t𝜔)‖𝜑n+p,1 − 𝜑n,1‖22(𝜏)d𝜏 + 1

2
(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖2) (s)

+ ∫
0

s

|||𝜎
(
𝜇 + 2𝜀 − 𝛼 − 𝜎z(𝜃t𝜔)

)
z(𝜃t𝜔)

||| (𝜑n+p,1 − 𝜑n,1, 𝜑n+p,2 − 𝜑n,2)2(𝜏)d𝜏

+ ∫
0

s
|𝜎z(𝜃t𝜔)|‖𝜑n+p,2 − 𝜑n,2‖22(𝜏)d𝜏

+ ∫
0

s

(
[v(𝜑n+p,1), 𝜑n+p,1] − [v(𝜑n,1), 𝜑n,1], 𝜑n+p,2 − 𝜑n,2

)
2 (𝜏)d𝜏

similar estimations for 𝛿 ∫ 0
s
(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖22) (𝜏)d𝜏 can also be

obtained, then
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(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖2) (0)
≤ 1
T ∫

0

T ∫
0

s
|𝜎z(𝜃t𝜔)|‖𝜑n+p,1 − 𝜑n,1‖22(𝜏)d𝜏ds + 1

T ∫
0

T ∫
0

s
|𝜎z(𝜃t𝜔)|2‖𝜓2 − 𝜒2‖22(𝜏)d𝜏ds

+ 1
T ∫

0

T ∫
0

s

|||𝜎
(
𝜇 + 2𝜀 − 𝛼 − 𝜎z(𝜃t𝜔)

)
z(𝜃t𝜔)

|||
2
(𝜑n+p,1 − 𝜑n,1, 𝜑n+p,2 − 𝜑n,2)2(𝜏)d𝜏ds

+ 1
T ∫

0

T ∫
0

s

(
[v(𝜑n+p,1, 𝜑n+p,1] − [v(𝜑n,1, 𝜑n,1], 𝜑n+p,2 − 𝜑n,2

)
(𝜏)d𝜏ds

+ 𝛿

T

[
∫

0

s
𝜎z(𝜃t𝜔)‖𝜑n+p,1 − 𝜑n,1‖22(𝜏)d𝜏

+ ∫
0

s

|||𝜎
(
𝜇 + 2𝜀 − 𝛼 − 𝜎z(𝜃t𝜔)

)
z(𝜃t𝜔)

||| (𝜑n+p,1 − 𝜑n,1, 𝜑n+p,2 − 𝜑n,2)2(𝜏)d𝜏

+ ∫
0

s
|𝜎z(𝜃t𝜔)|𝜑n+p,2 − 𝜑n,2(𝜏)d𝜏

+ ∫
0

s

(
[v(𝜑n+p,1), 𝜑n+p,1] − [v(𝜑n+p,1), 𝜑n+p,1], 𝜑n+p,2 − 𝜑n,2

)
2 (𝜏)d𝜏

+ 1
2
(‖𝜑n+p,1 − 𝜑n,1‖22 + ‖𝜑n+p,2 − 𝜑n,2‖2) (s)

]
(22)

It now in the position to adapt the Lemma 4 in [15]. Combine with the Lemma 1 in

[11] and the relation between S(t, 𝜔) and S
𝜀

(t, 𝜀), this theorem can be proved.

According to Lemma 3, the following results holds

Lemma 4 For any bounded set B ⊂ E, the set {S(tn)𝜓n}∞n=1 is relatively compact in
E, where tn → ∞ and {𝜃n}∞n=1 ⊂ B.

Proof This is the stochastic version of Theorem 2 in [15]. Rely on Kuratowski 𝛼−
measure of noncompactness, the proof is very similar to Proposition 7.1.12 in [2].

By Theorem 2, Lemmas 2–4, the main result can be formulated

Theorem 3 The RDS associated with (3a)–(3f) has a random attractors in E.
In the present article, the existence of random attractors of the Von Karman plate

equation without rotational inertia has been discussed. On the other hand, one of

the most interesting properties of attractors for deterministic infinite-dimensional

dynamical systems is that these compact sets are in fact finite-dimensional sub-

sets of the original phase space [18], this result reveal the fact that the asymptotic

behavior of these systems can be described using a finite number of degrees of free-

dom. In some cases, the random attractor is finite dimensional also, there exist some

approaches to estimate the dimension of random attractors, such as the methods in

[19–22]. From the practical view, the numerical result that based on the Approxi-

mate Inertial Manifolds for Von Karman plate equation without rotational inertia is

also important and meaningful. The authors will pursue this line of research in the

near future.

Acknowledgment This research was supported by NSFC (NO.91216106 and NO.11472089)



70 H. Chen et al.

References

1. Amabili, M.: Nonlinear vibrations and stability of shells and plates. Cambridge University

Press, Cambridge (2008).

2. Chueshov, I., Lasiecka, I.: Von Karman Evolution Equations: Well-posedness and Long Time

Dynamics. Springer Science & Business Media, Berlin-Heidenburg (2010).

3. Crauel, H., Flandoli, F.: Attractors for random dynamical systems, Prob. Theory and Related

Fields. 100, 365–393 (1994).

4. Crauel, H., Debussche, A., Flandoli, F.: Random attractors, J. Dynam. Differential Equations,

9(2), 307–341 (1997).

5. Schmalfuss, B.: Measure attractors and stochastic attractors. Inst. für Dynamische Systeme.

Fachbereich Mathematik and Informatik, 1995.

6. Arnold, L., Schmalfuss, B.: Fixed points and attractors for random dynamical systems, IUTAM

Symposium on Advances in Nonlinear Stochastic Mechanics. Springer Netherlands (1996)

7. Arnold, L.: Random dynamical systems. Springer Science & Business Media, Berlin-

Heidenburg (2013).

8. Bates, P., Lu, K., Wang, B.: Random attractors for stochastic Reaction-Diffusion equations on

unbounded domains, J. Differ. Equations. 246, 845–869 (2009).

9. T. Caraballo, T., Langa, J.A., Robinson, J.C.: Stability and random attractors for a reaction-

diffusion equation with multiplicative noise. Discrete. Cont. Dyn. 6(4), 875–892 (2000).

10. Fan, X.: Random attractor for a damped Sine-Gordon equation with white noise. Pacific J. of

Math., 216(1), 63–76 (2004).

11. Fan, X.: Attractors for a damped stochastic wave equation of Sine- Gordon type with sublinear

multiplicative noise. Stoc. Anal. Appl., 24, 767–793 (2006).

12. Zhou, S., Yin, F., Ouyang, Z.: Random attractor for damped nonlinear wave equations with

white noise. SIAM J. Appl. Dyn. Syst. 4(4), 883–903 (2005).

13. Fan, X., Chen, H.: Attractors for the stochastic reaction-diffusion equation driven by linear

multiplicative noise with a variable coefficient. J. Math. Anal. Appl. 398(2),715–728 (2013).

14. Chueshov, I.: Regularity of solutions and approximate inertial manifolds for von Karman evo-

lution equations. Math. Methods. Appl. Sci. 17(9), 667–680 (1994).

15. Khanmamedov, A.K.: Global attractors for von Karman equations with nonlinear interior dis-

sipation. J. Math. Anal. Appl. 318(1): 92–101 (2006).

16. Khanmamedov, A.K.: Finite dimensionality of the global attractors for von Karman equations

with nonlinear interior dissipation. Nonlinear Anal.-Theor. 66(1), 204–213 (2007).

17. Lions, J.L.: Quelques méthodes de résolution des problèmes aux limites non linéaires. Dunod,

Paris (1969)

18. Temam, R. Infinite dimensional dynamical systems in mechanics and physics. Springer-Verlag,

New York (1997).

19. Crauel, H., Flandoli, F.: Hausdorff dimension of invariant sets for random dynamical systems,

J. Dynam. Differ. Equs. 10(3), 449–474 (1998).

20. Debussche, A.: On the finite dimensionality of random attractors. Stoc. Anal. Appl. 15(4),
473–492 (1997).

21. Debussche, A.: Hausdorff dimension of a random invariant set, J. Math. Pure Appl., 77, 967–

988 (1998).

22. Langa J.A., Robinson, J.C.: Fractal dimension of a random invariant set. J. Math. Pure. Appl.

2006, 85(2): 269–294.



The Use of Fuzzy Logic in the Control
of an Inverted Pendulum

Adrian Chmielewski, Robert Gumiński, Paweł Maciąg
and Jędrzej Mączak

Abstract Fuzzy logic control is an example of the type of developing the control
algorithms using softcomputing, reflecting the imperfections of the real world. The
main principle of this type of programming and, therefore, fuzzy logic is to use
uncertainty and a part of the truth hidden in the received information in order to
achieve the stability and the shortest possible time and simplicity of the imple-
mentation. The paper presents an example of using the fuzzy controller in order to
maintain proper control of an inverted pendulum. Prepared model of an inverted
pendulum pivotally mounted on a carriage represents a nonlinear dynamic object
with two degrees of freedom. Control of the system is accomplished by force
extortion of the corresponding displacement of the carriage. On the basis of derived
equations of motion, the dynamic model of the system in Matlab/Simulink was
prepared. At the stage of building a fuzzy controller, they proposed input and output
linguistic variables with the respective functions of belonging and base rules. In this
paper, the results of a simulation operation of the system of fuzzy logic were
presented. Also the advantages and disadvantages of the proposed control method
were discussed.
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1 Introduction

Modelling the qualities of physical objects is particularly vital from the cognitive
standpoint as well as the predictive perspective [3–5, 12–14]. There are many
modelling methods, this article focuses on fuzzy logic. The main use of fuzzy logic
is supporting the systems of control, regulation and decision-taking. This is quite a
new mathematical problem, because at the first time it was heard of was in the
1960s of the last century. It is based on the theory of fuzzy sets introduced by [20].
In the beginning it was just one of numerous mathematical theories, however,
Zadeh’s work was promptly built upon by such scientists as Mamdani [9], Sugeno
or Yager [17, 18], to create the form enabling its application in industrial tech-
nology, house technology and medicine (Angiulli and Versaci [1], (Alhanjouri and
Alhaddad [2, 8]. In the case of fuzzy sets, the membership of elements in a set can
be partial, i.e. the membership function adopts values from the range [0, 1], unlike
in the classical set theory, where an element either belongs or does not belong to the
set, which means the membership function adopts values 0 or 1. For this reason,
fuzzy logic can be described in simplest terms as multivalent logic, a generalisation
of classical logic based on classical set theory [15]. It is worth mentioning that
fuzzy logic is based to a large degree on linguistic quantities, i.e. variables, the
values of which are words, not numbers. Although words are less precise than
numbers, their application is more approximate to human nature. Additionally, each
piece of “precise” information expressed by a number is laden with measurement
error, thus it is also imprecise. This is why operating with words allows for using
tolerance towards the lack of precision of information, due to which costs of the
solution can be lowered.

Fuzzy logic is an example of control form using softcomputing [19]. Opposite to
traditional programming, softcomputing uses imperfection of the real world. The
main principle of the above form of programming, thus of fuzzy logic, too, is using
uncertainty and a part of hidden truth in the received information in order to obtain
the highest possible execution speed, stability and simplicity of achieving the
solution.

A typical scheme of the fuzzy system operation consists of several stages:
fuzzification, inference on the basis of rules (implication, aggregation) and
defuzzification [16, 6]. Inference takes place on the basis of the principles written
for the fuzzy sets. As a consequence, the data fed at the input to the controller
undergo fuzzification, i.e. for the existing variable value, a degree of membership in
fuzzy sets of linguistic variable is defined. In this step, the functions of membership
to individual sets of input variables are used. The rule base includes rules of
conduct for the cases which can occur during the process, it is registered in the form
of a set of conditional instructions. There are two most frequently used fuzzy
models: the Mamdani model [9] and Takagi-Sugeno model [11]. In both models
sets of rules are used, in the first, however, the conditional instruction (if-then rule)
consequent is a fuzzy set, whereas in the Takagi-Sugeno model—it is a function of
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input variables. In the controller presented further in this work, the Mamdani model
will be used.

Inferring depends on activating the rules, the conditions of which are fulfilled
and on the change of shape of the membership function of the conclusion set,
depending on the adopted method, through truncating or scaling. The next step is
connecting (aggregation) of sets for every output variable. The last step is
defuzzification, i.e. obtaining a specific numerical value on the basis of a fuzzy
answer. Most frequently, determining the “sharp” value on the basis of the fuzzy set
takes place through determining the set’s centre of gravity; computing the average
from the maxima, choosing the biggest or the smallest of the maxima, the bisection
method, etc., are possible, too.

Later in the article, an example of using fuzzy logic in the system controlling the
position of an inverted pendulum will be presented. The dynamic model of a mobile
carriage with an inverted physical pendulum [7] attached by a joint will be dis-
cussed. This system has been described by means of the differentiation equations of
the pendulum and carriage motion, which subsequently will be fed to the Mat-
lab–Simulink programme (Matlab Documentation Center [10]). The last step will
consist in designing the fuzzy controller maintaining the pendulum in the vertical
position.

2 Description of the Model

Figure 1 shows the diagram of the model, with forces acting on the carriage and
pendulum marked. Below, the description and values of all the physical quantities
necessary for building the dynamic model are presented.

where:
F ½N�—force controlling the carriage,
N, P ½N�—horizontal and vertical component of the reaction force in the joint,
b=0.1 N ⋅ s m̸½ �—coefficient of friction for carriage,
M =0.4 kg½ �—mass of carriage,
m=0.1 kg½ �—mass of pendulum,
l=0.4 m½ �—distance from the joint to the pendulum’s centre of mass,
J ½kgm2�—pendulum moment of inertia,
x ½m�—carriage position,
Θ rad½ �—pendulum position,
xw, yw ½m�—position of pendulum’s centre of gravity.

The above-mentioned system has two degrees of freedom: horizontal transition
of the carriage and the rotation of the pendulum, so the coordinates describing its
present state are Θ and x. In order to derive equations, the coordinate system must
be adopted. The simplest way of conduct assumes the Cartesian system of coor-
dinates with the abscissa of the same direction as the coordinate x marked in Fig. 1,
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and with the ordinate perpendicular to the abscissa and oriented upwards. The
equation of horizontal forces acting on the carriage takes the form:

Mx
..
=F −N − bx ̇ ð1Þ

The equations of forces and moments acting on the pendulum are as follows:

mxw
..
=N ð2Þ

myw
..
=P−mg⇒P=m y

..
+ g

� � ð3Þ

J Θ
..
=Nlsin Θ− 90◦ð Þ−Plsin 180◦ −Θð Þ= −Nlcos Θð Þ−PLsin Θð Þ ð4Þ

Coordinates xw and yw can be shown as direct functions of the pendulum
deviation Θ:

xw = x+ lcos Θ− 90◦ð Þ= x+ lsin Θð Þ ð5Þ

yw = lsin Θ− 90◦ð Þ= − lcos Θð Þ ð6Þ

xẇ = x ̇+ lΘ
.
cos Θð Þ ð7Þ

yẇ = lΘ
.
sin Θð Þ ð8Þ

xw
..
= x

..
+ lΘ

..
cos Θð Þ− lΘ2

.

sin Θð Þ ð9Þ

yw
..
= lΘ

..
sin Θð Þ+ lΘ2

.

cos Θð Þ ð10Þ

Fig. 1 Illustration of the
discussed model of the
carriage and inverted
pendulum
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Substituting expressions (9) and (10) to formulae (2) and (3), allows for
derivation of equations of unknown values of reactions at a pin (Fig. 1):

N =m x
..
+ lΘ

..
cos Θð Þ− lΘ2

.

sin Θð Þ
� �

ð11Þ

P=m g+ lΘ
..
sin Θð Þ+ lΘ2

.

cos Θð Þ
� �

ð12Þ

From this point, forces P and N can be treated as known, therefore, we obtain
equations of the model’s motion from Eqs. (1) and (4):

x
..
=

1
m

F −N − bx ̇½ � ð13Þ

Θ
..
=

1
J

−Nlcos Θð Þ−Plsin Θð Þ½ � ð14Þ

These equations can be fed into the Simulink programme in a simple way in the
purpose of building the simulation model of the considered system (Matlab 2015).
Figure 2 shows a diagram of themodel of the inverted pendulumon amobile carriage.

3 Description of the Fuzzy Controller

The task of the fuzzy controller presented further on in this chapter will be main-
taining the pendulum from the above-mentioned model in the vertical position. The
angle of the pendulum deviation is understood as a deviation from the vertical when

Fig. 2 Diagram of the model of the inverted pendulum on a mobile carriage prepared in the
Matlab&Simulink programme
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the pendulum is turned downwards (Θ=0◦), therefore the work area of the pen-
dulum will be oscillating around the value Θ=180◦, i.e. the vertical. The input
values of the controller are linguistic variables: “the angle” of the pendulum
position and “angular velocity” of the pendulum.

The membership functions for the input values are shown in Fig. 3. The values
of all linguistic variables have been defined as the following sets: negative high
(NH), negative low (NL), zero (Zero), positive low (PL), positive high (PH). The
membership functions have been defined as triangular functions with the exception
of two extremes for the linguistic variable “the angle”.

Due to the large number of membership functions in the proximity of the angle
analogous to the preset position, it is possible to determine more precisely its
position with the help of fuzzy numbers, thus determining more precisely the output
value.

The controller’s output is the force F applied to the carriage. Similarly as in the
case of the input membership functions, the output membership functions take the
form of densely distributed fuzzy sets (Fig. 4).

The last element of designing the fuzzy controller is connection of the input
fuzzy sets with the output sets by means of rules in the form of the if-then con-
ditional instructions. The rule base is shown in Table 1. The rule antecedents (input
data) have their representations in rows (angle) and columns (angular velocity),
whereas the consequents have been placed in the matrix cells.

Taking a look at Table 1 enables the observation that using fuzzy logic in
controlling is intuitive and versatile. After defining a series of membership func-
tions, the controller’s behaviour can be unequivocally described with their help and
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using the rule base, which is analogous to human intuition: the pendulum drops to
the right—push the carriage to the left; the pendulum is in position but about to start
falling—push it so that it keeps resting, the pendulum is tilted to the left, but strives
towards the equilibrium position—do not do anything, etc.

In the course of constructing the controller, a subjective perception of the issue is
taken into consideration, that is why the controller prepared by a different author
can have a differently defined fuzzy sets and rules.

Figure 5 shows the model of the object connected with the above-mentioned
fuzzy controller. The controlled object is presented in the form of a submodel; a
detailed model of an inverted pendulum is shown in Fig. 2.
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Table 1 Rule bases of the
controller responsible for the
pendulum position

Angular velocity

Angle UW UN Zero DN DW
UW R1: R2: R3: R4: R5:

PH PH PH PL Zero
UN R6: R7: R8: R9: R10:

PH PH PL Zero Zero
Zero R11: R12: R13: R14: R15:

PL PL Zero NL NL
DN R16: R17: R18: R19: R20:

Zero Zero NL NH NH
DW R21: R22: R23: R24: R25:

Zero NL NH NH NH
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4 Results of Controlling the Inverted Pendulum

In order to evaluate the controller’s work, a series of simulations has been per-
formed, with different initial conditions. They have been described at the beginning
of each simulation. All simulations have one characteristic in common, constant
initial velocity of the carriage. The results are presented below in the form of the
charts of the function of the pendulum position, its velocity and force F, i.e. input
and output quantities from the controller. Each flow chart is accompanied by a short
commentary.

The first simulation has been carried out for the following initial conditions:
Θ=160◦, Θ=0◦ s̸. After the simulation was started, as a result of immediate
application of force on the carriage (Fig. 6), a sudden increase of angular velocity of
the pendulum and a linear angle growth to the required value take place; next, the
negative force, which lead the pendulum to the stand-still in the vertical position
occurs, causes the decrease in the pendulum velocity. The occurring force values
are of impulse character. This results from the fact that fuzzy sets for “big” force
values were defined for the output variable. The simulations’ initial conditions
cause activation of the rule No. 3 (Table 1), which produces a fuzzy set “Positive
High”, and after defuzzification—the force equal to approximately 80 N, and, in
consequence, an increase in the pendulum angular velocity. Subsequently, the
increasing pendulum velocity causes activation of the rule No. 4 (which has a set of
forces PL “Positive Low” registered in the consequent), and next, of the rule No. 5,
which results in acquiring the forces from the “Zero” set at the simultaneous
decrease in meaning of the third rule, and as a consequence the force value amounts
to approximately 0 N.

In the case when the angle adopts the value of approximately 180°, the force
adopts negative values, which is related to activation of the rules 14 and 15. It
should be also emphasised that the suggested rules and fuzzy sets do not allow for

Fig. 5 Diagram of a control system of inverted pendulum
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acceleration of the pendulum over 75°/sin spite of big values of forces. The
achieved result of decrease in the force value with increase in the angular velocity,
and limiting the pendulum angular velocity, prevents occurrence of pendulum
oscillations. Defining the fuzzy sets for the linguistic variable “angular velocity”
within the range (−75, 75) causes negative results, too, i.e. when the pendulum has
the speed from outside this range (for example initial conditions), the controlling
force will equal zero (for the presented rule base). Limiting the velocity can be
imposed also at the object’s model but causing limitations in the controller has an
advantage in the case of implementation of this algorithm at the real object.

The second simulation was carried out for the initial angle value of Θ=185◦ and
angular velocity Θ= − 25◦ s̸. In the case of this simulation, the pendulum is
slightly deviated from the position of equilibrium, but it has a speed value assigned,
due to which it seeks the equilibrium position. The input data to the fuzzy system in
the form of initial conditions cause activation of the rule No. 17 (Table 1), which
has a fuzzy set “Zero” registered in the consequent. As a consequence, for nearly
0.2 s the force value is equal to approximately 0 N (Fig. 7); the occurence of a
small value of force (∼0 N) is caused by a slight decrease in the pendulum angular
velocity resulting from the action of the gravitational force (friction at the joint was
neglected in the model), which results in activating the rule No. 18. After nearly
0.2 s, the angle value amounts to around 180°, which activates the rule
No. 7 causing the occurrence of the force of about 40 N lowering the velocity of the
pendulum. The pendulum achieves the predetermined position.

The third simulation was started for the pendulum deviation from the vertical
Θ=200◦, and the deviation increases due to the initial velocity Θ=30◦ s̸.

Fig. 6 Curves of angle, angular velocity and force for initial conditions: Θ=160◦, Θ
.
= 0◦ s̸
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The input signals to the fuzzy control system comply with the rule Nos. 24 and
25, which produce at the output “Negative High” the set of forces (Table 1), that is
why the force value after starting the simulation amounts to about—83 N (Fig. 8).
Operation of this force, increasing after activation of the rules 23 and subsequently
22 and 21, causes in short time the change of the sign of the angular velocity, and
the pendulum’s return to the preset vertical position. After approximately 0.3 s of

Fig. 7 Curves of angle, angular velocity and force for initial conditions: Θ=185◦, Θ
.
= − 25◦ s̸

Fig. 8 Curves of angle, angular velocity and force for initial conditions: Θ=200◦, Θ
.
= 30◦ s̸
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the simulation, the drop in value of the angular velocity (a module) is visible, as a
result of a total deactivation of the rule No. 22 (which causes maintaining the force
value below zero), and a result of operation of the gravitational force. When the
value of the angle approaches 180°, the rules 11 and 12 are activated, reciprocating
the force values from the “Positive Low” set, and in consequence, the impulse force
with the value of about 50 N, and in consequence, maintaining the pendulum in the
desired position.

5 Conclusions

The article discusses the general outline of control using a fuzzy logic with an
example of application. Operation of the controller has been presented for three
simulations with different initial conditions. Clarity and possibility of understanding
the controller’s operations in different situations enable achieving the effects of
regulation depending on the assumed aims.

In the analysis of the obtained simulation results, the effectiveness of the con-
troller operation has not been evaluated; the way of controller’s operation during
individual phases of bringing the pendulum to the predetermined vertical position
has been discussed. However, attention should be paid to proper functioning of the
controller while maintaining the pendulum in the predetermined vertical position
for any initial conditions from the assumed range.
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Artificial Neural Network for Stabilization
of the Flexible Rope Submerged in Sea
Water

Łukasz Drąg

Abstract The paper presents an application of artificial neural network to control
the position of the end of the rope. The proposed model allows stabilization of
payload at a given depth despite the sea waves and the sea currents. The flexible
rope is discretized by means of the one of the modifications of rigid finite element
method. For each element of a rope submerged in water, the hydrodynamics forces
are taken into account. The MLP and the RBF types of ANN network are con-
sidered. Selection of ANN network architecture and calculation of neurons weights
has been made in own software. The influence of the sea environment, vessel
velocity and lumped mass at the end of the rope on the displacement of the end of
the rope is discussed.

1 Introduction

Rapid development of techniques of oil and gas mining from sea and ocean beds
has been driven in the last few decades by depletion of on-shore hydrocarbon
resources. With appropriate computer modelling, new ways were engineered to
extract raw materials from great depths in difficult conditions. Ropes and risers are
important offshore rigging components. From the computational point of view,
these are slender elements with one-dimensional (length) predominant, subject to
large rising movements driven by heave of the sea and ocean currents. Taken into
account in their modelling should be the additional dynamic loads from the aquatic
environment, such as associated water and hydrodynamic drag forces, which sig-
nificantly affect the analyzed systems’ dynamics. Also, modelling this kind of
slender systems gets significantly complicated when they are to be used in control.
Control solutions require repeated integration of the motion equations, even for
tasks whereby dynamic optimization methods are used.
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A solution, with which a mechanical device’s operational parameters may be
selected without the need for repeated remodelling of its dynamics is an artificial
neural network (ANN). With ANN, a numerical simulation’s results may be gen-
eralized based on a number of input parameters selected for the model. In this paper
ANN was used to generalize optimization results obtained from a model of rope
dynamics. With the proposed ANN architecture generalized can be the results of
numerical simulations, winch drum angle selection to stabilize a load suspended
from the rope in the sea wave conditions, with variable parameters of the waves and
base vessel movement. The study deals with two types of neural networks: radial
basis function (RBF) and multilayer preceptor (MLP). Values obtained from ANN
may then be used for control in real time.

2 Model of System

The slender structure modelling in offshore technology deals with complex issues
associated with variable configuration of considered systems, large deflections of
vulnerable members (elements), and intense aquatic environment impact. One of
the many methods used in the dynamic analysis of ropes and risers is the rigid finite
element method [4, 5]. In the method’s classical approach the rigid finite elements
of a spatial arrangement have six degrees of freedom each. Combined, however,
they are by elastic-damping elements, which incorporate shear strength (in two
directions), longitudinal, flexural (in both directions) and torsional. This approach
causes the appearance of high frequency vibration in the dynamic analysis of states
digitized with this method. The advantage of this method is, however, the block
structure of the mass matrix [4, 7]. On the other hand a modification of this method
[1, 7], enables the elimination of high shear and longitudinal stiffness, and provides
continuous movements. This makes, however, the mass matrix full, which signif-
icantly reduces its numerical performance. A detailed description of the method’s
classical formulation and its modification can be found in a monograph [7]. It also
contains numerous examples of the of method’s application in modelling the
vibrations of systems with fixed and variable configurations.

The study uses a new modification of the method, which in this author’s opinion
combine the advantages of its both current formulas without their disadvantages.
Thus it allows to eliminate high shear stiffness, and also (if allowed) longitudinal
and torsional stiffness without significant changes in the overall algorithm devel-
oped for generation of slender system’s motion equations. It also retains the block
structure of the mass matrix. This is achieved by separating rigid finite elements as
in the classical method, and then connecting them by displacement equation of
geometric constraints. The new modification of the method has been described in
detail in a publication [3].

Due to the high numerical efficiency of the RFE method, modification it is
applicable to rope discretization in a dynamic optimization task. The dynamic
optimization task reported hereinafter is shown in Fig. 1. It consists in determining
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the angle of the winch drum rotation φðtÞ, at which the load is at a constant distance
from the sea bottom surface.

Motion equations for the whole system are derived from Lagrange equations:

d
dt

∂E
∂q̇i

−
∂E
∂qi

+
∂V ðgÞ

∂qi
+

∂V ðeÞ

∂qi
=Qi for i=0, 1, . . . , n ð1Þ

where E= ∑
n

i=0
Ei.

Motion equations of the elements 0 ÷ n of the slender member (rope) can be
written in the form:

Ai qi
..
− D̄Fi −DiFi+1 = −

∂V ðgÞ

∂qi
−

∂V ðeÞ

∂qi
+Qi =bi ð2Þ

With entered vectors:

q=

q0
⋮
qi
⋮
qn

2
6666664

3
7777775

− vector of member0s generalized coordinates, ð3Þ

Fig. 1 Selection of angle of rotation of a hoisting winch
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F=

F0

⋮
Fi

⋮
Fn

2
6666664

3
7777775

− vector of constraint reaction, ð4Þ

Q=

− ∂V ðgÞ
0

∂q0
− ∂V ðeÞ

∂q0
⋮

− ∂V ðgÞ
i

∂qi
− ∂V ðeÞ

∂qi

⋮

− ∂V ðgÞ
n

∂qn
− ∂V ðeÞ

∂qn

2
666666664

3
777777775
− vector of potential forces, ð5Þ

G=

G− 1

⋮
Gi

⋮
Gn− 1

2
6666664

3
7777775

− vector of right sides of constraint equations, ð6Þ

and matrices:

• mass matrix

A=

A0 ⋯ 0 ⋯ 0
⋮ ⋮ ⋮
0 ⋯ Ai ⋯ 0
⋮ ⋮ ⋮
0 ⋯ 0 ⋯ An

2
66664

3
77775 ð7Þ

• constraint reaction coefficient matrix

D=

D̄ D0 0 ⋯ 0 0 0 0 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 ⋯ 0 D̄ Di 0 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 ⋯ 0 0 0 0 ⋯ 0 D̄

2
66664

3
77775 ð8Þ
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then the motion and constraint equations in acceleration form can be written as:

Aq
..
−D ⋅F=Q ð9Þ

DT q
..
=G ð10Þ

Equations (9) and (10) do not contain any force from the aquatic environment
impact.

Analysis of the dynamics of slender members (ropes, risers) submerged in water
requires including hydrodynamic forces in the model. Therefore, the following
forces must be included:

• resistance of the viscous medium which is water,
• inertias, which may include:

– forces due to water movement (sea currents),
– forces due to added mass (associate water),

• buoyant force.

Because of the aquatic environment impact, Eqs. (3), (4), (5), (6), (7), (8) and (9)
have to be modified. Motion equations of elements now take the form of

Mi qi
..
− D̄Fi −DiFi+1 = f i ð11Þ

where Mi =Ai −Mi, a,
f i =bi +Qw, i +QM, i +Qw

I, i +Qa
I, i,

Mi, a—matrix of associate water mass,
Qw, i—generalized force due to buoyancy,
QM, i—generalized force of viscous medium resistance
Qw

I, i—generalized force due to water movement (sea currents)
Qa

I, i—generalized force of added mass (associate water).
The constraint equations do not change. In their general form, the slender

member motion equations, including the water impact, can thus be written as

Mq
..
−DF= f ð12Þ

DT q
..
=G ð13Þ

where M= diag M0,M1, . . . ,Mnf g block-diagonal matrix,

D,F—determined in (3), (4), (5), (6), (7), (8), f = fT0 , f
T
1 , . . . , f

T
n

� � T
.

The particular (block-diagonal) form should be emphasized for the matrix of
inertias (masses) M, and for the constraint reaction matrix D. This allows to use
their forms to develop an effective algorithm for integration of Eqs. (12) and (13).
Formulation of the constraint equations in the acceleration form, required, however,
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supplementing the integration algorithm with a constraints stabilization procedure.
The Baumgart method was used in this study.

For the purpose of this study, to solve an optimization task, a model is applied
with five degrees of freedom, wherein the generalized coordinates vector is

qi = xi, 1 xi, 2 xi, 3 φi, 3 φi, 2
� � T ð14Þ

The model neglects longitudinal and torsion strains in members, and the coef-
ficients of stiffness reproduce only the member’s flexural susceptibility. It is
acceptable and justified in analyzing rope and riser dynamics. This allows to extend
the step of system motion equations integration.

3 Optimization Task

The study considered a model system consisting of a drive drum and a rope
(Fig. 2). Movement of the vessel, on which the rope winch is installed, is known.
Provided that drum radius R is small, it is assumed that An+1 coordinates are defined
as follows: xAn+1 = xĀðtÞ, yAn+1 = yĀðtÞ, zAn+1 = zĀðtÞ.

Load location height above the sea floor can be adjusted by the winch drum. The
drum’s rotation changes the length of the line, on which the load is suspended. In
the present dynamic optimization task, the course of the drum winch rotation is
chosen so that, despite the vessel’s horizontal and vertical motion, the load is
stabilized at predetermined distance δ from the seabed.

Fig. 2 Model of the system
used for dynamic optimisation
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In this optimization task, the vertical displacement of point A is neglected. As
demonstrated in study [2], the displacements can be compensated by adoption:

φ=φðzĀÞ+φðxĀ, yĀÞ ð15Þ

where φðzĀÞ= z ̄A
R , R—drum winch radius.

The objective function was defined as follows:

Ω=
1
T

ZT
0

zA0 + zsb − zðx, yÞ− δð Þ2dt
2
4

3
5

1
2

ð16Þ

where zðx, yÞ—function describing the seabed topographical features,
zsb—seabed depth for A0 at time t=0, zsb = − zA0 jt=0 − δ

� �
.

The seabed topographical features are described by following function:

zðx, yÞ= k exp −
ðx− x0Þ

p

� �2

−
ðy− y0Þ

q

� �2
 !

ð17Þ

where x0, y0, k, p, q—function parameters describing the sea bottom profile.
Calculation of functional Ω requires the integration of motion Eqs. (12) and (13)

to determine the function determining x ̄AðtÞ, yĀðtÞ. To reduce the issue to nonlinear
optimization problem, it was assumed that function φðtÞ is defined as a third degree
spline. Looked for are its values φi =φðtiÞ at equally spaced points in interval
⟨0; T⟩:

ti = i ⋅
T
p

for i=1, . . . , p, ð18Þ

where T—motion simulation time, p—number of sub-intervals in ⟨0; T⟩.
It is assumed that value of φ0 =φð0Þ=0 is known and results from the initial

system configuration. The task of minimizing functional (16) comes down, there-
fore, to seeking such values φ1 ÷ φp being components of vector

f = φ1,φ2, . . . ,φp

� �T , which satisfy constraints φi, min ≤φi ≤φi, max and minimize
functional Ω=Ω(f) from (16).

To solve the problem of nonlinear optimization, the creeping simplex method
was used. The motion equations were integrated by fourth order Runge–Kutta
method with integration step h=0.1 s. It was assumed in the calculations that the
optimization process is completed upon a pre-set reduction of the function, or upon
completion of a specified number of optimization steps.
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4 ANN for Payload Stabilization

Since solving an optimization task with the method presented in the previous
section takes few minutes, this method is unsuitable for control in real time. In this
study, to approximate the results of dynamic optimization, selection of the angle of
rope winding/unwinding on/from winch drum, artificial neural networks were
proposed. Considered were sigmoid networks (MLP—Multilayer Perceptron) and
radial networks (RBF—Radial Basis Function) [6]. Both types of networks have
five input variables (m—lumped mass at the end of rope, vx,vy—vessel movement
speed in directions x and y, tx, ty—delay in vessel movement start in direction of
x and y) and one permanent input (bias), and at the output vector p of output signals
corresponding to the drum rotation angles φi in time ti (Fig. 3). The learning set and
a validation set were setup for data acquired in the dynamic optimization for 405
cases which are combinations of parameters m∈ ⟨0; 1000⟩ kg for five equal dis-
tribution points, vx, vy ∈ ⟨0.75; 1.25⟩ m/s for three points of equal distribution and
tx, ty ∈ ⟨0; 10⟩ s also for three points of equal distribution.

The appropriate network architecture (number of hidden layer neurons) was
determined, and the weights were calculated using proprietary software ANN 2.0.
The software was developed in Delphi environment and allows calculations a lot of
cases divided into multiple threads. The use of multiple processor cores in calcu-
lation significantly reduces the time needed to test multiple configurations of neural
network. The calculations herein reported refer to neural networks with one hidden
layer. The search for the optimal architecture of the network with learning error
below permissible error E consisted of increasing the hidden layer neurons, and
multiple learning the network for random initial weights.

Multilayer perceptron (MLP) with one-way structure requires iterative learning.
For weight calculation ANN 2.0 used an error back-propagation algorithm for
random selection of the learning patterns. As the neuron activation function in the

Fig. 3 Structure of the artificial neural networks used for payload stabilization. a RBF network.
b MLP network
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hidden and output layers a sigmoid function was adopted. Learning in a RBF
network is a two-phase process: In the first phase, a certain number and parameters
of centres, radial function, is deployed. Values of the weights connecting radial
functions with output neurons will be determined in the second phase. In the case of
identical forms of the activation function at outputs, to calculate weights requires
the designation of inverse matrix, which is done directly and does not require
time-consuming iterative process.

Winch drum rotation angle φ for one neuron at the output depending on the
neural network type of was calculated from

φ*ðm, vx, vy, tx, tyÞ=
f ∑

k

i=1
wiφi

� �
+w0 sigmoidal network

∑
k

i=1
wifi m, vx, vy, tx, ty
� �

+w0 radial network

8>><
>>: ð19Þ

where wi,w0—weight of neuron i in hidden layer, bias weight
φ—winch drum rotation angle calculated for neuron i in hidden layer
k—number of neurons on hidden layer,
f—activation function.
To evaluate the approximation accuracy, the following indicators were adopted:

E=
1

n ⋅ p
∑
n

i=1
∑
p

j=1
φ*
i, j −φi, j

��� ���mean absolute error ð20Þ

Emax = max
0≤ i≤ n
0≤ j≤ p

φ*
i, j −φi, j

��� ���maximum absolute error ð21Þ

where n—number of elements in the training set.
φ*
i, j—angle of winch drum rotation calculated using ANN,

φi, j—value from the training set or test set obtained as the dynamic optimization
task solution.

Numerical calculations were performed assuming parameters of the rope, water
and function describing the shape of the seabed in Table 1.

The total simulation time was T = 200 s. The values of decision variables in the
optimizing task were calculated for the distribution of simulation time interval
⟨0; T⟩ into p = 20 equal sub-intervals. Further herein detailed results are presented
of the calculations for three sets of input parameters for the model of dynamics
which are also inputs to the neural network:

• m = 0 kg, vx = 0.75 m/s, vy = 1.25 m/s, tx = 5 s, ty = 0 s − P1,
• m = 0 kg, vx, vy = 1 m/s, tx, ty = 0 s − P2,
• m = 0 kg, vx = 1.25 m/s, vy = 0.75 m/s, tx = 0 s, ty = 5 s − P3.
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Positions, velocities and trajectories of point An+1 (vessel) in the directions of
axes x and y for input P1 ÷ P3 to the dynamics model shown in Fig. 4 a, b, and c.

Table 2 shows the error values calculated according to (13) depending on the
number of neurons in the hidden layer for the two neural network types under
consideration.

The average absolute error E of less than 0.05 m for RBF networks was obtained
after set of 100 neurons on the hidden layer. In MLP network, a similar learning
result was obtained for n = 70 neurons. Figure 5 shows the courses of the winch
drum rotation angle that stabilizes the load at a predetermined distance from the sea
bottom for MLP 5-70-20 and RBF 5-100-20 networks.

Comparison of winch drum rotation angle mapping rates for the both neural
network types herein considered shows that better results are obtained when using
MLP network. Maximum relative errors for validation data set in MLP 5-70-20 and
RBF 5-100-20 networks are Emax = 0.46 m and Emax = 0.47 m, respectively.

Figure 6 shows the trajectories of point E (rope end) for data P1 ÷ P3 before the
optimization (no control) and with control whereby the drum rotation course was
obtained with an artificial neural MLP network with 5-70-20 architecture. In each of
the cases analyzed in detail, good results were obtained in load stabilization at a
predetermined height above the seabed surface. The maximum rope end displace-
ment from pre-set distance δ = 5 m from the sea bottom does not exceed 0.15 m.

Table 1 Rope, water and seabed bottom profile function parameters

Element Parameter Unit Value

Line Length L m 400
Diameter D m 0.08
Density ρ kg/m3 6500
Young’s modulus E N/m 1 ⋅ 1011

Number of division n − 20
Water Density ρw kg/m3 1025

Cx’ coefficient − 0.1
Cy’ coefficient − 1.0
CM’ coefficient − 1.9
Velocity vW’ m/s 0
Acceleration aW’ m/s2 0

δ Distance from the seabed m 5
x0, y0, k, p, q Parameters of the function describing seabed

bottom profile
m 50, 20, 10, 20,

20
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Fig. 4 Vessel movement—point An+1 in x and y directions a position, b velocity, c vessel
trajectory (point An+1) projected on xy plane

Table 2 Errors with respect to number k of the neurons in the hidden layer

RBF
5-x-20

Quantity Number of k neurons
50 75 100 125 150

E [m] 0.1014 0.0319 0.0345 0.0319 0.0232
Emax [m] 1.2131 0.4553 0.4722 0.4553 0.2980

MLP
5-x-20

Quantity Number of k neurons
10 30 50 70 90

E [m] 0.0794 0.0478 0.0399 0.0352 0.0273
Emax [m] 1.2110 0.6732 0.5117 0.4624 0.3576
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Fig. 5 The course of the hoisting winch drum rotation angle φðtÞ before and after optimization for
data a P1, b P2, c P3 when results are obtained from artificial neural networks

Fig. 6 E point trajectory before and after optimization
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5 Conclusions

The ANN 2.0 software developed for this study to test and select the optimum MLP
and RBF neural network architectures does the job. The paper presents an example
application for calculation of course of angle of rope winding/unwinding on/from
winch drum to ensure load stabilization of at a pre-set height above the seabed
depending on a number of independent parameters. The analyses completed for this
study show that drum rotation angle was mapped better in networks with sigmoidal
neuron function activation. According to the author, dynamic optimization data
would have been better reflected and generalized if the training set was larger.
A small change in an input signal has a significant impact on the resulting winch
drum rotation angle courses. In addition, generation of a large training set takes a
very long time. Therefore, a further step will be to seek and implement solutions
that enable fast generation of large training set.
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Abstract A bifurcation analysis developed within the context of the nonlinear
theory of elasticity usually leads to the study of systems of second-order ODE’s
characterized by matrices with varying coefficients. A common practice is that of
reducing the governing set of differential equations to a simpler non-autonomous
first order linear ODE system. Here, we investigate the potentiality of alternative
geometric numerical integrators, based on Lie Group methods, which furnish
approximate exponential representations of the matricant of first order linear ODE
systems. Within such numerical schemes, the Magnus expansion seems to be very
efficient since it features the determination of approximate solutions that preserve at
any order of approximation the same qualitative properties of the exact (but
unknown) solution and it also exhibits an improved accuracy with respect to other
frequently used numerical schemes. As applications of the Magnus method, we
study certain paradigmatic bifurcation problems with the major aim of investigating
whether solid bodies may support certain instabilities that have common features to
some classical hydrodynamic instabilities observed in viscous fluids.
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1 Introduction

The three-dimensional nonlinear theory of elasticity is a classical framework for
setting a number of significant bifurcation problems for solids undergoing severe
deformations. It usually happens that a bifurcation analysis may lead to the study of
systems of second-order ODE’s characterized by matrices with varying coefficients,
and subject to homogeneous boundary conditions. Then if the structure of the
problem permits, it is a common practice to reduce the system of linear
second-order ODE’s to a simpler non-autonomous first-order linear ODE system.
Nevertheless, the resulting differential system may be somewhat complex and only
numerically tractable; thus, it is crucial to adopt an adequate strategy for obtaining
an accurate numerical solution and, in particular, for determining the bifurcation
load and the corresponding bifurcation field.

Approximate expressions of the fundamental matrix (the matricant) of
non-autonomous linear ODE systems, based either on the multiplicative integral of
Volterra or on the truncated Peano expansion, have been recently proposed for
bifurcation problems analyzed by means of the Stroh approach within the so-called
sextic formalism (see [1, 2]).

Here we investigate the potentiality of alternative numerical methods— based on
the Magnus expansion (cf. [3])—which furnish approximate exponential repre-
sentations of the matricant of first-order linear ODE systems. In particular, the
Magnus expansion method seems to be very efficient since it features the deter-
mination of approximate solutions that preserve at any order of approximation the
same qualitative properties of the exact (but unknown) solution and it also exhibits
an improved accuracy with respect to other frequently used numerical schemes.

We recall that the Magnus expansion relies on developing a particular class of
the so-called geometric numerical integrators, based on Lie group methods (see [4,
5] for appropriate references). It is well known that a Lie group corresponds to a
differential manifold which is endowed with a group structure, and the corre-
sponding Lie algebra, defined as the tangent space to the Lie group at the identity, is
a linear space endowed with the matrix commutation operation and the matrix
exponential as natural mapping. The role played by the exponential mapping is
crucial, because within the context of differential geometry, the matrix exponential
maps an element belonging to a matrix Lie algebra into an invertible matrix
belonging to its corresponding Lie group. Thus, it is natural to attempt to construct
the matricant as a matrix exponential with exponent given by a matrix that belongs
to the associated Lie algebra. This represents the basis of the idea developed by
Magnus, who further proposed to express the exponent by a matrix series expan-
sion, known as the Magnus expansion.

A very important aspect of this method is that all the terms of the infinite series
expansion belong to the same Lie algebra. Thus, any truncation of the Magnus
series will also belong to the same Lie algebra, and therefore the exponential map of
any truncation will necessarily take part of the corresponding Lie group. This is
basically the main reason why an approximated solution obtained by truncating the
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Magnus expansion at any order preserves the same qualitative features of the exact
solution.

To our knowledge, either use of the Magnus expansion or of more general
geometric numerical methods is not widespread in continuum mechanics literature.
This basically motivates our interest of investigating the potentiality of such
methods for bifurcations problems involving nonlinear elastic solids. As applica-
tions of the Magnus method, we study certain paradigmatic bifurcation problems
inspired by the analyses developed in [6, 7], with the major aim of investigating
whether solid bodies may support certain instabilities that have common features to
some classical hydrodynamic instabilities observed in viscous fluids.

In Sect. 2, we briefly illustrate the effectiveness of Lie group geometric
numerical integrators with special attention to the Magnus method.

As an application of the Magnus method, in Sect. 3, we investigate the possi-
bility for a Levinson–Burgess compressible isotropic elastic hollow cylinder subject
to circular shear to support axially periodic twist-like bifurcation modes similar to
the Taylor–Couette axially periodic cellular patterns observed when the flow of a
viscous fluid confined in the gap between two rotating concentric cylinders
becomes unstable. By considering a class of incremental displacements defined by
three unknown scalar functions of the radial coordinate and having an axial periodic
structure, we study the related incremental boundary-value problem, which leads to
a complex non-autonomous homogeneous system of six first-order linear ODE’s
with homogeneous boundary conditions. The analysis of the differential problem is
performed by a numerical approach based on the Magnus method outlined in
Sect. 2, which reveals very effective for the determination of the first singular value
of the bifurcating load corresponding to a nontrivial toroidal twist-like solution.

2 Lie Group Geometric Numerical Integrators

A number of problems in scientific and engineering areas require the resolution of
systems of differential equations with varying coefficients. Besides some very
special cases, for which a fundamental matrix solution is explicitly available, the
analysis of the problem usually requires the construction of an approximate rep-
resentation of the solution of the non-autonomous differential system. In the last
decade, recent studies have shown that in many cases the so-called geometric
numerical integrators methods may offer better approximation schemes compared
to standard numerical integrators.

In this section, we first give a brief overview of geometric numerical integrators
and then we deal with the Magnus method as a particular case of geometric
numerical integrator based on Lie Group methods.

Geometric numerical integration concerns the development of numerical
approximations to the solution of an ODE system with the main goal both of
preserving at any order of approximation the qualitative properties of the exact (but
unknown) solution and of exhibiting an improved accuracy with respect to other
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numerical methods. We consider the bifurcation problem in the following section,
we focus our attention to geometric numerical integrators based on the Magnus
expansion for the special case of homogeneous non-autonomous first order linear
ODE systems of the form

Y
0 ðRÞ=AðRÞ YðRÞ,j R≥ 0, Yð0Þ= I6× 6, ð1Þ

where the unknown 6× 6 matrix YðRÞ, usually referred as the matricant of the
Cauchy initial-value problem (1), is the 6-dimensional identity matrix when the
unique real independent variable is equal to zero.

Generally speaking, these new numerical approaches involve Lie Group meth-
ods, which are based on Lie groups and their associated Lie algebras. We recall that
a Lie group corresponds to a differential manifold which is endowed with a group
structure; the corresponding Lie algebra, defined as the tangent space to the Lie
group at the identity, is a linear space endowed with the Lie bracket commutation
operation and a natural mapping. Since the unknown matricant of a first order ODE
system like (1) must be an invertible 6 × 6 matrix with variable entries, the setting
for finding solutions of (1) is a 6 × 6 matrix Lie group. In this case, the above
general definition of a Lie algebra implies that the 6 × 6 matrix AðRÞ governing (1)
is an element of a matrix Lie algebra. Moreover, in this setting the associated matrix
Lie algebra is endowed with the matrix commutation law

A, B½ �: =AB−BA, ð2Þ

where A, B½ � is commonly called the matrix commutator. Finally, for these special
matrix Lie groups, the matrix exponential function plays the role of the natural
mapping.

We emphasize that in the theory of Lie groups, the role of the exponential
mapping is crucial. Indeed, within the context of differential geometry, the matrix
exponential maps an element belonging to a matrix Lie algebra into an invertible
matrix belonging to its corresponding Lie group; in other words, the exponential
mapping allows to recapture the local group structure from the corresponding Lie
algebra. Thus, for a first-order ODE system like (1), it is natural to attempt to
construct the solution as a matrix exponential with exponent given by a matrix
which belongs to the associated Lie algebra. This peculiarity of the exponential
mapping probably inspired the idea developed by Magnus [3], who proposed to
express the exponent by a matrix series expansion made of infinite terms, each of
them belonging to the Lie algebra corresponding to the Lie group of the unknown
matricant.

In detail, with reference to the differential problem defined in (1), the Magnus
method assumes the matricant to be of exponential form with the exponent given by
the following series expansion, called the Magnus expansion:
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YðRÞ= exp Ω Rð Þ½ �Yð0Þ, Ω 0ð Þ=O6x6, Ω Rð Þ= ∑
∞

k= 1
Ωk Rð Þ. ð3Þ

For our purposes, we report here only the first two terms of the series:

Ω1 Rð Þ=
ZR
0

A ρ1ð Þdρ1, Ω2 Rð Þ= 1
2

ZR
0

dρ1
Zρ1
0

A ρ1ð Þ, A ρ2ð Þ½ �dρ2, ð4Þ

where [. , .] is the matrix commutator (2) and A ⋅ð Þ is the governing matrix of (1).
Notice that each of the remaining terms (here not reported) contains nested matrix
commutators of the form (2) involving the matrix operator A Rð Þ. It is worth noting
that only if the commutative condition

A R1ð ÞA R2ð Þ=A R2ð ÞA R1ð Þ for each R1, R2 ð5Þ

holds, then, in view of (3), (1), and (4), the matricant of (1) takes the exponential
form

Y Rð Þ= exp
ZR
0

A ρð Þ dρ
2
4

3
5, ð6Þ

which is analogous to the classical exponential solution for a scalar linear ODE.
Clearly, (6) yields the solution of (1) if the entries of the matrix A governing (1) are
independent of R. Obviously, (5) holds only in special cases because the matrices in
general do not commute (this is closely related to the structure of the commutation
law (2) which characterizes matrix Lie algebras).

A crucial aspect of the Magnus method related to its pertinence when seeking
approximate solutions of differential problems like (1) emerges from the analysis of
(3) and (4). By the above discussion, we recall that the matrix A(R) in (1) belongs
to a matrix Lie algebra for all R; thus, in view of (4) we see that any term of the
Magnus expansion belongs to the same Lie algebra. This implies that any truncation
of the Magnus series will also belong to the same Lie algebra, and therefore the
exponential map of any truncation will necessarily stay in the corresponding Lie
group. This is basically the main reason why an approximated solution obtained by
truncating the Magnus expansion at any order preserves the same qualitative fea-
tures of the exact solution.

Another major issue concerns the conditions on the matrix A(R) which guar-
antee the convergence of the Magnus series. This problem has been studied in [8],
where it is shown that a sufficient condition for the local convergence of the
Magnus series in a certain interval 0, R2½ � is given by
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ZR2

0

A Rð Þk k2dR< π, ð7Þ

where the integrand function in (7) is the spectral norm of A(R), i.e., the square root
of the maximum eigenvalue of the product A Rð ÞTA Rð Þ.

The fulfillment of inequality (7) determines the range of the independent variable
R for which it is possible to write the solution in the form (3). However, in many
applicative cases it happens that the convergence condition (7) does not hold for the
whole integration interval 0, R2½ �. In these cases, as usual for numerical integration
methods, it is common dividing the interval 0, R2½ � into N subintervals Ri+1, Ri½ �
such that the Magnus series converges in each of them. Given such a subinterval
Ri+ 1, Ri½ �, in view of (3) we may write

Y Ri+ 1ð Þ= exp Ω Ri+1ð Þð Þ Y Rið Þ, ð8Þ

wherein Ω Ri+1ð Þ is expressed by the infinite Magnus series. Consequently, the
matricant of (1) evaluated on the whole domain of interest 0, R2½ � takes the form

Y R2ð Þ= ∏
N

i= 1
exp Ω Ri+1ð Þð Þ

� �
. ð9Þ

As it usually occurs when constructing approximate solutions, a crucial issue is
that of choosing an appropriate order of truncation for Ω Ri+1ð Þ which guarantees a
suitable level of accuracy. To this aim, an efficient procedure may be summarized in
the following three steps: first, the series Ω Ri+1ð Þ is truncated at a suitable order in
each subinterval wherein the convergence is guaranteed. Then the integrals
appearing in each truncated series are approximated by appropriate quadrature
rules. Finally, the exponential of the matrix Ω Ri+1ð Þ is evaluated.

3 A Bifurcation Problem for an Elastic Hollow Cylinder
Inspired by a Classical Hydrodynamic Instability

In the present section, we study a bifurcation problem set within the context of the
nonlinear theory of elasticity. The last part of our analysis contains an explicit
application of the Magnus method based on the procedure outlined in the previous
section.

We consider a homogeneous, isotropic, compressible, elastic tube which occu-
pies the region
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C≡ R, Θ, Zð Þ 0<R1 <R<R2j , 0≤Θ<2π, 0 <Z<Hf g ð10Þ

in its natural reference configuration. R, Θ, Zð Þ denote the cylindrical coordinate of
a point X in a cylindrical coordinate system with orthonormal basis eR, eΘ, eZf g.
The boundary of C is divided into two disjoint complementary parts as follows:

∂1C≡ R, Θ, Zð Þ∈ C R=R1j or R=R2f g,
∂2C≡ R, Θ, Zð Þ∈ C Z=0j or Z=Hf g. ð11Þ

A deformation f: X≡ R, Θ, Zð Þ∈ C↦x= f Xð Þ≡ r, θ, zð Þ∈ f Cð Þ of C is
assumed to be a smooth function with gradient F Xð Þ: =∇f Xð Þ. Since the tube is
elastic and isotropic, the general form of the strain energy function is given by
W Fð Þ=W IB, IIB, IIIBð Þ, where

IB = trB=F ⋅F, IIB =
1
2

tr Bð Þ2 − tr B2
� �

, IIIB = detB= det Fð Þ2 ð12Þ

are the orthogonal principal invariants of B : = FFT. The Piola stress then takes the
form

S Fð Þ=DW Fð Þ=2W1 F+2W2 IBF−BF½ �+2W3 IIIB F−T ð13Þ

with

W1 := ∂W
∂IB , W2 := ∂W

∂IIB , W3 := ∂W
∂IIIB . ð14Þ

We assume that the inner cylinder is kept fixed, whereas the outer is subject to a
uniform angular displacement λ>0 around its axis. On the bases of C, only tan-
gential displacements are admitted. This leads to the following mixed
boundary-value problem:

Div S Fð Þ= 0 in C , ð15Þ

f Xð Þ−Xð Þ ⋅ eR = 0 at R=R1

R2 cos λ− 1ð Þ at R=R2

�

f Xð Þ−Xð Þ ⋅ eΘ =
0 at R=R1

R2 sin λ at R=R2

�
f Xð Þ−Xð Þ ⋅ eZ = 0 at R=R1, R2

on ∂1C, ð16Þ

f Xð Þ−Xð Þ ⋅ eZ = 0, S Fð Þ eZð Þ× eZ = 0 on ∂2C. ð17Þ

For the equilibrium problem (15)–(17), we consider the possibility of a circular
shear deformation f ̃ defined by
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r =R, 0=Θ+ω Rð Þ, z =Z, ð18Þ

where ω, the angular displacement field, is assumed to be a smooth function
satisfying

ω R1ð Þ=0, ω R2ð Þ= λ>0 on ∂1C. ð19Þ

Consequently, in view of (18) we have

F̃ Rð Þ= I+Rω
0
eθ⊗eR, ð20Þ

where the prime denotes differentiation with respect to R and er, eθ, ezf g is the
deformed cylindrical orthonormal basis at r, θ, zð Þ. Notice that the circular shear is
an isochoric deformation whose principal invariants (12) are given by

IB̃ = IIB̃ =3+R2ω
02, IIIB̃ =1. ð21Þ

Moreover, (18) trivially satisfies the displacement boundary conditions
(16)–(17)1 and, in view of (13) and (20), it is easily seen that also the traction
boundary condition (17)2 holds.

It remains to study the equilibrium field Eq. (15). To do this, we consider the
Levinson-Burgess strain energy function

W Fð Þ= 1
2
μ

α IB − 3ð Þ+ 1− αð Þ JB − 3ð Þ+2 1− 2αð Þ III1 2̸
B − 1

� �
+

2α+
4ν− 1
1− 2ν

	 

III1 2̸

B − 1
� �2

2
64

3
75, ð22Þ

where μ and ν are the referential shear modulus and referential Poisson’s ratio,
respectively, and α∈ 0, 1� ½ is a dimensionless material parameter. Following [9],
deformations of the form (18) are allowed only if the following condition on the
material parameters holds:

α=
3
4
. ð23Þ

Finally, using (19)–(21) and (23), after a nontrivial calculation we obtain from
(15) a single ODE, whose solution is given by

ω R, λð Þ= λ R2
2 R2

1 −R2� �
R2 R2

1 −R2
2

� �� �− 1
. ð24Þ

We now consider the possibility of deformations which bifurcate from the pri-
mary equilibrium pure circular shear (18) as the loading parameter (angle) λ
increases from 0 (natural state). A condition (only necessary) for the occurrence of a
local branch of bifurcating solutions at a fixed λ is the existence of a nontrivial
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solution of the homogeneous linearized equilibrium problem which corresponds to
an adjacent equilibrium state. Such solutions superposed to the primary circular
shear must satisfy the adjacent equilibrium equation

div 𝔸 F̃ r, λð Þ� �
grad u½ �� �

= 0 in C , ð25Þ

and the incremental boundary conditions

u= 0 on ∂1C, ð26Þ

u ⋅ ez = 0, 𝔸 F̃ r, λð Þ� �
grad u½ �ez × ez = 0 on ∂2C. ð27Þ

Here u xð Þ: C→ℝ3 is an incremental displacement field, “div” and “grad” are the
divergence and gradient operators with respect to x= f ̃ Xð Þ, respectively, and 𝔸 is
the fourth-order instantaneous elasticity tensor, given by

𝔸 F̃ r, λð Þ� �
H½ �: =D2W F̃ r, λð Þ� �

H F̃ r, λð Þ� �
F̃T

r, λð Þ, ∀H∈Lin. ð28Þ

For the constitutive class (22), it follows from (28), (20)–(21), and (23) that

𝔸 F̃ r, λð Þ� �
grad u½ �= μ

4
grad uð ÞTB̃− 1

+ B̃− 1
grad uð Þ+ grad uð ÞT

� �� �
+

3μ
4

grad uð ÞB̃+
2νμ
1− 2ν

I ⋅ grad uð Þð ÞI+ μ
2

grad uð ÞT

ð29Þ

where B̃ is given by (20)2. We now restrict our analysis to the class

A: =

u≡ ur, uθ, uzð Þ
ur = v1 rð Þcos κ z, uθ =v2 rð Þcos κ z, uz = v3 rð Þsin κ z,
κ=n

π
H
, n= 0, 1, 2, .., u r1ð Þ= u r2ð Þ= 0

8>><
>>:

9>>=
>>; ð30Þ

of periodic bifurcating displacements which are reminiscent of the instability pat-
terns observed in the classical Taylor–Couette shear flow of viscous fluids.
Exhaustive analyses of problems related to the one here studied have been devel-
oped in [6, 7]. In [6] one may also find stability issues based on [10, 11]. Notice that
(30) models the occurrence of an axially periodic cellular pattern in the gap between
the inner and outer cylinders (n represents the number of possibly forming cells in
the axial direction); in particular, inside each of the n possible forming cells, (30)
describes a twist-like displacement perpendicular to the eθ-direction of primary
annular shear, so that the vector lines of the incremental displacement u are similar
to the streamlines of the twisting Taylor-like effects for fluids.
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We easily check from (30) that the displacement incremental boundary condition
(27)1 trivially holds, whereas (26) holds provided the smooth scalar functions v1 rð Þ,
v2 rð Þ, v3 rð Þ defined for r in R1, R2½ � are such that

v r1ð Þ: = v1 r1ð Þ, v2 r1ð Þ, v3 r1ð Þð Þ=
= v r2ð Þ: = v1 r2ð Þ, v2 r2ð Þ, v3 r2ð Þð Þ= 0, 0, 0ð Þ≡ 0.

ð31Þ

For what concerns the traction boundary condition (27)2 and the field Eq. (25),
we first observe by (30) that

grad u=cosκ z
v′1er⊗er − v2 r− 1er⊗eθ +v′2 eθ⊗er

+ v1 r− 1 eθ⊗eθ + κ v3 ez⊗ez

 !

+ sin κ z − κ v1er⊗ez − κ v2eθ⊗ez + v′3 ez⊗er
� �

,

ð32Þ

and by (20)2 that B ̃ez = ez; thus, in view of (29)–(30), condition (27)2 immediately
holds. Finally, by evaluating the divergence of (29) with the aid of (20)2 and (32),
after some nontrivial calculation we reduce the partial differential problem
(25)–(27) to the following system of three homogeneous second-order ODE’s:

P r, λð Þv00
+ P

0
r, λð Þ+R r, λ, κð Þ−RT r, λ, κð Þ

� �
v

0

+ R
0
r, λ, κð Þ+Q r, λ, κð Þ

� �
v= 0, r1 < r < r2

v r1ð Þ= v r2ð Þ= 0,

8>>><
>>>:

ð33Þ

where v: = v1, v2, v3ð Þ (we have omitted the dependence on r) and

P r, λð Þ=
μr 2 1− νð Þ

1− 2ν + 3
4 r

2ω02
� �

− 1
2 μr

2ω0
0

− 1
2 μr

2ω0 μr 0

0 0 μr

0
BB@

1
CCA

R r, κ, λð Þ=
μ 2ν
1− 2ν − 1

2 μrω
0 μrκ 2ν

1− 2ν
1
2 μrω

0 − μ 1+ 1
4 r

2ω02
� �

0

− μrκ 1+ 1
4 r

2ω02
� �

1
4 μr

2κω0
0

0
B@

1
CA

Q r, κ, λð Þ=

− μ
2 1− νð Þ
1− 2ν

r− 1 +
3
4
rω

02
	 


− μrκ2
1
4

1+ r2ω
02

� �
+

3
4

	 
 − 1
2 μω

0
+ 1

4 μr
2κ2ω0 − μκ 2ν

1− 2ν

− 1
2 μω

0
+ 1

4 μr
2κ2ω0 − μ r κ2 +ω02

� �
+ r− 1

� �
0

− μκ 2ν
1− 2ν 0 − μrκ2 2 1− νð Þ

1− 2ν

0
BBBBBBBBB@

1
CCCCCCCCCA

ð34Þ
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are nonconstant matrices determined by the components of the symmetric
fourth-order tensor 𝔸 in the coordinate system (r, θ, z). In the following, we drop
the dependence of the basic parameters (the inner and outer radii, the height of the
tube, the material moduli, and the angle λ) usually assumed as prescribed. We only
maintain explicit the dependence on r, in order to emphasize that the linear ODE
system is non-autonomous.

It is crucial to observe that for the constitutive class (22) P rð Þ is invertible. This
allows to transform the set of three linear second-order ordinary differential
Eqs. (33) into a system of six linear first-order ordinary differential equations, for
which well-known existence theorems and procedures for constructing the solutions
are available in the literature. With this aim, once introduced the 3 × 3 matrices

T: =P− 1 rð Þ R
0
rð Þ+Q rð Þ

� �
K: =P− 1 rð Þ P

0
rð Þ+R rð Þ−RT rð Þ

� �
,

8><
>: ð35Þ

we rewrite (33) in the form

v
00
= −Tv−Kv

0
, r1 < r < r2

v r1ð Þ= v r2ð Þ= 0.

(
ð36Þ

Then by setting

y: = v
v

0

� 

6x1

, A: = O I
−T −K

	 

6x6

,

M: =
I O
O O

	 

6x6

, N: = O O
I O

	 

6x6

,
ð37Þ

we easily see that (36) is equivalent to the linear homogeneous first-order ODE
boundary-value problem

y
0
=A rð Þy

My r1ð Þ−Ny r2ð Þ=
0

0

( )
6x1

8>><
>>: for r1 < r < r2. ð38Þ

Now by following elementary results on systems of linear ODE’s, we may write
a solution of (38) in the form
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y rð Þ=Y rð Þy r1ð Þ=Y rð Þ 0
v

0
r1ð Þ

� 

6x1

, ð39Þ

where y r1ð Þ is an unknown constant vector and

Y rð Þ= U1 rð Þ U2 rð Þ
U

0
1 rð Þ U

0
2 rð Þ

	 

6x6

, detY rð Þ≠ 0 for r1 < r < r2 ,

with Y r1ð Þ= I O
O I

	 

6x6

,

ð40Þ

is a particular fundamental matrix solution for (38)1, usually called matricant. Then,
substitution of (39) into (38)2 yields

MY r1ð Þ−NY r2ð Þ½ �y r1ð Þ= 0
0

( )
, ð41Þ

which, in view of (37)3–4, (40) and (39), is equivalent to the homogeneous system
of three algebraic equations

U2 r2ð Þv0
r1ð Þ= 0 ð42Þ

for which nontrivial solution v
0
r1ð Þ≠ 0 are possible if and only if

det U2 r2ð Þ=0. ð43Þ

Finally, a solution of the primary ODE problem (33) can be written in the
following form:

v rð Þ=U2 rð Þv0
r1ð Þ, ð44Þ

which clearly satisfies the boundary conditions (34)2 (see (41) and (43)).
The above analysis shows that the possibility of determining nontrivial solutions

for the bifurcation differential problem (33) is strictly related to the knowledge of
the 3x3 matrix U2 rð Þ, which represents the “north-east” block of the 6 × 6 matricant
(40) of the Cauchy initial-value problem

Y
0
rð Þ=A rð ÞY rð Þ

Y r1ð Þ= I O
O I

	 

6x6

8><
>: for r1 < r < r2. ð45Þ

Since (45) has the same structure of the Cauchy initial-value problem (1), we
now illustrate a strategy based on the Magnus method for determining the solution
of (45) and, in particular, the determination of the critical value λcr of the primary
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angular displacement, that is, the lowest value of the angle λ for which the tube may
support (during a loading process) a nontrivial twist-like bifurcation of the form
(30) from the fundamental circular shear deformation. The Magnus method is now
the key ingredient for approximately determining the matricant of (45), whereas
(43) plays the role of bifurcation condition.

Following the steps outlined in the Sect. 2, we first fix the radii R1 and R2, the
height H, the referential shear modulus μ, and the referential Poisson’s ratio ν (recall
that α = 3/4 by (23)). Then as follows:

• fix the number n of twisting cells in the axial direction starting from n = 1;
• fix the value of the loading parameter λ starting from zero;
• compute the matrices (34), which now depend only on r, and then compute A rð Þ

in (37) by means of (35);
• divide the interval R1, R2½ � into N subintervals ri + 1, ri½ � such that the Magnus

series converges in each of them (see the convergence condition (7));
• employ for simplicity a fourth-order method by truncating the Magnus series

Ω ri + 1ð Þ after the second term in each subinterval (see (4)) and by approximating
the integrals using a Gauss quadrature rule. This allow us to write

Ω ri + 1ð Þ= h
2

A r 1½ �
i

� �
+A r 2½ �

i

� �� �
−

h2
ffiffiffi
3

p

12
A r 1½ �

i

� �
,A r 2½ �

i

� �h i
, ð46Þ

where

r 1½ �
i = ri + 1

2 −
ffiffi
3

p
6

� �
h, r 2½ �

i = ri + 1
2 +

ffiffi
3

p
6

� �
h , with h =

R2 −R1

N
ð47Þ

are two Gauss points in correspondence of which A rð Þ and its employed linear
approximation agree.

• compute the matrix exponential of Ω ri + 1ð Þ using the function MatrixExp in the
software Mathematica;

• evaluate the matricant of (46) at the external radius r2 = R2 by (8) and (9);
• compute the “north-east” block of the matricant at r2 = R2, that is the 3x3

matrix U2 r2ð Þ;
• compute the determinant of U2 r2ð Þ and check if the bifurcation condition (43)

holds.

Following this procedure, we define λncr as the smallest value of λ which satisfies
the bifurcation condition (43) corresponding to the fixed value of n. Of course,
when one repeats the above procedure by varying the number of possible axial
cells, the corresponding critical load λncr varies. We have performed a large number
of computations which show that as n increases, the corresponding λncr determined
by (43) decreases until a critical value of n above which (43) definitively does not
hold for any λ. In correspondence, a load λcr corresponding to ncr is determined, and
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this is the critical value of the circular angle of shear which allows for the occur-
rence of a nontrivial axial periodic deformation of the form (30).

Figure 1 reports the bifurcation curve for a referential shear modulus μ=1 MPa,
referential Poisson’s ratio ν=0.25, α=3 4̸, and H/R1 = 1. It shows the critical load
λcr as a function of the ratio R2 R̸1 between the outer and inner radius of the tube.
As expected, we observe that twist-like bifurcation may be more easily supported in
thin tubes.
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Transient Vibrations of a Simply
Supported Viscoelastic Beam
of a Fractional Derivative Type Under
the Transient Motion of the Supports

Jan Freundlich

Abstract Transient vibrations analysis of a simply supported beam whose vis-
coelastic properties are expressed in terms of a fractional Kelvin–Voigt model are
presented. The Riemann–Liouville fractional derivative of order 0 < γ < 1 is used.
The Bernoulli–Euler beam excited by transient motion of the supports is consid-
ered. An oscillating function with linearly time-varying frequency is applied as an
excitation. The forced-vibration solution of the beam is determined using the mode
superposition method. A convolution integral of the fractional Green’s function and
forcing function is used to achieve the beam response. The Green’s function is
formulated by two terms. The first term describes damped vibrations around the
drifting equilibrium position, while the second term describes the drift of the
equilibrium position. The dynamic responses are numerically calculated. A com-
parison between results obtained using the fractional and integer (classical) vis-
coelastic material models is presented. In the analysed system, the influence the
term describing the drift of the equilibrium position on the beam deflection is
relatively low and may be neglected in some cases. The employed procedure
widens the methods applied in damping modelling of structural elements.

1 Introduction

A lot of machines, during their use, are started up and stopped down; what causes
that machines are subjected to oscillating forces of increasing or decreasing fre-
quency. Moreover, machines often operate above their first or second resonance and
therefore must pass through one or more critical speeds when being started up
stopped down. Therefore, the problem of determining the maximum amplitudes and
stresses in the system due to the forced vibrations during acceleration through
resonance is very important. This problem has many applications in engineering
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analysis; some of these applications are vibrations that occur in rotating machinery,
bridges or vehicles.

A simply supported beam subjected to transient motion of the supports could be
used as a simplified dynamic model of above-mentioned problems. Additionally,
viscoelastic material properties could have significant influence on dynamic beha-
viour of the analysed system. Therefore an appropriate viscoelastic material model
ought to be used in dynamic analysis. Fractional derivatives are much often used in
modelling viscoelastic material properties [11, 12]. These derivatives, in contrast to
integer order derivatives, where the derivative depend only on the local condition of
the function, is not local and depends on the time “history” of the function [11, 12].
This property is exploited in processes which depend on the time history of the
input (hereditary processes). In particular, the damping properties of viscoelastic
material can be modelled using the fractional order derivative and enables us to use
smaller number of parameters than using models described by derivatives of the
integer order [1]. The fractional models more accurately describe damping prop-
erties of variety of materials over wide range of frequencies [1, 2, 5]. The review of
publications on the application of fractional calculus in dynamic problems of solids
can be found in paper by Rossikhin and Shitikova [15].

Thus, the aim of this work is a comparison of dynamics of beams made of
Kelvin–Voigt material described by fractional and integer order differential equa-
tions. The comparison is made for a beam under the transient motion of the sup-
ports. Moreover, a convolution integral of the fractional Green’s function and
forcing function is used to achieve the beam response. The Green’s function is
evaluated using Laplace transform method and use of the closed contour of inte-
gration in conjunction with the residue theorem [1, 3, 4, 6, 14]. The proposed
approach widens the methods applied in damping modelling of structural elements.

2 Problem Formulation

The equation of motion of the examined beam is derived under the assumption of
the Bernoulli–Euler theory, neglecting rotary inertia and shear deformation. Fur-
thermore, the uniform bending stiffness and mass density are assumed. It is
assumed that viscoelastic properties of a beam are described by the fractional
Kelvin–Voigt model. This model is defined by the following relationship (e.g. [1])

σ =EεðtÞ+E′

γ

dγεðtÞ
dtγ

=E ε+ μγ
dγεðtÞ
dtγ

� �
, ð1Þ

where, μγ =
E′

γ

E , E is Young modulus of the beam material, E′

γ is damping coefficient,
dγ
dtγ is the Riemann–Liouville fractional derivative of order γ.

The Riemann–Liouville fractional derivative of order γ is defined by the
expression [11, 12]
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dγ

dtγ
f ðtÞ≡ 0Dγ

t f ðtÞ≡
1

Γ m− γð Þ
dm

dtm

Z t

0

f ðτÞdτ
t− τð Þγ +1−m, m− 1< γ ≤m. ð2Þ

For many real materials, the fractional derivative order is commonly assumed to
be in interval 0 < γ ≤ 1 [1, 5, 8].

In the present research is assumed that the beam is excited only by the supports
movement whereas additional loadings do not occur (Fig. 1). Using above
assumptions, the governing equation of forced transverse motion of the beam is
obtained as shown

EJ
∂
4yðx, tÞ
∂x4

+ μγ
dγ

dtγ
∂
4yðx, tÞ
∂x4

� �� �
+Aρ

∂
2yðx, tÞ
∂t2

= 0, ð3Þ

where A is a cross-section area of the beam, J is a moment of inertia of the beam
cross-section ρ is material mass density of the beam, y(x, t) is transversal dis-
placement of the neutral beam axis (Fig. 1), t is time, x is a longitudinal coordinate.

The supports excitation is assumed to be a linear time-varying frequency
function. The boundary conditions for the analysed beam are assumed as follows:

yð0, tÞ= y1ðtÞ, yðl, tÞ= y2ðtÞ, ð4Þ

∂
2y
∂x2

����
x=0

=
∂
2y
∂x2

����
x= l

=0. ð5Þ

Introducing the geometrical relation of the supports movement, the transverse
displacement of the neutral axis of the beam can be expressed as

yðx, tÞ= 1−
x
l

� �
y1ðtÞ+ x

l
y2ðtÞ+wðx, tÞ. ð6Þ

Fig. 1 Schema of the analysed system
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Substituting Eqs. 4, 5 and 6 into Eq. (3), the equation describing the relative
movement of the beam is obtained

∂
4wðx, tÞ
∂x4

+ μγ
dγ

dtγ
∂
4wðx, tÞ
∂x4

� �
+ a2

∂
2wðx, tÞ
∂t2

= − a2 1−
x
l

� �
y1
.. ðtÞ+ x

l
y2
.. ðtÞ

n o
,

ð7Þ

where a2 = ρA
EJ .

The solution of Eq. 7 is obtained utilising the mode superposition principle, e.g.
[7, 9 13]. The eigenfunctions for a simply supported beam are given by

WnðxÞ= sin
nπx
l

n=1, 2, 3 . . . . ð8Þ

Then, the forced-vibration solution of a beam can be expressed as

wðx, tÞ= ∑
∞

n=1
ξnðtÞWnðxÞ= ∑

∞

n=1
ξnðtÞ sin

nπx
l

ð9Þ

and the corresponding derivatives are evaluated below

∂
4wðx, tÞ
∂x4

= ∑
∞

n=1
WIV

n ðxÞξnðtÞ, ð10Þ

dγ

dtγ
∂
4wðx, tÞ
∂x4

� �
= ∑

∞

n=1
WIV

n ðxÞξ ̇γnðtÞ, ð11Þ

where ξγ̇nðtÞ= dγ
dtγ ξðtÞð Þ, WIV

n ðxÞ= d4WðxÞ
dx4 , and

∂
2wðx, tÞ
∂t2

= ∑
∞

n=1
WnðxÞξn̈ðtÞ, ð12Þ

where ξ ̈ðtÞ= d2ξðtÞ
dt2 .

The supports movement is assumed as

y1ð0, tÞ= y10 sinðεt
2

2
Þ, y2ðl, tÞ= y20ðsin εt

2

2
+φÞ, ð13Þ

where y10,y20 are displacement amplitudes at the beam edges, φ is a phase angle, ε
is angular acceleration.
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Substituting Eqs. 10, 11, 12 and 13 into Eq. 7 we get

∑
∞

n=1
WIV

n ξnðtÞ+ μγW
IV
n ξ̇γnðtÞ+ a2W ξ̈nðtÞ

� �
= − a2 y10ε ⋅ cosðεt

2

2
Þ+

	


− y10ε2 ⋅ t2 sinðεt
2

2
Þ
�
ð1− x

l
Þ+ y20ε ⋅ cosðεt

2

2
Þ− y20ε2 ⋅ t2 sinðεt

2

2
Þ

	 �
x
l

�

ð14Þ

Next, integrating over x from 0 to l, and using the orthogonality property of
eigenfunctions, after some mathematical transformations, the following relationship
is obtained

ξn̈ðtÞ+ μγω
2
nξ ̇

γ
nðtÞ+ω2

nξnðtÞ=
2
nπ

y10ε ⋅ cosðεt
2

2
Þ− y10ε2 ⋅ t2 sinðεt

2

2
Þ

	 �

+

− y10ε ⋅ cosðεt
2

2
Þ− y10ε2 ⋅ t2 sinðεt

2

2
Þ

	 �
ð− 1Þn

�

ð15Þ

where ωn = nπ
l


 �2 ffiffiffiffi
EJ
ρA

q
—is the nth natural frequency of the beam.

Assuming zero initial conditions, the solution of Eq. 15 can be expressed as

ξnðtÞ= f0

Z t

0

Gnðt− τÞqwðτÞdτ, ð16Þ

where

qwðτÞ= 2
nπ y10ε ⋅ cosðετ22 Þ− y10ε2 ⋅ τ2 sinðετ22 Þ

h in
+

+ y10ε ⋅ cosðετ22 Þ− y10ε2 ⋅ τ2 sinðετ22 Þ
h i

ð− 1Þn
o
,

ð17Þ

where Gn(t) is the Green’s function corresponding to Eq. 15, [12, 14, 15]. This
Green’s function consists of two terms, namely

GnðtÞ=K1nðtÞ+K2nðtÞ. ð18Þ

The first term K1n (Eq. 18) represents damped vibrations around the drifting
equilibrium position, while the second term K2n describes the drift of the equilib-
rium position [4, 14]. The term K1n could be calculated from formula given by
Beyer and Kempfle [4]

K1nðtÞ= αne− σnt sinðΩnt+ϕnÞ, ð19Þ
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where
αn = 2ffiffiffiffiffiffiffiffiffiffi

μ2k + ν2
p , ϕn = arctan μk

ν


 �
μk =ReðW ′ðs1, 2ÞÞ, ν= ImðW ′ðs1, 2ÞÞ,WðsÞ= s2 +

μγω
2
ns

γ +ω2
n—is the characteristic polynomial of Eq. 15,

W ′ðsÞ=2s+ γμγω
2
ns

γ − 1
—is a derivative of the characteristic polynomial with

respect s,
s1, 2 = − σn±iΩn—are conjugate complex roots of the characteristic polynomial

W(s).
The term K2n could be calculated using formula [4]

K2nðtÞ=
μγω

2
n sinðπγÞ
π

Z∞

0

rγe− rtdr

r2 + μγω2
nrγ cosðπγÞ+ω2

n

� �2 + μγω2
nrγ sinðπγÞ

� �2. ð20Þ

In some cases of a vibration analysis, K2n could be neglected in comparison with
K1n [10, 14].

In the case of viscoelastic integer order Kelvin–Voigt material model the gov-
erning equation of the analysed beam has the following form [9]

EJ ∂
4yðx, tÞ
∂x4 + μ ∂

5yðx, tÞ
∂x4∂t

� �
+Aρ ∂

2yðx, tÞ
∂t2 = 2

nπ y10ε ⋅ cosðετ22 Þ+
hn

− y10ε2 ⋅ τ2 sinðετ22 Þ
i
+ y10ε ⋅ cosðετ22 Þ− y10ε2 ⋅ τ2 sinðετ22 Þ
h i

ð− 1Þn
o . ð21Þ

The solution of the equation could be obtained using similar approach as in the
case of the equation with the fractional derivative. For each nth mode, the response
could be calculated as follow [9]

ξnðtÞ=
f0
ωhn

Z t

0

e− hnðt− τÞ sinðωhnðt− τÞÞ sin nπgðτÞ
l

dτ for hn <ωn

ξnðtÞ=
f0
ωh̃n

Z t

0

e− hnðt− τÞshðωh̃nðt− τÞÞ sin nπgðτÞ
l

dτ for hn >ωn,

ð22Þ

where hn = 1
2 μω

2
n, ωhn =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
n − h2n

p
, ωh̃n =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2n −ω2

n

p
.

It should be noted that when γ = 1 (integer order derivative), component K2n of
a fractional Green’s function (Eqs. 18 and 20) vanishes. When such system with an
integer integer order derivative (Eq. 22) is underdamped (i.e. ωn > hn), it could be
demonstrated that it is equivalent to a system described by fractional derivative
equations (Eq. 15).
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3 Calculation Results and Discussion

In the paper, the influence of the order of fractional derivative γ on response of the
beam excited by the transient motion of the supports is examined. The achieved
formulae, Eqs. 16, 19 and 20, are used to compute responses of the system with the
fractional derivative, whereas the responses of the system with the integer deriva-
tive are computed using Eq. 22. The computations are performed with the help of
the “Mathematica” package.

The calculations are performed for several values of the order of fractional
derivative γ, the phase angle φ = π/6, damping coefficient μγ = 2 × 10−3 sγ,
angular acceleration ε = 5 and 10 1/s2. The analysed beam has a length of 20 m,
mass density 7600 kg/m3, cross-section area 2 × 10−3 m2, cross-section moment
of inertia 3.953 × 10−6 m4, Young’s modulus 2.1 × 105 MPa. In the analysis,
vibration amplitude of the beam versus dimensionless time is calculated. The
dimensionless time is defined as τ = ε× t/ω1, where ω1 is the first natural fre-
quency of the analysed beam (Eq. 15). The beam responses are computed for the
point located at xk = 10 m from the left edge of the beam (Fig. 1). In the analysed
system, the influence the term describing the drift of the equilibrium position on the
beam deflection (Eq. 20) is relatively low in comparison with the term describing
oscillations and may be neglected.

The computed beam responses for the case ε = 5 1/s2 and several values of the
order of the fractional derivative γ are presented in Figs. 2, 3, 4 and 5. It is visible,
when the order of the fractional derivative is increased, vibration amplitudes

Fig. 2 Beam response for the case γ = 0.25 and ε = 5 1/s2
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Fig. 3 Beam response for the case γ = 0.50, ε = 5 1/s2

Fig. 4 Beam response for the case γ = 0.75, ε = 5 1/s2
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decrease. In the case of the fractional derivative, vibration amplitudes increase
noticeably for values of the dimensionless time τ ≈ 10 and 26. These values cor-
respond to the third and fifth vibration modes of the beam. In the case of the order
of the fractional derivative γ = 0.25 and γ = 0.5, it could be seen that computed
vibration amplitudes are greater for the fifth mode of vibration than for the third
mode. In contrast, in the case of derivative order γ = 0.75 and γ = 1.0 (integer
order), vibration amplitudes are greater in the case of third mode than the fifth
mode.

Comparison between beam responses obtained for the derivative order γ = 0.25
and γ = 1.0 (integer order) is shown in Figs. 6 and 7. In the case of the integer
order of derivative, noticeable increase of amplitudes exists only for the third
vibration mode (Fig. 5). Furthermore, vibration amplitudes in the case of derivative
order γ = 0.25 are significantly greater than in the case of the integer order
derivative (i.e. γ = 1.0).

Comparing the beam responses for the angular acceleration ε = 5 1/s2 with
response for ε = 10 1/s2, for the derivative order γ = 0.25, it can be seen that the
amplitudes are greater for ε = 5 1/s2 than ε = 10 1/s2, whereas the amplitude
increase for the fifth mode of vibration is larger than for the third mode in both
considered cases.

Comparing the beam responses for different values of derivative order (Figs. 2,
3, 4 and 5), it can be seen that an increase in derivative order causes a decrease in
vibration amplitudes. Moreover, in the case of higher values of derivative order,
augmentation of vibration amplitudes vanishes for the fifth modal vibration

Fig. 5 Beam response for the case γ = 1.0, ε = 5 1/s2
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Fig. 6 Comparison between responses for γ = 0.25 and γ = 1.0, ε = 5 1/s2

Fig. 7 Comparison between responses for γ = 0.25 and γ = 1.0, ε = 10 1/s2
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frequency of the beam. In the case of the integer order derivative, the amplitude
increase for the fifth modal frequency is practically invisible (Figs. 5 and 6).

4 Conclusions

The governing equations of transient vibrations of a simply supported beam whose
viscoelastic properties are expressed in terms of the fractional Kelvin–Voigt model
are presented. These equations are employed to calculate the transient beam
responses to harmonic excitation by movement of the beam supports. The excita-
tion frequency is assumed to be a linearly time-varying increasing function.

Calculated results show that an increase in the derivative order causes a decrease
in vibration amplitudes of the beam. Moreover, in the case of the higher values of
the derivative order, augmentation of vibration amplitudes vanishes for the fifth
modal vibration frequency of the beam. It can be seen, comparing the response
obtained for the derivative order γ = 0.25 with responses for the derivative order
γ = 0.75 and 1.0.

The use of fractional viscoelastic material model expands possibility of selection
of appropriate parameters for dynamic analysis of the investigated system.

Experimental studies should be undertaken to determine appropriate parameters
of the fractional Kelvin–Voigt model corresponding to the obtained beam response.
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Analysis of Reachability Areas
of a Manoeuvring Air Target
by a Modified Maritime Missile-Artillery
System ZU-23-2MRE

Daniel Gapiński and Zbigniew Koruba

Abstract The paper presents elements of an analysis of reachability areas of
manoeuvring air targets achieved by maritime missile-artillery system
ZU-23-2MRE. A concept of a modified algorithm of missiles homing of such system
is presented. On the basis of tactical and technical data concerning armament of the
above-mentioned system and taking into account extremely unfavourable flight
parameters of the tracked target, the starting zone and the zone of destruction pos-
sible to technical implementation for particular air-defence fire unit were.

1 Introduction

At the current battlefield an enemy has equipment, which creates possibility to
perform air combat missions with ever greater precision at ever smaller heights and
with increasingly higher speed. Moreover, in recent years unmanned aerial vehicles
(UAV) are implemented during exploratory and combat mission more often [5, 13].
The constant development of means of airstrike causes that an operator
(shooter-antiaircraft) has ever less time to visually determine the flight parameters.
In addition, the process of function personnel training (soldiers responsible for
transferring the coordinates of target to aiming devices, soldiers responsible for
coordinating target coordinates and transferring them to the above-mentioned sol-
diers, commanders of battle positions) is complex and requires specific training
conditions [7, 8]. Therefore it is important during the process of modernisation of a
missile-artillery system ZU-23-2MRE to take into account a possibility of providing
it with automatic system, which makes it possible to determine as quickly as
possible the reachability zones of an air target for particular air-defence fire units.
Precise determination of the above-mentioned zones has a direct influence on the
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effectiveness of combating means of airstrike and plays a decisive role in the
process of choosing ad adequate air-defence fire unit [6, 9, 10].

2 Tactic and Technical Data

Both, a maritime missile-artillery system ZU-23-2MR presented in the Fig. 1 and
its (prototypical) version ZU-23-2MRE in which electrohydraulic drive systems in
azimuth and elevation were replaced by electric ones are equipped with two types
of air-defence fire units: artillery and missile.

The fire unit that was used is a 23 mm double cannon, cooled with a liquid and
marked with a symbol 2A14. The cannons are powered by two magazines con-
taining 200 projectiles. The system is operated by one person. The cannon is
adopted to use subcalibre ammunition APDS-T and FAPDS-T, what enables
effective destruction of targets within distances up to 2500 m and that fly at an
altitude of 1500 m. The true rate of fire of the cannons is 400 shots/min (for each
cannon). An average speed of flight for the above-mentioned projectiles amounts to
about 1000 m/s. In the case of modernised version, it is advisable to apply auto-
matic system of fire control.

In case of above-mentioned systems, two rocket launchers of anti aircraft short
range missiles type “Strzała-2 M” were used as a rocket fire unit. They will be
replaced by missiles type “Grom” or its prototypical version “Piorun” in the
modernised system. Missiles of such type are intended to combat visually observed
air targets, including airplanes, helicopters and other targets that emit infrared

Fig. 1 System ZU-23-2MR [3]
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radiation flying on rendezvous courses at the speed up to 400 m/s and pursuit
courses up to 360 m/s, and are in the destruction zone with the following parameter
limits (parameters for non-manoeuvring targets):

• minimum height of the target—from 10 m
• maximum height of the target—up to 3500 m
• farther striking distance—up to 5500 m
• closer striking distance—from 500 m
• course parameter—up to 2000 m

3 The Concept of an Analysis Algorithm of Reachability
Areas of Manoeuvring Air Targets Achieved
by Modified System ZU-23-2MRE

The need to automate processes of detecting, tracking and combating means of
airstrike forces to create specific procedures and algorithms, which enable as
quickly as possible and as precisely as possible to determine flight parameters of
means of airstrike and on that basis to conduct analysis of areas of reachability of a
target by particular air-defence fire units. Due to the effectiveness as well as tactical
and technical parameters at first the reachability zones of a detected target for the
infrared homing missiles “Grom” should be determined, and then determine those
areas for closer flight zones and for artillery means.

Detecting and tracking the air targets can be performed using optoelectronic
head OGSS that scans and tracks [1]. The distance to the target may be determined
using a laser rangefinder, controlled on the basis of coordinates designated by
OGSS concerning the tracked target. The total scan time of the airspace by the
above-mentioned head amounts to 0.102 s, whereas the distance measurement is
performed within fractions of a second using a laser rangefinder. The synchroni-
sation of the head and the laser rangefinder enables to determine the flight
parameters of a detected target quickly and precisely.

In order to create an algorithm that enables to determine reachability of an air
target detected by the missile “Grom”, it is necessary to take into account its tactical
and technical parameters, delays caused by passage of the missile to full combat
readiness as well as limitations associated with to its manoeuvrability. It is also
indispensible to take into account a delay necessary for determining flight coor-
dinates of a target performed by OGSS. A delay T1 during which OGSS on the
basis of ten impulses of an initial detection [2] determines the velocity vector of the
target and recalculates mathematical algorithm, amounts to 0.4 s. A delay T2 is a
time of reaching operating parameters of “Grom” IR seeker since launch of ground
power unit. This unit is to supply with a coolant a device cooling IR seeker and to
provide electric power for the system during preparation to launch a missile.
A delay T3 defines time of unlocking IR seeker. Then, the voltage from unlocking
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and launching is transferred to arming unit and within a delay T4 necessary to
achieve operating parameters of an on-board power source, the booster engine of a
missile is started up. The total delay from the time detecting the target by OGSS till
the launch of a missile: T = T1 +T2 + T3 +T4. Approximate time T2− 4 is presented
in [12]. The next value that should be taken into account in the algorithm of
assessment of manoeuvring air target by a missile is the so-called maximum angular
velocity of line of sight, which in case of missiles type “Grom” should not exceed
12 °/s. In case of exceeding the maximum angular velocity of target line the
unlocking and launching unit will not allow to launch a missile, which is caused by
its aerodynamic capacity resulting among others from allowable cross-sectional
overload of a missile during its flight. In the presented algorithm a limitation of
manoeuvre ability of a missile was assumed to such an extent that the
cross-sectional overloads, which it causes, shall not exceed 12 g. The next
assumption is adopting a minimum distance between a missile and target (r=4 m),
for which we consider that its destruction or damage took place.

In the Fig. 2 a coordinate system of targeting characteristic for homing missiles
—xCelyCelzCel has been shown. This system with a vector that binds a missile with
the target enables determining a position of a missile towards the target. An
algorithm of reachability of a manoeuvring air target was derived into the
above-mentioned coordinate system. The axis xCel is directed from the centre of the
missile’s mass P to the centre of target’s mass C. The coordinate system xCyCzC is
connected with the target, wherein the axis xC coincide with the velocity vector of
the target. The coordinate system xPyPzP is connected with the missile, whereas the
axis xP coincides with the velocity vector of the missile. The coordinate system
xWyWzW is a stationary coordinate system, connected with a rocket launcher and is
treated as an inertial reference system.

Fig. 2 Adopted coordinate systems
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On the basis of the adopted coordinate system, kinematic relations between a
missile and a target were introduced [4]:

dr
dt

= vC ⋅ cosðχCÞ ⋅ cosðσÞ ⋅ cosðε− γCÞ+ sinðχCÞ ⋅ sinðσÞ½ �+
− vP ⋅ cosðχPÞ ⋅ cosðσÞ ⋅ cosðε− γPÞ+ sinðχPÞ ⋅ sinðσÞ½ �

ð1Þ

dε
dt

=
− vC ⋅ cosðχCÞ ⋅ sinðε− γCÞ+ vP ⋅ cosðχPÞ ⋅ sinðε− γPÞ

r ⋅ cosðσÞ ð2Þ

dσ
dt

= − vC ⋅ cosðχCÞ ⋅ sinðσÞ ⋅ cosðε− γCÞ− sinðχCÞ ⋅ cosðσÞ½ �+f
+ vP cosðχPÞ ⋅ sinðσÞ ⋅ cosðε− γPÞ− sinðχPÞ ⋅ cosðσÞ½ � g r̸

ð3Þ

where

vC—target velocity
vP—missile velocity
γP, χP—angle of missile flight
γC, χC—angles of target flight
ε, σ—angles of target observation
r—distance between missile and target

Using Eqs. (1)–(3) we write down a method of missile homing on the target,
known in the literature as a method of proportional navigation [11].

dyp
dt

= aγ
dε
dt

ð4Þ

dχp
dt

= aγ
dσ
dt

ð5Þ

The method described by formulas (4) and (5) does not take into account the
limits resulting from allowable overloads that can act on manoeuvring missile. It is
therefore considerable to take into account the cross-sectional overloads that can be
presented as the following kinematic form [4]:

ny = −
vP
g

⋅ γṖ ⋅ cosðχPÞ− cosðγPÞ≤ nyd ð6Þ

nz =
vP
g

⋅ χṖ + sinðγPÞ ⋅ sinðχPÞ≤ nzd, ð7Þ
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where

g—gravitational acceleration,
nyd—allowable cross-sectional overload acting along the axis,
nzd—allowable cross-sectional overload acting along the axis.

We introduce the so-called coefficients of minimal-time navigation that define
the level of manoeuvrability of a missile in order to take into account the allowable
overloads in the homing method.

ay =
g ⋅ nyd
vP

ð8Þ

az =
g ⋅ nzd
vP

ð9Þ

Taking into account the formulas (8) and (9), the homing algorithm is presented
as follows:

γP
dt

= ay ⋅ u ð10Þ

χP
dt

= az ⋅ v ð11Þ

The values “u” and “v” that appear in (10) and (11) are called control signals and
are presented as follows:

u= sign
dε
dt

� �
ð12Þ

v= sign
dσ
dt

� �
ð13Þ

At the time when the overload of a missile reach the allowable values, algorithm
of proportional homing (4), (5) is changed using control signals “u” and “v” to the
minimum-time algorithm described by formulas (10) and (11).

4 Study Results

Selected examples of computer simulation of an analysis concerning areas of
reachability of manoeuvring air targets by a modernised missile-artillery system
ZU-23-2MRE using a modified homing algorithm described by formulas (4), (5),
(10) and (11) are presented below.
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4.1 Checking a Reachability of Manoeuvring Air Targets
by a Missile on Rendezvous Courses (An Attack
from a Front Hemisphere)

4.1.1 Simulation of Homing for an Example 1

A simulation conducted for a velocity of target flight vC =300 m s̸. The location of
a target towards rocket launcher in the time of its detection by OGSS amounted to
xW =2400 m, yW =500 m, zW =50 m. The distance to a target in the time of its
detection by OGSS amounted to r=2465 m. The distance to the target at the time
of missile launch amounted to r=1530 m (Figs. 3, 4, 5, 6, 7, 8, 9 and 10).

Fig. 3 Flight-path of a target and a missile: 1—flight-path of a target during a delay “T”, 2—
flight-path of a target after missile launch, 3—flight-path of missile

Fig. 4 Missile velocity: 1—launching velocity, 2—marching velocity
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Fig. 5 Flight-path of a target and a missile in vertical and horizontal position: 1—flight-path of a
target during a delay “T”, 2—flight-path of a target after missile launch, 3—flight-path of missile

Fig. 6 Change of an angle γP and χP for trajectories presented in Fig. 5
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Fig. 7 Cross-sectional overloads of a missile after taking into account a minimum-time algorithm

Fig. 8 Cross-sectional overloads without taking into account a minimum-time algorithm
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4.1.2 Simulation of Homing for an Example 2

A simulation conducted for a velocity of target flight vC =300 m s̸. The location of
a target towards rocket launcher in the time of its detection by OGSS amounted to
xW =2260 m, yW =500 m, zW =50 m. The distance to a target in the time of its
detection by OGSS amounted to: r=2328 m. The distance to the target at the time
of missile launch amounted to r=1390 m (Figs. 11 and 12).

Fig. 9 Angular velocities of a missile after taking into account a minimum-time algorithm

Fig. 10 Angular velocities of a missile without taking into account a minimum-time algorithm
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4.1.3 Simulation of Homing for an Example 3

A simulation conducted for a velocity of target flight vC =320 m s̸. The location of
a target towards rocket launcher in the time of its detection by OGSS amounted to
xW = − 2450 m, yW =500 m, zW =0 m. The distance to a target in the time of its
detection by OGSS amounted to r=2505 m. The distance to the target at the time
of missile launch amounted to r=1523 m (Figs. 13, 14, 15, 16, 17 and 18).

Fig. 11 Flight-path of missile and target crossing the reachability border

Fig. 12 Signals controlling an algorithm during simulation presented in Fig. 11
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Fig. 13 Flight-path of a target and a missile on rendezvous courses

Fig. 14 Flight-path of missile and target from Fig. 13 in vertical and horizontal position
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Fig. 15 Cross-sectional overloads of a missile after taking into account a minimum-time
algorithm

Fig. 16 Cross-sectional overloads of a missile without taking into account a minimum-time
algorithm
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4.1.4 Simulation of Homing for an Example 4

A simulation conducted for a velocity of target flight vC =320 m s̸ The location of a
target towards rocket launcher in the time of its detection by OGSS amounted to
xW = − 2400 m, yW =500 m, zW =50 m. The distance to a target in the time of its
detection by OGSS amounted to r=2451 m. The distance to the target at the time
of missile launch amounted to r=1476 m (Figs. 19 and 20).

Fig. 17 Angular velocities of a missile after taking into account a minimum-time algorithm

Fig. 18 Angular velocities of a missile without taking into account a minimum-time algorithm
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4.2 Checking a Reachability of Manoeuvring Air Targets
by a Missile on Pursuit Courses (An Attack from a Back
Hemisphere)

4.2.1 Simulation of Homing for an Example 5

A simulation conducted for a velocity of target flight vC =300 m s̸. The location of
a target towards rocket launcher in the time of its detection by OGSS amounted to:

Fig. 19 Flight trajectory of missile and target after crossing the reachability border

Fig. 20 Cross-sectional overloads of a missile after taking into account a minimum-time
algorithm
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xW =1000 m, yW =2000 m, zW =50 m. The distance to a target in the time of its
detection by OGSS amounted to r=2236 m. The distance to the target at the time
of missile launch amounted to r=2822 m (Figs. 21, 22, 23 and 24).

Fig. 21 Flight-path of a target and a missile on a pursuit courses

Fig. 22 Flight-path of missile and target from Fig. 21 presented in vertical and horizontal position
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4.2.2 Simulation of Homing for an Example 6

A simulation conducted for a velocity of target flight vC =300 m s̸. The location of
a target towards rocket launcher in the time of its detection by OGSS amounted to
xW =1150 m, yW =2000 m, zW =50 m. The distance to a target in the time of its
detection by OGSS amounted to r=2307 m. The distance to the target at the time
of missile launch amounted to r=2928 m (Figs. 25, 26, 27 and 28).

Fig. 23 Change of distance between missile and target for simulation presented in Fig. 21

Fig. 24 Cross-sectional overload of a missile during its flight on the basis of trajectory presented
in Fig. 21
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Fig. 25 Flight-path of missile and target after crossing the border of reachability

Fig. 26 Missile velocity during its flight on the basis of trajectory presented in Fig. 25

Fig. 27 Cross-sectional overload of a missile during its flight on the basis of trajectory presented
in Fig. 25

142 D. Gapiński and Z. Koruba



5 Summary and Conclusion

The results of a simulation show that the developed minimal-time algorithm after
taking into account all delays T that influence missile launch and after taking into
account the tactical and technical parameters of a modernised ZU-23-2MRE system
is able to effectively determine the possibilities of reaching a manoeuvring air target
with a satisfactory accuracy for homing conditions. The conducted analysis also
revealed that minimum target detecting spheres performed by OGSS for missiles
coincide with the destruction zone for artillery fire unit (double cannons 2A14). In
case of using the system complementarity of these zones enables effective use of fire
in the airspace almost in the whole sector (in the distance from 5500 m from the
system). From the research data presented in point 4.1 it can be concluded that the
closer border of destruction zone for missile systems during shooting on rendezvous
courses is mainly limited by cross-sectional overload. A further border of
destruction zone on rendezvous courses will be limited to, above all, a target
radiation, for which the homing head of a missiles is still able to detect and track it.
The results presented in 4.2 revealed that in case of pursuit courses the closer border
of destruction zone will be limited mainly by maximum angular velocity which
allows effective tracking the target by the head and cross-sectional missile overload.
Further destruction zone border on pursuit courses will be limited mainly by
controlled flight range rockets, limited working hours of drive system and the
powder pressure battery, as well as meeting the minimum allowable speed missile
with the aim of enabling activation of the fuse of a head.

The graphs presented on Figs. 7, 9, 15 and 17 show that the developed algorithm
effectively imposes restrictions resulting from the aerodynamic missile capabilities,

Fig. 28 Angular velocities of a missile during its flight on the basis of trajectory presented in
Fig. 25

Analysis of Reachability Areas of a Manoeuvring … 143



shaping the maximum angular velocity of the missile at a level that the
cross-sectional overloads does not exceed the limit values.

Due to the fact that the proposed algorithm has no time-consuming complete
missile dynamics equations, it can be used for reachability analysis of the so-called
air targets at real-time mode. In the results of the study, time constant T1 includes
the delay resulting from the processing carried out by a number of mathematical
operations and it has no significant impact on the overall analysis process.
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Angular Velocity and Intensity Change
of the Basic Vectors of Position Vector
Tangent Space of a Material System
Kinetic Point—Four Examples

Katica R. (Stevanović) Hedrih

Abstract Chapter starts from author’s previous published results about nonlinear
transformations of coordinate systems, from affine space to functional-nonlinear
curvilinear coordinate system and corresponding geometrical and kinematical
invariants along nonlinear transformations of their coordinates from one to other
coordinate system. In a curvilinear coordinate system, coordinates of a geometrical
or kinematical point are not equal as coordinates of its’ corresponding position
vector. Expressions of basic vectors of tangent space of kinetic point vector position
in generalized curvilinear coordinate systems for the cases of orthogonal curvilinear
coordinate systems are derived and four examples are presented. Next, expressions
of change of basic vectors of tangent space of kinetic point vector position with
time, also, are done. In this chapter, new and original expressions of angular
velocity and velocity of dilatations of each of the basic vectors of tangent space of
kinetic point vector position, in four orthogonal curvilinear coordinate systems are
presented. List of these curvilinear coordinate systems are: three-dimensional
elliptical cylindrical curvilinear coordinate system; generalized cylindrical bipolar
curvilinear coordinate system; generalized elliptical curvilinear coordinate system,
and generalized oblate spheroidal curvilinear coordinate system.

1 Introduction

In author’s previously published paper [3–9] difference between linear and non-
linear transformation of coordinates is analyzed and discussed. Also, difference
between affine, linear space and nonlinear, functional space with curvilinear
coordinate system are pointed out.
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In real three-dimensional coordinate system, position vectors of the material–-
kinetic points of a material system constrained by geometrical holonomic stationary
and nonstationary real constraints (see Refs. [1, 2, 10–13]), are denoted by ρ ⃗ αð Þ qð Þ,
α=1, 2, 3, . . . ,N and each as functions of generalized coordinated qiαð Þ,
α=1, 2, 3, . . . ,N, i=1, 2, 3, where N is the total number of material system mass
particles. Basic vectors of each position vector tangent space are denoted by g ⃗ αð Þi,
α=1, 2, 3, . . . ,N, i=1, 2, 3, and can be expressed in the following form:

g ⃗ αð Þi =
∂ρ ⃗ αð Þ
∂qiαð Þ

, α=1, 2, 3, . . . ,N, i=1, 2, 3 ð1Þ

or in the following form:

g ⃗ αð Þi =
∂x αð Þ q1αð Þ, q

2
αð Þ, q

3
αð Þ

� �
∂qiαð Þ

ı +⃗
∂y αð Þ q1αð Þ, q

2
αð Þ, q

3
αð Þ

� �
∂qiαð Þ

ȷ +⃗
∂z αð Þ q1αð Þ, q

2
αð Þ, q

3
αð Þ

� �
∂qiαð Þ

k ⃗

α=1, 2, 3, . . . ,N, i=1, 2, 3

ð2Þ

Contravariant coordinates of position vectors ρ ⃗ αð Þ qð Þ, α=1, 2, 3, . . . ,N of each
of material system kinetic points are expressed in published Refs. [3–9].

In Refs. [3–9] the change of basic vectors of position vector tangent space of
kinetic point in three-dimensional spaces with curvilinear coordinate system are
derived. Without losing generality, let us list expressions for change of basic
vectors g ⃗ αð Þi, α=1, 2, 3, . . . ,N, i=1, 2, 3 of position vector ρ ⃗ αð Þ qð Þ,
α=1, 2, 3, . . . ,N in three-dimensional tangent space in curvilinear coordinate
system for one kinetic point of material system. For that reason, let us present
derivatives with respect to time of basic vectors g ⃗ αð Þi, α=1, 2, 3, . . . ,N, i=1, 2, 3 of
position vector tangent space, in the following forms:

dg ⃗ αð Þ1
dt

= g ⃗ αð Þ1 Γ1
αð Þ11q ̇

1
αð Þ +Γ1

αð Þ12q ̇
2
αð Þ +Γ1

αð Þ13q ̇
3
αð Þ

� �
+

+ g ⃗ αð Þ2 Γ2
αð Þ11q ̇

1
αð Þ +Γ2

αð Þ12q ̇
2
αð Þ +Γ2

αð Þ13q ̇
3
αð Þ

� �
+

+ g ⃗ αð Þ3 Γ3
αð Þ11q ̇

1
αð Þ +Γ3

αð Þ12q ̇
2
αð Þ +Γ3

αð Þ13q ̇
3
αð Þ

� � ð3Þ

dg ⃗ αð Þ2
dt

= Γ1
αð Þ21g ⃗ αð Þ1 +Γ2

αð Þ21g ⃗ αð Þ2 +Γ3
αð Þ21g ⃗ αð Þ3

� �
q ̇1αð Þ +

+ Γ1
αð Þ22g ⃗ αð Þ1 +Γ2

αð Þ22g ⃗ αð Þ2 +Γ3
αð Þ22g ⃗ αð Þ3

� �
q ̇2αð Þ +

+ Γ1
αð Þ23g ⃗ αð Þ1 +Γ2

αð Þ23g ⃗ αð Þ2 +Γ3
αð Þ23g ⃗ αð Þ3

� �
q ̇3αð Þ

ð4Þ
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dg ⃗ αð Þ3
dt

= Γ1
αð Þ31g ⃗ αð Þ1 +Γ2

αð Þ31g ⃗ αð Þ2 +Γ3
αð Þ31g ⃗ αð Þ3

� �
q ̇1αð Þ +

+ Γ1
αð Þ32g ⃗ αð Þ1 +Γ2

αð Þ32g ⃗ αð Þ2 +Γ3
αð Þ32g ⃗ αð Þ3

� �
q ̇2αð Þ +

+ Γ1
αð Þ33g ⃗ αð Þ1 +Γ2

αð Þ33g ⃗ αð Þ2 +Γ3
αð Þ33g ⃗ αð Þ3

� �
q ̇3αð Þ

ð5Þ

Let us suppose that each position vector tangent space of each kinetic point is
three-dimensional and defined in orthogonal curvilinear coordinates qiαð Þ,
α=1, 2, 3, . . . ,N, i=1, 2, 3, then is valid [3–9]

dg ⃗ αð Þi
dt

= g ⃗ αð Þi
*

+ ωp⃗ αð Þi, g ⃗ αð Þi
� �

, α=1, 2, 3, . . . ,N, i=1, 2, 3 ð6Þ

Then, on the basis (6), let us separate in expressions (3), (4), and (5) of the

corresponding derivatives dg ⃗ αð Þi
dt , α=1, 2, 3, . . . ,N, i=1, 2, 3, of the basic vectors

g ⃗ αð Þi, α=1, 2, 3, . . . ,N, i=1, 2, 3 of position vector ρ ⃗ αð Þ qð Þ, α=1, 2, 3, . . . ,N

tangent space terms which correspond to terms of the relative derivatives g ⃗ αð Þ1
*

, g ⃗ αð Þ2
*

and g ⃗ αð Þ3
*

, α=1, 2, 3, . . . ,N in the following forms:

g ⃗ αð Þ1
*

= g ⃗ αð Þ1 Γ1
αð Þ11q ̇

1
αð Þ +Γ1

αð Þ12q ̇
2
αð Þ +Γ1

αð Þ13q ̇
3
αð Þ

� �
g ⃗ αð Þ2

*
= g ⃗ αð Þ2 Γ2

αð Þ21q ̇
1
αð Þ +Γ2

αð Þ22q ̇
2
αð Þ +Γ2

αð Þ23q ̇
3
αð Þ

� �
g ⃗ αð Þ3

*
= g ⃗ αð Þ3 Γ3

αð Þ31q ̇
1
αð Þ +Γ3

αð Þ32q ̇
2
αð Þ +Γ3

αð Þ33q ̇
3
αð Þ

� �
, α=1, 2, 3, . . . ,N

ð7Þ

These vector terms, g ⃗ αð Þ1
*

, g ⃗ αð Þ2
*

and g ⃗ αð Þ3
*

, α=1, 2, 3, . . . ,N defined by expres-
sions (7) represent vectors of relative velocity of basic vectors extensions and is
possible to express in scalar forms as relative velocity of magnitude dilatation of
each of three basic vectors of each position vector tangent space of each material
point in following forms:.

ε αð Þ1 =
d g ⃗ αð Þ1
�� ��
g ⃗ αð Þ1
�� ��dt = Γ1

αð Þ11q ̇
1
αð Þ +Γ1

αð Þ12q ̇
2
αð Þ +Γ1

αð Þ13q ̇
3
αð Þ

� �

ε αð Þ2 =
d g ⃗ αð Þ2
�� ��
g ⃗ αð Þ2
�� ��dt = Γ2

αð Þ21q ̇
1
αð Þ +Γ2

αð Þ22q ̇
2
αð Þ +Γ2

αð Þ23q ̇
3
αð Þ

� �

ε αð Þ3 =
d g ⃗ αð Þ31
�� ��
g ⃗ αð Þ3
�� ��dt = Γ3

αð Þ31q ̇
1
αð Þ +Γ3

αð Þ32q ̇
2
αð Þ +Γ3

αð Þ33q ̇
3
αð Þ

� �
, α=1, 2, 3, . . . ,N

ð8Þ
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Other terms in each of the expressions (3), (4), and (5) of the corresponding

derivatives dg ⃗ αð Þi
dt , α=1, 2, 3, . . . ,N, i=1, 2, 3, of the basic vectors g ⃗ αð Þi,

α=1, 2, 3, . . . ,N, i=1, 2, 3, of position vector ρ ⃗ αð Þ qð Þ, α=1, 2, 3, . . . ,N tangent
space are terms which represent the vector expressions of vector product between
angular velocity ω ⃗p αð Þi, α=1, 2, 3, . . . ,N, i=1, 2, 3 of corresponding basic vector
rotation and same basic vector g ⃗ αð Þi, α=1, 2, 3, . . . ,N, i=1, 2, 3. From these terms
it is easier to express angular velocities of the basic vectors of position vector
tangent space during motion of the corresponding kinetic point. These expressions
are in the following forms:

ω⃗p αð Þ1, g⃗ αð Þ1
� �

= g⃗ αð Þ2 Γ2
αð Þ11q ̇

1
αð Þ +Γ2

αð Þ12q ̇
2
αð Þ +Γ2

αð Þ13q ̇
3
αð Þ

� �
+

+ g⃗ αð Þ3 Γ3
αð Þ11q ̇

1
αð Þ +Γ3

αð Þ12q ̇
2
αð Þ +Γ3

αð Þ13q ̇
3
αð Þ

� �
ω⃗p αð Þ2, g⃗ αð Þ2
� �

= g⃗ αð Þ1 Γ1
αð Þ21q ̇

1
αð Þ +Γ1

αð Þ22q ̇
2
αð Þ +Γ1

αð Þ23q ̇
3
αð Þ

� �
+

+ g⃗ αð Þ3 Γ3
αð Þ21q ̇

1
αð Þ +Γ3

αð Þ22q ̇
2
αð Þ +Γ3

αð Þ23q ̇
3
αð Þ

� �
ω⃗p αð Þ3, g⃗ αð Þ3
� �

= g⃗ αð Þ1 Γ1
αð Þ31q ̇

1
αð Þ +Γ1

αð Þ32q ̇
2
αð Þ +Γ1

αð Þ33q ̇
3
αð Þ

� �
+

+ g⃗ αð Þ2 Γ2
αð Þ31q ̇

1
αð Þ +Γ2

αð Þ32q ̇
2
αð Þ +Γ3

αð Þ33q ̇
3
αð Þ

� �
, α=1, 2, 3, . . . ,N

ð9Þ

In previously presented expressions, denotations ωp⃗ αð Þ1, ωp⃗ αð Þ2 and ωp⃗ αð Þ3 present
angular velocities of the basic vectors of a position vector tangent space during
material point motion. In previous expressions (9), Γk

αð Þij, α=1, 2, 3, . . . ,N,
i, j, k=1, 2, 3 are Christoffel’s symbols of the second kind, and Γ αð Þij, k,
α=1, 2, 3, . . . ,N, i, j, k=1, 2, 3 Christoffel’s symbols of the first kind in corre-
sponding curvilinear coordinate system of vector position tangent space of corre-
sponding material kinetic point. These Christoffel’s symbol, first and second kind,
are expressed by corresponding covariant g αð Þij qð Þ, α=1, 2, 3, . . . ,N, i, j, k=1, 2, 3
or contrvariant gklαð Þ qð Þ, α=1, 2, 3, . . . ,N, i, j, k=1, 2, 3 metric tensor of corre-
sponding position vector tangent space, in the following relations [1, 2, 11, 13]:

Γ αð Þij, k =
1
2

∂g αð Þik
∂q j

αð Þ
+

∂g αð Þjk
∂qiαð Þ

−
∂g αð Þij
∂qkαð Þ

 !
, α=1, 2, 3, . . . ,N, i, j, k=1, 2, 3 ð10Þ

Γk
αð Þij = gklαð ÞΓ αð Þij, l, α=1, 2, 3, . . . ,N, i, j, k=1, 2, 3 ð11Þ

g αð Þik = g ⃗ αð Þi, g ⃗ αð Þk
� � ð12Þ
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2 Three-Dimensional Elliptical Cylindrical Curvilinear
Coordinate System

For first example, let us determine the change of basic vectors g ⃗ αð Þi ξ αð Þ, η αð Þ, z αð Þ
� �

,

α=1, 2, 3, . . . ,N, i=1, 2, 3 in three-dimensional elliptical cylindrical curvilinear
coordinate system with curvilinear coordinates ξ αð Þ, η αð Þ, z αð Þ, α=1, 2, 3, . . . ,N of
kinetic point N αð Þ, α=1, 2, 3, . . . ,N in three-dimensional elliptical cylindrical

curvilinear system defined as N αð Þ ξ αð Þ, η αð Þ, z αð Þ
� �

, α=1, 2, 3, . . . ,N, and with

corresponding position by position vector ρ ⃗ αð Þ ξ αð Þ, η αð Þ, z αð Þ
� �

, α=1, 2, 3, . . . ,N

with cotravariant coordinates ρiαð Þ ξ αð Þ, η αð Þ, z αð Þ
� �

, α=1, 2, 3, . . . ,N, i=1, 2, 3. By

using previous considerations and derived expressions (see Fig. 1a*) it is valid to
write the following expressions, without index αð Þ, and without losing generalities
(see Refs. [3–9]) for position vector

ρ
⇀
ξ, η, zð Þ= x ξ, η, zð Þı +⃗ y ξ, η, zð Þȷ +⃗ z ξ, η, zð Þk ⃗

ρ
⇀
ξ, η, zð Þ= ıC⃗hξ cos η+ ȷS⃗hξ sin η+ zk ⃗= ρi ξ, η, zð Þgi⃗ ξ, η, zð Þ

ð13Þ

and corresponding expressions for covariant basic vectors g ⃗ αð Þi ξ αð Þ, η αð Þ, z αð Þ
� �

,

α=1, 2, 3, . . . ,N, i=1, 2, 3 of position vector tangent space in three-dimensional
three parabolic coordinate system:

Fig. 1 Presentation of the position vector of a kinetic point in different positions in
three-dimensional space, with corresponding basic vectors g ⃗ αð Þi of position vector ρ ⃗ αð Þ qð Þ tangent
space (without index αð Þ denotation of the order of point); a* in elliptic cylindrical coordinate
system with orthogonal curvilinear coordinates; b* in three-dimensional cylindrical bipolar
coordinate system with orthogonal curvilinear coordinates
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g⇀1 = g⇀ξ =
∂ρ ⃗

∂ξ
= ıS⃗hξ cos η+ ȷC⃗hξ sin η

g⇀2 = g⇀η =
∂ρ ⃗

∂η
= − ıC⃗hξ sin η+ ȷS⃗hξ cos η

g⇀3 = g⇀z =
∂ρ ⃗

∂z
= k ⃗

ð14Þ

Intensities of the basic vectors in elliptical cylindrical coordinates are

g⇀1
�� ��= g⇀ξ

�� ��= ∂ρ ⃗

∂ξ

����
����=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sh2ξ cos2 η+Ch2ξ sin2 η

q

g⇀1
�� ��= g⇀ξ

�� ��= ∂ρ ⃗

∂ξ

����
����=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 η+ Sh2ξ

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ch2ξ− cos2 η

p
g⇀2
�� ��= g⇀η

�� ��= ∂ρ ⃗

∂η

����
����=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
η2 + ξ2

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ch2ξ sin2 η+ Sh2ξ cos2 η

q

g⇀2
�� ��= g⇀η

�� ��= ∂ρ ⃗

∂η

����
����=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 η+ Sh2ξ

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ch2ξ− cos2 η

p
, g⇀3
�� ��= g⇀z

�� ��= ∂ρ ⃗

∂z

����
����=1

ð15Þ

Metric tensor of position vector tangent space in elliptical cylindrical coordi-
nates is

gij = gi⃗, gj⃗
� �

, g= gij
� �

=
sin2 η+ Sh2ξ 0 0

0 sin2η+ Sh2ξ 0
0 0 1

0
@

1
A ð16Þ

Scalar products between each two basic vectors of the position vector tangent

space in elliptical cylindrical coordinates are g⇀1, g
⇀

2

� �
= g⇀ξ, g

⇀

η

� �
=0,

g⇀1, g
⇀

3

� �
= g⇀ξ, g

⇀

z

� �
=0 and g⇀3, g

⇀

2

� �
= g⇀z, g

⇀

η

� �
=0. Then, we can conclude that

these three basic vectors of the position vector tangent space in elliptical cylindrical
coordinates are orthogonal.

Unit vectors in directions of the corresponding basic vectors of vector position of
a mass particle in elliptical cylindrical coordinates are [8–10]

T ⃗1 = T ⃗ξ =
g⇀ξ
g⇀ξ
�� �� = 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 η+ Sh2ξ
p ıS⃗hξ cos η+ ȷC⃗hξ sin ηð Þ

T ⃗2 = T ⃗η =
g⇀η
g⇀η
�� �� = 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 η+ Sh2ξ
p − ıC⃗hξ sin η+ ȷS⃗hξ cos ηð Þ, T ⃗3 = g⇀z = k ⃗

ð17Þ
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Corresponding derivatives of covariant basic vectors of position vector tangent
space along kinetic point motion, expressed in elliptical cylindrical coordinates are

dg⇀1
dt

=
dg⇀ξ
dt

= ı ⃗ ξ ̇Chξ cos η− η ̇Shξ sin ηð Þ+ ȷ ⃗ ξ ̇Shξ sin η+ η ̇Chξ cos ηð Þ
dg⇀2
dt

=
dg⇀η
dt

= − ı ⃗ ξ ̇Shξ sin η+ η ̇Chξ cos ηð Þ+ ȷ ⃗ ξ ̇Chξ cos η− η ̇Shξ sin ηð Þ
dg⇀3
dt

=
dg⇀z
dt

=0

ð18Þ

Then, it is necessary, from previous expressions (18) of basic vectors derivatives
to separate corresponding terms which correspond to velocities of the basic vectors
extensions and rotations. For that reason, expressions (18) are multiplied by unit
vectors in direction of basic vectors. After obtaining results and analysis and
synthesis obtained results, we can conclude the following:

a* Velocities of basic vector extensions of position vector tangent space in
elliptical cylindrical coordinate system of orthogonal curvilinear coordinate system,
with curvilinear coordinates ξ αð Þ, η αð Þ and z αð Þ are in following forms:

g⇀ξ
*

=
d g⇀ξ
�� ��
g⇀ξ
�� ��dt g⇀ξ =

1
sin2 η+ Sh2ξ
� � ⟨ξ ̇ChξShξ+ η̇ sin η cos η⟩g⇀ξ

g⇀η
*

=
d g⇀η
�� ��
g⇀η
�� ��dt g⇀η =

1
sin2 η+ Sh2ξ
� � ⟨ξ ̇ShξChξ+ η̇ cos η sin η⟩g⇀η, g⇀z

*

= 0

ð19Þ

b* Angular velocities of the basic vectors rotations of position vector tangent space
in elliptical cylindrical coordinate system of orthogonal curvilinear coordinate
system, are in following forms:

ω ⃗Pξ =
1

sin2 η+ Sh2ξ
� � ⟨− ξ ̇ cos η sin η+ η̇ChξShξ⟩g ⃗z

ωP⃗η =
1

sin2 η+ Sh2ξ
� � ⟨− ξ ̇ sin η cos η+ η ̇ChξShξ⟩g ⃗z, ωP⃗z =0

ð20Þ

For the considered case, basic vectors of position vector tangent space in
elliptical cylindrical coordinate system are orthogonal in each kinetic point posi-
tion, but change their intensities and orientations, keeping their orthogonality
during rotation by angular velocities determined by expressions (20).

Contravariant coordinates ρiαð Þ ξ αð Þ, η αð Þ, z αð Þ
� �

, α=1, 2, 3, . . . ,N, i=1, 2, 3 of

kinetic point position vector in elliptical cylindrical curvilinear coordinate system
defined by basic vectors of position vector tangent space and in coordinate source
of fixed pole O, are functions of curvilinear coordinates ξ αð Þ, η αð Þ, z αð Þ,
α=1, 2, 3, . . . ,N.
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By using previous expressions of the contravariant coordinates

ρiαð Þ ξ αð Þ, η αð Þ, z αð Þ
� �

, α=1, 2, 3, . . . ,N, i=1, 2, 3 of kinetic point position vector in

elliptical cylindrical curvilinear coordinate system, position vector is possible to
present by covariant basic vectors g ⃗ αð Þi, α=1, 2, 3, . . . ,N, i=1, 2, 3. Then we can
write vector position (13) of the mass particle motion in elliptical cylindrical
coordinates in the following form:

ρ
⇀= xı +⃗ yȷ +⃗ zkρ⃗1 = ρξgξ⃗ + ρηgη⃗ + ρzgz⃗

ρ
⇀=

1
sin2 η+ Sh2ξ
� � ⟨g ⃗ξChξShξ− gη⃗ cos η sin η⟩+ zg ⃗z

ð21Þ

3 Generalized Cylindrical Bipolar Curvilinear Coordinate
System

Relation between coordinates x, y and z of Descartes coordinate system which is
affine space and generalized cylindrical bipolar curvilinear coordinates ξ, η and z
(see Fig. 1b*) are nonlinear and transformation of the coordinates is generalized
nonlinear transformation from affine coordinate system to generalized cylindrical
bipolar curvilinear coordinate system which is no affine coordinate system space.
These nonlinear relations of coordinate transformation are in the following
forms [7]

x=
aShv

Chv− cos u
, 0≤ u≤ 2π, y=

a sin u
Chv− cos u

, −∞≤ v≤ +∞, z= z ð22Þ

Cylindrical bipolar coordinate system surfaces are x− cot ghyð Þ2 + y2 = a2
Sh2u are

cylinders, x2 + y− actguð Þ2 = a2

sin2 u
are cylinders, and Z = const are planes.

Vector position ρ
⇀ of mass particle N x, y, zð Þ in Descartes (afine, Cartesian)

coordinate system is in the form: ρ⇀= xı +⃗ yȷ +⃗ zk ⃗ and in new generalized coordinate
system with curvilinear coordinates–cylindrical bipolar coordinates u v and z, same
vector position of the same mass particle in same position do not have same
coordinates as they are bipolar coordinates of the point: N u, v, zð Þ. Coordinates of
the vector position, we denote as

ρ
⇀ u, v, zð Þ= ı ⃗

aShv
Chv− cos u

+ ȷ ⃗
a sin u

Chv− cos u
+ zk ⃗= ρi u, v, zð Þgi⃗ u, v, zð Þ ð23Þ

Basic vectors of the position vector tangent space in cylindrical bipolar coor-
dinates are in the following forms
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g⇀1 = g⇀u =
∂ρ ⃗

∂u
= − ı ⃗

aShv sin u

Chv− cos uð Þ2 + ȷ ⃗
a cos uChv− 1ð Þ
Chv− cos uð Þ2

g⇀2 = g⇀v =
∂ρ ⃗

∂v
= ı ⃗

a 1−Chv cos uð Þ
Chv− cos uð Þ2 − ȷ ⃗

a sin uShv

Chv− cos uð Þ2 , g⇀3 = g⇀z =
∂ρ ⃗

∂z
= k.⃗

ð24Þ

Scalar products between each two basic vectors of the position vector tangent
space, in cylindrical bipolar coordinates, are equal to zero, and these three basic
vectors are orthogonal. Derivative of the first basic vector of the position vector
tangent space in bipolar system coordinates

dg⇀1
dt

=
dg⇀u
dt

=
d
dt
∂ρ ⃗

∂u
=

= − ıa⃗
v ̇ Ch2v−Chv cos u− 2Sh2vð Þ sin u− u ̇ Chv cos u+ cos2 u− 2 sin2 u

� �
Shv

Chv− cos uð Þ3 +

+ aȷ ⃗
v ̇⟨ ChvShv− cos uShv− 2ChvShvð Þ cos u− 2Shv⟩+ u̇ 2+ cos uChv−Ch2v− 2Chv cos uð Þ sin u

Chv− cos uð Þ3

ð25Þ

4 Conclusions

Aim of this paper is to point out difference between linear, affine coordinate systems
with staring coordinate lines and functional curved spaces with curvilinear line and
also difference between basic vectors in tangent space of a vector position of a
kinetic point during moving in space. Basic vectors in functional tangent space of a
position vector of the kinetic point changes during the kinetic point motion. The
changes of the basic vectors are in change of their intensities and in rotation with
corresponding angular velocities.

In author’s previously published papers [3–9] expressions for angular velocities
and intensity change of basic vectors of position vector tangent space of a material
system kinetic point in polar-cylindrical, spherical, parabolic-cylindrical, and
three-dimensional-thee-parabolic system of curvilinear orthogonal coordinates are
presented.

In Fig. 2, the presentation of the position vector of a kinetic point in different
positions in three-dimensional space, with corresponding basic vectors g ⃗ αð Þi of
position vector ρ ⃗ αð Þ qð Þ tangent space (without index αð Þ denotation of the order of
point) in two different functional curvilinear space are presented: in a* in elliptical
coordinate system with orthogonal curvilinear coordinates and in b* in
three-dimensional oblate spherical coordinate system with orthogonal curvilinear
coordinates. For these cases, also, are derived corresponding expressions for
angular velocity and intensity change of basic vectors of position vector tangent
space of a material system kinetic point, but no pages for presenting these
expressions in these bounded pages.
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Dynamics of Impacts and Collisions
of the Rolling Balls

Katica R. (Stevanović) Hedrih

Abstract In the chapter the theory of dynamics of impacts and collisions of the
rolling balls is presented for different types of impacts and collisions depending on
the balls’ configuration in the kinetic state of impacts and collisions. By use of
analogy between central impacts or collisions of balls in translator motion and balls’
rolling motions before impacts or collisions, corresponding relations between
outgoing velocities and outgoing angular velocities of rolling and impact velocities
are expressed. Also, change of impact impulse (linear momentum) and moment of
impulse (angular momentum) of the balls’ rolling motion after and before impacts
and collisions are expressed. By use of phenomenological mappings between a set
of element dynamics of balls’ impact and collisions for central and skew impacts as
well as collisions corresponding analogies are identified. Different ball-rolling
traces before and after skew impacts and skew collisions as a set of different
kinematic elements for each type of impact and collision are discussed and kine-
matic plans of impacts and corresponding outgoing translator and angular velocities
are graphically presented by a series of figures. In conclusion, dynamics of elliptic
billiards are presented.

1 Introduction

We start with some words about the competition and the Royal Scientific Society.
The Royal Scientific Society, in London, in 1668, announced a competition for the
solution of problems of the dynamics of impact and the following now well-known
scientists submitted their works to this competition, Wallis (John Wallis,
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1616–1703, Mechanica sive de mote-1688) and Huygens (Christiaan Huygens,
1629–1695, De motu corporum ex percusione).

Using the results of the collision submitted by the Royal Scientific Society
learned Willis and Huygens, and given their generalizations, Isaac Newton
(1642–1726/7) founded the fundamental basics of the theory of impacts. And
before Newton and Huygens and Wallis, others explored the dynamics of impacts.
Thus, for example, collision problems are dealt with by Galileo Galilei
(1564–1642), who came to the conclusion that the impact force in relation to the
pressure force is infinitely large, but it came to the knowledge of the relationship of
impact impulse and linear momentum.

Also, this chapter starts with some sentences published by Coriolis
(Gaspard-Gustave de Coriolis, 1792–1843), in his book Mathematical Theory of
Billiards Game:

In connection with the game of billiards … there are various dynamic tasks,
whose solutions contain in this event. I think that people who know Theoretical
mechanics, and even students of polytechnics, with interest familiarize themselves
with explanations of all the original phenomenon that can be observed from the
time of movement billiard balls [1–7].

In Fig. 1, upper, the trajectory of a billiard ball rolling along a horizontal plane
bounded by a boundary elliptic-cylindrical surface is presented. Also in Fig. 1,
lower, a plan of the impact and outgoing angular velocities before and after impacts
is presented.

In the world literature, the problem of the impact body on some boundary, as
well as collision between two or more bodies is an important research task, but up
to now not yet solved in general. It is solved only in particular cases. In Ref. [7] the
theoretical part of classical tasks of impact and collision is presented with a part
containing new results about mathematical billiards. The content of this book is
very useful for introducing the problem of impact especially in presentation of an
idea of systems with special one-sided constraints. The basis of the idea about a
presentation system with impacts is in introducing a field with conservative and
dissipative forces for composition in the system free of one-sided constraints
omitted from the system.

In the author’s previous coauthored papers [8, 9] collision between two heavy
mass particles along a rough circle as well as along curvilinear lines in the dynamics
of vibroimpact systems with Coulomb-type friction, numerous new and original
results are presented. Also in Refs. [10–12] collision between two heavy rolling
balls along a circle in vibroimpact dynamics is investigated.

In this chapter, our results are founded on the results presented in the author’s
papers [13–16] and also on the unpublished manuscripts containing new original
research results on the theory of collision between two rolling balls. We use Pet-
rović’s theory presented in two books: Elements of Mathematical Phenomenology
[17, 18] and Phenomenological Mappings [19]. References [17, 18] are not well
known because they were published in 1911 in the Serbian language. Only a short
presentation [19] of Petrović’s theory was published in French. In Refs. [13, 20–25]
elements of mathematical phenomenology and phenomenological mapping
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presented by the Serbian scientist Mihailo Petrović were applied for solving
numerous research tasks and to obtain new original results.

2 Kinematics of Rolling Ball Impact

In this chapter, we begin by analyzing the possible impact points on the rolling ball,
which is rolling along a horizontal trace. In the position of ball impact into a
boundary vertical cylindrical surface a point is in the contact with the boundary
surface. These points at which impacts are possible to be realized are in the biggest
circle. In Fig. 2.a*, possible impact points T0, T11, T12, … of the rolling ball along
the horizontal trace to the impacts at the boundary vertical cylindrical surface with

Fig. 1 Trajectory of a billiard ball rolling along a horizontal plane bounded by a boundary
elliptic-cylindrical surface with plan of the impact and outgoing angular velocities before and after
impacts
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plans of component and resultant impact velocities are presented. These component
impact velocities are: translator vT⃗0, translator, vT⃗12, translator, and vT⃗13 translator and rolling
vT⃗0, rolling, vT⃗12, rolling, and vT⃗13, rolling, respectively, of impact points T0, T11, and T12.
Translator components are the same as the translator velocity of the ball mass center
vC⃗, rolling with intensity vC, translator = vC, rolling =RωP, impact, where ωP, impact is the
angular velocity of the rolling ball around the momentary axis through the instan-
taneous pole P. Rolling components vT⃗0, rolling, v ⃗T12, rolling, and vT⃗13, rolling have dif-
ferent intensity depending on the normal distance between the impact point and axis
of self-rotation through the ball mass center and all are in the vertical direction. The
biggest rolling velocity is in the case of central collision because this distance is
equal to the radius of the ball: vT0, rolling =RωC, impact =RωP, impact. If we denote by αi
the angle between the ball rolling horizontal trace and normal to the boundary
vertical cylindrical surface at possible impact point T1i at the biggest circle on the
ball then the ball rolling component velocity is: vT1i, rolling =RωC, impact cos αi =
RωP, impact cos αi. Taking into account that the ball component outgoing velocities,
for the case of ideal elastic impacts are equal intensity and ball component impact
velocities of the impact point, we can write:

a* for the ball translator outgoing component velocity:

vC, translatir, autgoing = vC, rolling, autgoing =RωP, impact =RωP, outgoing.

Taking into account that direction of the ball translator outgoing component
velocity obtains the direction with angle αi to the boundary vertical cylindrical
surface at the possible impact point we can see that the ball outgoing angular
velocity for ideal elastic impact is the same as the impact angular velocity
ωP, outgoing =ωP, impact. For obtaining the direction of the ball outgoing angular
velocity for ideal elastic impact let’s analyze the ball rolling component velocities.

b* for ball rolling component velocities:

vT1i, rolling, outgoing = vT1i, rolling, impact =RωC, impact cos αi =RωP, impact cos αi

v1i, rolling, outgoing =RωP, outgoingcosαii =RωC, outgoingcosαi

Taking into account previous analysis of intensity ball outgoing rolling com-
ponent velocities, which are in vertical directions, but opposite to the corresponding
impact component, that direction of the ball outgoing angular velocity obtains
direction with angle αi to the boundary vertical cylindrical surface and also the
direction of the ball outgoing trace after impact.

In Fig. 2.b*, the plan of impact and outgoing angular velocities of a rolling ball
along horizontal traces before and after impact to the boundary vertical cylindrical
surface are presented.

In Fig. 3, an impact point of a rolling ball along the horizontal trace to the
boundary vertical cylindrical surface, in the case of skew impact, and with plans of
impact and outgoing component velocities and impact angular velocity of the
rolling ball are presented.
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It may be concluded that is possible to use only rolling ball angular velocities,
impact and outgoing for the analysis impact of a rolling ball along the horizontal
trace to the boundary vertical cylindrical surface. A conclusion: for the case of the
ideal elastic impact a rolling ball along the horizontal trace the boundary vertical
cylindrical surface outgoing velocity has the same intensity as the impact angular
velocity and the direction of outgoing angular velocity is under the same angle to
the normal to the boundary vertical cylindrical surface as the impact angular
velocity, and a ball outgoing trace rolling direction is under the same angle as a ball
impact trace rolling direction to the normal to boundary vertical cylindrical surface.

(a) (b)

Fig. 2 a* Possible impact points of rolling ball along horizontal trace to the boundary vertical
cylindrical surface with plans of component and resultant impact velocities. b* Plan of impact and
outgoing angular velocities of a rolling ball along horizontal trace to the boundary vertical
cylindrical surface

Fig. 3 An impact point of a rolling ball along the horizontal trace to the boundary vertical
cylindrical surface, in the case of skew impact, and with plans of impact and outgoing velocities
and impact angular velocity of the rolling ball
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3 Kinematics of Collision of Two Rolling Balls

On the basis of the previous analysis of central impact and skew impact of a rolling
ball along horizontal traces before and after impact on the boundary vertical
cylindrical surface and corresponding analysis of central collision between two
rolling balls of the same dimension we can conclude that the tangent plane to the
balls in collision at the common point T1 =T2 corresponds to the tangent plane at
the impact point of a rolling ball to the boundary vertical cylindrical surface. Then
in kinematic analysis of outgoing angular velocity direction after two rolling balls
in collision it is right to conclude that the outgoing angular velocity is in the same or
opposite direction depending on the relation between intensities of ball impact
angular velocities and other dynamics of ball parameters.

Also, it is possible to conclude that the outgoing balls’ rolling traces are
orthogonal to a collision of the tangent plane to balls at the point of collision, and
the direction of a ball rolling along traces, also depend on the relation between
intensities of ball impact angular velocities and other dynamics of ball parameters.
Then it is necessary to consider dynamics of rolling balls’ collision.

In Fig. 4, the impact-collision point on the rolling balls along horizontal traces to
the collision between balls, in the case of skew collision, and with possible plans of
impact and outgoing velocities and impact angular velocity of each of the rolling
balls, in a possible case of system kinetic parameters, is presented.

For skew collision between two rolling balls along horizontal traces in the same
horizontal plane and for a possible relation between the systems’ kinetic parame-
ters, when the balls’ rolling traces are in opposite directions these traces are under
the same angles to the normal to the collision tangent plane as their corresponding
impact traces. For other possible system kinetic parameters balls’ outgoing traces
have the same positions and different directions. These possible cases are necessary
for analysis of each case of system kinetic parameters including analysis of
dynamics of rolling balls’ collision.

This chapter is too short to present all the possible plans of kinematic parameters
of two rolling balls in skew collisions.

4 Dynamics of Two Rolling Balls’ Collision Along
Horizontal Trace

Let’s start with the theory of dynamics of collision between two rolling balls of the
same radius, and with different mass m1 and m2, and different axial mass inertia
moments JP1 and JP2 for the corresponding momentary axis of rotation in rolling
along a trace with pre-impact (arrival) angular velocities ω ⃗P1, impact =ωP⃗1 t0ð Þ and
ωP⃗2, impact =ωP⃗2 t0ð Þ. Mass centers C1 and C2 of the balls move translatory with
pre-impact (arrival) velocities vC⃗1. impact = vC⃗1 t0ð Þ and v ⃗C2. impact = vC⃗2 t0ð Þ. Angular
velocities ωP⃗1, impact =ωP⃗1 t0ð Þ and ω ⃗P2, impact =ωP⃗2 t0ð Þ we denote as arrival, or
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impact, or pre-impact angular velocities at the moment t0 (see Figs. 3, 4, and 5). At
this moment t0 of the initial collision between these rolling balls, contact of these two
balls is at point T12, in which both balls possess a common tangent plane, plane of
contact (touch). In the theory of collision, it is proposed that collision takes a very
short period of time t0, t0 + τð Þ, and that τ tend to zero. After this short period τ bodies,
two rolling balls in collision separate and are outgoing by post-impact–outgoing
angular velocities ωP⃗1, outgoing =ωP⃗1 t0 + τð Þ and ωP⃗2, outgoing =ωP⃗2 t0 + τð Þ. Mass
centersC1 andC2 of the balls move translatory with post-impact (outgoing) translator
velocities vC⃗1. outgoing = vC⃗1 t0 + τð Þ and v ⃗C2. outgoing = vC⃗2 t0 + τð Þ. These translator
velocities are each possible to express by the corresponding angular velocity and
radius of the corresponding ball.

Taking into account that translator motion of two bodies in central collision is
the simplest motion of two bodies, defined by corresponding inertia properties
expressed by mass, m1 and m2, of each body and also by corresponding translator

Fig. 4 An impact-collision point of rolling balls along horizontal traces to the collision between
balls in the case of skew collision, and with plans of impact and outgoing velocities and impact
angular velocity of each of the rolling balls
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pre-impact velocity, v1⃗ t0ð Þ and v2⃗ t0ð Þ at the moment before collision and by
post-impact–outgoing translator velocities v ⃗1 t0 + τð Þ and v ⃗2 t0 + τð Þ, it is possible to
establish an analogy with collision between two rolling balls. The explanation is in
the following form.

Also, rolling balls along a horizontal strength trace is the simplest rotation motion
defined only by inertia properties in the axial mass inertia moments JP1 and JP2 for the
corresponding momentary axis of rotation in rolling along the trace with pre-impact
(arrival) angular velocities ωP⃗1, impact =ωP⃗1 t0ð Þ and ωP⃗2, impact =ωP⃗2 t0ð Þ and corre-
sponding outgoing post-impact–outgoing angular velocities ωP⃗1, outgoing =ωP⃗1

t0 + τð Þ and ωP⃗2, outgoing =ωP⃗2 t0 + τð Þ.
Using Petrović’s theory of elements of mathematical phenomenology and phe-

nomenological mappings [17–19] in parts of qualitative and mathematical analo-
gies, we can indicate a qualitative and mathematical analogy between system
translator dynamics and central collision (impact) dynamics of two bodies in
translator motion pre-impact and post-impact dynamics phenomena and system

Fig. 5 A common collision point of rolling balls along horizontal traces to the collision between
balls in the case of skew collision, and with plans of impact and outgoing velocities and impact and
outgoing angular velocity of each of the rolling balls
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rolling two-ball dynamics and central collision (impact) dynamics of two rolling
balls in rolling motion pre-impact and post-impact dynamics phenomena.

On the basis of these indicated qualitative and mathematical analogies it is
possible to list analogous kinetic parameters of these systems.

The axial mass inertia moments JP1 and JP2 for the corresponding momentary
axis of rotation in rolling along the trace are analogous to the body masses m1 and
m2 of two bodies in collision in translatory motion.

Pre-impact (arrival) angular velocitiesω ⃗P1, impact =ωP⃗1 t0ð Þ andω ⃗P2, impact =ωP⃗2 t0ð Þ
of the rolling balls around the corresponding momentary axis are analogous to cor-
responding translator pre-impact velocity, v1⃗ t0ð Þ and v ⃗2 t0ð Þ of two bodies at the
moment before collision.

Post-impact–outgoing angular velocities ωP⃗1, outgoing =ωP⃗1 t0 + τð Þ and
ωP⃗2, outgoing =ωP⃗2 t0 + τð Þ of the rolling balls are analogous to corresponding
post-impact–outgoing translator velocities v1⃗ t0 + τð Þ and v ⃗2 t0 + τð Þ of two bodies in
translator motion to collision.

On the basis of Petrović’s theory [17–19] and qualitative and mathematical
analogies considered in the previous section, it is possible on the basis of the theorem
of conservation of linear momentum (impulse) [26] of impact dynamics of two
bodies in translator motion pre-collision and post-collision to formulate an analo-
gous theorem of conservation of angular momentum (moment of impulse) of impact
dynamics of two rolling balls’ pre-collision and post-collision motion in the relation:

JP1ωP⃗1 t0ð Þ+ JP2ωP⃗2 t0ð Þ= JP1ωP⃗1 t0 + τð Þ+ JP2ωP⃗2 t0 + τð Þ ð1Þ

and analogous with the coefficient of the restitution of rolling balls’ collision is in
the form:

k=
ωr t0 + τð Þ
ωr t0ð Þ =

ωP2 t0 + τð Þ−ωP1 t0 + τð Þ
ωP1 t0ð Þ−ωP2 t0ð Þ ð2Þ

as the ratio between difference of angular velocities of rolling balls’ post-collision
and pre-collision kinetic states.

Also, in analogy with expressions of post-collision–outgoing body velocities
[26] it is possible to write expressions of post-collision–outgoing rolling balls’
angular velocities in the following forms.

ωP1 t0 + τð Þ= JP1 − kJP2ð ÞωP1 t0ð Þ+ 1+ kð ÞJP2ωP2 t0ð Þ
JP1 + JP2

ωP1 t0 + τð Þ=ωP1 t0ð Þ− 1+ k
1+ JP1

JP2

ωP1 t0ð Þ−ωP2 t0ð Þð Þ ð3Þ

ωP2 t0 + τð Þ= JP2 − kJP1ð ÞωP2 t0ð Þ+ 1+ kð ÞJP1ωP1 t0ð Þ
JP1 + JP2
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ωP2 t0 + τð Þ=ωP2 t0ð Þ+ 1+ k
1+ JP2

JP1

ωP1 t0ð Þ−ωP2 t0ð Þð Þ ð4Þ

Previous obtained expressions (3)–(4) of post-collision–outgoing rolling balls’
angular velocities are new and original results obtained on the basis of Petrović’s
theory of elements of mathematical phenomenology (see Refs. [17–19]). Previous
expressions (4) are possible to obtain and prove by elementary consideration of the
two short phases of collision with period local compression and local restitution in
the local area of contact point between rolling balls.

5 Conclusion

In Fig. 5, a common collision tangent plane and impact point of rolling balls along
horizontal traces to the collision between balls in the case of skew collision, and a
possible case of system kinetic parameters and with plans of impact and outgoing
velocities and impact and outgoing angular velocity of each of the rolling balls are
presented.

In this chapter, the basic kinetic parameters pre- and post-collision between two
rolling balls with the same radii and different masses and different balls’ axial mass
inertia moments for the instantaneous axis of rolling of each balls are presented as
new research results. These results present the theoretical basis for large and more
studious research on each particular case of two rolling balls’ collision in cases with
the same as well as different radii of balls.

Derived expressions (3) and (4) for post-collision–outgoing rolling balls’ angular
velocities for central collision are new and are valid for using and obtaining cor-
responding expressions of collision-outgoing rolling balls’ angular velocities for
skew collision of two rolling balls.

Then we have an all-theoretical basis for obtaining all necessary kinetic
parameters of dynamics, kinematic and kinetic parameters for generalization of
obtained results to kinetics of two rolling balls’ collision, in an additional analysis
of the position of impact points and impact tangent plane and directions of balls’
rolling traces and outgoing angular velocities. These results can possibly be applied
to collisions of other axially symmetric bodies with rolling motions in a
pre-collision kinetic state.
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Approximate Analytical Solutions to Jerk
Equations

Nicolae Herişanu and Vasile Marinca

Abstract Nonlinear third-order differential equations, known as nonlinear jerk
equations, involving the third temporal derivative of displacement are considered in
this paper. This kind of equations is of much interest in analyzing some structures
exhibiting rotating and translating motions such are robots or machine tools, where
excessive jerk (defined as the time derivative of the acceleration) lead to accelerated
wear in transmissions and bearing elements, noisy operations, and large contouring
errors at discontinuities (such as corners) in the machining path. In this paper, we
propose a new analytical technique called the Optimal Auxiliary Functions Method
(OAFM) to analyze some particular cases of jerk functions involving cubic non-
linearity. Numerical simulations are also developed in order emphasize the accuracy
of the obtained results. Several numerical examples show that the proposed pro-
cedure is simple and easy to use.

1 Introduction

The nonlinear jerk equations involving the third temporal derivative of displace-
ment have been originally of interest in the field of mechanics, but these kind of
equations have found applications in a variety of physical situations. Jerk appears in
some structures exhibiting rotating and translating motions, such as robots and
machine tools structures. From a practical perspective, excessive jerk arising at
some machine tools leads to excitation of vibrations in components in the machine
assembly, accelerated wear in the transmission and bearing elements, noisy oper-
ations and large contouring errors at discontinuities (such as corners) in the
machining path. Also in the case of robots, limiting jerk (defined as the time
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derivative of the acceleration of the manipulator joints) is very important because
high jerk values can wear out of the robot structure, and heavily excite its resonance
frequencies. Vibrations induced by non-smooth trajectories can damage the robot
actuators, and introduce large errors while the robot is performing tasks such as
trajectory tracking. Moreover, low-jerk trajectories can be executed more rapidly
and accurately.

Recently, there has been some interest in investigating different types of jerk
equations. Gottlieb [1, 2], has found simple forms of the jerk function
u
...
+ f ðu, u ̇, u..Þ=0 and has explored the flexibility of applying the method of har-

monic balance to achieve analytical approximations of periodic solutions to non-
linear jerk equations. Consequent restrictions on the jerk equations amenable to
harmonic balance solution are that only problems which have zero initial acceler-
ation and parity and time-reversal invariant (all terms have the same space parity of
reflective behavior under the transformation u → −u and time parity of reflective
behavior under the transformation t → −t) can be considered. Wu et al. [3] pro-
posed an improved harmonic balance method for determining accurate expressions
of the periodic solutions of nonlinear jerk equations. Ma et al. [4] applied a
homotopy approach to the jerk equations. A mixture of methodologies has been
employed to study various aspects of nonlinear jerk equations in [5–9].

In this paper, we propose a novel approach, namely, the Optimal Auxiliary
Functions Method (OAFM) to analyze some particular cases of jerk functions
involving cubic nonlinearity. The accuracy of the analytical results obtained
through the proposed approach is proved by numerical simulations developed in
order to validate analytical results. Several numerical examples show that the
proposed procedure is simple and easy to use.

2 Optimal Auxiliary Functions Method

For convenience of the readers, we consider the nonlinear differential equation:

L½uðxÞ�+ gðxÞ+N½uðxÞ�=0, ð1Þ

where L is a linear operator, g is a known function and N is a nonlinear operator,
x denotes the independent variable, and u(x) is an unknown function. The
initial/boundary conditions are:

B uðxÞ, duðxÞ
dx

� �
=0 ð2Þ

An exact solution for strongly nonlinear equations of type (1) is frequently hard
to be found. To find an approximate solution, we assume that this solution can be
expressed in the form:
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u ̄ðx,CiÞ= u0ðxÞ+ u1ðx,CiÞ, i=1, 2, . . . , s , ð3Þ

where the initial and the first approximations will be determined as described in the
following. Substituting Eq. (3) into Eq. (1), it results in

L u0ðxÞð Þ+L u1ðx,CiÞð Þ+ gðxÞ+N½u0ðxÞ+ u1ðxÞ,CiÞ�=0 ð4Þ

The initial approximation u0ðxÞ can be obtained from the linear equation

L½u0ðxÞ�+ gðxÞ=0

B u0,
du0
dx

� �
=0

ð5Þ

and the first approximation from equation

L½u1ðx,CiÞ�+N½u0ðxÞ+ u1ðx,CiÞ�=0

B u1,
du1
dx

� �
=0

ð6Þ

The nonlinear term in the last equation is expanded in the form

N½u0ðxÞ+ u1ðx,CiÞ�=N½u0ðxÞ�+ ∑
∞

k=1

uk1
k!

NðkÞ½u0ðxÞ� ð7Þ

To avoid the difficulties that appear in solving the nonlinear differential Eq. (6)
and to accelerate the rapid convergence of the first approximation u1 and implicitly
of the approximate solution u ̄ðxÞ, instead of the last term arising in Eq. (6), we
propose another expression, such that Eq. (6) can be written as

L½u1ðx,CiÞ�+A1 u0ðxÞ, u′0ðxÞ,Cið ÞN½u0ðxÞ�+A2 u0ðxÞ, u′0ðxÞ,Cj
� �

=0

B u1ðxÞ, du1ðxÞdx

� �
=0

ð8Þ

where A1 and A2 are two arbitrary auxiliary functions depending on the initial
approximation u0ðxÞ and a number of unknown parameters Ci and Cj, i = 1, 2,…, s,
j = s + 1, s + 2,…., p. The auxiliary functions A1 and A2 (namely optimal aux-
iliary functions) are not unique, and are of the same form like u0. For example, if
u0ðxÞ is a polynomial function, then A1ðu0,CiÞ and A2ðu0,CjÞ are a sum of poly-
nomial functions; if u0ðxÞ is an exponential function, then A1 and A2 are a sum of
exponential functions; if u0ðxÞ is a trigonometric function, then A1 and A2 are sums
of trigonometric functions, and so on. If N½u0ðxÞ�=0, then it is clear that u0 is an
exact solution of Eq. (1).

The unknown parameters Ci and Cj can be optimally identified via different
methods such as Galerkin method, Ritz method, the least square method,
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collocation method, but the preferred one should be minimizing the square residual
error:

R b
a R

2ðx,Ci,CjÞdx=0, where Rðx,Ci,CjÞ=L½u ̄ðx,CiÞ�+ gðxÞ+N½u ̄ðx,CjÞ�, in
which the approximate solution u ̄ðxÞ is given by Eq. (3), and so on.

By this novel method, the approximate solution is well determined after the
identification of the optimal values of the initially unknown convergence-control
parameters Ci and Cj. It will be proved that our procedure is a powerful tool for
solving nonlinear problems without small or large parameters.

3 OAFM for Jerk Equations

The general form of the Jerk equations is

u
...
+ αu ̇3 + βu2u ̇+ γuu ̇u

..
+ δu ̇u

..2 + λu ̇=0 ð9Þ

with the initial conditions

uð0Þ=0, u ̇ð0Þ=A, u
..ð0Þ=0 ð10Þ

where α, β, γ, δ, λ, and A are known constants and the dot denotes derivative with
respect to time.

Into Eq. (9), at least one of α, β, γ, and δ should be nonzero. If δ = 0, we require
γ ≠ −2α such that the jerk equations are simply not the time-derivative of an
acceleration equation.

If we introduce the independent variable τ = ωt and the dependent variable
u= A

ω x, then Eqs. (9) and (10) become, respectively:

Ω2ðx000 + δA2x′x′′2Þ+ΩðαA2x′3 + γA2xx′x′′+ λx′Þ+ βA2x2x′=0 ð11Þ

xð0Þ=0, x0ð0Þ=1, x00ð0Þ=0 ð12Þ

where prime denotes differentiation with respect to τ and Ω=ω2.
For Eq. (11), the linear operator can be written in the form

L½xðτÞ�=Ω2ðx000 + xÞ ð13Þ

with g(τ) = 0, and the corresponding nonlinear operator is

N½xðτ,ΩÞ�=Ω2ðδA2x′x′′2 − xÞ+ΩðαA2x′3 + γA2xx′x′′+ λx′Þ+ βA2x2x′ ð14Þ
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The Eq. (5) becomes

x0000 + x0 = 0, x0ð0Þ= x′′0ð0Þ=0, x′0ð0Þ=1 ð15Þ

and has the solution

x0ðτÞ= sin τ ð16Þ

Substituting Eq. (16) into Eq. (14) we obtain

N½x0ðτ,ΩÞ�=M1 cos τ+M2 cos 3τ ð17Þ

with

M1 =
1
4
δA2 − 1

� �
Ω2 + λ+

3α− γ

4
A2

� �
Ω+

1
4
βA2

M2 = −
1
4
δA2Ω2 +

1
4
Ωðα+ γÞA2 −

1
4
βA2

ð18Þ

Equation (8) can be written as

Ω2ðx0001 + x1Þ+A1ðsin τ,CiÞðM1 cos τ+M2 cos 3τÞ+A2ðsin τ,CjÞ=0,

x1ð0Þ= x′1ð0Þ= x′′1ð0Þ=0,
ð19Þ

where the optimal auxiliary functions Ai can be chosen in the forms:

A1ðsin τ,CiÞ= −Ω2C1 sin 2τ;

A2ðsin τ,CjÞ= −Ω2ðC2 sin τ+C3 sin 3τ+C4 sin 5τÞ,
ð20Þ

where Ck, k = 1, 2, 3, 4 are unknown parameters at this moment. The solution of
Eq. (19) is chosen so that it contains no secular terms, which lead to the condition:

C1ðM1 −M2Þ+C2 = 0 ð21Þ

The solution of Eq. (19) is given by

x1ðτ,CiÞ= 3
26

ðM1C1 +C3Þ+ 5
124

ðM2C1 +C4Þ
� �

sin τ−

−
1
26

ðM1C1 +C3Þ sin 3τ− 1
124

ðM2C1 +C4Þ sin 5τ
ð22Þ

From Eqs. (16) and (22)and taking into consideration that u ̄ðtÞ= A
ω x ̄ðτÞ, we can

get the first-order approximate solution of Eq. (9) in the form
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u ̄ðt,CiÞ= Affiffiffiffi
Ω

p 1+
3M1C1

26
+

5M2C1

124
+

3C3

26
+

5C4

124

� �
sin

ffiffiffiffi
Ω

p
t−

�

−
M1C1 +C3

26
sin 3

ffiffiffiffi
Ω

p
t−

M2C1 +C4

124
sin 5

ffiffiffiffi
Ω

p
t
� ð23Þ

4 Numerical Examples

Considering the jerk equations containing velocity-cubed and velocity times dis-
placements squared: α = β = 1, δ = γ = λ = 0, Eq. (9) becomes:

u
...
+ u ̇ðu ̇2 + u2Þ=0 ð24Þ

with the initial conditions

uð0Þ=0, u ̇ð0Þ=A, u
..ð0Þ=0 ð25Þ

Case 4.1 For A = 2, the parameters Ci and Ω are:

C1 = − 0.000117346, C2 = 0.000219373, C3 = − 0.165811985, C4 = − 0.02975498,

Ω=3.206684124

The first-order approximate periodic solution of Eq. (24) is:

u ̄ðtÞ=1.094143278 sin
ffiffiffiffi
Ω

p
t+0.007124397 sin 3

ffiffiffiffi
Ω

p
t+

+ 2.7033546 × 10− 4 sin 5
ffiffiffiffi
Ω

p
t

ð26Þ

Case 4.2 In this case for A = 10, we have:

C1 = 1.102734811 × 10− 8, C2 = 1.705419027 × 10− 5, C3 = − 0.367599608, C4 = − 0.040821072,

Ω=72.13317249

and therefore, the first-order approximate periodic solution of Eq. (24) becomes

u ̄ðtÞ=1.1255453485 sin
ffiffiffiffi
Ω

p
t+0.016646815 sin 3

ffiffiffiffi
Ω

p
t+

+ 0.000387423 sin 5
ffiffiffiffi
Ω

p
t

ð27Þ

To verify the accuracy of the obtained solutions, we have compared the
approximate analytical results obtained through OAFM and the numerical inte-
gration results. In Figs. 1 and 2 there are compared the present solutions (26) and
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Fig. 1 Comparison between
the approximate solution (26)
and numerical integration
results: numerical
solution; approximate
solution

Fig. 2 Comparison between
the approximate solution (27)
and numerical integration
results: numerical
solution; approximate
solution

Table 1 Error analysis in
Case 4.1

t uR-K uapprox ε = abs
(uR-K − uapp)

T/10 0.647397 0.649905 0.00250
T/9 0.706095 0.709387 0.00329
T/8 0.774124 0.778531 0.00440
T/7 0.852270 0.858271 0.00600
T/6 0.939091 0.947329 0.00823
T/5 1.025365 1.036410 0.01104
T/4 1.074351 1.087289 0.01293
T/3 0.939091 0.947307 0.00821
T/2 −1.85 × 10−8 −4.84 × 10−5 0.00004

Table 2 Error analysis in
Case 4.2

t uR-K uapprox ε = abs(uR-K − uapp)

T/10 0.677218 0.677384 0.00016
T/9 0.737552 0.737743 0.00019
T/8 0.807137 0.807349 0.00021
T/7 0.886578 0.886803 0.00022
T/6 0.974166 0.974389 0.00022
T/5 1.060446 1.060654 0.00020
T/4 1.109077 1.109285 0.00020
T/3 0.974166 0.974466 0.00029
T/2 1.4 × 10−8 0.000175 0.00017
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(27), respectively, and numerical results obtained by a fourth-order Runge–Kutta
method while Tables 1 and 2 present a detailed error analysis.

5 Conclusions

In this work we proposed a reliable technique, namely the Optimal Auxiliary
Functions Method (OAFM) that accelerates the rapid convergence of the approx-
imate analytical solution of nonlinear jerk equations.

The proposed procedure is valid even if the nonlinear equation does not contain
any small or large parameters. Our construction of the first iteration is different from
other traditional approaches especially concerning two optimal auxiliary functions
which depend on some initially unknown parameters Ci.

The initially unknown parameters, (called convergence-control parameters), after
identifying their optimal values, ensure a fast convergence of the approximate
analytical solutions using only one iteration.

The main advantage of the OAFM is the possibility to optimally control and
adjust the convergence of the solution through the auxiliary functions.

The obtained approximate analytical solutions are in very good agreement with
the numerical integration results, which proves the validity of our method and, on
the other hand, proves that this approach is very efficient in practice.
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Chandler Wobble: Stochastic
and Deterministic Dynamics

Alejandro Jenkins

Abstract We propose a model of the Earth’s torqueless precession, the “Chan-

dler wobble,” as a self-oscillation driven by positive feedback between the wob-

ble and the centrifugal deformation of the portion of the Earth’s mass contained

in circulating fluids. The wobble may thus run like a heat engine, extracting energy

from heat-powered geophysical circulations whose natural periods would otherwise

by unrelated to the wobble’s observed period of about fourteen months. This can

explain, more plausibly than previous models based on stochastic perturbations or

forced resonance, how the wobble is maintained against viscous dissipation. The

self-oscillation is a deterministic process, but stochastic variations in the magnitude

and distribution of the circulations may turn off the positive feedback (a Hopf bifur-

cation), accounting for the occasional extinctions, followed by random phase jumps,

seen in the data. This model may have implications for broader questions about the

relation between stochastic and deterministic dynamics in complex systems, and the

statistical analysis thereof.

1 Introduction

According to Euler’s theory of the free symmetric top, the axis of rotation precesses

about the axis of symmetry, unless both happen to align [1]. Applied to the Earth, this

implies that the instantaneous North Pole should describe a circle about the axis of

symmetry (perpendicular to the Earth’s equatorial bulge), causing a periodic change

in the latitude of any fixed geographic location (an effect known as “polar motion”

or “variation of latitude”). The angular frequency of this free precession is
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𝜔Eu =
I3 − I
I

𝛺3, (1)

where I ≡ I1 = I2 and I3 are the Earth’s moments of inertia, and 𝛺3 is the component

of its angular velocity along the axis of symmetry, which is also the principal axis

with moment of inertia I3. Many textbook treatments of rigid body dynamics cover

this effect in detail; see, e.g., [2]. (Some authors refer to the corresponding terrestrial

motion as the Earth’s “free nutation”; see [3].)

The value of I∕(I3 − I) can be deduced from the periods and amplitudes of the

Earth’s forced precession and nutation, driven by tidal torques [3]. The Eulerian

period of the Earth’s free precession then comes out to 2𝜋∕𝜔Eu = 306 days (about

10 months), but Chandler’s careful observations, first published in 1891, established

that the actual period is about 14 months [4–6]. This motion is therefore known as

the Chandler wobble. A modern estimate [7] of its angular frequency is

𝜔Ch =
2𝜋

433.0 ± 1.1 (1𝜎) days
. (2)

In 1892, Newcomb explained the discrepancy between𝜔Ch and𝜔Eu as a consequence

of the Earth not being quite rigid [8].

Newcomb also opened a debate, which has raged since, on how the Chandler

wobble is maintained against the internal viscosities that would damp it away. Pro-

posed solutions to this puzzle have, for the most part, relied either on stochastic

perturbations to the Earth’s mass distribution [9, 10], or on marine and atmospheric

circulations that might force the wobble near its resonant 𝜔Ch [11–14].

Here we propose a new model of the Chandler wobble as a weakly nonlinear

self-oscillation. Unlike a resonator, a self-oscillator maintains periodic motion at

the expense of a power source with no corresponding periodicity [15, 16]. A self-

oscillation modulates the driving force acting on it, establishing positive feedback
between it and the external power source. On the many names and guises of self-

oscillators, see [16]. One striking instance of such behavior was provided by the

swaying of London’s Millennium Bridge when it opened in 2000, driven by the syn-

chronized lateral motion of the pedestrians in response to the bridge’s own oscillation

[17].

In our model, the Chandler wobble is powered by geophysical fluid circulations

whose natural periods are unrelated to𝜔Ch. Due to the centrifugal force of the Earth’s

rotation, the wobble itself can modulate those circulations. That a dynamical delay in

the adjustment of a surrounding flow to a solid’s displacement can excite and main-

tain the solid’s vibration is an idea dating back to Airy’s conceptualization of the

action of the vocal cords [18], based on Willis’s pioneering research on the mecha-

nism of the larynx [19]. In the case of the Chandler wobble, variations of the magni-

tude and geographical distribution of the circulations may turn off the positive feed-

back. This suggests an explanation of the wobble’s extinctions, which occur rarely

and are followed by re-excitation with a random phase jump, without obvious con-

nection to major geophysical events [20].
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2 Precession and Deformation

Newcomb’s simplified treatment in [8] of the Earth’s deformability and its connec-

tion to the observed 𝜔Ch will lend itself to a physically intuitive formulation of our

self-oscillatory model. We therefore begin by summarizing Newcomb’s argument.

For a full, rigorous treatment of this subject, see [3].

Let 𝜴 be the Earth’s angular velocity and x̂3 be the unit vector along the axis of

symmetry, with moment of inertia is I3. Let I be the value of the moments of inertia

along any two axes orthogonal to each other and to x̂3. Since the Earth is flattened

at the poles, I3 > I. As shown in Fig. 1, for a rigid Earth the instantaneous North

Pole R (the intersection of 𝜴 with the Earth’s surface) would describe a circular

trajectory (polhode) around the symmetry pole S (the intersection of x̂3 with the

Earth’s surface), with angular velocity 𝜔Eu given by Eq. (1).

The centrifugal force generated by the planet’s rotation implies that a displace-

ment of R tends to deform the planet by shifting its equatorial bulge, causing S to

move toward R. If the Earth were simply fluid, this adjustment would be complete

and nearly instantaneous, so that S would always coincide with R and there would be

no wobble. For an elastic Earth, the adjustment is partial and the planet may wobble,

albeit more slowly than in the rigid case.

Let O be the center of the polhode for the elastic Earth (i.e., the average location

of R over a complete period of the wobble) and let us work in a geographic frame of

reference, centered at O. As shown in Fig. 2, S describes its own circular trajectory,

with fixed

kw = OS∕OR (3)

Fig. 1 Free precession of a

rigid Earth. The principal

axes x̂1,2,3 define a

non-inertial body frame, x̂3
being the Earth’s axis of

symmetry. These principal

axes move with respect to

the inertial space frame (for

which only the axis ̂Z is

shown). S is the symmetry

pole and R the instantaneous

North Pole. In the body

frame, 𝜴 precesses regularly

along the circle SR, with

angular velocity 𝜔Eu
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Fig. 2 Free precession of a

deformable Earth. R is the

instantaneous North pole and

S is the symmetry pole. The

geographic coordinates (x, y)
are centered at O, which

corresponds to the average

position of R
O

R

S

x

y

related to the speed of rotation 𝛺 and to the planet’s elastic modulus. The parameter

kw lies between between 0 (rigid case) and 1 (fluid case).

The centrifugal deformation preserves the Earth’s ellipticity, leaving I and I3 unaf-

fected. Newcomb’s insight was that the planet’s internal forces of cohesion will there-

fore make R = (x, y) precess instantaneously about S = (xS, yS) with the same 𝜔Eu of

Eq. (1): {
ẋ = −𝜔Eu

(
y − yS

)
ẏ = 𝜔Eu

(
x − xS

)
. (4)

By Eq. (3), xS = kwx and yS = kwy, so that Eq. (4) reduces to

ẍ + 𝜔

2
Ch x = ÿ + 𝜔

2
Ch y = 0, (5)

with

𝜔Ch = 𝜔Eu
(
1 − kw

)
(6)

the angular velocity of the precession of R around O. The parameter

kw = 1 −
𝜔Ch
𝜔Eu

= 1 − 306
433

= 0.293 (7)

measures the Earth’s deformability and is consistent with the Love number k2 com-

puted from the magnitudes of terrestrial and oceanic tides [21, 22].

This simple analysis reveals that the dynamics of a deformable spinning body is

subject to a feedback: the displacement of R (the wobble) affects the displacement

of S (due to centrifugal deformation), while the displacement of S (the deformation)

in turn affects the displacement of R (due to precession). If some of the mass of

the planet is in the form of circulating fluids (with their own kinetic energy in the

geographic reference frame), we shall see that this feedback can be positive, desta-

bilizing the wobble-less equilibrium.
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3 Dissipation and Maintenance

In the body frame (see Fig. 1), we write

𝜴 =
(
𝛺1, 𝛺2, 𝛺3

)
(8)

with 𝛺⟂ ≡
√

𝛺

2
1 +𝛺

2
2. The magnitude squared of the angular momentum M is

therefore

M2 = I2𝛺2
⟂ + I23𝛺

2
3. (9)

Internal forces keep M fixed, as they produce no net torque. The kinetic energy of

rotation is

E = 1
2
(
I𝛺2

⟂ + I3𝛺2
3
)
= E0 +

I
2

(
1 − I

I3

)
𝛺

2
⟂, (10)

where E0 ≡ M2∕2I3 is the minimum energy consistent with conservation of M.

Let 𝛼 = arcsin(𝛺⟂∕𝛺) be the angle between 𝜴 and x̂3, in radians. For small 𝛼

we may express the wobble’s energy as

Ew = I
2

(
1 − I

I3

)
𝛺

2
⟂ ≃ I

2

(
1 − I

I3

)
𝛺

2
𝛼

2
. (11)

For the Earth this gives Ew ∼ 𝛼

2 × 1027 J.

Displacement of the equatorial bulge (and therefore of the symmetry pole S in

Fig. 2) induces a small variation in ocean levels, with the same period as the wob-

ble’s. Friction as this “pole tide” moves through straits and shallow oceans dissipates

Ew. Another source of dissipation is the anelasticity of molten material under the

Earth’s crust. We would therefore expect the amplitude of the free wobble to decay

as

𝛼(t) = e−t∕𝜏𝛼0 (12)

with 𝛼0 set by the Earth’s state of rotation at the time t = 0 when it solidified, and 𝜏

a time constant small compared to the age of the Earth. In terms of the quality factor

Qw ≡ 𝜏𝜔Ch
2

, (13)

the power that the wobble dissipates is

Pw =
Ew 𝜔Ch
Qw

∼ 𝛼

2

Qw
× 1020 W. (14)
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The fact that 𝛼, averaged over many periods of the wobble, remains of order 10−6
indicates that some mechanism injects into it an average power of order Q−1

w × 108
W, compensating for the dissipated Pw [21, 22].

Stochastic perturbations to the Earth’s mass distribution, such as might result from

seismic events, could cause random displacements of x̂3, preventing it from becom-

ing aligned with 𝜴. Jeffreys developed a method for estimating Qw from the data,

assuming that the wobble is re-excited stochastically [9]. Jeffreys and others have

thus obtained estimates for Qw ranging from 37 to 1,000 [7]. These estimates are not

only uncertain, they generally require more dissipation than can be accounted for by

known mechanisms of tidal friction and mantle anelasticities [9, 21, 22], while the

corresponding Pw seems too high to be compensated by seismic activity [23, 24].

Moreover, there is statistical evidence that the Chandler wobble is predominantly a

deterministic process [25–27].

Some authors have therefore concluded that the wobble is forced by geophysical

fluid circulations [11–14]. In that case the estimates of Qw obtained by Jeffreys’s

method do not apply (a point stressed in [21], but ignored by some authors). The

key difficulty with such models is that a damped and forced linear oscillator ends

up moving at the forcing frequency. Even in parametric or nonlinear resonances,

the frequency of steady oscillation is usually a rational multiple a∕b of the forcing

frequency, with integer a and b of low order [2]. In fact, the polar motion has a signif-

icant component with a 12 month period, presumably forced by meteorological and

other mass transfers connected to the seasons, and this seasonal effect is subtracted

to isolate the Chandler wobble [3, 21, 22]. The polar motion’s power spectrum is

inconsistent with a high-quality oscillation (Q ≳ 300) being driven by an external

power spectrum that is smooth in the vicinity of 𝜔Ch [28]. The observed wobble

must therefore be forced by an external power spectrum peaked around the resonant

𝜔Ch, which seems like an implausible coincidence [21, 22].

Moreover, it is well known that in the 1920s the amplitude of the Chandler wobble

decreased sharply, only to restart with a phase jump of nearly 180◦ [21]. A recent

analysis finds two other brief extinctions, followed by phase jumps, in the 1850s and

2000s [20]. These irregularities are difficult to explain in stochastic re-excitation or

forced resonance models, as they are not associated with obvious geophysical events.

4 Self-oscillation and Intermittence

Consider the portion of the Earth’s mass made of circulating fluids. In the body frame

of the solid Earth, these circulations carry significant kinetic energy but negligible

net angular momentum. Resistance to displacing geographically the mean route of

a circulation may be interpreted as an effective rigidity. With respect to the Earth’s

rotation, we therefore express the total tensor of inertia as

Itotij = Iij + 𝜀

̃Iij, (15)
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with Iij given by the distribution of the mass at rest with respect Earth’s solid sur-

face, and ̃Iij by flows whose distribution is expressed in Eulerian coordinates (fixed

geographically), rather than in Lagrangian coordinates associated to individual mass

elements (see [29]).

The moments of Iij and ̃Iij in Eq. (15) are taken to be of the same order, with 𝜀

indicating the small fraction that the circulations contribute to the moments of Itotij .

Euler’s equations for the free top may be expressed as

d′M
dt

+𝜴 ×M = 0, (16)

where d′∕dt measures velocity in the body frame [2]. For Mi =
∑

j(Iij + 𝜀

̃Iij)𝛺j,

Eq. (16) implies that the equation of motion for the free precession of 𝜴 is the

weighted superposition of the equations of motion for the precessions separately

induced by Iij and 𝜀

̃Iij.
Let S be the symmetry pole for Iij. Let us assume, for simplicity that ̃Iij has its

own symmetry pole ̃S, as shown in Fig. 3. For an asymmetric ̃Iij, we would consider

precession about the principal axis of greatest moment of inertia. This precession

would not be uniform [2], but our conclusions would be essentially unaffected.

The centrifugal deformation of Iij propagates with the speed of sound in the rel-

evant material, which is very fast compared to the wobble, so that the adjustment of

S to the displacement of R is nearly instantaneous [3]. On the other hand, the adjust-

ment of ̃S can show an appreciable delay, caused by the circulating fluids’ inertia.

For R = (x, y), we therefore take

̃S(t) = 𝛽 (x(t − c), y(t − c)) , (17)

Fig. 3 Torqueless

precession of a deformable

Earth containing fluid

circulations. R is the

instantaneous North Pole, S
is the symmetry pole of the

portion of the mass at rest

with respect to the Earth’s

solid surface, and ̃S is the

symmetry pole of the part of

the mass in geophysical

circulations

O

R

S

x

y

S
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where 𝛽 ≡ ÕS∕OR (Fig. 3 is drawn for constant 𝛽). The precession of R around ̃S
would then be described by

{
ẋ(t) = −𝜔̃Eu

[
y(t) − 𝛽y(t − c)

]
ẏ(t) = 𝜔̃Eu [x(t) − 𝛽x(t − c)] , (18)

with 𝜔̃Eu ≡ ̃

𝛺3(̃I3 − ̃I)∕̃I given by the moments of inertia ̃I and ̃I3 for the tensor ̃Iij,
and by the component ̃

𝛺3 of the angular velocity along the axis of ̃S. In terms of x,

Eq. (18) corresponds to

ẍ(t) = −𝜔̃2
Eu
[
x(t) + 2𝛽x(t − c) − 𝛽

2x(t − 2c)
]
, (19)

and equivalently for y.

Superposing the precession about ̃S, given by Eq. (19) and weighed by 𝜀 ≪ 1,

on the precession about S given by Eq. (5), and taking c ≪ 𝜋∕𝜔Ch (which lets us

approximate x(t − c) ≃ x(t) − cẋ(t) in the full equation of motion) we obtain

ẍ + 2c𝜀𝛽(1 − 𝛽)𝜔̃2
Euẋ + 𝜔

2
Chx = 0. (20)

The coefficient of ẋ in Eq. (20) is negative when 𝛽 > 1, indicating that the wobble

absorbs energy. As long as

𝛾 ≡ 2c𝜀𝛽(𝛽 − 1)𝜔̃2
Eu > 𝜔Ch∕Qw (21)

this effect will dominate over viscous damping, causing R to spiral away from O until

nonlinear dissipative effects match the power input, stabilizing the wobble’s ampli-

tude. In the theory of ordinary differential equations, this corresponds to approaching

a weakly nonlinear limit cycle; see [16]. Note that if the mass associated with ̃S did

not have significant kinetic energy in the geographic frame, c would be negligible

and it would be impossible to maintain 𝛽 > 1.

The parameters 𝜀, 𝛽 vary with the magnitude and distribution of the geophysical

circulations. The anelasticity of ̃Iij implies that centrifugal deformation would tend

to make 𝛽 → 1, killing the antidamping in Eq. (20). However, natural changes in

circulation patterns may counteract this, maintaining 𝛽 > 1 over long periods (recall

that OR ∼ 6 m).

Instead of tending to a limit cycle, the wobble may start to decay if ̃S approaches

close enough to the circle OR for the condition of Eq. (21) to fail. Sensitivity to 𝛽,

determined by the precise geographical distribution of the circulations, implies that

extinctions of the wobble need not be associated with major geophysical irregular-

ities. As OR → 0, 𝛽 ≫ 1 becomes more likely, and we therefore expect the wobble

to turn on again, with a random phase jump related to its brief quiescent period. The

turning on or off of a self-oscillation as the net linear damping changes sign is known

mathematically as “Hopf bifurcation” (see [16]).
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The conditions that the delay c in Eq. (17) remain fixed and very small compared

to the period of the wobble may be relaxed without qualitatively altering our con-

clusions. Physically, the point is that the wobble itself induces a modulation of the

geophysical circulations, corresponding to the precession of ̃S in Fig. 3. For 𝛽 > 1
and 0 < 𝜔Chc < arccos(1∕𝛽), the resulting force on the solid Earth, described by

Eq. (19), leads the wobble, thus supplying to it net power (see [30]).

5 Outlook

In the self-oscillatory model offered here, the Chandler wobble is maintained by a

positive feedback between the wobble and the centrifugal deformation of the part

of the Earth’s mass in fluid circulations. The energy to maintain the wobble comes

from the flows, which take it in turn from the heat of solar radiation and of the Earth’s

internal radioactivity. This is a picture of the wobble, not as an unphysical perpetual

motion, but as a low-efficiency heat engine, with the geophysical fluids playing the

part of the working substance and the solid Earth acting as the piston. That heat

engines and motors in general may be conceptualized as self-oscillators that has

been stressed in [15, 16].

Evidence of the modulation of the circulations may already have been detected

in the atmosphere [11, 13, 14], requiring only reinterpreting that signal as resulting

from the wobble’s feedback, rather than being an intrinsic property of the circula-

tions. The positive local Lyapunov exponent that [25–27] find in the Chandler wob-

ble data may reflect, not chaos (an aperiodic and strongly nonlinear phenomenon),

but rather the linear antidamping of Eq. (20) (which makes the wobble-less equi-

librium unstable). The reported variability of this local Lyapunov exponent, and its

tendency to increase when the El Niño Southern Oscillation (ENSO) is on its max-

imum (El Niño) or minimum (La Niña) temperature phase, seem consistent with

our model, as ENSO extrema may be associated with stronger atmospheric currents

around the equatorial region, and therefore with an increased 𝜀 in Eq. (15).

This simple model raises issues that may be relevant beyond geophysics. A deter-

ministic self-oscillation turned on and off by stochastic perturbations may lead to

behaviors difficult to capture with simple statistical tools. (For a review of how

heavy-tailed distributions may emerge when a stochastic parameter triggers repeated

dynamical bifurcations, see [31]). This model of the Chandler wobble may therefore

offer a case study on the importance of better understanding the relations between

stochastic and deterministic dynamics in complex systems.
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Impact of Varying Excitation Frequency
on the Behaviour of 2-DoF Mechanical
System with Stick-Slip Vibrations

Wojciech Kunikowski, Paweł Olejnik and Jan Awrejcewicz

Abstract Article shows the influence of varying excitation on dynamics of a
2-DoF mechanical system. The system consists of a vibrating block on a trans-
mission belt driven by a DC motor. Stick-slip frictional effects between the block
and the belt introduce significant varying of load affecting the operation of the
driving system. Resultant unsteady rotational velocity of the DC motor acts as a
time varying excitation for the vibrating system. Behaviour of the analysed system
was investigated and compared with its response to a periodic excitation. Mathe-
matical models of the block-on-belt system with normal force intensification
mechanism and a DC motor driving system with worm gear have been developed
and virtualized. Controlled changes of selected model parameters were made pro-
viding interesting results visible on the bifurcation diagrams.

1 Introduction

In many mechanical systems, various oscillatory motions affected by nonlinearities
or nonsmoothness caused by backlashes, stick-slip motions, impacts or interactions
with a discrete control system can be found. Many publications focus on analysis of
complex behaviour exhibited by mechanical systems with nonlinearities [1–10].
Methods of dynamical analysis found their place not only in mechanics, but also in
electronics [11], and even in biology [12].
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This paper takes a research on the impact of varying excitation on the dynamics
of a 2-DoF mechanical system. Two mathematical models are investigated, i.e. with
and without the feedback between the oscillating mass and the driving system.
Results of our dynamical analysis are presented on bifurcation diagrams.

2 Model of a Mechatronic System

The investigated mechatronic system is depicted in Fig. 1. It consists of three
coupled subsystems such as a DC motor, transmission system and the oscillating
body with a friction force intensification mechanism realised by a single pendulum
(bracket). The DC motor is connected to a worm gear, which transmits the driving
torque by a toothed belt to the belt pulley. Velocity of the conveyer belt, which can
be deduced from angular velocity of the pulley, plays the role of excitation of the
oscillating block mass. Detailed description of the system can be found in [13–16].

Electro-mechanical model of the DC motor follows:

ıẇLw =Uin − keωðtÞ− iwðtÞRw, ð1Þ

ω ̇ðtÞJdc = kmiwðtÞ−MloadðtÞ− bωðtÞ− TCðωðtÞÞ, ð2Þ

where dot over symbols i and ω denotes the first derivative with respect to time,
Lw—winding inductance, Rw—winding resistance, ke and km—electromotive force
and motor torque constants, respectively, iw—winding current, Uin—input voltage,
ω—angular velocity, Jdc—mass moment of inertia of the rotor, b—viscous friction
coefficient, Mload—time varying load, TC—Coulomb friction force given by:

Fig. 1 Model of the investigated mechatronic system
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TCðωðtÞÞ= Tst for ωðtÞ=0,
− signðωðtÞÞTdn for ωðtÞ≠ 0,

�
ð3Þ

where Tst—static friction, Tdn—dynamic friction.
Equation of motion of the belt pulley is presented in the form:

ωḃpðtÞJbp =M2 −TSðtÞrbp, ð4Þ

where Jbp—mass moment of inertia of the pulley, ωbp—pulley’s angular velocity,
rbp—radius of the pulley, M2—output torque of the worm gear, TS—irregularly
varying friction force caused by irregular behaviour of mass m.

Equations (5)–(7) constitute the simplified model of the worm gear:

M1 =M2ηρ, ð5Þ

ωðtÞ=ωbpðtÞρ, ð6Þ

ω ̇ðtÞ=ωḃpðtÞρ, ð7Þ

where η—efficiency of the angular velocity transmission system, ρ—a transmission
ratio, M1 and M2—input and output torques of worm gear.

Substituting Eq. (4) to (5) with regard to (6) yields (8), which describes the total
loading torque applied by the transmission system to the DC motor:

Mload =M1 =
1
ηρ

dωðtÞ
dt

Jbp
ρ

+TSðtÞrbp
� �

. ð8Þ

Combining Eqs. (2) and (8) leads to Eq. (9), which is an equation of motion of
the transmission system reduced to the DC motor’s shaft:

dωðtÞ
dt

Jbp +
Jbp
ηρ2

� �
= kmiwðtÞ− rbp

ηρ
TSðtÞ− bωðtÞ−TCðωðtÞÞ. ð9Þ

Expressions (10)–(17) describe the behaviour of the oscillating body and the
friction intensification mechanism realised by the single pendulum. The detailed
derivation of aforementioned model can be found in work [17]. Block of mass m is
connected to a fixed wall by linear spring k1 and to a bracket body of mass M(the
pendulum) by means of springs k2 and k3. The virtual dampers c1 and c2 represent
some effects of system damping in the bearings and resistance of the air.

Two characteristic phases of movement can be distinguished in the examined
system dynamics. The “stick” phase of movement occurs when the block moves
with constant velocity equal to Vb—velocity of the conveyer belt. When the static
friction reaches its maximum value and does no longer compensate for the resultant
force of springs, then the contact between the mass and the moving belt is lost,
hence, the “slip” phase of the motion starts. The block of mass m moves then with
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accelerated motion in the opposite direction to the belt’s motion, until the dynamic
friction forces compensate the resultant force of springs and inertia of the sliding
body.

The investigated two-degrees-of-freedom mechanical system is described by the
two second order differential equations (10) and (11):

x1
..
m+ z1̇c1 + k1 + k2ð Þx1 + k2y1 +

k3x1
r

y1 +
x21
2r

� �
= − TS, ð10Þ

y1
.. J
r2

+ z1̇c1 + y1̇c2 + k2z1 + k3 y1 +
x21
2r

� �
+Mgλr = −

Q
r
, ð11Þ

where g—gravity constant, Q—resistance torque in the pivot point S

λr =

ffiffiffi
2

p
l

2r
1+

y1
r
−

y21
2r2

−
y31
6r3

� �
, ð12Þ

where l= ð3 ffiffiffi
2

p
4̸Þr is the distance between the centre of rotation and the centre of

gravity of the rotating bracket of mass M.
Parameter z1 and its first derivative represent an internal state variables expressed

as follows:

z1 = x1 + y1, ð13Þ

ż1 = x1̇ + y1̇. ð14Þ

On that basis, the friction force in the frictional contact of the block-on-belt
model follows as below:

TS = μðVrelÞmg 1+
M
m
λr −

k3
mg

y1 +
x21
2r

� �
−

c2
mg

y1̇

� �
. ð15Þ

The experimentally verified friction coefficient dependent on the relative velocity
is proposed [17]:

μðVrelÞ= μ0
1 + γ Vrelj j 1+

β

cosh αVrel

� �
tanh αVrel, ð16Þ

Vrel = x1̇ −Vb, ð17Þ

where α, β and γ are the friction law parameters controlling the shape of curve given
by Eq. (16), and Vb =ωbprbp is the velocity of the conveyer belt.
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3 Simulation Results

Mathematical modelling presented in previous section was realised in NI LabVIEW
supported by the Control Design and Simulation Module. Two versions of afore-
mentioned model were tested. In first case, constant value of rotational speed of the
belt pulley was assumed, and the equations describing the simplified DC motor and
transmission system’s dynamics were omitted. In second case, the full model allows
to investigate the influence of feedback on the system’s dynamics was tested.

To measure differences between the simplified and full model, their responses to
changes in parameter k3 were investigated. The parameter was changed from 80 to
100 [N/m] with a step of 0.01. For each value of k3, the simulation took 40 s but
measurements were started after 15 s to avoid transitional dynamics.

Figures 2, 3, 4, 5, 6 and 7 show the bifurcation diagrams of the displacement of
block of mass m when its motion exhibits “slip” to “stick” transitions. It was
assumed, that a point of Poincaré map appears when the acceleration x1

..
crosses 0

from above.
Figures 8, 9, 10, 11, 12 and 13 also show other bifurcation diagrams of the

displacement of mass m. In this case, the condition of acquiring the point for the
Poincaré map was an angular position of the pulley. After full rotation of the pulley,
a point for the bifurcation diagram was captured. If all the apparent lines on the
diagram intersect, the position of the block is identical after each turn of the pulley.
This method has allowed to search for some points at which synchronisation
between movement of the block and the pulley’s angular rotation occurred.

Fig. 2 Bifurcation diagram of simplified model with respect to the parameter k3 ranging from 70
to 80
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It can be observed that both models respond with a pitchfork bifurcations to the
change of the bifurcation parameter. Basic difference is seen in the value of k3 at
which period doubling is observed. Full model dynamics experiences the bifurca-
tion point a bit earlier.

Fig. 3 Bifurcation diagram of full model with respect to the parameter k3 ranging from 70 to 80

Fig. 4 Bifurcation diagram of simplified model with respect to the parameter k3 ranging from 80
to 90. Dashed line “a–a” marks the synchronisation point
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Similar situation can be observed for the next range of the bifurcation parameter.
Both models demonstrate the same types and order of changes in their dynamics.
Once again, the only difference between the two models can be found in the values
of bifurcation parameter for each type of change in the dynamics.

Fig. 5 Bifurcation diagram of full model with respect to the parameter k3 from ranging 80 to 90.
Dashed line “b–b” marks the synchronisation point

Fig. 6 Bifurcation diagram of simplified model with respect to the parameter k3 ranging from 90
to 100
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For this range of bifurcation parameter, the impact of the feedback between the
oscillating mass and the drive system is clearly visible. The full model indicates a
much longer interval of chaotic motion with a bigger spread of possible stick-phase
points. Interestingly enough both models demonstrate an outgoing transition from
chaos for nearly the same value of the bifurcation parameter k3 ≈ 95.3 [N/m].

Fig. 7 Bifurcation diagram of full model with respect to the parameter k3 ranging from 90 to 100

Fig. 8 Bifurcation diagram of simplified model with respect to the parameter k3 ranging from 70
to 80
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Here, in Figs. 8 and 9, the change in frequency of oscillations of the presented
bifurcation branches can be observed right after the point, at which the pitchfork
bifurcations occur.

Whenever the lines seen in Figs. 10 and 11 meet each other, we can speak about
the synchronisation of displacements of the pulley and the block. It can be observed

Fig. 9 Bifurcation diagram of full model with respect to the parameter k3 ranging from 70 to 80

Fig. 10 Bifurcation diagram of simplified model with respect to the parameter k3 ranging from 70
to 80. Dashed line “a–a” marks the synchronisation point
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that transition into chaos also can be determined. The range of bifurcation
parameter for which no lines can be distinguished closely resemble the periods of
chaotic movement. An outgoing transition from chaos is also clearly visible in
Figs. 12 and 13.

Fig. 11 Bifurcation diagram of full model with respect to the parameter k3 ranging from 80 to 90.
Dashed line “b–b” marks the synchronisation point

Fig. 12 Bifurcation diagram of simplified model with respect to the parameter k3 ranging from 90
to 100
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Figures 4, 5, 6 and 7 contain a number of measurements that do not represent the
stick-phase points. Due to the nature of numeric simulations, conditions Vrel =Vb

and x1
..
= 0 are met only by defining a “window” for the values Vb and 0. Accel-

eration x1
..
crosses 0 on a rising edge randomly during the stick phase of the motion.

This is clearly visible in Figs. 4 and 5. For x1 > 0.005, random clusters of point can
be observed, which continue to occur on next two figures. It should be assumed that
points above the threshold are not correctly estimated and do not represent any
changes in dynamics of the motion.

Fig. 13 Bifurcation diagram of full model with respect to the parameter k3 ranging from 90 to 100

Fig. 14 Phase-space diagrams for the synchronisation points marked by lines “a–a” and “b–b” in
Figs. 4, 5, 10 and 11
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In Fig. 14, a phase-space diagrams for the bifurcation parameter determined by
the cross-sections “a–a” and “b–b” are presented. Black dots mark the points of
Poincaré map while using the second method of generating of the presented
bifurcation diagrams. As can be observed, all black dots overlap satisfactorily. They
are acquired after each full rotation of the belt pulley. Therefore, a single point on
the Poincaré map indicates synchronisation of dynamics of both coupled systems.

4 Conclusions

Influence of time varying excitation on the dynamics of 2-DoF mechanical system
was tested. As can be observed, both investigated models behave similarly and
return comparable changes in their dynamical behaviour. The only distinguishable
differences are seen in the bigger spread of points on the Poincaré map in a case of
the full model and visibly different values of bifurcation parameter when some
changes occur.

The second method of generating bifurcation diagrams delivers interesting
results. Six different curves can be noticed in Figs. 8 and 9. After appearance of first
pitchfork type bifurcation their “frequency” increases. This clearly indicates a
change in dynamics of the system, but does not allow for distinguishing the type of
movement. The same scenario can be witnessed for transition into chaos. In that
case, no longer any curves are observable. The main advantage of this approach of
generating bifurcation diagrams is the ability to clearly indicate the points when a
synchronisation of dynamics of the mass vibrating on the transmission belt and the
belt pulley occurs. The synchronisation takes place when all of the curves coincide
in single point.
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An Analysis of the 1/2 Superharmonic
Contact Resonance

Robert Kostek

Abstract This paper presents a study of non-linear normal contact vibrations,
excited by an external harmonic force, in a system containing two bodies being in a
planar contact; the system models, for instance the positioning systems. The contact
vibrations are associated with strongly non-linear phenomena like: asymmetry of
vibrations, loss of contact, bending resonance peak, multistability, period-doubling
bifurcations, chaotic vibrations, chaotic transient; which are observed for the ½
superharmonic resonance. The main aim of this article is presentation evolution of
the ½ superharmonic contact resonance under various excitation amplitudes. These
vibrations change from periodic to chaotic motion, and then the ½ superharmonic
resonance divides into two separate parts.

1 Introduction

Contact phenomena, which take place between solid bodies, influence behaviour of
many mechanical systems, thus certain models of contact are applied for instance
in: finite element method (FEM), discrete element method (DEM), and multibody
systems (MBS) [3]. Contact phenomena influence for example stiffens of machines,
which refers particularly to precision machines; because guideways are the most
flexible in normal direction under low contact pressure. The contact deflections can
be even larger than the distortion of machine parts, hence certain machine parts can
be modelled as rigid bodies [8]. In this case, springs and dampers model contact
interfaces. Characteristic of rough contact loaded in the normal direction is
non-linear and progressive, thus the contact vibrations are non-linear and asym-
metrical. Most of the articles describing contact resonances are focused on the
primary resonance, whereas some describe the superharmonic contact resonances
[1, 4–6, 9, 11, 12]. In spite of the fact that many articles present study of contact
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vibrations, the evolution of the ½ superharmonic contact resonance from periodic to
chaotic vibrations is not described in literature known to author. In consequence,
process of dividing of the ½ superharmonic resonance to two separate parts is not
well described. Thus, these two phenomena are described in this article.

2 Mathematical Model

The system contains two rigid bodies being in a planar contact; which are the slider
resting on the massive slideway (fixed base) (Fig. 1a). Whereas, the planar contact
of rough surfaces is modelled with non-linear springs and dampers, which represent
interacting roughness asperities (Fig. 1b). After homogenisation contact is mod-
elled with one non-linear spring and damper (Fig. 1c). In consequence, the studied
model can be considered mass–spring–damper system, which has one degree of
freedom in normal direction. Therefore, normal contact vibrations can be studied.
The displacement of the slider y is determined in the coordinate Y with respect to
the sideway. The coordinate is pointing downward, and its origin is fixed on the
level where the contact deflection δ begins (Fig. 1c, d). The static contact deflection
due to the weight of the slider is the equilibrium position δ0 = y0, which is an
important parameter.

Four forces act on the slider, they are: the terrestrial gravity force Q, spring force
Fs, damping force Fd, and exciting harmonic force P. The forces are described by
the following equations:

Q=M g, ð1Þ

if y>0ð Þ thenFs = − S cnym2; δ= y; elseFs = 0 ; δ=0 ; ð2Þ

if y>0ð Þ thenFd = − S hny ̇ yl; elseFd =0 ; ð3Þ

P=Pacosð2πfetÞ, ð4Þ

Fig. 1 Scheme of the studied dynamical system (a), and its physical models (b, c), characteristic
of the spring force Fs (d), characteristic of the conservative force Fk (e)
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whereQ denotes the terrestrial gravity force,M—themass of the sliderM = 0.2106 kg,
g—is the acceleration of gravity g = 9.81 m/s2, Fs—the spring force, Fd—is the
damping force, S—the nominal (apparent) contact area, δ—the normal contact
deflection, whereas cn, m2, hn, and l are parameters of the contact interface, P—the
exciting harmonic force, Pa—amplitude of the exciting force, fe—frequency of exci-
tation, t—denotes time, and y ̇—the first time derivative y ̇= dx d̸t. The contact
parameters used to simulation have been identified from experimental results
obtained for a planar rough surfaces contact; S = 0.0009 m2, cn = 4.52E16 N/m4,
m2 = 2, hn = 3.5E11 Ns/m4, l = 1.

Sum of the spring force Fs and the damping force Fd is the contact force
R = Fs + Fd (Fig. 1c) [2]; whereas, sum of the spring force Fs and the terrestrial
gravity force Q is the conservative force Fk = Fs + Q (Fig. 1e). Graph of the
conservative force is non-linear and asymmetrical, because graph of the spring
force is non-linear and asymmetrical (Fig. 1d, e). Hence, normal contact vibrations
are non-linear and asymmetrical. These vibrations are described by the following
non-linear differential equation:

y
..
= ðQ+Fs yð Þ+Fdðy, y ̇Þ+P tð ÞÞ ̸M, ð5Þ

where y
..

is acceleration—y
..
= d2x d̸t2. This equation was solved with direct

numerical methods, because the contact force R is non-linear.
During contact vibrations loss of contact (y < 0) can be observed. At this period

the contact force R does not act on the slider, thus the exact solution can be found.
This provides an opportunity to reduce time of computations and numerical errors,
because the exact solution can be used. Whereas, the second period of contact
vibrations is the period of contact between these two bodies (y > 0). If the contact
force R is linear, then the exact solution can be found as well, otherwise numerical
methods are used. This switching between contact and non-contact can be problem,
which is described below. The time history of acceleration is a continuous function,
but higher-order derivatives of acceleration are discontinuous functions. Thus the
Runge effect can be observed for numerical methods based on higher degree
polynomials. The first solution is to use low order methods, which are not sensitive
to the Runge effect, for example direct Newmark methods. In this case, time step
should be very small to obtain small numerical error. The second solution is to use
direct methods based on Hermite polynomials. These methods are less computa-
tionally expensive than the fourth-order classical Runge–Kutta method. Moreover,
are not sensitive to the Runge effect, because Hermite polynomials are not sensitive
to this effect. The third method is to find the time instance when y = 0. The direct
method based on Taylor series and methods based on Hermite polynomials can be
used to find this time instance. Then the time step can be changed or divided into
two smaller steps, to precisely separate contact and non-contact periods and solu-
tions. This approach provides an opportunity to avoid problems associated with
discontinuous derivatives and obtain small numerical error.
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3 Evolution of the ½ Super Harmonic Resonance

If amplitude of the exciting force tends to zero, then contact resonance is linear;
otherwise, phenomena typical for non-linear vibrations appears. First, the natural
frequency of this system decreases with increase of vibration amplitude, thus the
primary resonance peak bends to lower frequencies; which in turn introduces
bistability. Then, apart from the primary resonance, the superharmonic resonances
are excited. Amplitude of the ½ superharmonic resonance is growing, and its peak
bends; which introduces multistability. After that, others superharmonic resonances
are excited, and their peaks bends. Finally, the ½ superharmonic resonance is
divided into two separate parts, which is described in this article (Fig. 2).

Fig. 2 Graphs of the contact resonances; peak-to-peak amplitude App = ymax-ymin, against the
frequency of excitation fe (a, c, e); plus signs (+) represent resonant frequencies fe ≈ fn0 /m (Eq. 6).
And local extrema of time histories against the frequency of excitation fe; (square, red line—
minima, blue line—maxima) (b, d, f) [6]
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If, frequency of the mth harmonic is near the natural frequency then its amplitude
is amplified, which reveals nature of superharmonic resonances [13]. Hence the
resonant frequencies are described by the following formula:

fe ≈ fn0 ̸m, ð6Þ

where: fe—is excitation frequency, which excite the 1/m superharmonic resonance,
fn0—the natural frequency, whereas m—a natural number. Consequently, the ½
superharmonic resonance is excited near half of the natural frequency, and
amplitude of the second harmonic is amplified.

The primary resonance and superharmonic resonances are depicted in Fig. 2.
These figures present evolution of the contact resonances due to increase of the
excitation amplitude. The contact resonances can be depicted in various ways. The
first way is to present peak-to-peak amplitude in a logarithmic scale versus exci-
tation frequency fe (Fig. 2a, c, e); this provides an opportunity to present large
amplitudes of resonances, bistability and multistability. Whereas the second method
is to present local extrema of time histories versus excitation frequency fe (Fig. 2b,
d, f); which provides an opportunity to present: bistability, multistability, bifurca-
tions, loss of contact, and asymerty of vibration. Two various amplitudes of
vibrations—up A1 and down A2—from the equilibrium position are presented in
Fig. 2b. This shows that a notion of amplitude should be precisely defined for
non-linear vibrations.

For the excitation amplitude being Pa = 0.65Q, peaks of the primary and two
superharmonic resonances bend, thus bistability and multistability are visible in
Fig. 2a, b. Let analyse vibrations of the ½ superharmonic resonance excited with
frequency being fe = 365 Hz. Four extrema are observed over one vibration period
in Fig. 3a, thus four curves represent the ½ superharmonic resonance in Fig. 2b.
These vibrations are asymmetrical to the equilibrium position y0, and loss of contact
is visible. Furthermore, these vibrations are multi-harmonic, hence phase portrait
has sophisticated shape (Fig. 3b). Besides the orbit point circumnavigates the origin
twice. Which reveal complex nature of these vibrations. Period of this vibrations
equals excitation period, hence Poincaré section contains one point (Fig. 3b).

Next, for the excitation amplitude being Pa = 0.70Q two opposing
period-doubling bifurcations appear at the ½ superharmonic resonance. They create
a loop in Fig. 6b, which is called incomplete period-doubling cascade [13]. One of
these bifurcations is visible in Fig. 2d, whereas second is not, because vibration
amplitude is large. The interval between these two bifurcations is depicted in
Fig. 2c. Eight lines represent this resonance within interval between these two
bifurcations in Fig. 2d, because period of vibration is doubled, and eight extrema
are observed over one vibration period (see Fig. 4a). Accordingly, the orbit point
circumnavigates the origin four times over one vibration period, a subharmonic
frequency appears (fe/2), and Poincaré section contains two points (see Fig. 4b).
Which show complex nature of contact vibrations.

After that, for the excitation amplitude being Pa = 0.75Q, farther increase of
vibration amplitude is observed, hence more superharmonic resonances are visible
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in Fig. 2f. Besides, incomplete period-doubling cascade is observed at the 1 ̸3
superharmonic resonance, which is separate issue. Moreover, two opposing cas-
cades of bifurcations leading to chaos appear at the ½ superharmonic resonance
(Figs. 2e, f and 9). These cascades divide the branch of ½ superharmonic resonance
into two separate parts, hence special procedure should be used to find this part near
100 Hz. A farther increase of the excitation amplitude makes this gap between these
two parts of the ½ superharmonic resonance larger [7].

The evolution of the ½ superharmonic resonance from periodic to chaotic
vibrations, is studied below. The evolution is depicted in a bifurcation diagram
(Fig. 5a), which presents a cascade of bifurcations leading to chaos. This bifurca-
tion diagram is obtained at a constant frequency of excitation, being fe = 365 Hz,
and for various amplitudes of the excitation force. Certain amplitudes of excitations
are indicated in the diagrams with vertical lines.

Fig. 3 Time history of displacement (a), and phase portrait with Poincaré section (b), of the ½
superharmonic resonance vibrations, excited by a harmonic force of the parameters—Pa = 0.65Q,
fe = 365 Hz; two local minima are observed over one vibration period

Fig. 4 Time history of displacement (a), and phase portrait with Poincaré section (b), of the ½
superharmonic resonance vibrations after first period-doubling bifurcation, excited by a harmonic
force of the parameters—Pa = 0.70Q, fe = 365 Hz; four local minima are observed over one
vibration period
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First, periodic vibrations, which period equals the excitation period, are observed
for an excitation amplitude being Pa = 0.65Q (Fig. 3). Thus, a single line repre-
sents these vibrations in Fig. 5a, and Poincaré section contains one point (Figs. 3b
and 5c). Then, the first period-doubling bifurcation appears; hence, for an amplitude
of excitation being Pa = 0.70Q the vibration period is doubled. Consequently two
curves represent these vibrations in Fig. 5a, and Poincaré section contains two
points (Figs. 4b and 5c). Next, the vibration period is doubled once again. And
therefore, for an amplitude of excitation being Pa = 0.711Q, the vibration period is
four times longer than the excitation period, four curves represent these vibrations
in Fig. 5a, and Poincaré section contains four points (Fig. 5c). The following
bifurcations are difficult to find in Fig. 5a, thus the structure bounded by the box is
magnified in Fig. 5b. Then, for the excitation amplitude being Pa = 0.71195Q, the
period of vibrations is eight times longer than the period of excitation, which is a
result of a next period-doubling bifurcation. After that, for an amplitude of exci-
tation being Pa = 0.71212Q, the period of vibrations is 16 times longer than
the period of excitation (Fig. 5b). Accordingly, the period-doubling cascade makes
the period of vibrations longer and longer. Last, chaotic vibrations are obtained for
the excitation amplitude being Pa = 0.7125Q. And finally, a chaotic explosion is
visible [13]; hence, for the excitation amplitude being Pa = 0.71252Q, points
between these two branches are visible in Fig. 5b. Summarising this, the presented

Fig. 5 Bifurcation diagram (a, b) and Poincaré sections (c, d) obtained for the ½ superharmonic
resonance, excited at constant frequency of excitation fe = 365 Hz
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description clearly shows the consecutive stages of evolution from periodic
vibrations, in which the period equals the period of excitation, through stable
vibrations, which period is 2, 4, 8 and 16 (21, 22,…) times longer than the excitation
period, to chaotic vibrations. The evolution from periodic to chaotic vibrations is
depicted in Fig. 5d as well. This figure shows consecutive Poincaré sections.

The presented description should be complemented by bifurcation diagrams
obtained for any constant excitation amplitude and various excitation frequencies
(Figs. 6, 7 and 9); they can be considered cross sections. These diagrams show an
influence of the excitation frequency, and the following excitation amplitudes, on
vibrations of the ½ superharmonic resonance. These diagrams are integral to and
with the diagram presented in Fig. 5, thus excitation frequency fe = 365 Hz is
indicated in these diagrams with vertical line. First, vibrations excited by the
external force of an amplitude being Pa = 0.65Q are studied. The vibrations are
periodic, and their period equals the period of excitation (see Fig. 3). Hence, a
single line represents these vibrations in Fig. 6a. These vibrations are presented in
Fig. 2a, b as well. Then, vibrations excited by the external force of an amplitude
being Pa = 0.70Q are analysed. The two opposing period-doubling bifurcations,
which generate a closed loop (a bubble), are visible in Fig. 6b. This is the so-called
incomplete period-doubling cascade. Hence, between these two opposing bifurca-
tions, the period of vibrations is doubled (Figs. 4 and 5a). One of the
period-doubling bifurcations is visible in Fig. 2d. Next, the further evolution of the
incomplete period-doubling cascade is visible in Fig. 6c, d, e. The observed periods
of vibrations equal the period of excitation, or are two, four, eight or sixteen times
longer than the period of excitation. The period of vibrations, which are excited at a
frequency of excitation being fe = 365 Hz, and for an excitation amplitude being
Pa = 0.711Q, is four times longer than the period of excitation (Fig. 6c); thus four
curves are visible. In the same way, the period of vibrations, excited at the same
frequency of excitation, but for an excitation amplitude being Pa = 0.71195Q,
becomes eight times longer than the period of excitation (Fig. 6d). Then, the period
of vibrations, excited by the external force, of the frequency fe = 365 Hz and
amplitude Pa = 0.71212Q, is 16 times longer than the period of excitation
(Fig. 6e). Accordingly, a number of loops and opposing period-doubling bifurca-
tions are visible in Fig. 6b, c, d, e. The numbers of loops and period-doubling
bifurcations become larger with an increase of the excitation amplitude. There-
fore, shapes of the incomplete period-doubling cascades become more complex
(Fig. 6b, c, d, e).

After that, two opposing period-doubling cascades leading to chaos are visible in
Fig. 6f. Therefore, the vibrations excited by the external force, of the frequency
fe = 365 Hz and amplitude Pa = 0.7125Q, are chaotic (Fig. 5b). Chaotic vibrations
are not periodic, they are sensitive to initial conditions, and are difficult to predict
(the butterfly effect). In this case, the “chaotic part” of these vibrations is small,
compared with the amplitude of vibrations, which is a characteristic feature. It is
called “noisy periodicity” [13]. For this excitation amplitude, a sweeping signal
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gives an opportunity to go from periodic vibrations, through the chaotic vibrations,
again to the periodic vibrations. That means, that the ½ superharmonic resonance is
not divided into two parts.

Finally, vibrations excited by the external force of an amplitude being Pa =
0.71252Q, are studied (Fig. 7). Their bifurcation diagram depicted in Fig. 7a is
similar to one previously presented in Fig. 6f. However these parts, where chaotic
vibrations appear, are various, because points are observed between the branches of
bifurcations in Fig. 7 (chaotic explosion). These points are observed in Fig. 5b as
well. The structure bounded by the box in Fig. 7a is magnified in Fig. 7b, which

Fig. 6 The bifurcation diagrams of the ½ superharmonic resonance; evolution from periodic
vibrations which period equals excitation period (a), via incomplete period-doubling cascades
(b–e), to two opposing period-doubling cascades leading to chaos (f)
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provides valid information. Two opposing period-doubling cascades leading to
chaos are visible near the left and right edges of this diagram, whereas in the middle
part chaotic vibrations appear. In this case, the ½ superharmonic resonance is
divided into separate parts. Hence, a sweeping signal gives an opportunity to cal-
culate solutions, except these in the middle part, marked in yellow. Because in this
area, at certain excitation frequencies, the ½ superharmonic resonance does not
exist, its attractor is destroyed; therefore, other vibrations are excited. In conse-
quence, the separate solutions corresponding to the ½ superharmonic resonance
have been found, with a special numerical procedure.

The chaotic vibrations excited by the external force, of the frequency fe = 370
Hz and amplitude Pa = 0.71252Q are depicted in Figs. 7b and 8. In contrast to the
periodic vibrations their phase portrait is not a closed loop, it has a shape of a
“ribbon” (see the red line in Fig. 8a). The “chaotic part” of these vibrations is small,
compared with the amplitude of vibrations; thus the Poincaré section is relatively
small compared with the phase portrait (see the blue (black) points in Fig. 8a). The
Poincaré section has a complex shape, which first seems to be two curves; but after
magnification these two “lines” contains a few more “lines” (see Fig. 8b). The
further magnifications of the structures bounded by the boxes (Fig. 8b, c, d) reveal
that, the Poincaré section is self-similar. The self-similarity is the basis for the
definition of fractal structures, which leads to conclusion, that the studied vibrations
are chaotic. Moreover, the attractor is “leaky”, therefore after thousands of exci-
tation periods “by chance”, the orbit point leaves this non-attracting chaotic set;
thus, other vibrations are excited. This phenomenon is the so-called chaotic tran-
sient. The chaotic transient is a result of a boundary crisis, which destroy chaotic
attractors. More information about these phenomena has been described in litera-
ture, see e.g. [10].

Fig. 7 Bifurcation diagram of the ½ superharmonic resonance; two opposing period-doubling
cascades leading to chaos, obtained at a constant amplitude of excitation Pa = 0.71252 (a),
magnification of the structure bounded by the box (b)
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The last stage, of the studied evolution is a complete separation of these two
parts of the ½ superharmonic resonance. This can be observed for the excitation
amplitude being Pa = 0.75Q (Figs. 2e, f and 9). The gap between these two parts of
the resonance is so large, that the bifurcation diagram is presented in two Fig. 9a, b.
The bifurcation diagrams present two opposing period-doubling cascades leading to
chaos. The structures bounded by the boxes are magnified in Fig. 9c, d, which
provide valid information. The chaotic explosion is visible in Fig. 9c, while in
Fig. 9d the explosion is not observed. The cascade of bifurcation presented in
Fig. 9b is visible in Fig. 2f too.

The vibrations excited at the excitation frequency fe = 570.9 Hz and amplitude
Pa = 0.75Q are chaotic (Figs. 2f and 9d), hence, their Poincaré section is
self-similar. First, the section seems to be four curves (Fig. 10a); whereas the further
magnifications of the structures bounded by the boxes (Fig. 10b, c, d) reveal that, the
“lines” contain more and more “lines”. Moreover, this attractor is not “leaky”;
therefore the orbit point does not leave this attractor, and more points are depicted.

Fig. 8 Phase portrait (red line (grey)) (a), and Poincaré section (blue points (black)) (a, b, c, d), of
chaotic vibrations of the ½ superharmonic resonance, excited by a harmonic force of the
parameters—Pa = 0.71252Q, fe = 370 Hz; sequence of magnifications of the structure bounded
by boxes (c, d)
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It should be mentioned that a Poincaré section is a section of the three-
dimensional phase stream (y, y ̇, t) obtained for the same phases of excitation force.
Whereas a phase portrait is a projection of the three-dimensional phase stream, on
two-dimensional space (y, y ̇). Then, bifurcation diagram contains a number of
one-dimensional of the Poincaré sections.

Summarising, in this section phenomena coupled with strongly non-linear
vibrations have been presented. They are incomplete period-doubling cascade,
period-doubling cascade leading to chaos, chaotic vibrations, chaotic transients, and
self-similarity of a Poincaré section, all of which show a complexity of contact
vibrations and contact dynamics.

4 Conclusions

The contact flexibility influences dynamics precision machines, which refers for
example to machine tools. Usually linear model of contact is used, hence non-linear
effect are neglected. The following non-linear phenomena were found: asymmetry
of vibrations, “gapping”, multi-harmonic motion, superharmonic resonances,

Fig. 9 Bifurcation diagrams (a, b) of the ½ superharmonic resonance, obtained at constant
amplitude of excitation Pa = 0.75Q; magnifications of the structures bounded by boxes (c, d)
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bending resonance peaks, multistability, incomplete period-doubling cascade,
period-doubling cascades leading to chaos, chaotic motion, and chaotic transient,
which reveals complex nature of normal contact vibrations. As is evident,
non-linear models of contact, and non-linear dynamics should be used to analyse
machine tools vibrations, and reduce machining errors. Moreover, non-linear
models of contact can be implemented in control systems, to reduce machine tools
vibrations. The contact resonances should be studied under a wide range of exci-
tation signals to understand their evolution. This article is mainly focused on the
evolution of the ½ superharmonic resonance due to increase of the excitation force
amplitude. First, periodic vibrations are excited. Then, chaotic vibrations are
observed. And finally, branch of the ½ superharmonic resonance is divided into two
separate parts. Which summarises in short evolution of the ½ superharmonic
resonance.

Fig. 10 Poincaré section (a) of chaotic vibrations of the ½ superharmonic resonance excited by a
harmonic force of the parameters—Pa = 0.75Q, fe = 570.9 Hz; sequence of magnifications of the
structure bounded by boxes (b, c, d)
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The Oscillator with Linear and Cubic
Elastic Restoring Force and Quadratic
Damping

V. Marinca and N. Herişanu

Abstract A novel analytic approximate technique, namely optimal variational
method (OVM), is employed to propose an approach to solve some nonconserva-
tive nonlinear oscillators. Different from perturbation methods, the validity of the
OVM is independent on whether or not there exist small physical parameters in the
considered nonlinear equations. This procedure offers a promising approach by
constructing a generalized Lagrangian and a generalized Hamiltonian for nonlinear
oscillators. An excellent agreement has been found between the analytical results
obtained by the proposed method and numerical integration results.

1 Introduction

The entire conventional theory of Lagrangian representation in the space of the
generalized coordinates of conservative Newtonian systems subject to holonomic
constrains is based on the often tacit assumption that constrains are frictionless. But
in practice, holonomic constrains are realized by mechanical means. Therefore, the
presence of frictional forces is inevitable whenever holonomic constrains occur and
in turn, a Lagrangian representation that does not reflect this dissipative nature
commonly is considered a first approximation of the system. For computing a
Lagrangian for dynamical systems with more general Newtonian forces are
nowadays applicable only to systems with force derivable from a potential function
(basically conservative systems). But conservative systems do not exist in our
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Newtonian environment. In consequence, Lagrangian representation of conserva-
tive Newtonian systems is in general only a crude approximation of physical reality.
The problem of the existence of a Lagrangian or Hamiltonian can be studied today
with a variety of modern and sophisticated mathematical tools which include the
use of functional analysis, prolongation theory, and differential geometry. This
question is called as “Inverse problem in Newtonian Mechanics” and consists in the
identifications of the methods for the construction of a Lagrangian or Hamiltonian
from given equation of motion [1–3].

The aim of this paper is to construct approximations to periodic solutions and
frequencies of nonlinear oscillators with linear and cubic elastic restoring force and
quadratic damping. These oscillators are examples of nonconservative dynamical
systems. Such systems with linear and cubic elastic restoring force and quadratic
damping appropriately describe those real systems for which the damping of the
oscillations is produced by a turbulent liquid flow inside the damper. A typical
example of an oscillator with quadratic damping is the suspension of a vehicle
equipped with hydraulic shock absorbers. Suspensions with nonlinear elastic and
damping characteristics are frequently utilized, because nonlinearity limits dis-
placements and velocity reduces the extreme values of the acceleration and leads to
a more uniform dynamic loading of the suspensions. The damping nonlinearity is
usually achieved by using hydraulic or hydropneumatic shock absorbers. If v is the
velocity of the sprung mass, for small values of v, the flow of the oil in the shock
absorber is laminar and the damping characteristic is linear. As v increases, the flow
becomes turbulent and the characteristic takes a parabolic form. When the velocity
reaches a certain “critical” value, the pressure inside the shock absorber becomes
large enough to bring about the opening of the relief valves, and this modifies the
further dependence of the damping force on velocity [4]. Quadratic damping is a
subject of interest for many scientists [5–9].

In this paper we consider a nonlinear oscillator with linear and cubic elastic
restoring force and quadratic damping in the form

u
..
+ u+ αu ̇2 + βu3 = 0 ð1Þ

subject to initial conditions

uð0Þ=A, u ̇ð0Þ=0 ð2Þ

where dot denotes derivative with respect to time and α, β, A are known constants,
A > 0.

In the last few decades, considerable work has been invested in developing new
methods for analytical and numerical solutions of strongly nonlinear oscillators, but
it is still difficult to obtain convergent results in cases of strong nonlinearity. There
is a great need for effective algorithms to avoid shortcomings of some traditional
techniques. In this way, recently, many new approaches have been proposed for
determining periodic solutions and frequencies to nonlinear oscillators by using a
mixture of methodologies [10–20].
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In what follows, we construct approximations to periodic solutions and fre-
quencies of nonlinear oscillators by applying the optimal variational method. The
most significant features of this new approach are the optimal control of the con-
vergence of approximations and its excellent accuracy. Different from other
methods, the validity of the OVM is independent on whether or not there exist small
parameters in the considered nonlinear equations. Our procedure is very effective
and this work demonstrates the validity and great potential of the OVM.

2 Basic Formulation of the OVM

In order to develop an application of the OVM, we consider the following differ-
ential equation of the nonlinear oscillations

f ðt, u, u ̇, u..Þ=0 ð3Þ

with the initial conditions

uð0Þ=A, u ̇ð0Þ=0, A>0 ð4Þ

where f is a nonlinear function. In our procedure, f does not need to contain a small
parameter.

Variational principle can be easily established if there exists a functional called
the action functional or action for short:

J =
ZT ̸2

0

Lðt, u, u ̇Þdt ð5Þ

where T is the period of the nonlinear oscillator, T =2π ̸Ω, and Ω is the frequency
of the system (3), which admits as extremals the solutions of Eqs. (3) and (4) and
L is the generalized Lagrangian of the system (3). On physical grounds, the primary
significance of this principle rests on the fact that the acting forces of Newtonian
system (3) need not necessarily be derivable from a potential.

We assume that the solutions of Eq. (3) can be expressed in the form

uðtÞ=C1 +C2 cosΩt+C3 cos 2Ωt+⋯+Cs+1 cos sΩt ð6Þ

where Ci,i = 1,2,…,s + 1 are arbitrary parameters at this moment and s is a pos-
itive integer number.
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Substituting Eq. (6) into Eq. (5), it results in

JðC1,C2, . . . ,Cs+1,ΩÞ=
ZT ̸2

0

Rðt,C1,C2, . . . ,Cs+1,ΩÞdt ð7Þ

where

Rðt,C1,C2, . . . ,Cs+1,ΩÞ=
= Lðt, uðt,C1,C2, . . . ,Cs+1,ΩÞ, u ̇ðt,C1,C2, . . . ,Cs+1,ΩÞÞdt

ð8Þ

is the residual.
Equation (7) can be rewritten in the form

JðC1,C2, . . . ,Cs+1,ΩÞ=
Zπ

0

Rðx,C1,C2, . . . ,Cs+1,ΩÞdx ð9Þ

Applying the Ritz method, we require

∂J
∂C1

=
∂J
∂C2

=⋯=
∂J

∂Cs+1
=

∂J
∂Ω

=0 ð10Þ

From Eqs. (10) and initial conditions (4) which become

C1 +C2 +⋯+Cs+1 =A ð11Þ

we can obtain optimally the parameters Ci, i = 1,2,…,s + 1 and the frequency Ω.
We remark that expression (6) is not unique. We can alternatively choose

another expression of the solution in the form

uðtÞ=C′

1 cosΩt+C′

2 cos 2Ωt+C′

3 cos 3Ωt+⋯ ð12Þ

or, if the function f from Eq. (3) is an odd function:

uðtÞ=C′′

1 cosΩt+C′′

2 cos 3Ωt+C′′

3 cos 5Ωt+⋯ ð13Þ

and so on, where C′

i and C′′

j are the convergence control parameters. With these
parameters known, the approximate solution is well determined.

Another possibility to determine the optimal values of these parameters Ci is to
solve the system

218 V. Marinca and N. Herişanu



Rðx1,C1, . . . ,Cs+1,ΩÞ=Rðx2,C1, . . . ,Cs+1,ΩÞ=⋯=

=Rðxs+2,C1, . . . ,Cs+1,ΩÞ=0
ð14Þ

where Rðx,Ci,ΩÞ is the residual given by Eq. (8) and xi ∈ 0, πð Þ, i = 1,2,…,s + 2.
The parameters Ci and the frequency Ω can be determined by the least square

method, the Galerkin method, the collocation method and so on [10], [18], [19].
The Hamiltonian of Eq. (3) can be expressed in the form

Hðt, u, u ̇Þ= pu ̇− Lðt, u, u ̇Þ ð15Þ

where p is the generalized momenta

p=
∂L
∂u ̇

ð16Þ

If the Lagrangian is independent of time, then also the Hamiltonian is inde-
pendent of time and results that

Hðt, uðt,Ci,ΩÞ, u ̇ðt,Ci,ΩÞÞ=Hðt0, u(t0Þ, u ̇ðt0ÞÞ= constant ð17Þ

where t0 is a fixed value of t such that t0 ∈ ½0, π Ω̸�.
On the other hand, the parameters Ci, i = 1,2,…,s + 1 and Ω from Eq. (17) can

be determined from the conditions

Hðt1, uðt1,Ci,ΩÞ, u ̇ðt1,Ci,ΩÞÞ=Hðt2, uðt2,Ci,ΩÞ, u ̇ðt2,Ci,ΩÞÞ=⋯
=Hðts+2, uðts+2,Ci,ΩÞ, u ̇ðts+2,Ci,ΩÞÞ=constant

ð18Þ

3 The Oscillator with Linear and Cubic Elastic Restoring
Force and Quadratic Damping

The system described by Eqs. (1) and (2) is a nonconservative system, but we try to
determine a generalized Lagrangian L in the form

Lðt, u, u ̇Þ= eFðuÞ XðuÞ+Yðu ̇Þ½ �+
Z

GðuÞeFðuÞdu ð19Þ

where F, X, Y, and G are unknown functions. The expression (19) is not unique,
because it is well known that the generalized Lagrangian L is not unique. Our
problem consists in studying the conditions under which there exist the Lagrangian
given by Eq. (19) such that Lagrange’s equation in L coincide with
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−
d
dt

∂L
∂u ̇

� �
+

∂L
∂u

= hðt, u, u ̇Þ u
..
+ u+ αu ̇2 + βu3

� � ð20Þ

where hðt, u, u ̇Þ is an arbitrary function such that hðt, u, u ̇Þ≠ 0. It is clear that the
Eq. (1) and the equation

hðt, u, u ̇Þ u
..
+ u+ αu ̇2 + βu3

� �
=0 ð21Þ

have the same solutions, because hðt, u, u ̇Þ≠ 0.
From Eq. (19), we can write

d
dt

∂L
∂u ̇

� �
= u

.. d2Yðu ̇Þ
du2̇

+ u ̇
dYðu ̇Þ
dx ̇

dFðxÞ
dx

� �
eFðuÞ ð22Þ

dL
du

=
dFðuÞ
du

XðuÞ+Yðu ̇Þð Þ+ dXðuÞ
du

+GðuÞ
� �

eFðuÞ ð23Þ

Substituting Eqs. (22) and (23) into Eq. (20) we have

u
.. d2Yðu ̇Þ

du2̇
+ u ̇

dYðu ̇Þ
du ̇

dFðuÞ
du

−
dFðuÞ
du

XðuÞ+ Yðu ̇Þð Þ−
�

−
dXðuÞ
du

−GðuÞ
�
eFðuÞ = u

..
+ u+ αu ̇2 + βu3

� �
hðt, u, u ̇Þ

ð24Þ

If we choose

hðt, u, u ̇Þ= eFðuÞ ≠ 0 ð25Þ

d2Yðu ̇Þ
du ̇2

= 1 ð26Þ

then, from Eq. (26) we deduce that

Yðu ̇Þ= 1
2
u ̇2 +C1u ̇+C2 ð27Þ

For simplification, we choose C1 = C2 = 0 into Eq. (27), then substituting
Eqs. (25) and (27) into Eq. (24) it follows that

u
..
+

1
2
u ̇2

dFðuÞ
du

−XðuÞ dFðuÞ
du

−
dXðuÞ
du

−GðuÞ= u
..
+ u+ αu ̇2 + βu3 ð28Þ
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Into Eq. (28) we choose

dFðuÞ
du

=2α ð29Þ

XðuÞ= −
β

2α
u3 ð30Þ

From Eqs. (28), (29) and (30) we obtain

GðuÞ= − u+
3β
2α

u2 ð31Þ

FðuÞ=2αu ð32Þ

The Lagrangian L given by Eq. (19) can be obtained from Eqs. (27), (30), (31)
and by integrating the last term in Eq. (19). In this way, we can write the gener-
alized Lagrangian in the form

Lðu, u ̇Þ= e2αu
u2̇

2
+ β −

u3

2α
+

3u2

4α2
−

3u
4α3

+
3
8α4

� �
−

u
2α

+
1
4α2

� �
ð33Þ

The generalized momenta becomes

p=
∂L
∂u ̇

= u ̇e2αu ð34Þ

The generalized Hamiltonian given by Eq. (15) can be written

Hðu, u ̇Þ= e2αx
u2̇

2
+ β

u3

2α
−

3u2

4α2
+

3u
4α3

−
3
8α4

� �
+

u
2α

−
1
4α2

� �
ð35Þ

The generalized Lagrangian given by Eq. (33) and therefore the generalized
Hamiltonian given by Eq. (35) are independent of time, and therefore from
Eqs. (35), (17) and (4) we obtain

e2αu
u2̇

2
+ β

u3

2α
−

3u2

4α2
+

3u
4α3

−
3
8α4

� �
+

u
2α

−
1
4α2

� �
=constant =

= e2αA β
A3

2α
−

3A2

4α2
+

3A
4α3

−
3
8α4

� �
+

A
2α

−
1
4α2

� � ð36Þ
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We rewrite Eq. (36) in the form

R uðtÞ, u ̇ðtÞð Þ= e2αðu−AÞ u2̇

2
+ β

u3

2α
−

3u2

4α2
+

3u
4α3

−
3
8α4

� �
+

u
2α

�
−

−
1
4α2

�
− β

A3

2α
−

3A2

4α2
+

3A
4α3

−
3
8α4

� �
−

A
2α

+
1
2α2

= 0

ð37Þ

Equations (1) and (37) are equivalent because they have the same solutions. For
Eq. (37) we suppose that the solution (6) has the form (s = 5)

uðtÞ=C1 +C2 cosΩt+C3 cos 2Ωt+C4 cos 3Ωt+
+C5 cos 4Ωt+C6 cos 5Ωt

ð38Þ

The action functional (5) is very difficult to solve with the solution (38), but in
this case we use Eq. (37). Substituting Eq. (38) into Eq. (37), we obtain

Rðτ,C1,C2, . . . ,C6,ΩÞ=0 ð39Þ

where τ=Ωt.

4 Numerical Examples

In order to show the validity of the OVM, Eq. (39) has been numerically solved for
the case α = 1/2, β = 1 and A = 1. Making collocation in 7 points for Eq. (39), we
obtain

C1 = − 0.19619;C2 = 1.41281;C3 = − 0.308496;C4 = 0.119584;

C5 = − 0.0363356;C6 = 0.00856476;Ω=1.50999723

and therefore the solution (38) becomes

uðtÞ= − 0.19619+ 1.41281 cosΩt− 0.308496 cos 2Ωt+
+0.119584 cos 3Ωt− 0.0363356 cos 4Ωt+0.00856476 cos 5Ωt

ð40Þ

Figure 1 shows the comparison between the present solution and the numerical
integration results obtained using a fourth-order Runge–Kutta scheme.
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5 Conclusions

In this paper, an efficient variational approach, called the optimal variational
method (OVM) is employed to propose a new analytic approximate solution for
some nonlinear oscillators with linear and cubic elastic restoring force and quadratic
damping.

Our construction of the variational approach is different from the classical vari-
ational approach especially referring to the involvement of some initially unknown
parameters C1, C2, …, which ensure a fast convergence of the solution. Also, the
generalized Lagrangian and the generalized Hamiltonian are given in a proper
manner. It should be underlined that the form of the generalized Lagrangian (19) is
currently not found in the literature. Moreover, the arbitrary function h from (20) and
the equivalence of the Lagrangians are completing a new approach to Lagrangian
function and variational principle.

Our procedure is valid even if the nonlinear equations do not contain any small
or large parameters. The OVM provides us with a simple and rigorous way to
control and adjust the convergence of a solution through the parameters Ci which
are optimally determined. This version of variational approach proves to be very
rapid, effective, and accurate. We proved this comparing the solution obtained by
the proposed method with the solutions obtained via numerical integration using a
fourth-order Runge–Kutta scheme. Actually, the capital strength of the OVM is its
fast convergence to the exact solution, which proves that this method is very
efficient in practice.
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Wave-Based Control of a Mass-Restricted
Robotic Arm for a Planetary Rover

David J. McKeown and William J. O’Connor

Abstract Here wave-based control is applied to suppress vibrations during repo-
sitioning of a flexible robotic arm on a planetary rover in a Martian environment.
Typically, such a robotic arm has very low power and mass budgets, implying
significant flexibility, with static and dynamic consequences. Meeting precision
performance specifications then becomes challenging and active vibration control is
required. The example of the DExtrous LIghtweight Arms for exploratioN
(DELIAN) arm is the focus of this paper. DELIAN is a general purpose arm,
currently in development by SELEX ES for the European Space Agency (ESA).
For active vibration control, a wave-based controller is used: a strategy formulated
specifically for flexible mechanical systems. It considers actuator motion as
launching and absorbing mechanical waves into and from the system. Absorbing
the returning wave provides effective, active vibration damping while simultane-
ously moving the system to the target displacement. It is robust to both actuator
performance and modelling errors, very stable, and easy to implement. The con-
troller was found to perform well in limiting the effect of the flexibility during
manoeuvres and also when rejecting vibrations due to impacts.

1 Introduction

Robotic arms play an important role in space, from large arms deployed in
microgravity environments, such as the Canadarm upon the ISS, to smaller arms on
planetary rovers. Typically, the arm specification has very low power and mass
budgets, and the lighter the structure the more flexible it becomes. This elasticity
has consequences for both the dynamics and the static deflections. Meeting the
precision performance specifications then becomes challenging and a strategy for
active control of the vibrations is required.
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In this paper we take the example of the DExtrous LIghtweight Arms for
exploratioN (DELIAN) arm. DELIAN is a general purpose arm, currently in
development by SELEX ES for the European Space Agency (ESA). Its design
allows for many configurations for different operating scenarios. Here we consider
the scenario of a planetary rover vehicle with an arm designed to pick up and place
scientific instruments, but where the arm mass is tightly constrained. The combi-
nation of arm length and payload mass gives this implementation the lowest natural
frequencies and therefore the greatest need for active vibration damping. Another
configuration envisages using the arm for surface drilling, with a tool attached at the
end effector, which would also give rise to system vibrations.

To provide active control of the vibrations, a wave-based controller is designed
and implemented. Wave-Based Control (WBC) is a control strategy formulated
specifically for the control of flexible mechanical systems [1]. It is based on the idea
of considering actuator motion as launching and absorbing mechanical waves into
and from the system.

2 Robotic Arm Model

The DELIAN Arm, for the chosen scenario, is a 4 DOF robotic arm. A simplified
computer-generated model is shown in Fig. 1. It has four revolute joints each
capable of controlled rotation about a single axis. The first joint, located nearest the
base, below limb 1, controls the yaw of the arm, while the other three motor joints
control the pitch of its associated limb.

Figure 1 shows the arm in a compact “stowed up” configuration required for
transit. When in use it deploys into a long reach arm. The Denavit–Hartenberg
parameters describing the arm in this stowed configuration are shown in Table 1.

The limbs are made of a light, high-strength, titanium alloy (Ti-6Al-4 V) with a
circular ring cross section. The geometry of the limbs is given in Table 2 and the
mass budget for the joints and limbs is given in Table 3.

The arm is designed to sustain loads due to gravity in an environment repre-
sentative of Mars (gmars = 3.711 m/s2) and to be capable of applying a 10 N
vertical force at the tip.

Fig. 1 DELIAN arm
consisting of a base (below
limb 1), two long flexible
limbs and end effector,
connected together with 4
flexible motor joints

226 D.J. McKeown and W.J. O’Connor



In addition to the rigid body dynamics, two sources of flexibility need to be
considered and modelled: the compliance of the motor joints and the structural
flexibility of the limbs themselves.

2.1 Motor Joint Flexibility

The four joints are actuated by four low-power brushless motors, each connected
with one planetary gear and one harmonic drive, with an overall transmission ratio
ranging from 8400 to 18840 designed to supply the torque necessary to hold and
manoeuvre the arm. A preliminary analysis of an experimental setup to measure the
motor joint parameters is presented in [2].

Each motor joint can provide a maximum torque of 28 mNm, and has a position
sensor resolution of 1 arcmin at the output shaft. The maximum rotational speed is
10 deg/s and the deadband for output shaft motion transmission is 1 arcmin.

Table 1 Denavit-Hartenberg parameters for DELIAN arm in curled up configuration shown in
Fig. 1

Joint # a[m] α[deg] d[m] qinital[deg] qmin[deg] qmax[deg]

1 0 90 0.18 0 −170 +170
2 1.0 0 0.08 0 −170 +170
3 0.8 0 0.08 −170 −170 +170
4 0 −90 0.076 170 −170 +170

Table 2 Dimensions of
DELIAN limbs

Length
[mm]

External Dia.
[mm]

Thickness
[mm]

Limb 1 893 37 1
Limb 2 708 34 1

Table 3 Mass
budget DELIAN arm

Mass (kg)

Motor Joint 1 0.438
Motor Joint 2 1.038
Motor Joint 3 0.585
Motor Joint 4 0.585
Base 0.15
Limb 1 0.461
Limb 2 0.338
Harness (incl. P/L) 0.61
Total 4.205
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The motor joint flexibility is modelled by torsional and transversal springs. The
stiffness values are summarized in Table 4.

In this study it is assumed that each motor is already equipped with its own,
angular position sub-controller, which takes an angular position reference as input.
These sub-controllers are assumed to give an ideal response, causing each joint to
move perfectly to follow its reference input, ignoring the errors at the output shaft
due to the flexibility. The flexibility effects are then handled by wave-based control
acting at a higher level, to adjust the inputs to the sub-controllers using the
wave-inspired strategy, in a way described below. WBC can therefore be consid-
ered a supervisory control strategy, or an outer loop, around the inner loop com-
prising the standard, actuator sub-controllers which are blind to the flexibility
effects. In the results below, the response without the WBC is described as “open
loop”, which should therefore be understood as arm motion control without pro-
vision for simultaneous active vibration damping.

2.2 Limb Flexibility

The equivalent cantilever beam stiffness of the mains limbs is shown in Table 5 and
can be calculated using the material and geometry data given in Tables 2 and 3.

To obtain the results shown in Sect. 5 the limbs are modelled in ADAMS
multibody software using discrete flexible link elements. Each limb is split into 6
discrete rigid bodies of hollow circular cross section connected by beam force
elements, which model the flexibility using the constitutive law described in [3, 4].

The material and geometry properties determine the masses and moments of
inertia of the arms, and a small damping ratio of 1.0E-005 was chosen.

2.3 Modal Frequencies

The DELIAN arm is capable of a wide range of configurations, each requiring a
different set of motor joints holding torques. The modal frequencies also change

Table 4 Stiffness of DELIAN arm joints

Joint # Torsional stiffness [Nm/rad] Transversal stiffness [Nm/rad]

1 4000 8000
2 20000 30000
3 8000 12000
4 8000 12000

Table 5 Stiffness of
DELIAN arm limbs

Cantilever beam stiffness [N/m]

Limb 1 8.7905e + 003
Limb 2 1.3588e + 003
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with each configuration. Here we chose a default starting configuration for all
simulations, as shown in Fig. 2. It represents a challenging configuration with the
arm almost fully extended, requiring a large holding torque at Joint a. Table 6
shows the 10 lowest modal frequencies of the arm in this configuration (payload
mass 6 kg). The lowest is 1.4 Hz, significantly lower than when the arm is stowed
(4.7 Hz).

3 Active Vibration Control

As explained, the DELIAN Arm has four independent joints, each containing an
actuator to reposition the arm. The motion of any actuator will induce vibrations
throughout the system due to the flexibility in both the joints and the limbs. The
challenge is how to get the actuators to move the limbs to a new configuration while
simultaneously controlling the vibrations which quickly spread throughout the
whole system.

Fig. 2 ADAMS model of DELIAN arm in the default deployed configuration

Table 6 Ten lowest modal
frequencies of the DELIAN
arm in the default deployed
configuration (Fig. 3)

Mode # Frequency (Hz) Damping ratio

1 1.40 2.65E-05
2 1.83 5.37E-05
3 10.58 2.53E-04
4 17.44 5.22E-04
5 30.81 8.84E-04
6 38.87 6.61E-04
7 73.83 2.13E-03
8 109.02 3.35E-03
9 147.84 4.52E-03
10 174.88 4.98E-03
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Here we present a wave-based control strategy to actively absorb these vibra-
tions. A brief overview of wave-based control will be given here. A more detailed
account can be found in [1].

3.1 Wave-Based Control Background

The theory of wave-based control is based upon the separation of motion into
notional incoming and outgoing waves at the interface between the actuator and the
flexible system. Moving the actuator launches a wave (in this case a displacement
wave) into the system. Simultaneously a return wave component can be calculated
at the interface, using a measure of angular displacement or torque. The return wave
can be thought of as vibrations that have passed through the system and have been
reflected at points within the system, to arrive back, sooner or later, at the actuator.
The summation of the launch and return wave, at any location, gives the real motion
of the system exactly.

A wave-based controller can be designed which will absorb the return wave on
arrival back to the actuator. This avoids reflecting it back into the system, where it
would have the effect of maintaining the vibration. In other words, the actuator acts
as an active vibration damper, even while simultaneously launching any desired
displacement wave into the system. At steady state, in the absence of external
disturbances, the net displacement of the actuator associated with absorbing the
return wave will equal the net final displacement of the launch wave. Furthermore
all vibrations will have been removed from the system by this absorbing action. We
now outline how these waves can be calculated.

Consider the 1-D, lumped, uniform, flexible system shown in Fig. 3, which
shows a notional right travelling “launch wave”, denoted Ai(s) at the ith mass, and a
left travelling “return wave” denoted Bi(s), with the actual displacement of each
mass, Xi(s) being the sum of the two waves, or Xi(s) = Ai(s) + Bi(s). The waves
travel through the system such that Ai+1 = G(s) Ai and Bi = G(s) Bi+1, where

Fig. 3 1-D n-mass lumped flexible system
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G(s) is called the Wave Transfer Function (WTF) which models the dispersive
wave motion through the system.

The WTF is the transfer function between the motion of any mass and that of the
next mass in a uniform lumped flexible system that is assumed to extend uniformly
to infinity. The full derivation of the WTF can be found in [1] and is given by

GðsÞ=1+ 1
2
s ω̸ð Þ2 − s ω̸ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ s ̸2ωð Þ2

q
ð1Þ

where ω = √(k/m) and m and k correspond to the masses the spring stiffness of the
uniform lumped infinite system. Taking the inverse Laplace transform of (1) gives

gðtÞ=2
J1ð2ωtÞ
ωt2

−
J0ð2ωtÞ

t

� �
. ð2Þ

where Jn is an nth order Bessel function of the first kind. For control purposes, G(s)
can be sufficiently well approximated by a simple second order transfer function

GðsÞ= ω2
G

s2 +ωGs+ω2
G

ð3Þ

with characterizing frequency ωG =
ffiffiffiffiffiffiffiffiffiffi
2k m̸

p
. The launch wave can be set to any

profile desired, with a final value equal to half the required displacement. The
simplest choice is half the reference displacement profile

A0ðsÞ=1 ̸ 2RðsÞ. ð4Þ

The return wave at the actuator B0(s), which is motion returning from the flexible
system towards the actuator, as seen at the actuator, can be expressed in terms of
expressions in G(s), the actuator displacement, X0(s), and a measured displacement
of the first mass, X1(s), as

B0ðsÞ= GðsÞ2
GðsÞ2 − 1

" #
X0ðsÞ− GðsÞ

GðsÞ2 − 1

" #
X1ðsÞ. ð5Þ

As shown in the next section, rather than X1(s), the measured variable to
determine B0(s) could alternatively be chosen as the torque close to the actuator,
with a small modification of the standard WBC theory.

The summary introduction to WBC above assumes a uniform, lumped system. It
transpires that when the system is not uniform, or has more distributed (continuous)
dynamics, similar control strategies continue to work remarkably well. For a dis-
cussion of this phenomenon, see [5].
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4 Implementation

To implement WBC on the DELIAN arm, each of the motors joints has a separate
wave-based control system, acting almost independently. Any dynamic coupling
between the axes can be regarded as mutual disturbances, coming from one con-
trolled axis to another. For rest-to-rest motion any such disturbances are transient.

The motion of the waves throughout the arm can be visualised in a similar
manner to that shown in Fig. 3 by imagining the dynamics of the arm reduced to
rotation springs modelling the flexibility in the motor joints and flexible beams
modelling the arms.

The control challenge is to calculate and absorb the return wave component, and
add it to the launch wave, to give the required input angular displacement to achieve
the target (reference) motion while also controlling the multiple, complex system
vibrations.

To achieve this the actuator displacement, X0, is set as the sum of a set launch
wave of half the reference, R(s), plus the measured return wave, allowing for
simultaneous launching and absorbing. Thus

X0ðsÞ=A0ðsÞ+B0ðsÞ= 1 ̸ 2RðsÞ + B0ðsÞ ð6Þ

To calculate the return wave WBC requires the measurement of two independent
variables at the actuator-system interfaces. Because the beam deflections are likely
to be small and difficult to measure, the torque close to the motor joint, or the torque
provided by the motor itself, provides a more practical measurand. This measure-
ment can be obtained using a strain gauge setup as suggested in Fig. 4.

Fig. 4 The DELIAN arm has 4 inputs which control the angular displacements of the joints.
Measurement of the torque close the motor joints is used to calculate the return wave component of
the motion
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The return wave B(s) can be determined using a modification of the standard
WTF given by Eq. (1), called a “crossover wave transfer functions”, or xWTFs,
first presented in [6]. These perform a similar job to the standard WTF, but are
reformulated to provide a transfer function, GD2T, whose input is an angular dis-
placement and whose output is a torque, and GT2D with a torque input and angular
displacement output.

The return wave at the actuator, B0(s), is then given by

B0ðsÞ= GD2TGT2D

GD2TGT2D − 1

� �
θ0 −

GT2D

GD2TGT2D − 1

� �
τ0 ð7Þ

where GD2T and GT2D are related to the standard WTF G(s) by

GD2T = kðG− 1Þ ð8Þ

GT2D =
G

kðG− 1Þ ð9Þ

and where θ0 and τ0 are the angular displacement and torque at the actuator interface.
The variable k is the same stiffness value used in tuning G(s). As is the case with the
standard WTFs there is one tunable parameter, a frequency, ωG =

ffiffiffiffiffiffiffiffiffiffi
2k m̸

p
, used in

defining GD2T and GT2D, the exact value of which is not critical. For a given ref-
erence input, this frequency can be tuned to give a more gentle response, or a more
rapid response at the cost of greater stress on the system during the manoeuvre and a
small increase in overshoot. For all results in Sect. 5 below, ωg was set to the lowest
modal frequency in the deployed configuration (8.79 rad/s).

The launch wave is set to half the requested angular displacements, θref (s), of
the joint.

A0ðsÞ= 1 ̸ 2 θref ðsÞ ð10Þ

A schematic of the wave-based controller is shown in Fig. 5 for Joint 2, the same
configuration is used for all four motor joints.

Fig. 5 Wave-based controller for joint 2. The actuator motion is made up from half the desired
reference input and the calculated return wave
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4.1 Gravitational Strain

As already explained, in the absence of external disturbances, at steady state the net
displacement associated with absorbing the return wave will equal the net dis-
placement of the launch wave. When, however, there are variations in the gravi-
tational strain during manoeuvres, they will appear to the controller as an externally
excited waves (or disturbances). Rather than resisting them, the controller will
move to absorb them, leading to position errors. Furthermore, these (unlaunched)
returning waves will typically endure, so the continuing absorption process will
cause the system to drift from the target displacement. To overcome this, any DC
offset in the measured value of the torque is removed, and a high-pass filter (1 Hz)
is used to remove any DC drift from the measured torque, ensuring the (vibratory)
torque returns to zero when the vibrations have died out.

5 Results

In the simulation results in this section the plant was a nonlinear ADAMS model of
the DELIAN arm, using the parameters given in Sect. 2, while the controller was
implemented in Simulink.

5.1 Flexibility Levels and Sources

The motion of any of the four actuators will cause the entire system to vibrate. To
analyse the typical levels of vibration in the system due to its own motion, without
active vibration control, a series of simulations were run. Each joint was rotated
through 60° from the deployed configuration (Sect. 2.3) and the displacement and
angle of the tip were recorded, as were the torques in all the joints. The reference
angular displacements were all set to ramp up over time, at 10 deg/s.

A sample result for motor joint 2 is shown in Fig. 6. Most excitation happens at
the start and end, with the vibrations settling to lower values during the manoeuvre
itself. The maximum vibration amplitudes for similar manoeuvres using the other
joints is summarized in Table 7. The largest vibrations occur when manoeuvres
involve joint 1 or joint 2 or when all the joints are moved together and stop
simultaneously.

Flexibility arises in both the motor joints and the robot limbs. To establish which
contributes most to the vibrations, another model was created in which the flexi-
bility was removed from the motor joints. Figure 7 shows 10 deg/s ramp input of
60° at joint 2 for both models. It is clear that, with the rigid joints, the vibration
amplitude is not significantly less, strongly suggesting that the main source of the
vibrations is the flexibility of the limbs themselves and not that of the motors and
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joints. Removing the flexibility from the joints does, however, cause an increase the
lowest modal frequency of the system from 1.4 Hz to 1.8 Hz. This frequency
change can also be noticed in Fig. 7.

6 Wave-Based Control

In this section we will focus on the benefits of using wave-based control when
repositioning the arm. Wave-based control was implemented as described in Sect. 4
and a series of simulations carried out. Figures 8 and 9 show the displacement and
angular displacement of the tip for 60° rotation (maximum joint rotation speed of
10 deg/s) of Joint 2 using wave-based control to absorb the vibrations. When
compared with the “open loop” case, as presented in Sect. 5.1, the vibrations are

Fig. 6 Angular displacement of tip during a 60° rotation of joint 2 (rotation about z-axis) at
1 deg/s (from the default deployed configuration)

Table 7 Maximum deflection of tip during a 60° manoeuvre, individually for the four motor
joints and all joints together

Joint 1 Joint 2 Joint 3 Joint 4 All joints

Angular (deg) 1.65 1.03 0.5 0.1 1.7
Deflection (mm) 35.2 20.15 6.55 1.9 24.25
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Fig. 7 Angular displacement of tip during a 60° rotation of joint 2 (rotation about z-axis) at
10 deg/s (from the default deployed configuration). Black line shows the nominal case and gray
line when the joint flexibility has been removed

Fig. 8 Tip displacement resulting from a 60° rotation of motor joint 2. Vibrations are absorbed
quickly on all axes using wave-based control
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smaller in amplitude and quickly decay. These results are representative of
manoeuvres using any combination of the motor joints.

The motor torque during the manoeuvre is shown in Fig. 10 and it can be seen
that the torque profile is much smoother and the peak torque reduced.

6.1 Impacts

The level of vibration excited by the motor joints can be reduced if the motors move
more slowly. When reduction of manoeuvre time is not a priority this is a sensible
solution. But it can create a mistaken confidence that the flexibility will not have
detrimental effects on the dynamic performance and practical operation. During
normal operations there are various ways arm vibrations could be excited by
external effects, such as contact, impact, stick-slip, digging or drilling, especially
when these cause sudden increases or decreases in the external load. Also, if the
arm is mounted on a rover vehicle which itself is moving, this in turn will cause
significant vibrations of the arm. WBC can be used to quickly absorb these
vibrations, settle the system and maintain precision. Figures 11 and 12 show the
response under WBC when an impact force of 100 N is applied to the tip of the arm
in the y-direction for 1 s and then removed.

The amplitudes of vibrations are much larger than those excited internally during
repositioning, but, perhaps more seriously, they endure for a very long time with
very slow decay rates. With WBC, however, the vibrations are quickly reduced to
negligible levels, while maintaining the position control.

Fig. 9 Tip angular displacement resulting from a 60° rotation of joint 2. Vibrations are absorbed
quickly on all axes using wave-based control
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Fig. 10 Torque at the four motor joints during a 60° rotation of joint 2. Wave-based control
provides a smoother manoeuvre with a lower peak torque

Fig. 11 Tip angular displacement in response to a 100 N force (y-axis) applied for 1 s to the tip
and then left to vibrate freely
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7 Conclusion

Wave-based control has proved effective in simultaneously combining position
control and active vibration damping for the DELIAN Arm. It is also effective in
absorbing vibrations due to external effects, including impact, returning the arm
quickly to the pre-impact configuration.

The added performance requires only a measure of the torque in the motor joint,
or close to joint, and has the benefit of not requiring a detailed system model, which
can be complex, time varying and nonlinear. The control system can be shown to be
easily tuned and is robust to system changes.

The internally excited vibrations, due to arm manoeuvres, could be managed by
decreasing the maximum rate of the inputs, at the expense of longer manoeuvre
times. In practice, however, a flexible robot arm will not move in isolation from its
environment. It is likely to experience vibrations due to external interactions. WBC
has been shown to provide a dramatic and rapid reduction of such vibrations for
both these problems, while maintaining good position control. It thus achieves a
seamless combination of the two control challenges: position control and active
vibration damping.

The main source of the overall flexibility in the DELIAN arm comes from the
elasticity of the arms rather than from the nonrigid behaviour of the joints. In

Fig. 12 Tip displacement in response to a 100 N force (y-axis) applied for 1 s to the tip and then
removed
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designing the arm to be lighter or longer the challenges posed by this flexibility
becomes greater and the need for active vibration control becomes much greater.

Because of very low power budgets, the low motor torques and slow slew rates
are likely to be features of planetary rovers. By contrast, robotic arms on satellites in
Earth orbit are likely to require more rapid slewing rates, so that the need to
combine position control and active vibration damping, even for self-excited
vibrations, is likely to become greater. And of course, like rover arms, such robotic
arms would also be subject to externally excited vibrations when executing tasks
involving interaction with the environment, so active vibration damping via actu-
ator motion would also be very important in such applications.
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Soft Suppression of Traveling Localized
Vibrations in Medium-Length Thin
Sandwich-Like Cylindrical Shells
Containing Magnetorheological Layers
via Nonstationary Magnetic Field

Gennadi Mikhasev, Ihnat Mlechka and Holm Altenbach

Abstract A medium length thin laminated cylindrical shell composed by embed-

ding magnetorheological elastomers (MREs) between elastic layers is the subject of

this investigation. Physical properties of MREs are assumed to be functions of the

magnetic field induction. Differential equations with complex coefficients depending

upon the magnetic field and based on experimental data for MREs are used as the

governing ones. The shell is subjected to perturbations in their surface so that the ini-

tial displacements and velocities are localized in a neighborhood of some generatrix.

The problem is to study the response of the MRE-based shell to the initial localized

perturbations and the applied time-dependent magnetic field. The asymptotic solu-

tion of the initial boundary value problem for the governing equations is constructed

by superimposing families of localized bending waves running in the circumferential

direction. It is shown that applying the time-dependent magnetic field result in soft

suppression of running waves.

1 Introduction

Due to their superior mechanical properties multilayered thin shells have a wide

range of applications in numerous engineering structures, such as airborne or space-

borne vehicles, underwater objects, cars, etc. [17, 18]. Undesirable vibrations often

impedes the effective operation of these structures. And so, it is very important to
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provide vibration damping to achieve a required dynamical perfection of operating

thin-walled structures.

Applying materials with different physical properties one can design sandwich-

like or laminated structures fulfilling up-to-date requirements, such as high stiffness,

good buckling resistance, and noiselessness. New multifunctional composite mate-

rials with active and adaptive properties (so-called smart materials) open new pos-

sibilities [3, 6] to solve the urgent problem on vibroprotection of thin-walled lami-

nated structures. Some of these smart materials are magnetorheological elastomers

(MREs). They consist of magnetizable particles, such as iron, molded in either rub-

bery polymers or deformed inorganic polymer matrices [4]. The optimum concen-

trations of the iron particles, carrier viscous liquid, and polymer determine shear

modulus, viscosity, and response time of smart MREs. Above properties can vary

almost instantaneously when subjected to magnetic field [4, 5]. It is expected that

MREs embedded between elastic layers may provide for a sandwich a wide range of

viscoelastic properties which may be controlled rapidly by applying magnetic field

and, in such a way, be used to control and/or efficiently suppress vibrations.

Although there are numerous studies that have been devoted to the exploration

of the mechanical and rheological properties of magnetorheological media and elas-

tomers (see, e.g., [1, 2, 4, 8, 24]), very few literature is available on the dynamic sim-

ulation of thin-walled laminated structures with magnetosensitive embedded cores

or layers. The majority of available papers relates to three-layered beams with the

magnetorheological (MR) core. Considerable contribution to fundamental investi-

gations of MRE-based sandwich beams has been done by Zhou et al. [25–27]. They

have observed that the change of the dynamic properties of the sandwich beam is

mainly caused by the change of shear modulus of MRE. Free and forced vibrations

of a three-layered beam with MRE core and outer aluminium layers at different levels

of magnetic field were analyzed in Ref. [9]. As shown in this study, for the assumed

parameters of the MRE-based beam the optimal intensity of magnetic field (about

350 mT) provides the best suppression of vibrations.

As concerns studies on the dynamic analysis of sandwich-like or multilayered

shells with embedded sensitive core or layers, there are only a few available papers.

In [23], an analytical model has been developed and adopted to the discrete finite

element method to investigate the vibration and damping characteristics of a three-

layered orthotropic cylindrical shell with electrorheological core and outer constrain-

ing layers. Free vibrations of thin laminated circular cylinders with homogeneous

MR layers under different levels of applied magnetic field were investigated in [15].

A shown in this paper, the applied magnetic filed may have a significant effect on

the vibration characteristics of thin MRE-based sandwich cylinders. And the recent

study [16] has revealed that applying constant magnetic field may result in strong

distortion of eigenmodes corresponding to the lowest frequencies. In particular, if a

circular cylindrical sandwich containing a strongly polarized MR core is subjected

to the action of a uniform stationary magnetic field whose force lines have different

angles with the magnetizable particles alignment in the MRE, then its eigenmodes

corresponding to the lowest frequencies turn out to be localized near some lines

where the reduced shear modulus gets its extremum.
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Probably, the first attempts to examine the response of MRE-based thin-walled

structures to the action of time-dependent magnetic field have been undertaken in

reference [9]. In this paper, authors have shown that the pulsed signal of external

magnetic field may results in exciting nonstationary high-frequency vibrations of the

adaptive beam containing MR core. In other words, the MRE-based sandwich struc-

ture, subjected to the impulse action of magnetic field, experiences the parametric

impact. In our opinion, soft suppression of vibrations in a thin-walled structure is

more preferable, and so, more comprehensive investigations are needed to further

examine the time-dependent magnetic field effect on dynamic response of laminated

shells containing MR layers.

The aim of this paper is to show that the application of varying magnetic field may

be used with success in order to obtain soft suppression of nonstationary vibrations

in thin laminated shells with the magnetic field induced viscoelastic properties. The

subject of our study is running localized vibrations called wave packets (WPs) [11].

Localized vibrations may be generated in the shell by some transient forces applied

along a line or point on the shell surface. Similar vibrations may also appear [12]

as a result of the parametric excitation of a shell with variable geometric parameters

(e.g., a curvature, a thickness or a generatrix length) and/or experiencing nonuni-

form loading. The nonhomogeneity of both the geometric parameters [10, 14, 20]

and viscoelastic properties (for instance, in a polarized MRE [16]) may cause the

localization of free vibrations and unsteady wave process [11, 13] in a vicinity of

the so-called weakest generatrix on the shell surface. Vibrations localized in small

region of a structure is extremely undesirable and destructive because they are the

cause of the noise radiation and results in concentration of dangerous stresses.

2 Laminated MRE-Based Structure

Let us consider a medium length thin laminated cylindrical shell consisting of N
transversely isotropic layers (see Fig. 1). The thickness, density, Young’s modulus,

and Poisson’s ratio for the nth layer are denoted by hn, 𝜌n,En and 𝜈n, respectively,

where n = 1, 2,… ,N, and N is an odd number. The middle surface of any fixed layer

is taken as the original surface. A coordinate system 𝛼1, 𝛼2 as illustrated in Fig. 1 is

chosen in such a way that the first quadratic form of the original surface has the form

I = R2 (
ds2 + d𝜑

2)
. The shell is assumed to be not circular with the curvature radius

of the original surface R2 = Rk(𝜑). Here, s and 𝜑 are the dimensionless coordinate

and angle, respectively, and R is the characteristic size of the shell which is intro-

duced as the maximum value of R2. The shell is bounded by the two not necessarily

plane edges L1(𝜑) ≤ 𝛼1 ≤ L2(𝜑).
Layers with the odd numbers are made of elastic material which is not affected by

external magnetic field, with the parameters Ek and the shear moduli Gk being real

constants. And layers having the even numbers are fabricated from a viscoelastic

MRE whose mechanical and rheological properties depend on the applied magnetic



244 G. Mikhasev et al.

Fig. 1 Laminated cylindrical shell with a curvilinear coordinate system

field. For these layers, the above parameters are assumed to be complex and depen-

dent of B: [8, 9]:

En = E′
n(B) + iE′′

n (B), Gn = G′
n(B) + iG′′

n (B), i =
√
−1. (1)

From all variety of available MREs, we consider elastomer consisting of a

deformed polymer matrix and magnetic particles embedded in this matrix. The pro-

cedure of manufacturing these MREs, their composition and a percentage of com-

ponents are shortly described in references [8, 9, 16]. The properties of the given

elastomers show a dependence on the manufacturing technology and operative con-

ditions. In particular, the complex shear modulus GMR = G′
MR + iG′′

MR is strongly

influenced by a magnetic field induction, frequency of an external excitation and an

amplitude of deformations as well. For the MRE under consideration, these prop-

erties [9] at small (linear) deformations and high frequency (more than 10 Hz) are

displayed in Fig. 2. The dissipative properties of a smart viscoelastic material is char-

acterized by the parameter tan 𝛿 = G′′
MR∕G

′
MR. It is seen that our material possesses

Fig. 2 Dependence of the

real and imaginary parts of

the MRE shear modulus

versus the magnetic field

induction
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the highest damping capability at about B = 200 mT. In the interval 0 ≤ B < 200
mT, the data presented in Fig. 2 correlate with the supposition in [22] about the lin-

ear dependence of the imaginary part of the shear modulus of the MR material on

the magnetic field induction.

In what follows, we will study running low-frequency bending vibrations with

a large number of waves in the circumferential direction. For similar stress–strain

state the tangential displacements are substantially smaller then displacements in the

radial direction [14]. In the frame of the suggested model the adaptive layer may be

considered as transversally isotropic that means EMR = 2(1 + 𝜈MR)GMR, where EMR
is the complex elastic modulus and 𝜈MR is the Poisson’s ratio of MRE. Assuming

small strains, for many elastomeric materials the real constant 𝜈MR is assumed to be

less than 0.4 [21]. In our study 𝜈MR = 0.4.

The data presented in Fig. 2 will be used to predict suppression of running local-

ized vibrations in the MRE-based shell via magnetic field.

3 Governing Equations

The variant of the equivalent single layer (ESL) models developed by Grigoliuk and

Kulikov [7] will be used here. This model is completely based on the introduction of

the generalized kinematic hypothesis of Timoshenko for the whole laminated packet.

Survey articles and monographs devoted to ESL theories are, e.g., [17–19].

On basis of the generalized kinematic hypothesis of Timoshenko, Grigoliuk, and

Kulikov [7] have derived a system of five differential equations for elastic laminated

cylindrical shells with constant and real moduli En,Gn. Recently, this system has

been generalized [15] for more common case when some of layers are viscoelas-

tic with complex Ek,Gk dependent on the magnetic field induction. We do not write

these equations out here because of inconvenience. However, if vibrations are accom-

panied by formation of a large number of waves although in one direction at the shell

surface, these equations are essentially simplified.

Let 𝛿k be the distance between the original surface and the upper bound of the

nth layer, h =
∑N

n=1 hn is the total thickness of the shell (see Fig. 1), w is the normal

displacements of points on the original surface, and 𝜒 is the displacement function

coupled to w by the formula w =
(
1 − h2∕𝛽𝛥

)
𝜒 . Then the simplified equations by

Grigoliuk and Kulikov [7] read:

Eh3𝜂3
12(1−𝜈2)

(
1 − 𝜃h2

𝛽

𝛥

)
𝛥

2
𝜒 + 1

R2(𝛼2)
𝜕

2
𝛷

𝜕𝛼

2
1
+ 𝜌h 𝜕

2

𝜕t2

(
1 − h2

𝛽

𝛥

)
𝜒 = 0,

𝛥

2
𝛷 − Eh

R2(𝛼2)
𝜕

2

𝜕𝛼

2
1

(
1 − h2

𝛽

𝛥

)
𝜒 = 0.

(2)

Here, 𝛥 = 𝜕

2∕𝜕𝛼2
1 + 𝜕

2∕𝜕𝛼2
2 is the Laplace operator in the curvilinear coordinates

𝛼1, 𝛼2, and𝜒 and𝛷 are the displacement and stress functions, respectively. In Eq. (2),
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t is time, E, 𝜈, 𝜌 are the reduced modulus of elasticity, Poisson’s ratio and density

respectively, and the last parameters 𝜂3, 𝜃, 𝛽 characterize the reduced shear stiffness

of the laminated shell. All the reduced parameters appearing in Eq. (2) are calculated

as follows:

𝜈 =
N∑
k=1

Ekhk𝜈k
1−𝜈2k

(
N∑
k=1

Ekhk
1−𝜈2k

)−1

, E = 1−𝜈2

h

N∑
k=1

Ekhk
1−𝜈2k

, 𝜌 =
N∑
k=1

𝜌k𝜉k,

𝛽 = 12(1−𝜈2)
Eh𝜂1

q44, q44 =

[
N∑
k=1

(
𝜆k−

𝜆

2
ko

𝜆kk

)]2

N∑
k=1

(
𝜆k−

𝜆

2
ko

𝜆kk

)
G−1

k

+
N∑
k=1

𝜆

2
k0

𝜆kk
Gk,

𝜆kk =
𝛿k∫

𝛿k−1

f 20 (z)dz, 𝜆kn =
𝛿k∫

𝛿k−1

fk(z)fn(z)dz, 𝜃 = 1 − 𝜂

2
2∕(𝜂1𝜂3),

𝜂1 =
N∑
k=1

𝜉

−1
k 𝜋1k𝛾k − 3c212, 𝜂2 =

N∑
k=1

𝜉

−1
k 𝜋2k𝛾k − 3c12c13,

𝜂3 = 4
N∑
k=1

(𝜉2k + 3𝜁k−1𝜁k)𝛾k − 3c213, h𝜉k = hk, h𝜁n = 𝛿n (n = 0, k),

1
12
h2𝜋1k =

𝛿k∫
𝛿k−1

g2(z) dz, 1
12
h2𝜋2k =

𝛿k∫
𝛿k−1

z g(z) dz, 1
12
h2𝜋3k =

𝛿k∫
𝛿k−1

g(z) dz,

c13 =
N∑
k=1

(𝜁k−1 + 𝜁k)𝛾k, c12 =
N∑
k=1

𝜉

−1
k 𝜋3k𝛾k, 𝛾k =

Ekhk
1−𝜈2k

(
N∑
k=1

Ekhk
1−𝜈2k

)−1

,

(3)

f0(z) =
1
h2

(z − 𝛿0)(𝛿N − z), fn(z) =
1
h2n

(z − 𝛿n−1)(𝛿n − z).

As opposed to the classical shell theory based on the Kirchhoff-Love hypotheses,

Eq. (3) take into account shear deformations.

From all variants of boundary conditions derived in [7] we consider the conditions

for simply supported edges with a diaphragm of an infinite rigidity which inhibit to

relative shears of layers along the shell edge [7]:

𝜒 = 𝛥𝜒 = 𝛥

2
𝜒 = 𝛷 = 𝛥𝛷 = 0 at 𝛼1 = L1(𝜑),L2(𝜑). (4)

4 Setting the Problem

Let the shell be sufficiently thin so that h∗ = h∕R is a quantity of the order ∼0.01 or

less. We introduce a small parameter 𝜀
8 = h2∗𝜂

(0)
3r ∕{12[1 − (𝜈(0)r )2]}. Here and below,

the superscript (0) means that an appropriate parameter is calculated at B = 0, and

zr = ℜz is the real part of a parameter z.
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Equation (2) contain four basic parameters E, 𝜂3, 𝜃, 𝛽 which are complex and

depend on the induction B. As shown in paper [16], their impact on damping of

the MRE-based laminated shell strongly depends on the correlation between moduli

En and thicknesses hn of elastic and adaptive viscoelastic layers. Following refer-

ence [16], we assume that all layers which are not affected by external magnetic

field are made of the ABS plastic SD-0170 with parameters Epl = 1.5 × 109 Pa,

𝜈pl = 0.4, 𝜌pl = 1.04 × 103 kg/m
3
, and the total thickness of the MR layers is not

less then 70% from the total thickness h of the whole sandwich. Calculations per-

formed in paper [16] for similar shells have permitted to get the following asymptotic

estimations:

𝜈 = 𝜈

(0)
r (1 + 𝜀

4
𝛿𝜈), 𝜃r ∼ 𝜀

3
, 𝜃i ∼ 𝜀

4
, 𝜂3 = 𝜂

(0)
3r (1 + 𝜀

2
𝛿𝜂3),

𝜂

(0)
3r = 𝜋

−4
𝜂

(0)
r [1 − (𝜈(0)r )2], Er = E(0)

r d, Ei

E(0)
r

∼ 𝜀

4
,

K
𝜋

2 = 𝜀

2
𝜅 = 𝜀

2(𝜅0 + i𝜀𝜅1)

at 𝜀 → 0, where K = 𝜋

2h2∗∕𝛽, and zi = ℑz is the imaginary part of z.
Let us introduce the dimensionless magnitudes 𝜒

∗
, 𝛷

∗
and time 𝜏 as follows:

𝜒 = 𝜀

−4R𝜒∗(s, 𝜑, t), 𝛷 = E(0)
r hR2

𝛷

∗(s, 𝜑, t), t = 𝜀

−3tc𝜏, (5)

where tc =
√

𝜌R2∕E(0)
r is the characteristic time. Then Eq. (2) may be rewritten in

the dimensionless form:

𝜀

4d(B)𝛥2
𝜒

∗ + k(𝜑) 𝜕
2
𝛷

∗

𝜕s2
+ 𝜀

2 𝜕

2

𝜕𝜏

2 [1 − 𝜀

2
𝜅(B)𝛥]𝜒∗ = 0,

𝜀

4
𝛥

2
𝛷

∗ − d(B)k(𝜑) 𝜕

2

𝜕s2
[1 − 𝜀

2
𝜅(B)𝛥]𝜒∗ = 0,

(6)

and the corresponding boundary conditions read

𝜒

∗ = 𝛥𝜒

∗ = 𝛥

2
𝜒

∗ = 𝛷

∗ = 𝛥𝛷

∗ = 0, at s = s1(𝜑), s2(𝜑). (7)

In Eq. (6), d(B), 𝜅(B) are the functions of the magnetic field induction B. When

deriving Eqs. (6) from (2), we have omitted the operator 𝛥

3
𝜒 because of small-

ness of the coefficient K𝜃 and disregarded by very small dimensionless parameters

𝜀

4
𝛿𝜈, 𝜀

2
𝛿𝜂3,Ei∕E(0)

r .

Let us consider the following initial conditions for the displacement function 𝜒

∗
:

𝜒

∗|
𝜏=0 = 𝜒0 exp [i𝜀−1S0(𝜀)], 𝜒̇∗|

𝜏=0 = i𝜀
−1v0 exp [i𝜀−1S0(𝜀)],

S0(𝜑) = a0𝜑 + 1
2
b0𝜑2

, i =
√
−1, a0 > 0, ℑb0 > 0,

(8)

a0, |b0|, |𝜒0|, |v0|, |𝜕𝜒0∕𝜕s|, |𝜕v0∕𝜕s| = O(1) when 𝜀 → 0, (9)

where 𝜒0(s, 𝜑, 𝜀), v0(s, 𝜑, 𝜀) are complex-valued functions satisfying (7).
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The real and imaginary parts of functions (8), with account taken of the inequal-

ity in (8), define the two initial wave packets localized near the generatrix 𝜑 = 0 on

the shell surface. These functions may be considered as approximations of the initial

perturbations being the result of some transient forces applied along the line 𝜑 = 0. It

should be also noted that under some conditions for parameters a0, b0, functions (8)

coincide with the eigenmodes localized in a vicinity of the so-called weakest genera-

trix at the surface of a shell with variable geometric parameters [14]. So, availability

of an oblique edge or/and variable radius of curvature may result in localization of

both free and parametric vibrations which are approximated by functions like (8).

The problem is to construct a solution of the initial boundary value problem

(6)–(8) and analyze the influence of the magnetic field on the amplitude of running

WPs on conditions that the induction B(𝜏) is a slowly growing function of 𝜏.

5 Asymptotic Approach

Let

yj(s, 𝜑) = sin
𝜋j[s − s1(𝜑)]

l(𝜑)
and 𝜆j =

𝜋

4j4

l4(𝜑)
, j = 1, 2, 3,… (10)

be an infinite system of eigenfunctions and eigenvalues, respectively, of the boundary

value problem:

d
4y

ds4
− 𝜆y = 0, (11)

y = y′′ = 0 at s = s1(𝜑), s = s2(𝜑), (12)

where l(𝜑) = s2(𝜑) − s1(𝜑).
Because the functions 𝜒0(s, 𝜑), v0(s, 𝜑) appearing in (8) satisfy the boundary con-

ditions (7), they can be expanded in terms of the eigenfunctions yj(s, 𝜑) into uni-

formly convergent series in some section 𝜑1 ≤ 𝜑 ≤ 𝜑2:

𝜒0 =
∑∞

j=1 𝜒
◦
j (𝜑, 𝜀)yj(s, 𝜑), 𝜒

◦
j = ∫ s2(𝜑)

s1(𝜑)
𝜒0(s, 𝜑, 𝜀)yj(s, 𝜑)ds,

v0 =
∑∞

j=1 v
◦
j (𝜑, 𝜀)yj(s, 𝜑), v◦j = ∫ s2(𝜑)

s1(𝜑)
v0(s, 𝜑, 𝜀)yj(s, 𝜑)ds.

(13)

It is assumed that 𝜒
◦
j , v

◦
j are polynomials of 𝜀

−1∕2
whose coefficients are regular

functions of 𝜀. Then they may be represented by the series [13]

𝜒

◦
j =

∑∞
i=0 𝜀

i∕2
𝜒

◦
ji (𝜁 ), 𝜒

◦
ji (𝜁 ) =

∑Mji

k=0 c
◦
jik𝜁

k
,

v◦j =
∑∞

i=0 𝜀
i∕2v◦ji(𝜁 ), v◦ji(𝜁 ) =

∑Mji

k=0 d
◦
jik𝜁

k
(14)

where 𝜁 = 𝜀

−1∕2
𝜑, and c◦jik, d

◦
jik = O(1).
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Due to linearity of the initial boundary value problem (6)–(9), its solution may

be presented in the form

𝜒

∗ =
∞∑
j=1

𝜒

∗
j (s, 𝜑, 𝜏, 𝜀), 𝛷

∗ =
∞∑
j=1

𝛷

∗
j (s, 𝜑, 𝜏, 𝜀), (15)

where 𝜒
∗
j , 𝛷

∗
j are the required functions localized in a neighborhood of moving gen-

eratrix 𝜑 = qj(𝜏). Here qj(t) is a twice differentiable function such that qj(0) = 0.

The pair of functions 𝜒

∗
j , 𝛷

∗
j is called [11, 13] the jth wave packet (WP) with the

center at 𝜑 = qj(𝜏).
Let us hold any number j fixed and study the behavior of the jth WP. It is conve-

nient to go over to a local coordinate system 𝜑 = qj(𝜏) + 𝜀

1∕2
𝜉j associated with the

moving center 𝜑 = qj(𝜏). In the new coordinate system equations (6) read

d(B)
(
𝜀

2 𝜕
4
𝜒

∗
j

𝜕𝜉

4
j
+ 2𝜀3

𝜕

4
𝜒

∗
j

𝜕𝜉

2
j 𝜕s2

+ 𝜀

4 𝜕
4
𝜒

∗
j

𝜕s4

)
+ k(𝜑)

𝜕

2
𝛷

∗
j

𝜕s2
+
(
𝜀

2 𝜕

2

𝜕𝜏

2 − 2𝜀3∕2q̇j
𝜕

2

𝜕𝜉j𝜕𝜏

+2𝜀q̇2j
𝜕

2

𝜕𝜉

2
j
−𝜀3∕2q̈j

𝜕

𝜕𝜉j

)[
𝜒

∗
j − 𝜅(B)

(
𝜀

𝜕

2
𝜒

∗
j

𝜕𝜉

2
j
+ 𝜀

2 𝜕
2
𝜒

∗
j

𝜕s2j

)]
= 0,

𝜀

2 𝜕
4
𝛷

∗
j

𝜕𝜉

4
j
+ 2𝜀3

𝜕

4
𝛷

∗
j

𝜕𝜉

2
j 𝜕s2

+ 𝜀

4 𝜕
4
𝛷

∗
j

𝜕s4
− d(B)k(𝜑) 𝜕

2

𝜕s2

[
𝜒

∗
j − 𝜅(B)

(
𝜀

𝜕

2
𝜒

∗
j

𝜕𝜉

2
j
+ 𝜀

2 𝜕
2
𝜒

∗
j

𝜕s2j

)]
= 0,

(16)

where 𝜅 = 𝜅0(B) + i𝜅1(B), and the function k(𝜑) is expanded into a series in a neigh-

borhood of the center 𝜑 = qj(𝜏):

k(𝜑) = k[q(t)] + 𝜀

1∕2k′[q(t)]𝜉j +
1
2
𝜀k′′[q(𝜏)]q2j +⋯ (17)

Here and in what follows, the dot (⋅) and prime (′) denote differentiation with respect

to dimensionless time 𝜏 and angle 𝜑, respectively.

The initial conditions for jth WP take the form

𝜒

∗
j |𝜏=0 = 𝜒

◦
j (𝜑, 𝜀)yj(s, 𝜑) exp

[
i𝜀

−1S0(𝜑)
]
,

𝜒̇

∗
j |𝜏=0 = i𝜀

−1v◦j (𝜑, 𝜀)yj(s, 𝜑) exp
[
i𝜀

−1S0(𝜑)
]
.

(18)

The dynamic stress state of the shell consists of the basic stress state and the

dynamic edge effect integrals describing the shell behavior in a small neighborhood

of each edge. To study the basic state on each edge, one only needs to satisfy two

basic conditions. Apart from terms of the order 𝜀
2

these conditions for the jth WP

have the form

𝜒

∗
j = 𝛷

∗
j = 0 at s = s1(𝜑), s2(𝜑). (19)

We note that the functions s1, s2, yj should be also expended into series in a vicin-

ity of the center 𝜑 = qj(𝜏).
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In what follows, we omit the subscript j. For instance, the notations 𝜒

∗
j , 𝜒

◦
j ,

yj, 𝜒◦
ji , 𝜉j, c

◦
jik are replaced by 𝜒

∗
, 𝜒

◦
, y, 𝜒◦

i , 𝜉, c
◦
ik, respectively.

Following references [11, 13], the solution of the initial boundary value prob-

lem (16), (18), (19) may be constructed in the form of the following series:

𝜒

∗ =
∑∞

𝜍=0 𝜀
𝜍∕2

𝜒

𝜍

exp
(
i𝜀

−1S
)
, 𝛷

∗ =
∑∞

𝜍=0 𝜀
𝜍∕2

𝛷

𝜍

exp
(
i𝜀

−1S
)
,

S = ∫ 𝜏

0 𝜔(𝜏)d𝜏 + 𝜀

1∕2p(𝜏)𝜉 + 1
2
𝜀b(𝜏)𝜉2,

(20)

where ℑb(𝜏) > 0 for any time 𝜏 > 0, 𝜒
𝜍

(s, 𝜉, 𝜏), 𝛷
𝜍

(s, 𝜉, 𝜏) are polynomials in 𝜉 with

complex coefficients depending on 𝜏 and s, |𝜔(𝜏)| is the momentary frequency of

vibrations in a neighborhood of the moving center 𝜑 = q(t), p(𝜏) is the variable wave

parameter, and b(𝜏) defines the width of the jth WP, the inequality ℑb(𝜏) > 0 guar-

anteeing attenuation of wave amplitudes within the WP.

As seen, functions (20) approximate running transitional localized vibrations in

the shell. In the case when q = 0, and 𝜔, p, b, 𝜒
𝜍

and 𝛷

𝜍

are independent of time

𝜏, expansions (20) are degenerated into the stationary WP describing free localized

vibrations of elastic [20] or viscoelastic [10] cylindrical shells in a vicinity of the

fixed (weakest) generatrix.

To define all required functions appearing in ansatz (20), one needs to substitute

them into governing equations and boundary conditions as well. The substitution of

expansions (20) into Eq. (16) results in the sequence of differential equations

𝜍∑
j=0

Lj𝜒𝜍−j = 0, 𝜍 = 0, 1, 2,… (21)

where

L0z =
k2(q)d(B)[1 + 𝜅0(B)p2]

p4
𝜕

4z
𝜕s4

+
{
p4 − [1 + 𝜅0(B)p2](𝜔 − q̇p)2

}
z, (22)

L1 =
(
bLp + Lq + ṗL

𝜔

)
𝜉 − iLp

𝜕

𝜕𝜉

,

L2 =
(
b2Lpp + 2bLpq + Lqq + ṗ2L

𝜔𝜔

+ 2ṗL
𝜔q

+2ṗbL
𝜔p + ̇bL

𝜔

)
𝜉

2 − 1
2
Lpp

𝜕

2

𝜕𝜉

2 − i
(
bLpp + Lpq + ṗL

𝜔p
)
𝜉

𝜕

𝜕𝜉

−

iL
𝜔

𝜕

𝜕t
− i

(
1
2
bLpp +

1
2
𝜔̇L

𝜔𝜔

+ ṗL
𝜔p +

1
2
Lpq + +q̈p + N

)
,… ,

(23)

N =
i𝜅1(B)d(B)p6(𝜏)
1 + 𝜅0(B)p2(𝜏)

. (24)
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In Eq. (23), the subscripts p, q, 𝜔 denote differentiation with respect to the corre-

sponding variables p, q, 𝜔. Operators L
𝜍

for 𝜍 ≥ 3 are not written out here because

of its awkwardness and may be found in book [14].

The functions 𝛷
𝜍

may be found step by step from a sequence of inhomogeneous

equations and expressed in terms of the functions 𝜒
𝜍

.

The substitution of (20) into the basic boundary conditions lead to the sequence

of the boundary conditions written in terms of the functions 𝜒
𝜍

:

𝜒0 = 0,
d
2
𝜒0

ds2
= 0, at s = si[q(t)]; (25)

𝜒1 + 𝜉s′i
𝜕𝜒0
𝜕s

= 0,
𝜕

2
𝜒1

𝜕s2
+ 𝜉s′i

𝜕

3
𝜒0

𝜕s3
= 0, at s = si[q(t)]; … (26)

The sequence of one-dimensional boundary value problems (21)–(26) serves for

determination of required functions appearing in ansatz (20). The procedure for their

sequential finding is given in references [11, 13, 14]. Omitting its details, we give

only the principle equations.

In the zeroth order approximation (𝜍 = 0), one has the homogeneous ordinary dif-

ferential equation (21) with the homogeneous boundary conditions (25). Its solution

may be presented in the form

𝜒0(s, 𝜉) = P0(𝜉, 𝜏)y[s, q(𝜏)], (27)

where P0(𝜉, 𝜏) is an unknown polynomial in 𝜉. Substituting Eqs. (27) into (21) at

𝜍 = 0 yields the relation

𝜔 = q̇(𝜏)p(𝜏) − H±[p(𝜏), q(𝜏), 𝜏] (28)

coupling the momentary frequency 𝜔(𝜏) to the wave parameter p(𝜏) and the grope

velocity v(𝜏) = q̇(𝜏) of the jth WP, where

H±(p, q, 𝜏) = ±

√
d[B(𝜏)]

{
p4

1 + 𝜅0[B(𝜏)]p2
+

𝜆(q)k2(q)
p4

}
(29)

are Hamilton functions.

The signs ± in Eq. (28) indicate the availability of two branches (positive and

negative) of the solutions corresponding to the functionsH±
. These signs are omitted

in what follows, and all further constructions are fulfilled for the function H+
.

In the first order approximation (at 𝜍 = 1), one has the nonhomogeneous differ-

ential equation (21) with the nonhomogeneous boundary conditions (26). The com-

patibility condition for this nonhomogeneous boundary value problem results in the

two Hamiltonian systems
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q̇ = 𝜕H
𝜕p

, ṗ = −𝜕H
𝜕q

and q̇ = −𝜕H
𝜕p

, ṗ = +𝜕H
𝜕q

(30)

corresponding to the positive and negative branches of the solution, respectively.

Here and below, H = H+
.

The comparison of Eqs. (18) and (20) gives the initial conditions for Eq. (30):

p(0) = a◦, q(0) = 0. (31)

Finally, the compatibility condition for the nonhomogeneous boundary value

problem (21), (26) arising in the second order approximation (𝜍 = 2) yields the dif-

ferential equation

(𝜉2Db − 2D
𝜉t)P0 = 0, (32)

where

Db = ̇b + Hppb2 + 2Hpqb + Hqq, D
𝜉t = ̂h0

𝜕

2

𝜕𝜉

2 + ̂h1𝜉
𝜕

𝜕𝜉

+ ̂h2
𝜕

𝜕t
+ ̂h3,

̂h0(t) =
1
2
Hpp,

̂h1(t) = i(bHpp + Hpq), ̂h2 = i,

̂h3(t) =
i

2H

{
bHHpp − 𝜔̇ − 2HqHp + q̈p + 1

𝜂

∫ s2
s1

L
𝜔

ẏyds + Γ
}
,

Γ(t) = −2k(𝜏)k′(𝜏)d(B)[2+𝜅0(B)p2(𝜏)]𝜆[q(𝜏)]
p5(𝜏)

− d(B)𝜅1(B)p6(𝜏)
1+𝜅0(B)p2(𝜏)

.

(33)

Equation (32) has a solution of polynomial form if and only if the function b(𝜏)
satisfies the Riccati equation

̇b + Hppb2 + 2Hpqb + Hqq = 0. (34)

The comparison of Eqs. (18) and (20) gives the initial condition

b(0) = b◦. (35)

Then (32) is reduced to the following equation

D
𝜉tP0 ≡ ̂h0

𝜕

2P0

𝜕𝜉

2 + ̂h1𝜉
𝜕P0
𝜕𝜉

+ ̂h2
𝜕P0
𝜕𝜏

+ ̂h3P0 = 0 (36)

called the amplitude one.

A solution of (36) may be presented in the following form [13]:

P0 = 𝛩m(𝜏)Hm(x), (37)
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where Hm(x) is the Hermite polynomials in x of the mth degree, and

x = 𝜌(𝜏)𝜉, 𝜌(𝜏) =
exp

[
− ∫ ̂h1(𝜏)d𝜏

̂h2(𝜏)

]
√

4 ∫ ̂h0(𝜏)
̂h2(𝜏)

exp
[
−2 ∫ ̂h1(𝜏)d𝜏

̂h2(𝜏)

]
d𝜏

,

𝛩m(𝜏) =
{
4 ∫ ( ̂h0∕ ̂h2) exp [−2 ∫ ( ̂h1∕ ̂h2)d𝜏] d𝜏

}m∕2

exp
[∫ ( ̂h3∕ ̂h2)d𝜏] .

(38)

It is evident that the polynomial

P0(𝜉, 𝜏; cm) =
M∑

m=0
cm𝛩m(𝜏)Hm[𝜌(𝜏)𝜉] (39)

of the Mth degree is also the solution of the amplitude equation (36), where cm are

arbitrary constants found from the initial conditions.

The function

𝜒

∗ =
[
𝜒0(s, 𝜉, 𝜏) + O

(
𝜀

1∕2)] exp [i𝜀−1S(s, 𝜉, 𝜏; 𝜀)] (40)

found from the first three approximations is the main term in expansion (20).

The derived above Hamiltonian functions as well as other principal equations

take into account the dependence of viscoelastic properties of MR materials on the

induction B of the magnetic field. Thus, applying the external magnetic field, one

can control running localized vibrations in the MRE-based sandwich. Furthermore,

slowly increasing the magnetic field, we can softly suppress unsteady vibrations.

6 Examples

Let us consider examples illustrating the damping capacity of MREs imbedded

between elastic layers in laminated cylindrical shells.

Example 1. At first, we consider the simplest case when all geometrical parame-

ters, the curvature and the generatrix length, are constants. Here, k ≡ 1, s1 = 0, s2 = l
and the Hamilton function for jth WP is simplified:

H(p, 𝜏) = ±

√
d[B(t)]

{
p4

1 + 𝜅0[B(t)]p2
+

𝜋

4j4

l4p4

}
. (41)
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Then all principle equations admit solutions in the explicit form:

p± = a0, q±(𝜏) = ∫ 𝜏

0 H±
p d𝜏, 𝜔

±(𝜏) = p±H±
p − H±

, b±(𝜏) = b0
1+ b0 ∫ 𝜏

0 H±
ppd𝜏

,

𝜒

±
0 (𝜏) = c±

√
b±
H± exp

{
a60 ∫ 𝜏

0
̂d[B(𝜏)]𝜅1[B(𝜏)]

H±{1+a20𝜅0[B(𝜏)]}
d𝜏

}
.

(42)

If the magnetic field is stationary (B is constant), then the momentary frequencies|𝜔±| for both WPs are constants; if not, then |𝜔±(𝜏)| are dependent of time. The func-

tions ℑb±(𝜏) characterize a size of the shell area enveloped in vibrations, and 𝜒

±
0 (𝜏)

define the amplitudes of these unsteady vibrations. We have performed calculations

of 𝜔 = |𝜔±(𝜏)|, ℑb = ℑb±(𝜏), |𝜒0| = |𝜒±
0 (𝜏)| versus dimensionless time 𝜏 for the

three-layered sandwich with the external layers made of ABS plastic SD-0170 and

internal core fabricated of MRE with geometric parameters R = 0.4m, L = 1.5m,

h1 = h3 = 0.5mm, h2 = 11mm for the two different cases: (a) at the zero level of

magnetic field (B = 0); (b) when the induction B(𝜏) = c𝜏 is the linear function of

dimensionless time at c = 5, 10 mT. The following parameters were considered as

the initial ones: a0 = 2.5, b0 = i, 𝜒
◦
1 = 1, v◦1 = 0 and 𝜒

◦
j = v◦j = 0 at j > 1. Figure 3

shows that for the accepted parameters and case (b) the momentary frequency 𝜔(𝜏)|
is the decreasing function of time. As seen from Fig. 4, the width of the 1st running

WP increases in time for both cases, (a) and (b), that means that the WP spreads in the

circumferential direction. But the speed of this spreading depends weakly on whether

the magnetic field is stationary or time-dependent. As concerns the wave amplitudes

(see Fig. 5), they demonstrate a very strong dependence on the viscoelastic properties

of MREs which are affected by the applied magnetic field. The curve corresponding

to c = 0 mT shows the capability of the MRE to damp traveling vibrations in the

sandwich without magnetic field. The other two curves bring out clearly that this

capability becomes stronger under the action of growing magnetic field. So, when

comparing amplitudes at the fixed moment 𝜏 = 2.4, one can see that the maximum

amplitude |𝜒0| for c = 5 mT and c = 10 mT are 3-and 6-times less, respectively, than

that for c = 0 mT.

Fig. 3 The dimensionless

momentary frequency

𝜔 = |𝜔±(𝜏)| versus

dimensionless time for

different c = 0, 5, 10 mT
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Fig. 4 The parameter

ℑb = ℑb±(𝜏) versus

dimensionless time for

different c = 0, 5, 10 mT

Fig. 5 The maximum

amplitude |𝜒0| versus

dimensionless time for

different c = 0, 5, 10 mT

Fig. 6 The middle surface

of a circular laminated

cylindrical shell with slanted

edge

Example 2. Now we consider a circular laminated cylindrical shell with a slanted

edge as shown in Fig. 6.

Here

k = 1, s1 = 0, s2(𝜑) = l0 + (cos𝜑 − 1) tan 𝛽.

Then the eigenmodes corresponding to low-frequency vibrations will be localized

in a neighborhood of the longest generatrix 𝜑 = 0 which is called the weakest

one [14, 20]. Indeed, let the parameters q = 0, p = a0 satisfy the system of equations
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Hp = 0, Hq = 0, (43)

and b = b0 is the solution of the quadratic equation

Hppb2 + 2Hpqb + Hqq = 0 (44)

at the zero level of magnetic field (B = 0). In Eq. (44), the derivatives Hpp,Hpq, Hqq
are calculated at q = 0, p = a0. Then, up to amplitudes 𝜒

◦
j , i𝜀

−1v◦j , the initial WP (18)

with the number j is the eigenmode [14, 20] localized in a vicinity of the longest

generatrix 𝜑 = 0.

Now, let B(𝜏) be a slowly growing function of time such that B(0) = 0. We set the

problem to study the influence of applied nonstationary magnetic field on this eigen-

mode at 𝜏 > 0. Because any initial perturbations may be expanded in terms of eigen-

modes, this problem will illustrate the possibility of soft suppression of vibrations

excited near the weakest line in the MRE-based sandwich via the time-dependent

magnetic field.

Figures 7, 8, 9, 10 and 11 show the dependence of p+, q+,𝜔
+
,ℑb+, |ℜ𝜒

+
0 |, |ℑ𝜒

−
0 |

on dimensionless time 𝜏 for the three-layered sandwich of the radius R = 0.4 m

Fig. 7 The center

𝜑 = q+ = 0 of the initial WP

(at c = 0 mT) and the center

𝜑 = q+ of the 1st positive

WP versus dimensionless

time 𝜏 at different rates of

growing of the magnetic field

induction (c = 5, 10 mT)

Fig. 8 The wave parameter

p+ = a0 ≈ 1.41 of the initial

WP (at c = 0 mT) and

parameter p+ of the 1st

positive WP versus

dimensionless time 𝜏 at

different rates of growing of

the magnetic field induction

(c = 5, 10 mT)
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Fig. 9 The natural

frequency |𝜔+| = 𝜔0 ≈ 1.25
of the initial WP (at

c = 0 mT) and the

momentary frequency |𝜔+|
of the 1st positive WP versus

dimensionless time 𝜏 at

different rates of growing of

the magnetic field induction

(c = 5, 10 mT)

Fig. 10 The parameter

ℑb+ = ℑb0 ≈ 0.36 for the

initial WP and parameter

ℑb+ for the 1st positive WP

versus dimensionless time at

different rates of growing of

the magnetic field induction

(c = 5, 10 mT)

Fig. 11 The |𝜒+
0 | for the 1st

positive WP versus

dimensionless time at c = 0
and different rates of

growing of the magnetic field

induction (c = 5, 10 mT)

and length L = 0.8 m under the action of growing induction B = c𝜏 at different

c = 0, 5, 10 mT. The external elastic layers and the internal viscoelastic core were

assumed to be made of the same material as in the previous example. The thicknesses

of the elastic layers were taken to be equal to h1 = h3 = 0.5mm, and the thickness

of the MRE core was h2 = 11mm. The calculations were performed for the 1st pos-

itive WP (at j = 1) with the initial amplitudes 𝜒

◦
1 = 1, v◦1 = 0 in (18). Due to the

symmetry of the shell and the initial WP with regard to the plane 𝜑 = 0, the curves

for all functions corresponding to the negative WP are the same as in Figs. 7, 8, 9,

10 and 11.
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In all Figs. 7, 8, 9, 10 and 11, the straight dotted lines correspond to the eigenform

localized in a neighborhood of the longest generatrix 𝜑 = 0. Thus, if a magnetic

field is absent (c = 0 mT), the initial WP coinciding with one of eigenmodes stays

motionless, with the wave number p+, eigenfrequency 𝜔

+
and parameter b+ being

constants for any point of time. Whereas, the maximum amplitude of free vibrations

(see Fig. 11) is the decreasing function of the dimensionless time 𝜏. This damping is

a consequence of viscoelastic properties of the MRE core at the zeroth induction of

magnetic field.

Interesting effects are observed when the magnetic field is applied. After its turn-

ing on, the eigenmode (initial WP) is spitted into two WPs, positive and negative

ones, traveling in the opposite directions (see Fig. 7). Figure 7 shows also that the

increase of the magnetic field induction B(𝜏) results in the multiple refections of the

WP from the certain generatrices 𝜑 = 𝜑r = q+(𝜏r), these refections being accom-

panied by slight focusing (see Fig. 10). Herewith, the larger the growth rate of the

induction (parameter c, mT) is, the earlier the reflection occurs. So, for c = 5 mT the

first reflection occurs from the generatrix𝜑 ≈ 0.13 at the point of time 𝜏 = 𝜏r ≈ 2.45,

and for c = 10 mT, one has 𝜑 ≈ 0.21, 𝜏r ≈ 2.1. At 𝜏 = 𝜏0, the WP center goes back

to the initial position at the longest generatrix (𝜑 = 0). Here, 𝜏0 ≈ 4.0 and 𝜏0 ≈ 3.58
for c = 5mT and c = 10mT, respectively. Figures 8 and 9 demonstrate the manner in

which the wave parameter p+ and the dimensionless momentary frequency |𝜔+| vary

with the course of time. It is seen that, in the beginning, the frequency |𝜔+| drops

slightly, but then it runs up together with the induction B(𝜏). The strong growth of

the frequency is explained by increasing the total stiffness for the sandwich at high

level of the applied magnetic field.

The important conclusions are followed from the analysis of Fig. 11: increasing

the magnetic field induction leads to a soft suppression of running vibrations. For

instance, at c = 10 mT, the damping decrement is about two times than that without

magnetic field (at c = 0 mT). At that, the larger the growth rate of the magnetic field

is, the faster the damping of running vibrations occurs.

7 Conclusions

The modified governing equations, based on the ESL theory for laminated shells,

have been used for the analysis of running localized vibrations in the multilayered

cylindrical shells assembled from elastic and viscoelastic layers. The viscoelastic

layers were assumed to be made of MREs whose elastic and rheological properties

are sensitive to the applied magnetic field. The dynamic response of the MRE-based

shell to the initial localized perturbations, on condition that the magnetic field induc-

tion was time-varying function, has been predicted by using the asymptotic method.

The solution of the initial boundary value problem for the governing equations has

been constructed in the form of the superimposition of WPs running in the circum-

ferential direction.
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In order to demonstrate the damping capability of MREs, two examples were

considered. The first example has showed that under zeroth level of magnetic field,

localized vibrations in the cylindrical shell with constant geometrical parameters

spread rapidly over the shell surface and decay. The application of increasing mag-

netic field does not influence essentially the speed of the WPs spreading, but has a

noticeable effect on the rate of decay of traveling vibrations.

In the second example, the effect of time-dependent magnetic field on the local-

ized eigenmodes of the circular cylindrical shell with the oblique edge was analyzed.

It was revealed that increasing the magnetic field induction results in the splitting of

the localized eigenmode into two packets of bending waves traveling in the opposite

directions. The unlimited increase of magnetic field leads to very complicated behav-

ior of running WPs, viz., their multiple reflections from more stiff regions (adja-

cent to the shortest generatrix), slight focusing and very quick decreasing the waves

amplitudes. The damping decrement is found to be influenced by the level of mag-

netic field: the larger the growth rate of the magnetic field induction is, the faster the

damping of running vibrations becomes.

The basic conclusions of this study are the following:

∙ smart materials like MREs may be considered as promising ones for designing

thin-walled laminated structures with adaptive viscoelastic properties;

∙ thin composite laminated shells assembled by embedding MRs between elastic

layers turns out to be sensitive to the applied magnetic field, their reduced dissi-

pative properties being strongly influenced by the applied magnetic field;

∙ slowly varying magnetic field may be used with success in order to ensure soft

suppression of nonstationary localized vibrations in thin MRE-based laminated

shells.
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The Vehicle Tire Model Based on Energy
Flow

Tomasz Mirosław and Zbigniew Żebrowski

Abstract Modeling of cooperation between tire and ground is the most important
part of modeling of a vehicle and its drivetrain’s operation. In this paper, a short
overview of a tire–ground cooperation model is presented. One of the most com-
mon models (developed among others by Kutzbach), in which the propelling force
is related to the slip with a coefficient µ(s), is not easy to use in computer modeling
because of the slip (s) that is an “artificial” value calculated from real speeds of a
vehicle and a tire. In a computer model, this function can cause some troubles and it
is replaced by a simplified function. In this paper, authors present proposal of a
tire-ground cooperation model based on the energy flow through three layers, i.e.,
the flexible tire, the tire-ground system with friction and the ground as a flexible and
deformable material. The force that appears between relatively moving tire and
ground surfaces, gives the propelling forces. All layers are modeled in the same
way with inertia, friction and elastic forces. It results in a model of displacements
and energy loses in each of the layers. In this paper authors present the model
created in Matlab/Simulink in a graphical form and some examples of the simu-
lation results in reference to real test results.

The model is a simplified description of reality using simple laws that helps to
better understand behavior of an object or a course of process with special attention
to the problem that is interesting for the user. Problem may consist in searching for
the exact quantitative description of the phenomenon with omitting the essence of
physical effects (for example, models based on neuron network or research results)
or in describing a principle of operation and focusing on searching for physical
effects that influence behavior of the model. The aim of this model is to show
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relationships and mutual influence of particular phenomena without looking for its
exact parameters. Logical cohesion should be a feature of such a model. In this
paper authors present the model based on a theoretical analysis.

1 Introduction

Nowadays, road transport predominates and it is not likely to be squeezed out by
any other mean of transport. Even though a wheel has been known, at least, for
5000 years, new designs of wheels and tires are being developed. Man still searches
for the model that would help to describe and better understand behavior of a
wheeled vehicle on a road. This behavior depends mostly on cooperation between
the tire and the road. In a pneumatic tire there are numerous effects connected with
tire’s design, that affect acting of the forces which allow driving and steering the
vehicle [1–5]. The shape and the structure are chosen in such a way that on the
defined surfaces it will be possible to obtain the finest grip. Tires, while forced into
the pavement, obtain friction coefficient even greater than one for some surfaces.
However, the behavior of the tire is influenced by: temperature of the tire and the
pavement, type of the pavement including its moisture content and the most
important one, i.e., presence of water and loose sand [1]. Hence moving layers
between the tire and the road arise. The design of a vehicle influences its behavior:
mass distribution, wheel track, toe-in, a way the wheels turn and many others.
Despite the fact that many phenomena are known and features’ influences on a
system can be described, there is some disappointment when it comes to the wheel
model that would be coherent and backed up with understandable and coherent
analysis. Most of the models are based on empirical experiments and observations,
often without logical explanation. Although many authors of models base them on
Coulomb’s model of friction where the force depends on the relative speed of
moving and rubbing against each other bodies, at some point they use the model in
which the force occurring between a tire and a pavement depends on slip s [6–8].

F sð Þ = N μ sð Þ

where: F—propelling force,

N—load (weight of a vehicle),
µ(s)—friction coefficient depending on slip

Slip does not have any physical representation—it is not possible to measure it
and is defined as a result of a mathematical operation:

s = 1−V ̸Vt

where: V—real velocity of a vehicle,
Vt—theoretical velocity
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Man can easily state the problem in case of zero velocity value of a vehicle. Due
to this authors of models define separately the slip of a propelled wheel and the slip
of a pulled wheel [5, 6, 8–12]. In some models, the definition of the slip changes
depending on if a wheel is propelled or braked and then the slip value is in
range <−1;0) or (0;1>.

It is also possible to find models that skip (do not describe) the behavior of a
vehicle for zero ride velocity value or when a wheel does not rotate.

This is the reason why many diagrams showing these relationships are discon-
tinuous close to the zero slip value. It follows that the behavior of a vehicle is not
precisely described at the zero slip value where only a deformation of a tire occurs
without sliding of the tire surface on the road and minimum slip results from
deformation of thread blocks. This takes place at very low velocities.

Modeling the cooperation between the tire and the ground was one of the
difficult issues of automatization of farm tractor’s operation [11, 13, 14] and cre-
ating its computer model [12, 15, 16] that authors of this paper had to solve. The
created model was designed for automatization of farm tractor operation and at first
was based on the relationship between the force and the slip, that is widespread it
literature. Modeling of the forces and the moments in the farm tractor moving with
specified slip of wheels can be found in literature [17]. In this paper authors did not
model dynamical behavior of the tractor because it was not in scope of the research.
Authors looked for the slip values as solutions of the system of equations in which
parameters like load and velocity of the tractor unit were changed.

Continuing that work authors decided to model the forces in dynamic states
where change of movement parameters is a product of the forces that acted in the
past.

Authors were not able to build the model based on the slip that would discretely
change its value. Therefore, a way round the problem needed to be found. In paper
[12] author proposed a new model of relationship between propelling force and the
slip in that common definition for propelled wheel as well as braked wheel is valid
(Figs. 1 and 2).

s=1−V ̸Vt

Fig. 1 Diagram of the
wheel’s slip as a function of
the propelling force
coefficient [12]
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Thus range of the slip for the wheel changes, as said earlier, in the ranges
−∞ < s < 0 for braking and 0 < s < 1 for propelling.

Within the scope of the analytical studies the computer model was created using
Matlab/Simulink software and some simplifications [18]. First of them was sub-
stituting the pull force as a function of the slip, with the pull force as a function of
the relative velocity of the tire and the surface of the ground F(dv). Second sim-
plification was using continuous and symmetric, in respect to zero point of coor-
dinate system, function of force resulting from the velocity difference—“the slip
velocity”.

First, approximation of this function for velocities from zero to dvk was linear. It
reflected a thesis that many authors proposed (ex. [19]) in which without a slip the
propelling force cannot exist. Further the force function was described by an
exponential function and coherent model was obtained. Results of the simulations
were consistent with field studies [10].

A photo from tests of measuring apparatus of the mobile test bench is shown in
Fig. 3.

Created model was described precisely in papers [11, 13–16], it was validated
during field studies in various conditions. The results of simulations showed sur-
prisingly good consistence despite simplification of relationships.

braking propelling
Fig. 2 Diagram of the
propelling force coefficient as
a function of the wheel’s slip
[12]

Fig. 3 Tractor unit URSUS
1204 during testing the
measuring apparatus on the
deformable pavement
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Good consistence of field tests and simulation results (using the above-described
simplified model), that was better than for a model based on the force that was
dependent on a slip, induced authors to analyze them accurately. In order to do so,
phenomena occurring during propelling a vehicle were analyzed (starting at the
engine and moving to the wheels) taking into account models that are regarded
commonly as correct.

A model is a simplified description of reality using simple laws that helps to
better understand behavior of an object or a course of process with special attention
to the problem that is interesting for the user. The problem may consist in searching
for the exact quantitative description of the phenomenon with omitting the essence
of physical effects (for example, models based on neuron network or research
results) or in describing principle of operation and focusing on searching for
physical effects that influence behavior of the model (or analogical phenomena).
The aim of this model may be to show relationships and mutual influence of
particular phenomena without looking for its exact parameters. Logical cohesion
should be a feature of such a model. In this paper authors present the model based
on theoretical analysis. The model was designed as computer model, i.e., it is meant
to simulate continuous dynamic process of cooperation between a tire and a ground.
It is not meant to determine the forces values and the slips in a specific moment.
This is a new class of models that takes advantage of modern computational tools to
describe occurring phenomena.

2 Characteristic of the Most Widespread Models
of a Wheel

The most popular models that describe cooperation between a tire and a ground are
based on the propelling force function depending on a slip [1–4, 8, 10].

One of the most common wheel models was developed by Hanse. This model is
called “the magic formula.” It is written in form

F sð Þ=d ⋅ sin c ⋅ arctan b 1− eð Þk+ e ⋅ arctan b ⋅ kð Þ½ �f g

where: F(s) is the propelling force that depends on s (slip), b, c, d, and e that
represent fitting parameters. Each tire can be characterized by ten to twenty coef-
ficients that are mostly determined in an experimental way.

This formula does not have any logical explanation. The additional disadvan-
tages are difficulties in implementation to a computer model. It requires some
special steps for low speed movement.

Another model was developed by Schreiber, Kutzbach [8] who based on other
authors like Grecenko, Schuring, and others. They noticed the difficulties with the
slip definition and introduced different models for pulled and driven wheel like
presented in the paper [3]. Different movement possibilities can be seen in diagram
depicted in Fig. 4.
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Such models are very difficult to use in a computer simulation. Basing on the
Steinkamof’s measurement data, Schreiber and Kutzbach proposed the standard-
ization of tire characteristics [8].

The standardized curve was proposed in the form presented in Fig. 5 [8].
To find out the right curve some coefficients need to be calculated. This model

seems to be better for computer simulation especially for the tractors that wheels
move at low speed with high slip in the basic operation mode.

But it is still a model based on an experiment not on a modeling the real physical
phenomena. The model based on simple physical rules seems to be needed for wide
range computer simulation. Of course the measurement data should be used for its
parameterization.

Fig. 4 Gross traction T/r,
circumferential force T/r − Fri
and net traction Fp in
dependence on the slip σ [8]

Fig. 5 κ-curve with four
characterizing values ρe, α0,
κmax, and σpull
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3 Analysis of the Tire’s Performance Based on an Energy
Flow

Many of the currently used models of tire-pavement cooperation base on field studies
that indicate that the propelling force depends on the slip and not on the velocity. This
kind of a relationship is inconsistent with intuition regarding modeling where real
(measurable) value is expected, e.g., a velocity or an acceleration. Due to this many
authors try to explain analytically relationships between the propelling force and the slip.

While searching for the relationship between a vehicle’s propelling force and the
force interacting between the tire and the pavement, an energy flow between the
engine and the ground was analyzed. It was assumed that in steady state the power,
that propels a vehicle, flows between the engine and the pavement in both ways [12].
The power transferred between the wheel and the ground can be written as a product
of the friction force and the mutual velocity of the rubbing surfaces. This force can be
modeled as a resultant of static and viscous friction forces that are a function of the
velocity of motion between the tire–ground contact area and the pavement.

Viscous friction force depends on the mutual speed of the two rubbing against
each other surfaces, in case of the wheel moving on a pavement, where V is the
velocity of a vehicle and Vt is the velocity of the tire–ground contact area, it equals to

P=T ⋅ V−Vtð Þ

Power P that a vehicle must produce to overcome the friction resistance (equal to
the propelling force F) during moving at V velocity equals

P= F ⋅V

where: F—propelling force, produced in the tire–ground contact area
After comparing both equations following is obtained:

F ⋅V=T ⋅ V−Vtð Þ

hence F = T ⋅ (V − Vt)/V
Taking into account that for the zero slip value the static friction occurs with its

maximum value (Fmax) proportional to the weight

F = Fmax = N μ

where: N—vehicle load,
µ—traction coefficient (determines grip between the tire and the ground).
Coherent notation of above mentioned relationships needs to be done:

F = N μ V−Vtð Þ V̸ = N μ sð Þ
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In that case it can be assumed that determining the propelling force as a function
of the wheel load and the velocity difference of rubbing against each other surfaces,
using the vehicle’s energy model (one that takes into consideration the energy flow
and its change into elastic energy of elastic elements, kinetic energy of elements and
layers through which energy flows in dynamic states) is going to be ideologically
consistent with model of the force value dependent on the slip for steady states.

After careful analyzes of the wheel on various pavements it can be stated that
there are cases when wheels rotate but a vehicle does not move. Therefore, the
rotation resistance must be distinguished from the rolling resistance which is a
superposition of translational and rotational motion.

Rotational motion resistance, that also counterbalances a propelling force in a
translational motion, is a friction force between wheel and pavement.

Wheel begins to rotate when that force overcomes the rotational motion
resistance.

Upon analysis of “the pneumatic wheel” and the forces acting on its axis can be
stated that to make it rotate around overturn line c (Fig. 6) the propelling force must
unbalance it from static balance state.

It corresponds with a model shown in Fig. 7 that describes rolling resistance
moment Mo defined by following equation:

Mo = e N

where: e—offset between point of application of reaction force on wheel from
ground and vertical axis of a wheel.

Friction force acts through the tire on the wheel axis. Friction force adds up to
load force and the resultant force appears as a vector whose direction and value are
the result of totaling up both forces. During propelling the wheel the resultant vector
changes its direction from vertical to tilted in front direction. In makes a difference
in the load distribution on the pavement and change of shape of the contact area.

Rd C C

Fig. 6 Schematic diagram of a wheel rolling principle used in the model basing on wheel statics
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When the resultant vector leaves base area, the tire loses its contact and starts to roll
(Fig. 6).

Proposed description of the phenomenon is consistent with other models of
rolling resistance (ex. [9]) that come from the load force and the offset e of
application point of the reaction force on the wheel from a ground (Fig. 7).

The propelling force/moment value that is demanded to cause rolling is called
the rolling resistance:

F= eN R̸d

This is the minimum force which can cause motion of a vehicle.
Translational motion velocity of a wheel depends on excess of the propelling

force over the rolling resistance and the load of a vehicle.
It means that in dynamic states rotational speed of a wheel and a velocity of

rolling can be treated as separate quantities where an angular velocity of a wheel
rotation does not influence directly a translational velocity of an axis.

Energy flow from an engine through a wheel to a pavement and back to the
vehicle through a wheel is a result of the ground–wheel interaction. Energy flowing
through the wheel is accumulated in elastic elements of the tire. Propelling a wheel
with a tire on it that is held in contact area causes its tension and compression (see
Fig. 8) in function of propelling moment Mk.

Fig. 7 Wheel pressing on a
ground (a—motionless wheel,
b—rolled wheel,
c—propelled wheel) [9]
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Along with increase of the wheel propelling moment, tensioned part of a wheel
grows and compressed part of it contracts. A wheel starts to deform. If it is assumed
that the wheel rolls and the forces between pavement and wheel appear, then every
part of the tire is submitted to cyclic compressing and tensioning. The tire is
modeled as an elastic element with a damper. As a result there are going to occur
energy losses and the deformation range is going to depend on a frequency of
changes (of angular velocity). When this frequency will be high enough the tire will
not be able to keep up with deforming.

It is assumed that thread blocks are the elements through which a tire contacts a
pavement, they are an elastic intermediate elements between rotating a wheel and a
ground. Thread blocks deform in a tire-ground contact area.

When moment propelling rotational motion of a wheel increases, the moment
caused by static friction counteracts this motion not allowing the tire to move on a
pavement. When wheel propelling moment is greater than the moment caused by
static friction thread blocks begin to move with kinetic friction. Moreover, when the
friction force reaches its critical value the rubber starts to wear off, that results in
limiting the maximum value of an acting force between thread blocks and a ground.
When wearing off a pavement appears, it limits propelling force “under the wheel.”

Another factor, that influences wheel rotation and its rolling motion, is a pos-
sibility of appearing the moving layers between a tire and an immovable ground.
Those layers can have various friction coefficients in between, also they can move.
Other issue is taking into consideration existence of deformable and boggy ground,
etc. Due to this the model that describes cooperation between the tire and the
ground should also consider presence of these moving layers.

4 Multilayer Model of a Wheel–Ground Cooperation

Taking all the above into consideration, the new multilayer (cascade) model of a
wheel-ground cooperation was developed. It is based on energy flow and forces
acting between individual layers. Model depicted in Fig. 9 consists of four similar

Fig. 8 Circumferential tire
deformation [9]
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layers: a wheel, thread blocks, a movable intermediate layer and an immovable
ground, also there is a model of a vehicle represented by a mass and an acceleration
integrating system that outputs the velocity. All the layers consist of “friction”
block whose inputs are: the force (from moment) propelling given layer and the

Fig. 9 Model of a wheel–ground cooperation for a vehicle
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mutual velocity of two cooperating layers. This block’s outputs are: the resultant
force that propels an element of a given layer, the amplifying system that represents
inertia of a given element (its value is a converse of inertia) and the integrating
elements that are connected in series. Between a wheel and a thread block occurs a
conversion of moments into forces by dividing moments by dynamic radius Rd. In
the model multiplication by a converse of dynamic radius (1/Rd) was used.

Depending on a layer type the driving force is decreased by the motion resis-
tance of the inner layer. Friction block is depicted in Fig. 10. Input signals are: the
driving force and the velocity and output signals are: the friction force and the
propelling force. Friction force acts between the adjacent layers and propelling
force causes the acceleration of an element of the layer. Friction force value
depends on the velocity. For zero velocity value and the input force lower than the
maximum static friction, output force equals to the driving force and the propelling
force equals to zero. When driving force overcomes the static friction and input
velocity equals to zero then the output friction value equals to maximum static
friction value and propelling force is the difference value between driving force and
friction. When velocity increases and is different from zero then the channel of
friction computing switches to the “velocity” channel and is determined according
to the T(v) function.

In the presented example it is a linear function that is discontinuous at zero point
and symmetric for both signs of input velocity.

Friction block has a maximum value limit. That corresponds to the force when
wearing off of an element appears—once grip loss (friction loss) appears.

Presented friction model describes well the rolling resistance that appears in the
part of the model describing the vehicle.

In the model depicted in Fig. 9 mutually moving elements can act on each other
with elastic forces likewise between a tire and thread blocks. Stopped thread blocks

Fig. 10 Friction model
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twist and act on the tire with the force dependent on the position difference between
the block end and the block origin (base that is joined with a tire). Elastic force acts
on both elements with opposite signs. Other kind of a force is a kinetic friction. For
a tire also a kinetic inner friction appears—depending on rotational velocity of a
tire–representing cyclic tire stress changes and as a result the energy losses.
However, basically the friction depends on the velocity difference between the
rubbing against each other surfaces.

Basing on the above mentioned assumptions the model of a wheel–ground
cooperation was developed and depicted in Fig. 9.

Elastic force that propels the thread blocks is inserted into the thread blocks
block of friction against ground. Output from this block is a result of finding the
mutual velocity between the thread block and the pavement. Velocity of a thread
block in an absolute coordinate system equals to: the traveling speed of a vehicle
minus the velocity of a thread block movement (a thread block moved in opposite
direction to a vehicle). Due to this finding the mutual velocity is a result of the
operation on three elements. Friction force of the thread block acting against a
pavement is the reaction of the propelling force on: a pavement and a vehicle
represented in the model by the rolling resistance, the inertia and the integrating
system that determines vehicle’s speed.

Thread blocks friction force that propels the pavement is added up to the force
reacting with the lower layer and is the input to friction block and a block that
represent the friction between this layer and layer of the pavement. Output force
propels the layer causing its movement. In the example ground layers are linked by
an elastic element from which comes the reacting force. Output force from the
block of friction with ground layer is added up with the elastic force and acts
(propels) on the bottom layer that represents here an immovable ground with some
elasticity value.

Presented model shows basic types of interactions, i.e., friction and elastic force
of mutual deflection. This model can be extended with more layers.

Simulations tested behavior of the system in which between the thread blocks
and the pavement the moving layer appears and how limiting the maximum friction
value between layers influences the motion.

Testing the model showed a very good consistence of appearing phenomena
during simulation with the observations of reality. In one of the experiments, the
wheel was propelled with an increasing driving moment. Simulation results are
showed in Figs. 11 and 12.

Along with the drive moment increase the rotational velocity of a wheel
increases and with some time delay the vehicle’s velocity. Along with velocity the
rolling resistance rises as well as the speed of movement of movable ground layer.
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Interesting behavior of a system that is a response to the discrete value of the
wheel propelling moment is shown in Figs. 13 and 14. On these diagrams inertia of
accelerating the wheel and the vehicle can be noticed. Also changes in the rolling
resistance forces and the velocity of movement of movable layer can be observed.

Presented results are consistent with expectations and it can be stated that the
model works correctly.

Fig. 11 Diagrams of driving moment, rotational velocity of a wheel and vehicle’s driving speed
when driving moment increases linearly in time
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5 Conclusions

During analyzes of the tire behavior and using the farm tractor model, developed for
automatization of engaging the front drive based on the slip analysis [13], authors
proved that finding the propelling forces basing on the velocity difference between
the tire and the pavement is consistent with models based on field studies where this
force depends on the slip. One dimensional model (for driving straight ahead) was
created; it simulates the deformation of tire, the movement of intermediate layers
and the grip loss. This model has a modular layout that allows to increase amount of
the layers and to change the features of reacting. The model uses simple principles
that describe the inertia systems that are connected in series by the elements that rub
against each or the elements that have an elastic connection. Typical model of a
friction and appearing the reacting forces was used.

Simulation results are qualitatively consistent with the observations.

Fig. 12 Diagram of a rolling resistance and a velocity of a moving layer of ground for a linear
change in time of driving moment of a wheel
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This is a dynamic model therefore it cannot be used to determine the forces
values or the slip values in a specific time moment without continuous analysis.

This model can be easily readjusted to two dimensions what would allow
modeling a tire–ground cooperation during making a turn.

While changing model parameters of the individual layers behavior of the sys-
tem can by modified. Modification can be made on one layer and its parameters that
describe this layer’s cooperation with the adjacent layers which is consistent with
real causes of ongoing phenomena.

Fig. 13 Diagrams of driving moment, rotational velocity of a wheel and vehicle’s driving speed
when driving moment increases discrete in time
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Research on Dynamics of Shunting
Locomotive During Movement
on Marshalling Yard by Using
Prototype of Remote Control Unit

Jakub Młyńczak, Rafał Burdzik and Ireneusz Celiński

Abstract The paper refers to presentation on 13th International Conference on
Dynamical Systems Theory and Applications. The discussion of such wide group of
scientists allowed to extend the paper and presents some new results. The processes
conducted on marshalling yard generate a lot of movement with many direction and
speed changes which generate different dynamic forces. In the course of shunting of
train, there are large range of activities performed that enable observation of
multiple dynamic phenomena under relatively advantageous conditions. Thus the
main focus of the research was to test possibilities of developed remote measure-
ment system. Also algorithm of analysis was developed and implemented as soft-
ware into control unit. The paper discussed both the concept and the application of a
simple method of remote supervision of shunting runs using mobile devices
enabling observation and recording of chosen dynamic parameters of a rail vehicle.
The paper presents result of linear accelerations of vibration in 3 axes and speed
occurring in the course of the shunting locomotive’s operation and also current
physical position and altitude above sea level. Such a simple measuring system
allows for monitoring of basic physical parameters of shunting operations per-
formed by the shunting engine driver.
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1 Introduction

Railway transport is considered as main competitor for road transport. Due to the
sustainable development, it should be considered as main supplementary mode of
transport, especially for load handling. Thus there are many innovations in railway
transport and new scientific and research scope has become open again. Problems
of dynamics of rail vehicles are addressed in a vast number of scientific studies on
account of the extensive impact of dynamic phenomena on such aspects as safety,
technical reliability, efficiency of processes, and comfort [1]. For example, novel
research on evaluation of the braking process through analysis of the braking
vibration during braking to stop with a permanent analysis of temporal signals of
vibration acceleration in the frequency domain. The paper [2] presents method for
estimating the braking process one value of the diagnostic parameter of the
vibration signal generated by the disc braking level set during braking. Another
scope of research is focused on ground-borne vibrations in the built environment
generated by a large number of excitation mechanisms. One of these is
traffic-induced vibration. The latter railway vibration is generated by parametric
excitation due to the discrete supports of the rails, transient excitation due to rail
joints and wheel flats and the excitation due to wheel and rail roughness and track
unevenness [3]. It is natural for vehicles to induce vibration when it runs on a traffic
structure, which affect the riding comfort and the safety, but also cause the vibration
of the ambient ground near the traffic line. These phenomena are especially
important for high-speed railways, where the vibrations induced by trains are
intermittent, while the time of passing each train’s passage is relative short. The
paper [3] describes that the standard vibration level of the Shinkansen train-induced
vibrations is of a trapezoid form, with the lasting duration being 4–7 s under the
train speed of 200–300 km/h. However, owing to its heavy traffic volume, such
vibrations take place in every 5–10 min, thus the influence is considerable. It is
described how important are duration, intensity and train vehicle speed for the
exposure to such vibration [4].

The obstacles one encounters while modelling and observing dynamic phe-
nomena in rail vehicles are due to limitations of accessibility, external conditions
and dimensions. Therefore, the research assumption adopted was the observation of
dynamics of a locomotive in the course of shunting. One of the most important
aspects of operation of a railway station comprises shunting activity. Principal goals
of such activity are mainly marshalling and setting of train sets. In the course of
shunting, there is often a necessity of changing the number of cars or cars are being
reset and admitted at different technical points of a station (for cargo handling).
Such a large range of activities enable observation of multiple dynamic phenomena
under relatively advantageous conditions. Moreover, when properly performed,
shunting activity is a prerequisite of efficient railway traffic management. Besides
general regulations typical of the given railway line, shunting activity is performed
in accordance with shunting rules and regulations established for the given
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technical point. While conducting this type of activity, what proves decisive of its
characteristics is often the type of the means of transport being marshalled and the
cargo being transported.

It was assumed to investigate both the concept and the application of a simple
method of remote monitoring of shunting runs using mobile devices enabling
observation and recording of chosen dynamic parameters of a rail vehicle. In the
course of the studies, a diesel locomotive was used, being one of the most popular
means of cargo transport (SM42 series). The plan of the railway station–testing
workshop, with the blue line designating the GPS trace of the locomotive studied
while performing shunting activity has been depicted in Fig. 1.

2 Methodology

The research methodology was adopted to preliminary research limited by time and
the availability of infrastructure. Assumptions of the method proposed are as fol-
lows: mobility, simplicity of operation, short time of installation of measuring
apparatus, synchronisation of time and location (GPS positioning). For the sake of
these assumptions, own application was developed for mobile unit to replace
standard measuring devices. A mobile unit is attached to the driver’s cab floor in
such a manner that its top part indicates the driving direction while the locomotive
is moving ahead during shunting. The sensor vertical axis is perpendicular to the
track substructure plane. The mobile unit features an application created by the

Fig. 1 Shunting runs studied, plotted against a plan of the testing workshop. Source OSM/JSOM
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authors, dedicated to the platform, which uses the accelerometer system (MEMS) to
record linear accelerations in 3 axes occurring in the course of the shunting loco-
motive’s operation (forward and reverse shunting).

For the sake of analysis of dynamics of locomotive also are recorded the running
speed and its physical position in space (latitude, longitude). Also a number of other
parameters are recorded, including speed, locomotive altitude above sea level, etc.
Such a simple measuring system allows for monitoring of basic physical parameters
of shunting operations performed by the shunting locomotive driver. In combina-
tion with simultaneous measurement of the shunting locomotive position, it enables
verification of legitimacy of the manoeuvres performed by the driver and their
parameters as well as the degree to which the driver adheres to specific legal
regulations and standards. Hence it can be useful for the control unit.

In the measurement process digital data with 100 Hz sampling frequency will be
collected. Due to the preliminary analysis of dynamic phenomena this range of
frequency is sufficed. In the course of the measurement, basic data related to the
locomotive’s running characteristics may be sent to the shunting signal box using
the SMS protocol. Depending on the data transmission technique applied, the data
transferred only concern mean values of the characteristics examined (SMS) of
aggregated data (GPRS). In this manner, an additional reverse channel is created
while conducting shunting activity (supplementary to the channels used in accor-
dance with the applicable legal regulations, i.e. the visual and the radio one), which
accurately enables supervision of the work performed by the shunting locomotive
driver based on the characteristics being measured. In the aftermath of the research
in question, the authors are planning to use transmission channels to remotely
control the driver’s work by means of the WiFi and BT protocols. All these
parameters allow to consider developed mobile unit for the further development
into remote control unit. Figure 2 is a diagram illustrating the research methodology
applied in the scope of remote control of shunting activity using a testing loco-
motive. Also it is a conceptual scheme of the remote control system.

Based on the characteristics acquired by means of a mobile device, data of the
locomotive’s linear acceleration (each axis) and positioning (as well as a number of
other characteristics, such as speed, altitude above sea level) are processed (ca.
100 MB data file in each hour). The data in question are aggregated and/or com-
pressed, and then, using the chosen transmission channel (SMS, GPRS), sent to the
shunting signal box. This enables the shunting signal box personnel to acquire
accurate knowledge on the locomotive parameters, and owing to the station’s radio
communication system, they can monitor changes in these parameters. This
observation is far more accurate than visual [5–7].

Due to the utilitarian of the research, the methodology and measurement system
has been adopted and installed into smartphones. The preliminary tests have been
conducted and evaluated with good result. Thus it can be considered as remote
control unit.
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3 Train Marshalling Process

Shunting operations are defined as intended movements of railway vehicles. The
foregoing also applies to other activities related to the said movements, as they are
performed on tracks of shunting stations. The operations excluded from those
activities are the train entry, exit and passing. Shunting is performed with
motor-driven railway vehicles, among others.

The method described in paper [8] and its extension described in previous
section mainly applies to this kind of shunting activity, although, on account of its
simplicity, it may also be used for the sake of marshalling conducted by means of
rail and road tractors or special machinery. The shunting activity is performed in a
place referred to as a shunting area. It is a pre-defined (delimited) section of a
railway station territory forming an independent set of tracks and machines used for
shunting activity by one shunting manager by means of one shunting locomotive.
A division into shunting areas and districts (two or more shunting areas) has been
introduced in order to enable efficient and safe performance of shunting activity.

One of major parameters of shunting activity is the shunting speed, as specified
in Instruction Ir-9 (R34) [9]. Shunting operations are often performed in tracks
occupied by rolling stock. It is for that reason that individual shunting operations
should be performed with care, maintaining safe running speed, as defined in
Instruction Ir-9 [9]. Shunting speeds have been precisely specified in the instruction
with reference to different cases of technological activities and incidents. Safety of
shunting activity is not only the matter of the rolling stock, but it also concerns the
goods transported by rail, and primarily people. Permissible running speed ranges
for shunting activity are defined in Instruction Ir-9. While performing shunting

Fig. 2 Schematic concept of the proposed research methodology. Source authors’ own materials
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operations, the running speed must not exceed 25 km/h, however, depending on the
technology used for shunting and the infrastructure elements involved, the per-
missible speeds range considerably from 3 km/h up to 40 km/h. For instance, a
self-propelled railway vehicle running in the “idle” mode, in certain cases and at
selected points of the shunting area, may run with the permissible speed as high as
40 km/h. In an extremely restrictive case, while a shunting locomotive is driving up
to the rolling stock, this speed must not exceed 3 km/h. In accordance with the
methodology proposed in the article, the shunting signal box receives real-time
information on the shunting locomotive position and its actual speed. This enables
remote monitoring of correctness of the shunting activity to be performed by
shunting brigades, even those operating within particularly vast shunting areas and
under diversified weather conditions. Not only is it important from the perspective
of shunting safety, but also regarding potential claims of owners/insurers of the
goods transported. The method in question allows for documenting the course of
shunting activity using highly accurate parameters by way of verifiable measure-
ment. In such a case, each shunting activity is digitised and stored at the appropriate
shunting signal box or centrally archived. Moreover, working characteristics of
individual shunting brigades may be compared between one another, e.g. in order to
calculate bonuses for individual members of brigades in recognition of their effort.

Information on the shunting activity is transferred in real time to the shunting
signal box which enables the activity to be adjusted using reverse communication
channels from the signal box (mainly radio communications, but video and audio
signals as well).

What matters while performing shunting activity is the precise information on
locations of shunting vehicles and members of shunting brigades. In accordance
with the applicable regulations, vehicles must be equipped with an active bottom
headlight whose position corresponds to the driver’s station arrangement (left side,
right side). This piece of information is particularly is important for shunting bri-
gades. Knowing it, one may determine the side on which the driver is seated as well
as the direction in which the shunting locomotive is moving. Assuming that
members of shunting brigades have been equipped with appropriate terminals
enabling them to acquire information on the locomotive position, the methodology
proposed may additionally increase safety of shunting activity. For instance, as the
shunting locomotive is approaching, a brigade member may be warned with
vibrations or an audible signal [10–13]. Such safeguards are fundamental to
shunting activity conducted at large marshalling yards of high throughput as well as
when working under difficult atmospheric conditions (fog, heavy rain, etc.).
Unfavourable station layout, i.e. considerable slopes or longitudinal profiles with
large curvature, should also be considered as a factor imposing implementation of
such safety procedures.
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4 Dynamics of Shunting Locomotive

The methodology proposed is mainly based on indications of an accelerometer
(MEMS) installed inside the locomotive driver’s cab those provided by a GPS
receiver as well. Such a simple system enables monitoring of the locomotive
position and others parameters of its motion as it performs shunting activity (basic
10 parametres). Hence characteristics of dynamics of locomotive can be observed
and analysed due to many issues or train traffic management requirements.

The graphical material provided in the article has been developed based on the
data recorded while studying the locomotive running along the trace plotted on the
test station site plan (Fig. 1).

Figure 3 illustrates linear accelerations measured inside the cabin of the diesel
locomotive performing shunting activity. The first chart (az) in Fig. 3 marks vertical
accelerations. The seconds corresponds to accelerations in the longitudinal axis of
the locomotive’s motion (ay), and third in the axis transverse to the direction of the
locomotive’s movement (ax), i.e. lateral accelerations. In the Fig. 3 we can see any
deviation from the mean values. The amplitude is affected by the state of the:
locomotive driver, railway infrastructure, locomotive speed, shunting team, etc.

Each of the characteristics (ax, ay, az) stems directly from the type and parameters
of the actions undertaken by the driver, which may prove variable within a certain
range, as well as from the physical position of the locomotive over specific elements
of the track infrastructure. To a considerable degree, it also results from the con-
dition of the rolling stock performing the shunting operations and technical char-
acteristics of the locomotive itself. What also affect these characteristics, yet to a

Fig. 3 Accelerations in 3 axes measured within 10:07 AM to 11:35 PM of shunting activity
(presented graphs based on 100 MB file data). Source authors’ own materials
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lesser extent, are the weather conditions and other random factors, such as physical
condition of the driver performing shunting operations.

Very important parameter of shunting locomotive is speed profile. Figure 4
illustrates the shunting locomotive speed during the test. Apart of standard
assessment of the speed adjustment to the shunting operations performed (in cor-
relation with the locomotive location on the station plan), such a graph also makes it
possible to assess the efficiency of utilising the shunting locomotive working time.
This can allow for increasing efficiency of locomotive working time. Since changes
to the running speed illustrated in the graph in Fig. 4 are considerably dynamic, it
may also be considered as a premise for optimisation of a schedule of shunting
operations for the sake of fuel saving etc.

For the analysis of dynamics of locomotive, the information on current altitude
can be useful. The shunting locomotive altitude profile provided in Fig. 5 with
reference to the sea level proves particularly helpful for purposes of the running
speed control (shunting were carried out in the mountainous area). The track slope
exerts a major impact on the locomotive running speeds (particularly at mountain
stations, ramp-type shunting stations and those featuring a gravity yard hump). In
correlation with the locomotive’s traction characteristics as well as its position on
the station plan, it enables calibration of the shunting locomotive speed.

According to the method proposed, the remote monitoring of shunting activity is
ensured by using the SMS and GPR transmission channels. There are numerous
restrictions to the first option, namely those of technical and economic nature. The
maximum SMS length is 140 8-bit characters (900 characters owing to the CSMS
technology) [9]. The foregoing means that a single SMS may only be used to send
information about ca. basic 3 data sets (each in the minimum composition: three
values of linear acceleration, value of longitude and latitude) at three pre-defined
locations of the shunting station. Therefore, this technology only enables data to be
sent in an aggregated form (mean over the time or distance), and only for certain

Fig. 4 Shunting locomotive speed profile over all distance (ca. 1.5 h). Source authors’ own
materials
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sections of long tracks. In practice, it virtually precludes ongoing supervision of a
shunting rail vehicle. What seems prospective for the method proposed is the use of
communication channels based on the WiFi and BT technologies [10–12]. Nev-
ertheless, when considering the latter case, one should bear in mind the technical
(length related) constraints of this method, since not all track systems will allow for
this technology to be deployed.

Measurements of acceleration of train enable more advanced analysis. Com-
monly applied are frequency analysis and time–frequency distribution where pos-
sibilities of identification of frequency components are widely described in many
papers [13–17]. Authors decided to develop other useful metrics to describe
dynamical properties of the driving train. Due to heavy construction of train vehicle
and typical solution of suspension system between wheelsets, bogies and cabin or
wagon, the current Position of cabin has to be considered as important parameter.
Position of cabin (superelevation) is the result of dynamic forces generated and
interacting during train movement. Thus, the authors proposed other parameter for
evaluation of current position of cabin as resultant horizontal accelerations. It was
calculated as inverse tangent function of current longitudinal and transverse
accelerations. As the result we obtain resultant angle and information on relation
between longitudinal and transverse interactions. The distribution of inverse tangent
function has been depicted in Fig. 4. Analysis of Fig. 6 shows clearly different
activities of shunting locomotive selected into two sections. First section is much
more organised and the second section is more chaotic. It can be interpreted as
movement with different speed and directions or shunting processes. The sensitivity
of inverse tangent function on locomotive activities has been tested on result of
measurement of movement of locomotive in other station, where activities were
determined by characteristics of infrastructure and it has been grouped into two
shunting sections.

Fig. 5 Profile of the locomotive altitude above sea level, all track. Source authors’ own materials
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For the more complex analysis, the inverse tangent function has been collected
with acceleration waveforms. It allows to confirm direct relations between resultant
angle and acceleration. Figure 7 presents time window correlated with Sect. 2 from
inverse tangent distribution.

5 Remote Control Unit

For the purpose of utility of developed methodology and dynamics, monitoring
system for shunting activities of locomotive the concept of control unit was pro-
posed. Taking into consideration the above mentioned and properties of shunting
activities, it was assumed that the control unit has to be remote for possibilities of
operating from distance.

Different communications channels between engine driver and master signal box
can be used during the shunting processes. In case where locomotive is working on
shunting, the vehicle obligatory is equipped with ERTMS/ETCS level 1 system.
Also the rail tracks have ERTMS/ETCS level 1 system. Thus all shunting processes
have to be conducted with ERTMS/ETCS level 1 system. In case when
ERTMS/ETCS system does not exist or not working, it is allowed to communicate
by the radio or verbally. Movements inspector inform verbally or by the radio
assistant shunter about methods for shunting processes. The communication
channel has to guarantee constant information exchange. Currently commonly used
are radio links and visual channel.

Fig. 6 Distribution of inverse tangent function. Source authors’ own materials
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The paper presents concept of support for the communication channel by means
of the SMS, WiFi and BT protocols. The advantages and disadvantages of each
communication methods [18, 19] have been presented in Fig. 8.

The concept of communication model assumed that radio links method is main
channel but some of the limitation or disadvantages can be reduced by the sup-
ported method. The main limitation is low information capacity, especially for the
current reports of shunting activities. The proposed model allows to send digital
information where possibilities of type of information are much bigger and the
precision is very good. Thus the information is sending in real time with good
precision and high capacity. Hence shunting activities are reported with details, so
shunting becomes more safer and efficient. Other advantages of the communication
model are two-way communication (receiving and transmitting) and independence
due to other two communications channels.

The most important properties of the communication model are possibilities of
real-time analysis of the collected data. Thus it can be considered as remote control
unit for shunting processes.

Fig. 7 Correlation of inverse tangent function and acceleration in 3 axis. Source authors’ own
materials
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6 Conclusions

The results show possibilities of using monitoring of dynamics of locomotive in
wide applications. The research method, the mobile application and the procedures
for analysing the locomotive’s shunting activity at a marshalling yard, are all dis-
cussed in this article, which enable assessment whether the locomotive driver’s
duties are pursued in a correct manner. Within the given shunting area, one can
monitor the shunting activity by application of the method in question. Prospec-
tively, such an information channel combined with a reverse channel (radio com-
munications) enables the driver’s operations to be corrected. As regards further
prospects of application, it may also enable completely automated shunting activity.
Thus it can be considered as remote control unit.

The paper describes research method adopted to the limitation of railway pro-
cedures and properties of shunting activities. The method proposed offers inter-
esting new opportunities for performance of shunting activity at large marshalling
yards, especially in cases when the given shunting run extends on neighbouring
switching circuits. The horizontal and vertical acceleration, altitude and speed
profiles and current position of shunting locomotive are registered. It allows to
collect set of data of current dynamics of locomotive.

Authors proposed other parameter for evaluation of current position of cabin as
resultant horizontal accelerations. It was calculated as inverse tangent function of

Fig. 8 Comparison of different communication methods. Source authors’ own materials
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current longitudinal and transverse accelerations. As a result, we obtain resultant
angle and information on relation between longitudinal and transverse interactions.
The results obtained are promising.

The paper discusses model of communication between engine driver and master
signal box with real-time analysis of the collected data. Thus it can be considered as
remote control unit for shunting processes.

Due to the utilitarian of the research the methodology and measurement system
has been adopted and installed into smartphones (GPS and MEMS). The prelimi-
nary tests have been conducted and evaluated with good result.

This article has provided several illustrations to solutions enabling the data in
question to be analysed. The authors have also proposed other options for moni-
toring parameters of shunting activity as well as technical condition of both facil-
ities and means of transport taking part in shunting. This subject is very multi-facet.
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Durability Tests Acceleration Performed
on Machine Components Using
Electromagnetic Shakers

Adam Niesłony, Artur Dziura and Robert Owsiński

Abstract Acceleration of vibration tests to increase utilization of test equipment
was performed till now mainly by increasing intensity of excitation. In this paper it
was shown possibilities of shortening random vibration tests included in standard
MIL-STD 810 G and it was proposed to use existing methods to predict damage in
non-Gaussian random vibration tests.

1 Introduction

Environmental tests of designed mechanical structures includes very often dynamic
endurance test, during which designed structure is subjected to many different
accelerations [1–3]. Those accelerations should represent loading which will occur
during whole life of normal operation. Durability of design under cyclic acceler-
ations (vibrations) depends on accelerations itself and their interactions with
dynamic properties of tested structure and fatigue properties of tested material. To
get right level of accelerations, their spectral behavior during environmental test it
have to be known and analyzed time depend acceleration response in whole life of
product. However, there are products in which it is hard or not possible at all to
determinate such time depended representative loads. This is due to variation of
operating conditions or the way how it was used and the most common for both of
those factors together. As example here it can be shown aerospace designs or
automotive designs. In such a case, random vibration test can be performed to
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verify design. During this test design is shocked with predefined distribution of
acceleration according to statistical distribution of instantaneous value of this dis-
tribution (most common it is Gaussian distribution). It is also setup acceleration
levels for different frequency intervals. Sufficient specification of random vibration
test consists information about used probability density function, power spectral
density function, which inform about level of acceleration for specific excitation
frequency interval, exposition time for those conditions and direction of excitation,
which was shown in Figs. 1 and 2.

In practice random vibration tests are performed using so called shakers, which
can generate acceleration with specified frequency on specified mass. There are two
main groups of such shakers:

• electromechanical (recommended by higher frequency, but for smaller forces),
• hydraulic (recommended to lower frequency, but higher forces and

displacements).

ac
ce

le
ra

tio
n

time

probability density

Fig. 1 Acceleration in time
and calculated probability
density function

Fig. 2 Power spectral
density for random vibration
test included in ISO FDIS
16750-3 (2006) Road vehicles
—Environmental conditions
and testing for electrical and
electronic equipment—Part 3:
Mechanical loads
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The tests typically last several hours and are thus expensive. Because of that
interesting feature are procedures which let us shortening the test time by
influencing the “damaging portion” of the dynamic endurance test. This can be
done through specialized preparation of the loading taking into account fatigue
properties of the material.

2 Procedure of Calculating of Fatigue Durability
by Random Vibration Loading

Durability of design on random vibration test can be predicted on the numerical
calculation way with usage of finite element method. Unfortunately due to simu-
lation efficiently some assumptions have to be introduced:

1. Model have to be linear (due to contact, material nonlinearity, and geometrical
nonlinearity);

2. Damping of tested design has to be defined. This will ensure correct dynamic
response. Damping has to be constant against loading (acceleration in this case)
level.

Those limitations very often lead to difficulties in converged of real tested design
behavior with simulated model. That is why it is recommended to use information
about a natural frequency of tested design for verification simulation model on early
stage of simulation in modal analysis. Modal analysis is first step which from one
side gives possibilities of model verification by comparing of natural frequency
with observe ones and on the other includes input data to next step: harmonic
analysis. Modal analysis allows also to detect mistakes in number of freedom
degree (zero frequency of Eigen value and scaled view of shape for each natural
frequency). As this analysis is relative fast, this verification has big practical
meaning and it is common used. As already was mentioned next step is to perform
harmonic analysis of design by using finite element method. Target of this analysis
is to get dynamic response of design for unit load acceleration defined in frequency
domain. This result is so called amplitude–frequency characteristic in form of stress
tensor components and their phase angle, which defines phase shift of response
relative to excitation. Frequency range of modal analysis is twice of harmonic
analysis.

Results from described harmonic response are in next step reduced to one
resultant stress for each considered frequency. For such reduction it can be used
common known strength hypothesis (e.g., maximal principal stress,
Huber-Mises-Henckey, maximal absolute principal stress, or octahedral plane
stress), which does not include in resultant stress information about phase angle
included in amplitude–frequency characteristic. There is also criterion, which
partially is using this information: Preumont and Piefort criteria. Details for this
criterion can be found in much elaboration [4–6]. Such resultant response of
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dynamic system is called transfer function [S(f)] and it is further used in next steps
of life time estimation during random vibration test simulation. Based on transfer
function and power spectral density of input signal (PSDinput) it can be calculated
power spectral density of stress (PSDoutput).

PSDoutputðf Þ=PSDinputðf Þ ⋅ Sðf Þ2 ð1Þ

Power spectral density of reduced stresses is function which is further used to
calculate moments of n-th range based on following equation:

mk = ∫
f 2

f 1
PSDoutput fð Þ ⋅ f kdf ð2Þ

Moments of power spectral density of reduced stress is needed to calculate
statistical values which defines changes of reduced stress and used in fatigue cal-
culation. Based on this in next step expected number of cycles ni for small stress
range dSi interval will be calculated

ni =E P½ � ⋅ T ⋅ p Sð Þ ⋅ dSi ð3Þ

where T is exposition on vibration time in second, p(S) is probability of cycle
occurrence E[P] is expected number of stress peaks and it depends on moments of
PSDoutput in following way

E P½ �=
ffiffiffiffiffiffi
m4

m2

r
ð4Þ

Probability of cycle occurrence with specific amplitude can be estimated based
on a lot of methods. In this algorithm probability of cycle occurrence is calculated
based on information from power spectral density of reduced stress. Most popular
methods for calculation of probability of cycle occurrence are:

Narrow Band approximation: theoretical derivate formula with assumption of
low frequency range and Gaussian distribution, which gives probability of cycle
occurrence for specific stress range (dS) as Rayleigh distribution. In practice for
wide frequency range it gives lifetime estimated in conservative way.

p Sð Þ= S
4 ⋅m0

⋅ exp
− S

8 ⋅m0

� �
ð5Þ

Dirlik: formula obtained by empirical method based on the weighted sum of the
Rayleigh, Gaussian and exponential probability distributions [6–8].
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p Sð Þ=
D1
Q ⋅ exp − Z

Q

� �
+ D2 ⋅ Z

R2 ⋅ exp − Z2

2 ⋅R2

� �
+D3 ⋅ Z ⋅ expð− Z2

2 Þ
2 ⋅

ffiffiffiffiffiffi
m0

p ð6Þ

where:

D1 =
2 ⋅ ðXm − γ2Þ

1+ γ2
ð7Þ

D2 =
1− γ −D1 +D2

1

1−R
ð8Þ

D3 = 1−D1 −D2 ð9Þ

Z =
S

2 ⋅ ffiffiffiffiffiffi
m0

p ð10Þ

Q=
1.25 ⋅ ðγ −D3 −D2 ⋅RÞ

D1
ð11Þ

Xm =
m1

m0

ffiffiffiffiffiffi
m2

m4

r
ð12Þ

R=
γ −Xm −D2

1

1− γ −D1 +D2
1

ð13Þ

γ =
m2ffiffiffiffiffiffiffiffiffiffiffi
m0m4

p ð14Þ

Lalanne is proposing to use probability of peaks for Gaussian broadband process
in the place of rainflow cycles PDF. Such kind of function was provided by Rice in
the form [9]

p Sð Þ= 1
2
⋅ ðexpð S2a

2 ⋅m0 ⋅ γ − 1ð ÞÞ ⋅
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−

γ2 − 1
2π ⋅m0

s
+

γ ⋅ Sa
2 ⋅m0 ⋅ exp

S2a
2 ⋅m0

� � ð1+ erf
γ ⋅ Saffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 ⋅m0 ⋅ 1− γ2ð Þp
 !

Þ

ð15Þ

where:

erf =
2
π
⋅ ∫

x

0
e− t2dt ð16Þ

x=
γ ⋅ Saffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 ⋅m0 ⋅ ð1− γ2Þp ð17Þ
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By calculating probability density based on Eqs. (5), (6), and (15) see Fig. 3,
upper limit of stress amplitudes S is taken as 3.5–5.0 times of standard deviations
from stress distribution. Standard deviation can be easy calculated from power
spectral density of reduced stress based on following relationship:

RMSoutput =
ffiffiffiffiffiffi
m0

p ð18Þ

After calculation of cycle number for each given amplitude of reduce stress it
have to be calculated number of cycles which is possible to survive by material
before crack will occur also for each given amplitude. This is typical exercise for
single axial fatigue strength. It can be used for this both, stress life or strain life
method. As random vibration test usually are connected with huge number of
cycles, so stress life method is more adequate in this case. This method is also less
complicated from numerical point of view. It has to be remembered about mean
stress correction if it is available, as this can have significant impact on durability.

Last step is to calculate partial damage in each stress amplitude interval and sum
of partial damages to total damage. This procedure is called cumulative damage
accumulation and most common it is executed by using linear hypothesis of
Palmgren-Miner, which can be described by following equation:

E½D�= ∑
i=K

i=1

ni
Ni

ð19Þ
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Fig. 3 Example of a stress time history observed on a structure and the PDF of amplitudes
counted directly from the stress history using rainflow algorithm compared to PDF’s obtained
according (5), (6), and (15) from PSD function
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where ni is number of cycles which will occur in i-th stress interval (i = 1,…, K),
Ni is number of cycles possible to survive for i-th stress interval comes from fatigue
graph prepared for loading with constant amplitude.

Sum over all intervals of stress amplitudes gives total damage value, which when
reach value of 1, crack during test will occur. In Fig. 4 is shown the procedure in
the form of process map.

Fig. 4 Process map for
durability estimation of
random vibration tests
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3 Acceleration of Vibration Tests

Vibration tests are expensive and long. Almost each random vibration test is
accelerated one as:

• it represents real working conditions, which will take place during life of pro-
duct (only scaled to test time),

• test time is shortened in comparison to real life of product.

Nevertheless, environmental working conditions of product in the meaning of
the working environment and interaction of dynamic loading and response of
design are not easy to define. In such a case it is worth to use standard which gives
for some group of products time and power spectral density of input acceleration for
specific usage or working condition (e.g., standard ISO 16750 part 3). It is often
that such input power spectral density are delivered as design requirements as
results of real design measurement and experience in design of specific products.
Times of exposition during those tests can be even few tens of hours. With reflect to
relative high cost of such a test it makes acceleration of random vibration test
justified.

3.1 Random Vibration Tests Acceleration Possibilities

Each design respond on a given random loading profile with own specific way.
Newer the less there is general rule which says that for higher loading intensity we
will get higher stress in design during test. Each cycle is participating in cumulative
accumulation of fatigue damage by using Palmgren-Miner rule. Higher amplitude
of stress form loading cycle means higher portion of damage in this cycle. By
increasing in controlled way this portion of damage we can much faster achieve
total damage higher than in test with not changed parameters. There are two main
methods of shortening random vibration test:

• by increasing level of acceleration power spectral density on input,
• by usage non-Gaussian distribution of stress–number of cycles with high stress

amplitude increase.

Common known method is increase of input acceleration power spectral density
level. This method has restrictions due to increased stress level can yield material.
As a consequence of this response of design will not be linear any longer, which is
not in-line with assumption of calculation algorithm. In such a case—nonlinearity
of material and nonlinearity due to change of damping in yield area will occur.
Never the less method is used most common. It is also described in standard
MIL-810 G method 514.6.
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3.1.1 Method of Increasing Loading Level

Fatigue durability calculation algorithms can be split due to valve which represents
strength of material on two groups: stress and strain driven. In strain group algo-
rithm most popular fatigue relationship is Manson-Coffin-Basquin [10]. This for-
mula describes in accurate way fatigue material properties in low cycles and high
cycle. This formula is shown below:

et =
σ′f
E
ð2Nf Þb + e′f ð2Nf Þc ð20Þ

where et is total strain amplitude, σ′f strength coefficient (elastic component),
E young modulus, Nf number of cycles to failure, b strength exponent (elastic
component), e′f ductility coefficient (plastic component), c ductility exponent
(plastic component). Manson-Coffin-Basquin formula includes elastic part and
plastic part. In many cases, especially in high cycle fatigue, amplitude of plastic
deformation is negligible small. It is used in many stress analysis. In vibration
analysis most commonly it used only elastic part of Manson-Coffin-Basquin
equation.

Sa = σ′f ð2Nf Þb ð21Þ

Linear cumulative damage accumulation of Palmgren-Miner and formula of
fatigue life in stress method can be transform to form which is used to acceleration
of vibration tests proposed in MIL-STD 810 G in method 514.6 annex A.

t2
t1

=
S1
S2

� �m
ð22Þ

where t1, t2 are tests time with specified RMS value S1, S2, and m is connected with
b, strength exponent of elastic component in (21). According to suggestion included
in MIL-STD810G value m for random vibration test is 0.8 of b. This standard gives
also average value of m as 7.5 and it can variate in range from 5 to 8. In MIL
standard it is also given maximal acceleration, which can be determinate by using
this method as S1

S2
≤ 1.4.

3.1.2 Method of Changed Probability Density Function of Loading

Another method of random vibration testing acceleration is changing of probability
density of loading. It is a common rule that probability density function of loading
time domain signal is treated as Gaussian distribution. Gaussian distribution can be
defined by following formula:
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pg xð Þ½= 1

σ
ffiffiffiffiffi
2π

p exp −
ðx− x ̄Þ2
2σ2

" #
ð23Þ

where σ is standard deviation, and x ̄ is expected value of probability density
functions.

x ̄=
1
N

∑
N

i=1
x ð24Þ

σ2 =
1
N

∑
N

i=1
x− x ̄½ �2 ð25Þ

Described method of random vibration test acceleration is changing shape of
Gauss curve in this way to increase occurrence of high amplitude cycles. Cycles
with high amplitude brings also high portion of damage. We can than expect that
this procedure will accelerate test significantly. Modifying of probability distribu-
tion of stress cycle occurrence is executed by using statistical parameters such as
skewness Sk and kurtosis Ku. Those characteristics can be calculated based on
central statistical moments of loading described by following rule:

Mn =
1
N

∑
N

i=1
x− x ̄½ �n ð26Þ

Skewness is defined by following statistical moment relationship:

Sk=
M3

ðM2Þ1.5
=

M3

σ3
ð27Þ

Kurtosis is defined by following statistical moment’s relationship

Ku=
M4

ðM2Þ2
=

M4

σ4
ð28Þ

For standard Gaussian distribution Sk = 0, Ku = 3. Skewness determinates
symmetry relative to expected value and kurtosis determinates flatness of distri-
bution. By changing kurtosis (decreasing of Ku) it can be achieved non-Gaussian
distribution with occurrence of high amplitude increased in comparison to Gaussian
deformation.

As it is shown in P. Baren elaboration [11] real distribution of probability density
function very often is not Gaussian one, so testing of components with using of
non-Gaussian distribution is justified. Estimation of damage for non-Gaussian
loading distribution can be used for correction of testing time, which does not have
possibilities of applying non-Gaussian loading profile to achieve the same damage
as damage of non-Gaussian loading by initial exposition time.
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Claudio Braccesi et al. [12] propose correction of damage calculated based for
Gaussian distribution and correction factor which will include influence of
non-Gaussian loading:

E½D�ng =E D½ �λng ð29Þ

where E[D]ng is damage for non-Gaussian distribution, E[D] is damage calculated
for Gaussian distribution and λng is correction factor. It can be written following
general dependence:

λng = f x ̄, σ, Sk, Ku, bð Þ, ð30Þ

As it is state by authors of this publication expected value x ̄ can be ignore as it is
representation of static condition and it can be consider in other steps of analyze.
Standard deviation σ can be calculated form area under stress power spectral
density curve, b is material parameter.

Factor λng is key elements for estimation of durability on random vibration test
with non-Gaussian distribution of loading and it depends on standard deviation σ,
skewness Sk, kurtosis Ku, and fatigue strength exponent in stress method b (21).

Winterstein is calculating this factor by using following relationship [13]:

λng =
ffiffiffi
π

p
k

2Γ 1+ v2j jð Þ
� �b

ðΓ 1+ b v2j jð Þ
Γ 1+ b

2

	 
 Þ ð31Þ

where:

k=
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1+ 2h*23 + 6h*24
p ð32Þ

v2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4
π

1+ h4 + h*4
	 


− 1

r
ð33Þ

and h4, h4*, h3, h4* depend on skewness Sk and kurtosis Ku in following way:

h4 =
Ku− 3
24

ð34Þ

h*4 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ 1.5ðKu− 3Þp

− 1
18

ð35Þ

h3 =
Sk
6

ð36Þ

h*3 =
Sk

6ð1+ 6h*4Þ
ð37Þ
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Also Wang proposed relationship to calculate factor λng in following way [14]:

λng = kbð1+ b b− 1ð Þh4 + b b+1ð Þkh3 σ

Sut
ð38Þ

where Sut is ultimate tensile strength.
Authors Braccesi et al. [12] calculated in their elaboration factor λng by using

following formula:

λng = e
b
3
2
π

Ku− 3ð Þ
5 − Sk2

4

	 

. ð39Þ

4 Conclusions

Constantly striving to reduce the cost of long environmental tests on electromag-
netic actuators led to the shortening procedures for these tests. The most reliable
and efficient methods are using both theory of random signals and knowledge of
materials fatigue. Following those theories some general limitations are arising:

• PSD of loading cannot be scaled without taking into account the yield limit of
the tested material;

• Scaling of whole PSD proportional to the frequency lead up to higher power
assumption of tests stands (shakers). More efficient method is to adopt the PSD
shape for each test. The disadvantage of this method is the changed PSD shape
what is not allowed in some normalized tests;

• It is shown that the directed to higher damage change of the kurtosis gives good
results in shortening of the tests duration, however, back calculation to the
equivalent Gaussian loading is needed for making the method usable in practice.
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Identification of Impulse Force
at Electrodes’ Cleaning Process
in Electrostatic Precipitators (ESP)

Andrzej Nowak, Paweł Nowak and Stanisław Wojciech

Abstract In the studies related to simulation of vibrations in collecting electrodes
of dry electrostatic precipitators, it is necessary to correctly determine the course of
impact force of a beater on an anvil beam to which the plates with deposited
particulate matter are attached. The courses of these forces have a direct impact on
the effectiveness of rapping particulate matter, and therefore on accelerations
causing the detachment of dust particles. The paper presents a procedure, which
allows for an approximate determination of the course of impact force, based on the
results of vibration measurements and computer simulation, in which a
self-developed model of the system was used. The analysis covered repeated series
of acceleration measurements at several tens points of the system of collecting
electrodes. Acceleration measurements were performed using IPC 356A02 triaxial
sensors. A computer model, based on the rigid finite element method (RFEM)
allows for the determination of a course of accelerations for a strictly specific course
of impact force. Comparing the results (of acceleration) obtained by measurements
and calculations, a correct course of the impact force was found. Knowing the
correct course of the impact force, it is possible, using only computer simulations,
to conduct studies of the influence of geometrical and structural parameters of the
system on the effectiveness of rapping particulate matter.
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1 Introduction

Modern dry electrostatic precipitators are large industrial devices, designed for a
very precise cleaning of exhaust gases from solid particles. Their effectiveness
depends, among others, on the conditions of gas flow, but also on geometrical
parameters of the ESP. The reduction of particulate emission using electrostatic
precipitators still remains an important and current research problem. The analysis
covers both electric fields in the chambers of electrostatic precipitators and flows of
exhaust gas through the section of collecting electrodes, including the use of
computational fluid dynamics models [1–3]. Conducted studies also include the
analysis of the course of dust extraction and the influence of geometrical parameters
on the efficiency of electrostatic precipitator [4, 5].

It should be noted that in each dry electrostatic precipitator, two processes are
simultaneously conducted, which are seemingly mutually exclusive. The first one is
responsible for efficient capture of particulate matter from the gas flow and their
collection on surfaces of collecting electrodes. The second one is a process of
periodic removal of the deposited particulate matter from these surfaces by inducing
their vibrations. The sources of vibrations are rapping systems, generating impulse
forces, and their direct measures are values of tangential and normal components of
accelerations at the checkpoints. Inadequately selected vibrations may be too small
to detach particulate matter from the surface, and then corona discharges and a rapid

B 

(a) (b)

(c)

Fig. 1 Test stand: a general view, b initial and c final position of the beater B

308 A. Nowak et al.



drop in the potential of the electric field take place. In turn, if the induced vibrations
are too strong, the produced cloud of particulate matter can cause a secondary
pollution of gases. In both cases, the efficiency of E operation decreases.

Measurements and related analyses described in this paper constitute one of the
validation stages of numerical models, described in [6–9]. Acceleration measure-
ments were performed on a special test stand (Fig. 1a).

The test system comprises nine plates of collecting electrodes (CE), of a length
L = 16 m, made of sheet metal of a thickness h = 1.5 mm, hanging on a common
suspension beam (SB) and fastened at the bottom by an anvil beam (AB), termi-
nated with an anvil (A) on the side of the anvil beam (Fig. 2). In the rapping
system, a beater (B) having a weight m = 8 kg was mounted (Fig. 1b). As the
acceleration measurements were performed independently of the measurement of
the impulse force, further analyses, especially those used to validate numerical
models, required a numerical identification of the course of the impulse force,
which could not be measured at that time. In turn, the course of the impulse force F
(t) is necessary to determine the load in the modeled system of collecting electrodes.

Therefore, the further part of the paper presents a procedure leading to the
determination of the course of the impulse force. For this purpose, it was assumed
that the value of the impulse force will change linearly (Fig. 3)—increases from
zero to a certain value Fmax, and then linearly decreases to zero within a prede-
termined time interval tF. Based on the test results obtained from one of the
manufacturer of electrostatic precipitators it was assumed that tF ≅ 0.00025 s.

Therefore, the value of the force impulse equals S= 1
2 tFFmax. As demonstrated

by test calculations, the impact of the increase intensity of the impulse force (Fig. 3,
curves 2 and 3) on the obtained acceleration results is small. Thus, a course F
(t) corresponding to an isosceles triangle, indicated by a solid line 1 in Fig. 3 was
applied in the calculations.

Fig. 2 Configurations of checkpoints
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2 Implementation of Measurements

The formalized algorithm of the procedure, aimed to determine the correct value of
the maximum force Fmax, requires the introduction of symbols. Thus, it is assumed
that

I—number of a sensor,
ni—number of sensors,
j—number of a level,
nj—number of levels,
k—number of the value of force Fmax in the calculations,

nk—number of adopted equidistant values FðkÞ
max in the interval (Fmin, Fmax),

m—number of a measurement series at j level,

nðjÞm —quantity of measurement series at j level,

aði, jÞα, k —acceleration α corresponding to sensor i at level j in calculations for

Fmax =FðkÞ
max, wherein a ∈ {x, y, z, τ, t}, aði, jÞx, k , a

ði, jÞ
y, k , a

ði, jÞ
z, k are acceleration com-

ponents of the point, obtained directly from the calculations and aτ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2x + a2y

q
and

at =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2x + a2y + a2z

q
,

að̃i, jÞα,m—acceleration α corresponding to sensor i at level j induced by an unknown
impulse force in measurements of series m.

The main components of measurement equipment were: a 16-channel recorder
TEAC lx110, a portable computer with the LX Navi software, ni = 5 triaxial
vibration ICP sensors of 356A02 type, provided by PCB Piezotronics.

In the course of the measurements, the signals were registered at a sampling
frequency of 24 kHz (for each channel). Each time a reaction to a single impulse
input (impact of a beater) was recorded—this kind of measurement event will be

Fig. 3 Exemplary
(predicted) course of the
impulse force F(t) in time tF
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further referred to as a series. Therefore, a series comprises 3ni courses of accel-
erations ax̃, a ̃y, a ̃z in ni sensors placed at level j. For each position of sensors

(configuration at level j), nðjÞm =10 measurement series was performed. The full
system of sensor configuration is presented in Fig. 2. Impacts of the beater were
executed when the electric drive switched off (Fig. 1b, c). The sensors were
attached to the surface of the electrodes using an adhesive. The processing of the
obtained signals was performed using self-developed software and the FlexPro 9.0
package. Figure 4 presents fragments of exemplary courses of accelerations a ̃ði, jÞα,m ,
recorded in a single measurement series at one of the levels. Rectangular border
(dashed line) indicates a window limiting time interval tα, being the subject of
further analyses.

In the former (design, operational) practice, both among manufacturers of
electrostatic precipitators and their business partners, the primary criterion for the

Fig. 4 Exemplary courses of
accelerations ãx, aỹ, ãz
recorded by ni = 4 sensors for
m = 5 measurement series in
j = 2 configuration
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efficiency evaluation of cleaning collecting electrodes was a comparison of a nor-
mal component of acceleration to the surface of the electrode at the measurement
point. It was assumed that the rapping system operates correctly, if at each
checkpoint of the section, the peak value of this component (i.e., the maximum
value for a module) exceeds 100 g (g—gravitational acceleration). This approach
was often forced by a class of available measuring equipment. Currently, thanks to
the development of measuring techniques, more and more often the values of the
remaining components of acceleration and the values of the resultant acceleration
are considered, but also the search for totally new measures to evaluate the
vibrations is going on. Therefore, the preprocessed signals were used to determine
the peak values að̃i, jÞα,m of the component and resultant accelerations of the
checkpoints.

3 Simulations—Numerical Calculations

Previous studies of the authors present models and algorithms allowing for the
analysis of vibrations of collecting electrodes using different methods. Papers [9,
10] present a model obtained by the finite element method, paper [9] describes a
model using the plate strip method, while in paper [10] a model obtained using a
so-called hybrid method is presented. In all these studies, the rigid finite element
method was used to discretize the beams. Further, a validation of these models,
comparing the results of calculations with the results of the measurements and using
the Abaqus commercial package was performed.

The rigid finite element method was also used for modeling the vibrations of the
plates of electrostatic precipitators [11]. A detailed description of this method is
presented in [12]. The results of model validation and software based on this
method were satisfactory as in the case of using the aforementioned methods of

Fig. 5 Diagram of a system discretized using the RFEM method: rfe rigid finite element, sde
spring-damping element
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discretization of plates. Figure 5 shows a diagram of a system discretized using the
RFEM method.

The equation of motion of the discretized system can be expressed as a system of
ordinary second-order differential linear equations in the form

Mq
..
+Kq= f ð1Þ

where

M—diagonal mass matrix,
K—stiffness matrix of constant coefficients,
f = f(F(t))—input vector,

q= qT1 , . . . , q
T
i , . . . , q

T
n

� �T
; qi = xi, yi, zi,φi, θi,ψ i½ �T

xi, yi, zi—coordinates of the center of rfe mass,
φi, θi, ψ i—small angles of rfe rotations.

M and K matrices are matrices with constant coefficients. The advantage of the rfe
method is a diagonal matrix M. The integration of Eq. (1) was performed using the
Newmark method with a constant integration step.

During calculations the peak value of force FðkÞ
max was changed in the range from

Fmin = 45 kN toFmax = 110 kN, with an increment ΔF =2.5 kN. Therefore, it was
assumed that

FðkÞ
max =Fmin + k

Fmax −Fmin

nk
, for k=0, 1, . . . , 26= nk . ð2Þ

4 Identification of Force Impulse

Determination of the maximum value of the impulse FðkÞ
max was based on the results

of measurements of accelerations of the components of checkpoints of the col-
lecting electrode system and on the conducted numerical calculations. As a result
the values of acceleration components were obtained, which served to determine

resultant accelerations aði, jÞt, k and að̃i, jÞt,m . In the study, the determination of force

impulse was based on total accelerations ðaði, jÞt, k , að̃i, jÞt,m Þ, so on values, which indi-
rectly represent the remaining components of acceleration. Peak values of accel-
erations obtained based on calculations and based on measurements, denoted as

W ði, jÞ
max k

and W̃
ði, jÞ

maxm
, respectively, were calculated
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W ði, jÞ
max k

= max
0≤ t≤ ta

aði, jÞt, k

���
���, ð3aÞ

W̃
ði, jÞ

maxm
= max

0≤ t≤ ta
að̃i, jÞt,m

���
���. ð3bÞ

where ta—time of analysis (assuming that ta = 0.02 s).
For each point (i, j), in successive approximations of force Fmax, thus for dif-

ferent k and for each series m, a relative percentage error δði, jÞk,m was calculated

δði, jÞk,m =
W̃

ði, jÞ
maxm

− W ði, jÞ
max k

����
����

W̃
ði, jÞ

maxm

⋅ 100%. ð4Þ

δði, jÞk,m values represent differences (in percents) between the values of total
accelerations at (i, j) points for different k (value of force Fmax assumed for the
calculations) and the number of measurement series m. These are basic values
which served to select the Fmax force.

In order to determine the mean value of error at j level, the following values were
calculated:

δ̄ðjÞk,m =
∑
ni

i=1
δði, jÞk,m

ni
. ð5Þ

It allowed for the determination of measurement series mðjÞ
k for which at the

specific level j, the value of mean error δ ̄ðjÞk,m reached a minimum value for a specific

level j and value of impulse force FðkÞ
max designated as k

δð̄jÞ
min k

= min
1≤m≤ nðjÞm

δ ̄ðjÞk,m. ð6Þ

Table 1 presents the determined numbers of measurement series mðjÞ
k for k = 6,

which corresponds to force Fmax =Fð6Þ
max = 60 kN.

To clearly define the value of force Fmax, the values expressing a total error (after

all levels), corresponding to FðkÞ
max forces, were determined

Table 1 Selection of

measurement series mðjÞ
k for

k=6FðkÞ
max = 60 kN

FðkÞ
max = 60 kN

Level j 1 2 3 4 5
Series m 10 8 6 4 6
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δ
min k

=

∑
nj

j=1
δ ̄ðjÞ
min k

nj
. ð7Þ

In the last step of the procedure k
min

was determined as the value of k, for which

δ
min k

is the lowest. In the case discussed in the present study k
min

= 6. was obtained.

Table 2 shows the values δði, jÞ
6,mðjÞ

6

. This error ranged from 0.2 to 18.2 % (Table 2).

Table 2 Resultant relative

error δði, jÞ
6,mðjÞ

6

for all checkpoints

(i, j)

i

j 1 2 3 4

W ði, jÞ
max t, 6

ðms− 2Þ 1 2165 1997 2476 2961

W̃
ði, jÞ

max t, 10
ðms− 2Þ 1832 2037 2495 3525

δði, jÞ6, 10 ð%Þ 18.1 1.9 0.7 16.0

W ði, jÞ
max t, 6

ðms− 2Þ 2 2179 2168 2153 3044

W̃
ði, jÞ

max t, 8
ðms− 2Þ 1844 1976 2121 2856

δði, jÞ6, 8 ð%Þ 18.1 9.7 1.5 6.6

W ði, jÞ
max t, 6

ðms− 2Þ 3 1924 1715 2053 2807

W̃
ði, jÞ

max t, 6
ðms− 2Þ 2225 1695 2265 2798

δði, jÞ6, 6 ð%Þ 13.5 1.2 9.4 0.3

W ði, jÞ
max t, 6

ðms− 2Þ 4 1223 1218 1496 1892

W̃
ði, jÞ

max t, 4
ðms− 2Þ 1204 1311 1563 2046

δði, jÞ6, 4 ð%Þ 1.6 7.1 4.3 7.5

W ði, jÞ
max t, 6

ðms− 2Þ 5 1403 1483 1466 1915

W̃
ði, jÞ

max t, 6
ðms− 2Þ 1347 1790 1503 1918

δði, jÞ6, 6 ð%Þ 4.1 17.2 2.4 0.2
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5 Conclusions

Correct determination of force impulse is necessary to conduct further research
using computer simulations. The method for determination of the correct course of
impact force presented in this study produces good results and can be used in
practice. As a result of the analysis of the measurements and numerical calculations

for a beater of a mass of m=8 kg, a peak value of force impulse FðkÞ
max = 60 kN was

obtained. The relative percentage error δði, jÞk,m between the results of measurements
and numerical calculations did not exceed a predetermined level of 20 % in any of

the checkpoints (i, j) for the total acceleration aði, jÞt . The presented procedure can be
easily generalized in a way, which will allow for the selection of any acceleration
component or tangential acceleration instead of the total acceleration, as the com-
patibility criterion (which means the assumption that α equals x, y, z or τ).
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Using Saturation Phenomenon to Improve
Energy Harvesting in a Portal Frame
Platform with Passive Control by a Pendulum

Rodrigo Tumolin Rocha, Jose Manoel Balthazar, Angelo Marcelo Tusset,
Vinicius Piccirillo and Jorge Luis Palacios Felix

Abstract A new model of energy harvester based on a simple portal frame structure

subjected to saturation phenomenon is presented. Energy is collected via a piezo-

electric device whose nonlinearities are considered in the mathematical model. The

system is a bistable Duffing oscillator presenting chaotic behaviour. Optimization

of power harvesting and stabilization of chaotic motions to a given periodic orbit

is obtained analysing the average power output and bifurcation diagrams. Control

sensitivity to parametric errors in the damping and stiffness parameters of the portal

frame is studied. The proposed passive control technique uses a simple pendulum

tuned to the vibrations of the structure to improve energy harvesting. The results

show that with the implementation of this control strategy it is possible to eliminate

the need for active of semi-active control, usually more complex. The control also

provides a way to regulate the energy captured to a desired operating frequency.
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1 Introduction

In recent past years, the search about vibration energy harvesting has been increased

substantially. Many of those vibration sources are found in structures that are excited

by wind, sea waves, vehicles traffics, i.e. external excitations. One of most promising

and studied devices as a means of low power energy harvesting is the piezoelectric

material.

The research about these materials begun with some experiments, showing itself

a nonlinear material [1]. Recently, a big gamma of works introducing the piezo-

electric material as a means of energy transduction has been widely studied, as we

see in [2–6]. Specially, the nonlinearities of the piezoelectric material, which was

experimentally found, was analytically proposed as an approximation by [7]. The

nonlinearities of vibratory energy harvesting were widely exploited by [8].

The vibratory energy harvesting generally contains the piezoelectric material cou-

pled to a structure. Some kind of structures may present particular configurations that

may improve the energy harvesting, even provide periodic behaviour. One of the par-

ticular exploited configurations is the internal resonance, such as 2:1, between two

modes of vibration, so that the system transfers part of the vibration energy avail-

able at a certain coordinate to the another one. This is the saturation phenomenon

described by many authors, for example, among others [9–11]. The implementation

of saturation as control method was proposed and studied by [12–14], among others.

Works involving electromechanical systems have been recently studied by many

authors. A model of an energy harvester based on a simple portal frame of a single-

degree-of-freedom structure was presented in [15]. The system was considered as

a non-ideal system (NIS) due to a full interaction of the structure motion, with the

energy source, a DC motor with limited power supply. The nonlinear piezoelectric

material was considered in the coupling mathematical model. The system was found

to be a bistable Duffing oscillator presenting chaotic behaviour. The structure was

controlled using a pendulum as a passive control and improved the energy harvesting

of the system.

The passive control using a pendulum was implemented by [16], showing to be a

very useful controlled and energy harvesting tune.

In this work, we will explore the passive control using a pendulum coupled in a

simple portal frame of two-degrees-of-freedom structure, as studied by [17, 18]. We

will show the control and improvement of energy harvesting of the system setting a

control parameter of the pendulum.

2 Energy Harvesting Modelling

The energy harvesting model studied in this paper, illustrated in Fig. 1, consists in a

portal frame of two-degrees-of-freedom with a piezoelectric material coupled to a

column and a linear pendulum coupled to the midspan of the beam, i.e. the pendulum

will move according to the symmetric mode movement.
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The portal frame consists of two columns clamped in their bases with height h and

a horizontal beam pinned to the columns at both ends with length L. Both column and

beam have flexural stiffness as a lumped mass system with two-degrees-of-freedom.

The coordinate q1 is related to the horizontal displacement in the sway mode, with

natural frequency 𝜔1, and q2 to the midspan vertical displacement of the beam in

the symmetric mode, with natural frequency 𝜔2. The linear stiffness of the columns

and beam can be evaluated by a Rayleigh-Ritz procedure using cubic trial functions.

Geometric nonlinearity is introduced by considering the shortening due to bending

of the columns and of the beam.

The linear pendulum is coupled to the mass of the midspan of the beam, consisting

of a mass m3, rotational stiffness k3 and rotational damping as c3.

The nonlinear piezoelectric material is coupled to the column as an electric cir-

cuit, which is excited by an internal voltage (back-emf) proportional to the mechani-

cal velocity, in order to harvest energy from the vibration of the column. This circuit

consists of a resistor R, a produced charge Q and a capacitance Cp of the capaci-

tor. The dimensionless relation of the nonlinearity of the piezoceramic is given by

d(q1) = 𝜃(1 + 𝛩|q1|) defined by [7], where 𝜃 is the linear piezoelectric coefficient

and 𝛩 is the nonlinear piezoelectric coefficient.

The mechanical system is based-excited by a harmonic force which has amplitude

F0 and external frequency 𝜔n. This external force frequency is set near resonance

with the symmetric mode. Frequency 𝜔2 is also set twice the frequency of the sway

mode as 2𝜔1 = 𝜔2. These conditions of resonance are necessary to have modal cou-

pling in the nonlinear adopted model. In these conditions, we have the saturation

phenomenon.

2.1 Modelling of the Dynamical System

The modelling of the physical model was developed by Lagrange’s energy method

which uses the Lagrangian function and Euler-Lagrange equation.

Nodal displacements, shown in Fig. 1, are

u1 = q1 u2 = u1 +
B
4
v21 u3 = u1 −

B
4
v21 X1 = −u1 + l sin𝜙

v1 = q2 v2 = −A
2
u21 v3 =

A
2
u21 Y1 = v1 + l cos𝜙

(1)

where A = 6∕5h and B = 24∕5L. The stiffness of the beam and column calculated

by Rayleigh-Ritz method are, respectively, kb = 48EI∕L3 and kc = 3EI∕h3.

The generalized coordinates considered here are the displacements of the mass at

the midspan of the beam M. Using nodal displacements of Eq. (1), the kinetic energy

is defined in Eq. (2).

T = 1
2
M

(
u̇21 + v̇21

)
+ 1

2
m
(
2u̇21

)
+ 1

2
m3

(
̇X2
1 + ̇Y2

1
)

(2)
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Fig. 1 Physical model of a simple portal frame of two-degrees-of-freedom structure

Introducing the generalized coordinates q1 and q2, the kinetic energy becomes to

Eq. (3).

T = 1
2
M

(
q̇21 + q̇22

)
+ 1

2
m
(
2q̇21

)
+ 1

2
m3

(
q̇21 + q̇22 + l2 ̇

𝜙

2 + 2l ̇𝜙
(
q̇1 cos𝜙 + q̇2 sin𝜙

))
(3)

The potential energy of the system is given by the strain energy of the structure,

the stiffness of the pendulum, the work of the weight of the masses of the beam,

columns and pendulum and by the electrical potential part of the piezoelectric circuit

with the contribution of the piezoelectric and the capacitor, resulting in Eq. (4).

U = 1
2
kc
(
u22 + u23

)
+ 1

2
kb

(
v1 −

v2 + v3
2

)2

+ mg
(
v2 + v3

)
+Mgv1 +⋯

m3gY1 +
1
2
k3𝜙2 −

d(q1)
Cp

Q(u2 + v2) +
1
2
Q2

Cp
(4)

Substituting Eq. (1) in (4), in terms of the general coordinates q1, q2, 𝜙 and Q, we

have the potential energy in Eq. (5).

U =
(
kc − mgA

)
q21 +

1
2
kb

(
q22 + Aq2q21

)
+Mgq2 + m3g

(
l cos𝜙 − q2

)
+⋯

1
2
k3𝜙2 −

d(q1)
Cp

Q
(
q1 +

B
4
q22
)
+ 1

2
Q2

Cp
(5)

Now, we consider energy dissipation of the system, comprising the structural and

pendulum damping defined by Rayleigh function and the resistor of the electrical

circuit. Then it follows in Eq. (6).

D = 1
2
c1q̇21 +

1
2
c2q̇22 +

1
2
c3 ̇

𝜙

2 + 1
2
R ̇Q2

(6)
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The harmonic excitation force is given by Eq. (7).

S = F0 cos(𝜔nt) (7)

The Lagrangian function is defined by Eq. (8). Substituting Eqs. (3) and (5) in

Eq. (8) we have the Lagrangian of Eq. (9).

L(q, q̇, t) = T − U (8)

L = 1
2
M

(
q̇21 + q̇22

)
+ 1

2
m
(
2q̇21

)
−⋯

⎡⎢⎢⎢⎣

−1
2
m3

(
q̇21 + q̇22 + l2 ̇

𝜙

2 + 2l ̇𝜙
(
q̇1 cos𝜙 + q̇2 sin𝜙

))
+⋯

Mgq2 + m3g
(
l cos𝜙 − q2

)
+ 1

2
k3𝜙2 −⋯

d(q1)
Cp

Q
(
q1 +

B
4
q22
)
+ 1

2
Q2

Cp

⎤⎥⎥⎥⎦
(9)

Now, using Euler-Lagrange, Eq. (10), we have the equation of motion of the sys-

tem that are Eqs. (11), (12), (13) and (14).

d
dt

(
𝜕L
𝜕q̇i

)
− 𝜕L

𝜕qi
+ 𝜕D

𝜕q̇i
= Qext i = 1, 4 (10)

(2m +M + m3)q̈1 + 2(kc − mgA)q1 + kbAq2q1 + c1q̇1 = ⋯

m3l
(
̈

𝜙 cos𝜙 − ̇

𝜙

2 sin𝜙
)
+

d
(
q1
)

Cp
Q (11)

(M + m3)q̈2 + kbq2 + c2q̇2 + (M + m3)g +
Akb
2

q21 = F0 cos𝜔nt +⋯

m3l
(
̈

𝜙 cos𝜙 + ̇

𝜙

2 cos𝜙
)
+

d(q1)
Cp

B
2
Qq2

(12)

m3l2 ̈𝜙 + c3 ̇

𝜙 + k3𝜙 + m3l
[
q̈1 cos𝜙 + (q̈2 − g) sin𝜙

]
= 0 (13)

R ̇Q −
d(q1)
Cp

(
q1 +

B
4
q22
)
+ Q

Cp
= 0 (14)

For a better analysis, a dimensionless process is carried out, resulting the dimen-

sionless equations of motion of the system as follows:

x′′1 + 𝜇1x′1 + x1 + 𝛼1x1x2 = 𝛾1
(
𝜙

′′ cos𝜙 − 𝜙

′2 sin𝜙
)
+ 𝜃(1 + 𝛩|x1|)𝛿1V (15)

x′′2 + 𝜇2x′2 + 𝜔

2
2x2 + 𝛼2x21 + G0 = E0 cos𝛺𝜏 + 𝜃(1 + 𝛩|x1|)𝛿2Vx2 +⋯

𝛾2
(
𝜙

′′ sin𝜙 + 𝜙

′2 cos𝜙
)
(16)
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𝜙

′′ + 𝜇3𝜙
′ + 𝜔

2
3𝜙 + 𝛾3x′′ cos𝜙 + (𝛾4x′′2 − G3) sin𝜙 = 0 (17)

V ′ − 𝜃(1 + 𝛩|x1|)(𝛿3x1 + 𝛿4x22) + 𝛿3V = 0 (18)

where dimensionless parameters are

x1 =
q1
h

x2 =
q2
h

V = Q
q0

𝜏 = 𝜔1t 𝜔1 =

√
2(kc − mgA)

MT

̄d(x1) =
h
q0

d(q1) 𝜇1 =
c1

MT𝜔1
𝜇2 =

c2
(M + m3)𝜔1

G2 =
g

𝜔

2
1L

E0 =
F0

(M + m3)𝜔2
1L

G3 =
g
𝜔

2
1l

e = 1
m3

𝜔2 =
1
𝜔1

√
kb

(M + m3)

𝛼1 =
AkbL
MT𝜔

2
1

𝛼2 =
Akbh2

2(M + m3)𝜔2
1L

𝛺 =
𝜔n

𝜔1
𝛾3 =

h
L

𝛾4 =
l
L

𝛿1 =
q20

𝜔

2
1h

2MTCp
𝛿2 =

Bq20
2(M + m3)𝜔2

1hCp
𝛿3 =

1
RCp𝜔1

𝛾1 =
m3l
MTh

𝛿4 =
BL2

4RCp𝜔1h
𝜔3 =

1
𝜔1

√
k3
m3

MT = (2m +M + m3)

𝛾2 =
m3l

(M + m3)L
𝜇3 =

c3
m3l2𝜔1

(19)

To calculate the harvested power of the system, Eqs. (20) and (21) are given as

dimensional and dimensionless harvested power, respectively.

P = R ̇Q2
(20)

P = R0V ′2
(21)

where R0 = R(𝜔1q0)2.
The average power of the system can be calculated by Eq. (22), as in

[7, 15, 17, 18].

Pavg =
1
T ∫

T

0
P(𝜏)d𝜏 (22)

Next, Sect. 3 will discuss numerical simulations with and without the pendulum,

considering the nonlinear piezoelectric contribution fixed in 𝛩 = 1.
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3 Numerical Simulations Results and Discussions

The numerical simulations realized in this work were performed by MATLAB soft-

ware. The parameters considered to the numerical simulations are in Table 1. The

parameters were adjusted to have saturation phenomenon at the portal frame system,

that is, 𝜔2 = 2𝜔1, and the external force frequency is in resonance with the symmet-

ric mode (𝛺 = 𝜔2 + 𝜎), where 𝜎 is a detuning factor.

A new control parameter will be considered in order to configure the system with

the optimal energy harvesting and behaviour of the system. This new parameter will

be defined in Eq. (23).

e = 1
m3

(23)

The parameter “e” will be varied with an acceptable ratio that the pendulum mass

(m3) should not overpass the value of the mass of the midspan of the beam (M). This

interval is 0.5 ≤ e ≤ 100.

Next, we will present results of numerical simulations considering and not con-

sidering the passive control, and in the end, compare the results with each other

showing the contribution of the pendulum as a passive controller.

Table 1 Dimensional system parameters

Parameters Values Means

g (m/s
2
) 9.81 Gravity acceleration

M (kg) 2.00 Beam mass

m (kg) 0.50 Column mass

m3 (kg) Vary Pendulum mass

c1 (Ns/m) 0.001 Column damping

c2 (Ns/m) 0.002 Beam damping

c3 (Ns/rad) 0.061 Pendulum damping

EI (Nm
2
) 128 Linear stiffness

k3 (Nm/rad) 0.403 Torsional pendulum stiffness

L (m) 0.52 Beam length

h (m) 0.36 Column length

l (m) 0.16 Pendulum length

F0 (N) 40 External excitation amplitude

R (k𝛺) 100 Piezoelectric resistance

Cp (µF) 1 Piezoelectric capacitance

𝜔n (rad/s) 146.9 External excitation frequency

𝜃 0.1 Linear piezoelectric coefficient

𝛩 1 Nonlinear piezoelectric

coefficient
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Fig. 2 Bifurcation diagrams of a horizontal movement, b vertical movement

3.1 Dynamical Analysis of the Portal Frame Structure

In this first subsection, we will show some analysis of behaviour and energy harvest-

ing of the system without the pendulum coupling to show the saturation phenomenon

and its advantage to harvest energy. Using the parameters of Table 1, next figures

provide some numerical results.

Figure 2a and b show the bifurcation diagrams of the horizontal and vertical

movement, respectively, related to the external force frequency. We can see some

values of the frequency that the system tends to be chaotic. The interval of the fre-

quency, showed in the bifurcation diagrams, shows the relation of resonance between

the vertical movement and the external excitation.

The external force frequency 𝜔n = 146.9 rad/s (the same as Table 1) will be ana-

lyzed in order to compare, because it is in the chaotic area of the bifurcation. There-

fore, in next simulations we will consider the external frequency as 𝜔n = 146.9 rad/s.

Figure 3a and b show the Poincare maps of the horizontal and vertical movement,

respectively, in order to analyze the behaviour of the system. We see that the system

is chaotic.

Fig. 3 Phase plane (in black) and Poincare maps (red dots) of; a horizontal movement, b vertical

movement
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Finally, we calculated the average harvested power of the chaotic system, and it

is 9.169, approximately.

In the next section, we will show the influence of the pendulum coupled to the

mass “M” of the midspan of the beam to the behaviour and energy harvesting of the

system.

3.2 Analysis of the Pendulum Coupled to the Dynamical
System

In this section, we will perform some analysis of behaviour and energy harvesting

of the system with the pendulum coupled with the portal frame. To the analysis of

the control of the chaotic behaviour, we will set a control parameter by “e”. This

control parameter is the inverse of the pendulum mass (e = 1∕m3), so we can see the

influence of the pendulum mass to the behaviour of the system.

To follow the same line as in Sect. 3.1, we will consider the external force fre-

quency as in Table 1 to the next simulations.

First, we built a bifurcation diagram related to the control parameter and we can

carry some results. Figure 4a–c show the bifurcation diagram of the horizontal, ver-

tical and pendulum movements. Figure 5 shows the average harvested power related

to the control parameter. We see some intervals of “e” that controlled the chaotic

behaviour, forcing it to a periodic orbit. This interval is approximately 25 ≤ e ≤ 68
(region 1). The average power at region 1 is approximately 4.80. In region 2, e < 25,

we see a great improvement of the energy harvestings; a peak of 69.02 amount of

power. However, the behaviour is most of the time quasiperiodic and sometimes the

system presents periodic behaviour. In region 3, e > 68, we see the average harvested

power increasing slowly from 4.80 to 8.63, approximately, but the behaviour tends

to be quasiperiodic all the time. Analyzing the full interval of e, there is no chaotic

behaviour anymore.

Fig. 4 Bifurcation diagram related to the control parameter “e” of a horizontal movement,

b vertical movement and c pendulum movement
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Fig. 5 Parametrical analysis

of the control parameter “e”

related to the average

harvested power

4 Conclusions

This work presented the energy harvesting of a simple portal frame of two-degrees-

of-freedom structure using a pendulum as a passive control.

The pendulum showed to be very useful as a controller, it eliminated the pres-

ence of chaotic behaviour, forcing the system to a periodic orbit and quasiperiodic

behaviour. However, it will depend on the value of the parameter control “e”.

The energy harvesting could be improved. We see in Fig. 5 that some regions of

the parametrical analysis have more or less harvested power. In region 1, the system

presented periodic behaviour all the time, while in region 2 and 3 most of the time

it presented quasiperiodic behaviour. However, the average power goes from 4.80 to

69.02, approximately. It will depend on the value of “e”.

The advantage of using a passive control is that, it is not necessary that for any

electronic component to control the system, as an active control. Therefore, we can

tune the energy harvesting to choose a desired parameter control.

Based on the results obtained in this work, we should compare the efficiency

between the NES [19], which is a small mass-spring-damping system coupled to a

degree-of-freedom of the main structure, and the present pendulum approach.
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Differential Drive Robot: Spline-Based
Design of Circular Path

Alexandr Štefek, Václav Křivánek, Yves T. Bergeon and Jean Motsch

Abstract When moving a robot, acceleration of the robot varies. This is an impor-

tant problem, when changes in acceleration are abrupt, all parts of the robot are

subjected to these variations. Parts of the robot can bend or damages can appear.

When using camera on-board (like RGB-D), you need to put it at a height such that

you can see obstacles. Due to acceleration, the camera will swing and you need to

stop the robot and wait till the end of oscillations to take the picture. To avoid this

problem on a differentially driven robot (two motors), we need to have a constant

rotation of the two wheels. Acceleration should be zero and has to be considered

as a constraint. For the purpose of this paper, it is assumed that the robot moves on

a path of shape of a circular arc. It should be noted that circular arc function does

not fit all possible paths, which the robot might be required to take. This results in

the need for adaptation of the path design and makes computing an optimal path

not only an interesting but also an important problem. For its solution, the follow-

ing has to be taken into account: physical features of the robot, dynamics of the

robot and environments where the robot operates. In later sections of this paper, two

possible adaptations are presented and discussed. The first one is based on a mod-

ification of a known algorithm, while the second one is authors’ own contribution

to the problematic. Resulting adaptations of the design are then tested and assessed

using simulation.
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1 Introduction

Path planning is a complex problem, which can be either a three-dimensional issue

for Unmanned Aerial Vehicles (UAVs) [7, 10] or mostly reduced to two-dimensional

space for Unmanned Ground Vehicles (UGVs) [8, 9]. In both cases, it involves meet-

ing physical constraints of unmanned robot (entity), constraints of operating environ-

ment and other operational requirements.

Design of the planned paths highly depends on the amount of known information

about the operating area. Different techniques are then used according to this area

that might be known, unknown or partially known. Physical limitations, operating

environment and communication requirements then make the planning even more

complex. It is essential to have an on-board processor to design and execute paths

and trajectories.

Research into path planning is widely documented in the fields of ground robotics

and manipulation systems [16]. There are number of criteria (i.e. nature of applica-

tions, operation environment, medium of operation and path constraints) partitioning

path planning methods into several categories. These criteria have then resulted in

the development of variety of algorithms and techniques. The predominant methods

used in ground robotics are

1. the road map method,

2. the cell decomposition method,

3. the potential field method.

A common denominator of all these methods is their purpose. That is, they focus

on the generation of routes for a robot to move from a starting point to a finishing

point. It is also important to note that these methods rely on an accurate description of

the environment. This environment is defined using a map which contains known and

unknown obstacles. Finding a path between two points on the map is often simplified

by (i) discretizing of the map into small areas called cells or by (ii) converting the

map into a continuous field.

Therefore, path planning methods can be classified either as discrete or as con-

tinuous methods. A suitable search algorithm is then used to find a path connecting

the start and finish points on this simplified map. The road map and cell decomposi-

tion methods transform the environment into a discrete map, while the potential field

method transforms the map into a continuous function [15]. These methods, which

produce a path for a given map or an environment, are also called global path plan-
ners. These methods also transform the given environment into a searchable database

[16].

For simplification purposes, in this article, the global path is considered to be

known and set of checkpoints to be given. The issue at hand is then to deal with the

crossing from one checkpoint on the planned path to the next, and simultaneously, to

build optimal conditions to reach the next following checkpoint. Previous experience

shows that the use of odometry and inappropriate algorithm can result in missing the

checkpoints on the planned path, as shown in Fig. 7. For the robot to travel through
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Fig. 1 Three types of differentially driven robots. Notes The pictures are not scaled. From left to

right side (i) ArduRobot; (ii) DaNI; (iii) TurtleBot 2

a set of given points, a new algorithm based on splines can be used, as described in

[5, 11–13, 18].

In order to go a little bit further into the context of this article, some details are

to be given about the robots that are to be taken into consideration. Indeed, three

types of robot with differential drive were considered for the designing of a general

algorithm, as can be see on Fig. 1. The smallest one is an ArduRobot controlled by

Arduino. The medium-sized one is a DaNI driven by Single Board RIO by National

Instruments. And the biggest one is a TurtleBot 2 managed by ROS (Robot Operating

System). These are the robots that will be targeted after simulation methods fully

show the potential of our planning method.

The focus of this article is to describe this spline-based algorithm and compare

it to the commonly used method—proportional control. This paper is divided into

five sections. Following this introductory section, Sect. 2 contains description of dif-

ferential driven robot control. Section 3 deals with control algorithms alongside the

minimum control requirements included in the motor motion dynamics. Section 4

describes the simulation results. And finally, Sect. 5 contains summarized conclu-

sion of the paper and a plan for the future work on the issue.

2 Robot with Differential Drive

2.1 Description of the Problem

Differentially driven robot consists of two wheels mounted on a common axis and

controlled by separate motors, as depicted in Fig. 2. It is perhaps the simplest possible

design for a ground-contact mobile robot [3, 6]. Its movement is computed by the

use of kinematics. Kinematics deals with the relationship between control parameters

(relative velocity of the two wheels vr, vl) and the behaviour of the system in state

space [4, 17].
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Fig. 2 Differentially driven kinematics

For the robot to rotate around a point, both left and right wheels have to follow

a path that moves around the Instantaneous center of rotation (ICC) at the same

angular rate 𝜔, at each instant in time, and thus

𝜔

(
R + l

2

)
= vr, 𝜔

(
R − l

2

)
= vl. (1)

where l is the axis distance between the center of the two wheels, vl is the left wheel’s

velocity along the ground, vr is the right wheel’s velocity along the ground and R is

the distance of ICC to the midpoint between the two wheels [2]. Note that vl, vr, 𝜔
and R are all functions of time. At any instant in time, solving for R and 𝜔 results in

R =
l(vl + vr)
2(vr − vl)

, 𝜔 =
vr − vl

l
. (2)

As one can see, commonly used standard form has also been used for the equations

above (as an example see [4]). Nevertheless, for practical implementation, the R
(radius) variable becomes problematic, when vr = vl (R becomes infinity, see Eq. 2,

and the robot is moving on a straight line). As a numerical implementation using

computer cannot deal with such infinite radius, these cases must be strictly avoided.

One way to tackle the problem is by expressing the problem by hand using a different

point of view

⎛⎜⎜⎝
ẋ
ẏ
𝜑̇

⎞⎟⎟⎠
=
⎛⎜⎜⎝
cos𝜑 0
sin𝜑 0
0 2

l

⎞⎟⎟⎠
⋅
(

v
Δ

)
, (3)
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where x, y are robot’s position coordinates in state space, 𝜑 is its orientation, v is its

velocity, Δ is half of difference in circumferential velocities of its wheels and l is the

distance between the wheels.

Relations between both representations are given by

v =
vr + vl

2
, (4)

Δ =
vr − vl

2
, (5)

r = vl
2Δ

, (6)

𝜔 = 2Δ
l
, (7)

where r is radius of rotation for planned path and 𝜔 is angular velocity of the whole

robot. If robot’s direction is straightforward then radius r approaches infinity, 𝜔 and

Δ are null.

2.2 Usual Approach to Control of Differentially Driven Robot

The usual approach to control of differentially driven robot is done by using angular

differences. Figure 3 depicts this situation. After comparing the angles 𝜑, 𝛼 and (𝛼 −
𝜑), the differential equation, in this case, takes the following form:

𝜔 = K ⋅ 𝛼, (8)

The real challenge is hidden in fixing an appropriate value for the proportional

control coefficient K. For example, in the case of a value of K that is too small, the

robot might miss its goal. This type of differential driven robot control is considered

as a benchmark for comparison to the new approach presented in the next sections.

Fig. 3 Relationship

between two points on the

robot path
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3 Derivation of Feedback-Based Control for Circular Path

Unfortunately, there is a problem with the use of the classical control method. The

problem being that, if start-ups and slow-downs occur too often, then the whole

dimetric-based measurement system can show significant deviation. That is caused

by an occurrence of delay between the estimated and the actual time of acceleration

and deceleration (speed-ups and slow-downs), which can result in integration of time

errors. If it could be assured that the angular velocity of both wheels is kept at a

constant level during the whole control process (or at least during its significant

part), then the resulting trajectory deviation would be kept to a minimum.

Keeping the motor speeds at constant level can be achieved by using a path tra-

jectory in the shape of a circular arc. If the speeds are kept at constant level, during

most of the trajectory segments, then the changes in motor speeds are minimized and

the deviation in the measurement system is significantly reduced. To plan adaptive

control, during the motion of the robot on the circular arc, it is important to define

feedback-based control that constantly handles speeds of both motors on every point

of the robot’s path. Taking these requirements into account, it is possible to reverse-

engineer the feedback-based control by the following method.

Any two points can be connected by an infinite set of different circular arcs. But

given that the robot has a certain starting orientation which is in the direction of a

tangent line, then there is only one acceptable circular arc to consider, e.g. Fig. 4.

The Fig. 3 describes the robot’s position and its relation to position of its goal (the

starting and the final orientations of the robot are also considered). When the robot

is moving from point A to point B, the relation between distance of points A and B

and radius of rotation can be expressed by Eq. 9.

2r sin 𝛼 = |AB|,
sin 𝛼 =

1
2
|AB|
r

.

(9)

Considering Eqs. 6 and 7, we have:

𝜔 = v
r
= 2v sin 𝛼|AB| , (10)

Fig. 4 Robot path

compounded by circular

segments
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and the following set of equations can be easily derived with use of trigonometry

cos(𝛼 − 𝜑) =
abx|AB| ,

sin(𝛼 − 𝜑) = −
aby
|AB| , (11)

sin(𝛼) = sin[(𝛼 − 𝜑) + 𝜑] = cos(𝛼 − 𝜑) ⋅ sin𝜑 + sin(𝛼 − 𝜑) ⋅ cos𝜑, (12)

sin 𝛼 =
abx sin𝜑 − aby cos𝜑

|AB| . (13)

Combining Eqs. 10 and 13 gives:

𝜔 = 2v
abx sin𝜑 − aby cos𝜑

|AB|2 . (14)

Compared to Eq. 7, the final form of feedback-based control is

𝜔 = 2Δ
l

= 2v
abx sin𝜑 − aby cos𝜑

|AB|2 , (15)

thus:

Δ = vl
abxsin𝜑 − abycos𝜑

|AB|2 . (16)

It is interesting to notice that, according to Eqs. 3 and 15, it can be derived that

𝜔 = 2
abxẏ − abyẋ

|AB|2 . (17)

Lets be reminded that:

⃖⃖⃖⃖⃗AB = (abx; aby), |AB| =
√

(abx)2 + (aby)2. (18)

The final mathematical form of feedback-based control for robot moving on circu-

lar path segments is defined by Eqs. 3, 5 and 16. As derived control cannot change the

behaviour of the robot, adding Kc coefficient to the equation can play an important

role

Δ = Kcvl
abxsin𝜑 − abycos𝜑

|AB|2 . (19)

The Eq. 19 then allows running of multiple experiments and fine-tuning a path of

a robot on a single line segment. In the next chapter, two approaches are going to be

compared to each other. One using this latter form and the other being the former

classical one (proportional control for 𝜔).
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4 Simulation Results

The comparison in this chapter was done by the use of simulation tools. To be as close

to real results as possible, the dynamic of motors was also considered. A dynamic

model of motor behaviour had to be modelled, to consider its dynamic characteristic

on the robot chassis.

4.1 Motor Dynamics

Because two identical motors are used for one robot chassis, only one transfer func-

tion will be defined. The common transfer function for single motor is

F(s) = Y(s)
U(s)

= 1
a2s2 + a1s + 1

, (20)

where a2 = T1 ⋅ T2, a1 = T1 + T2, and T1,T2 are time constants. Thus from:

a2ÿ + a1ẏ + y = u, (21)

we can obtain state differential equations of both motors

ẋor = − 1
a2

⋅ vr +
1
a2

⋅ vsr, v̇r = −
a1
a2

⋅ vr, (22)

ẋol = − 1
a2

⋅ vl +
1
a2

⋅ vsl, v̇l = −
a1
a2

⋅ vl. (23)

The values T1 and T2 have been set to 0.03 s for all simulations. The simulation

uses this list of equations: 3, 5, 16, 22 and 23. Motor is modelled here as a complex

system where the input is the demanded angular velocity and the output is the real

angular velocity.

4.2 Path Comparison

For the purpose of comparison, the parameters have been set to lead to similar trajec-

tories. In Fig. 5 there are five trajectories based on the same originally planned path

which is also shown. Trajectory Robot A0 is purely circular path (Kc is equal to

1), Robot A1 uses Kc = 4, Robot A2 uses Kc = 8. Two trajectories Robot W1
and Robot W2 both use the classical approach to motion control but with different

increments of coefficient Kc. It is interesting to notice that trajectories Robot W1
and Robot A1 are nearly the same as trajectories Robot W2 and Robot A2.
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Fig. 5 Robots path, overview of all planned paths for different K and Kc

4.3 Limitation of Centripetal Acceleration

High values of centripetal acceleration can lead to the tipping of the robot. So

observing this parameter during robot control becomes very important. For the new

approach presented in this paper, it is straightforward to limit the centripetal acceler-

ation to a desired interval by the use of Kc. That can be done because the presented

algorithm has a robust stability (comparatively to Fig. 7 where the unstable behav-

iour of classical approach is depicted for low value of gain K). Figure 6 shows the

centripetal acceleration versus time. It should be noted that, for one segment of a path

(e.g. from point A to point B), Robot A0 has constant centripetal acceleration.

Fig. 6 Centripetal acceleration, detailed view
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Fig. 7 The example of path for both approaches. Classical approach Robot W implies instability

around the second check point for low value of gain K

A case when centripetal acceleration was strictly in the interval ⟨−3; 3⟩, was

tested. Both filtered and unfiltered paths were compared; difference between both

was minimal. It this case centripetal acceleration filtering did not play a significant

role. The robot path was nearly the same but the centripetal acceleration was low

enough.

5 Conclusion

A new approach to differential robot control was derived, presented and compared to

classical proportional approach. This approach can help the robot to move on a sin-

gle segment of its path with minimal changes to both angular velocities of wheels.

Moreover the extended version of control with Kc coefficient can play an important

role in the limitation of centripetal acceleration which has a substantial impact on

stability of the robot chassis during switching from one path segment to another one.

Possible future work can include on-the-move adaptations of Kc coefficient to

find an optimal behaviour and (sub)optimum of fitness function for given robot (see

Fig. 1). The issue is to compare real path of different approaches made by differen-

tial control robots. A very useful way is to construct a portal as a camera holder to

observe the scene with robot. Hence the quality of control process is transformed to

machine vision problem [1, 3].

Proposed algorithm can be used not only for UGVs but also for UAVs, which

are then going to be able to follow the planned trajectory with minimum changes
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caused by dynamic effects of the environment [14]. For the implementation of the

algorithm, it is needed to extend the state space to three-dimensional territory.
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Multiple Solutions and Corresponding Power
Output of Nonlinear Piezoelectric Energy
Harvester

Arkadiusz Syta, Grzegorz Litak, Michael I. Friswell
and Marek Borowiec

Abstract Energy harvesting is used for an increasing number of small electronic

devices and sensors in various applications. Ambient sources of vibration are

exploited to provide low levels of power to devices where battery replacement is

difficult. One of the simplest concepts for energy harvesting from mechanical vibra-

tions is based on a linear mechanical resonator combined with a piezoelectric trans-

ducer. In this case, mechanical energy scavenged from mechanical stress or strain

is transferred to electrical voltage. However, such devices work most efficiently in

the vicinity of a resonant frequency and it is difficult to tune them in the presence of

variable ambient conditions. On the other hand, nonlinear devices seem to be more

effective in such conditions due to the broader frequency spectrum of their response.

In this paper, we analyse the dynamics of a nonlinear flexible beam with a piezo-

electric layer and a magnetic tip mass under the harmonic excitation. The additional

magnets define system multistability, including a tristable configuration. The reso-

nant curves and basins of attraction are predicted and can be helpful in choosing the

optimal values of the system parameters.

A. Syta (✉) ⋅ G. Litak ⋅ M. Borowiec

Faculty of Mechanical Engineering, Lublin University of Technology,

Nadbystrzycka 36, 20-618 Lublin, Poland

e-mail: a.syta@pollub.pl

M. Borowiec

e-mail: m.borowiec@pollub.pl

G. Litak

Department of Process Control, AGH University of Science and Technology,

Mickiewicza 30, 30-059 Cracow, Poland

e-mail: g.litak@pollub.pl

M.I. Friswell

College of Engineering, Swansea University Bay Campus, Fabian Way,

Crymlyn Burrows, Swansea SA1 8EN, UK

e-mail: m.i.friswell@swansea.ac.uk

© Springer International Publishing Switzerland 2016

J. Awrejcewicz (ed.), Dynamical Systems: Theoretical
and Experimental Analysis, Springer Proceedings

in Mathematics & Statistics 182, DOI 10.1007/978-3-319-42408-8_27

343



344 A. Syta et al.

1 Introduction

Novel structures for energy harvesting that transform mechanical energy from non-

linear vibrations into voltage have been studied recently to improve the efficiency of

the devices [1]. The level of harvested power is dependent on exciting mechanical

resonances with higher amplitude. However, nonlinearities can be used to extend

the bandwidth of energy harvesters for broadband ambient frequency excitation [1].

Such broadband effects have been investigated by many researchers, including [2–5]

which considered monostable potentials. Bistable energy harvesters and their effi-

ciency have been analysed in [6–14], including numerical and experimental investi-

gations of the dynamical response to both low- and high-amplitude harmonic exci-

tations with white or coloured noise. In [15–17] the authors discussed the role of

asymmetry in the potential and how it affects the broadband response. Interesting

comparisons between the efficiency of monostable and bistable nonlinear energy

harvesters can be found in [1, 18, 19]. Achieving high level of harvested power from

variable (small and moderate) amplitude ambient vibrations is very difficult since the

barrier between two potential wells must be overcome for efficient harvesting. For

this reason, the tristable nonlinear energy harvester has been considered recently to

improve the sensitivity to low-amplitude ambient vibrations [20–23].

In this paper, we study the dynamical response of a tristable nonlinear energy

harvester composed of a vertical beam with a tip magnet with additional inclined

magnets under harmonic excitation. We also discuss the geometry of the potential

and its influence on the harvested power. This system has shown a number of possible

solutions from periodic inter-well motions through non-periodic to periodic outer-

well motions with different corresponding power outputs [22]. The main goal of this

paper is to analyse the sensitivity to initial conditions with respect to the level of the

harvested power using basins of attraction which can help tune values of parameters

to improve the efficiency of the system.

2 The Model

The general equations of a multistable energy harvester are [22]

m̈x̃ + c ̇x̃ + dU
dx̃

− 𝜃ṽ = −m̈x̃e

Cp ̇ṽ + ṽR−1
l + 𝜃

̇x̃ = 0, (1)

where m is the equivalent mass, c denotes damping and 𝜃 is electromechanical cou-

pling coefficient. Cp is the capacitance of the piezoelectric material, Rl is the load

resistance, ṽ is the voltage, while x̃ and x̃e denote the tip mass displacement and the

base acceleration, respectively. U is the potential energy function defined by
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Fig. 1 The tristable

potential function of the

system (3) for different

values of 𝜇

U(x̃) = 1
2
k1x̃2 +

1
4
k2x̃4 +

1
6
k3x̃6. (2)

Adjusting the coefficients of the nonlinear restoring force, k1, k2 and k3, one can

change type of multistability of the potential. The governing dimensionless electro-

mechanical equations, after substituting the assumed potential function, are

ẋ = y,
ẏ = −𝜁y − x − 𝜆x3 − 𝜇x5 + 𝛼z + A cos (𝜔𝜏),
ż = −𝛽z − 𝛼y, (3)

where x corresponds to x̃, y to ̇x̃ and z to ṽ, respectively. The damping is denoted by

𝜁 , the nonlinear coefficients—𝜆 and 𝜇, the electromechanical coupling—𝛼 and the

time constant of the piezoelectric dynamics—𝛽. A and 𝜔 correspond to the ampli-

tude and the frequency of external forcing. In this paper, we are interested in the

case of tristability, which means that the system has five equilibrium points; three of

them are stable and two of them are unstable. Such a potential can be obtained by

changing two parameters in Eq. (3), namely 𝜇 and 𝜆. For 𝜇 > 0 and 𝜆 < −2
√
𝜇 the

system is a tristable nonlinear energy harvester. Figure 1 compares the potential for

different values of 𝜇 when 𝜆 = −4.5. We can observe that for fixed 𝜆 both the depth

and the distance between the symmetric potential wells decreases as 𝜇 increases.

However, changing 𝜇 does not affect the middle potential well. A higher potential

barrier requires a higher amplitudes of ambient vibration to switch between the two

potential wells.

3 Numerical Simulations

We examine the system response by numerically integrating Eq. 3 using the Runge-

Kutta method with the fixed time step 𝛥𝜏 = 2𝜋
1000𝜔

. The other parameters were fixed

to [22] 𝛼 = 0.9, 𝛽 = 0.5, 𝜁 = 0.03, and 𝜆 = −4.5. We analysed the system response
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Fig. 2 Bifurcation diagram

of the x coordinate,

𝜇 = 1.75, (x0, y0) = (0, 0)

Fig. 3 Bifurcation diagram

of the average power

̄P = 1
n

n∑
i=1

z2i . 𝜇 = 1.75,

(x0, y0) = (0, 0)

for different amplitudes, A, and frequencies, 𝜔, of the external harmonic excitation.

Figure 2 presents the bifurcation diagram of the system response with respect to 𝜔.

Figure 2 shows that the right potential well is visited more often than the left poten-

tial well. For 𝜔 < 0.05 we observe inter-well periodic solutions with low average

power output ̄P = 0.0007. For 𝜔 > 0.05 and 𝜔 < 1.1 various solutions appear: from

period one to period doubling and non-periodic, with different level of correspond-

ing power. High power is generated for 𝜔 > 1.1 when period one outer-well solu-

tions appear with 0.62 <

̄P < 0.77 (see Fig. 3). We also analysed the efficiency of

the tristable energy harvester at the low excitation frequency 𝜔 = 0.2 with respect

to the 𝜇 parameter in Fig. 4. As expected, higher amplitudes of ambient vibration

gives higher power output from the system and a wider range of outer-well solu-

tions. Moreover, the difference between power output obtained for A = 1.2–2.2 is

more significant than between A = 2.2 and 3.2. Figure 5 compares a typical inter-

well solution to a typical outer-well solution. The low energy solution is limited to

one potential well while the high energy solution overcomes the potential barrier and

shows intermittency, i.e. it is trapped in the left or right potential well for some time.
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Fig. 4 Resonant curves for

different amplitudes of

external excitation A.

𝜇 = 1.75, 𝜔 = 0.2,

(x0, y0) = (0, 0)

Fig. 5 Time series of the x
coordinate and

corresponding powers

calculated for 𝜇 = 1.75 and

(x0, y0) = (1.5, 0.0) (blue) or

(x0, y0) = (1.2, 0.5) (red)

4 Influence of Initial Conditions

The main goal of this paper is to investigate the global efficiency of the tristable

energy harvester model for low-frequency ambient vibrations using basins of attrac-

tion. This method presents the stability of different solutions by their basins of

attraction and borders. First, let us consider solutions for 𝜇 = 1.5 with the widest

and deepest potential wells (see Fig. 1). Figure 6 shows the basins of attraction and

corresponding levels of harvested power calculated for grid of initial conditions

(x0, y0) ∈ [−2, 2] × [−2, 2]. In this case we can observe two areas of low energy solu-

tions located in left or right potential well (blue dots) surrounded by high energy

solutions (red dots) mixed with low energy solutions (blue dots). Moreover, the bor-

ders separating the basins of attraction have a fractal character near the left and right

equilibria. The situation changes when one increases 𝜇 to 1.75 (Fig. 7). In this case,

the volume of the basins defining the single well solutions decreases while number

of cross well solutions increases. Moreover, there are still coexisting mixed solutions
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Fig. 6 Basins of attraction

calculated for

𝜇 = 1.5, 𝜔 = 0.2. Blue
colour—low energy output,

red colour—high energy

output

Fig. 7 Basins of attraction

calculated for

𝜇 = 1.75, 𝜔 = 0.2. Blue
colour—low energy output

(see Fig. 5), red
colour—high energy output

(see Fig. 5)

Fig. 8 Basins of attraction

calculated for

𝜇 = 2.0, 𝜔 = 0.2. Blue
colour—low energy output,

red colour—high energy

output
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surrounding the two stable equilibria. Finally, Fig. 8 shows the basins of attraction

calculated for 𝜇 = 2.0 with the lower barrier separating potential wells. In this case,

the low energy solutions disappear and the system is the most efficient.

5 Conclusions

The examined energy harvester exhibited different dynamical responses with peri-

odic and non-periodic solutions. The power output increased significantly when the

system changed from the inter-well to the outer-well solution even for a low fre-

quency of the external excitation. The 𝜇 parameter is responsible for the shape of

the potential and can be tuned to increase the efficiency of the system. A higher

value of 𝜇 gives shallower potential wells and makes it easier to switch between

the two stable equilibria (more harvested power). On the other hand, increasing 𝜇

changes the shape of the potential and changes multistability from tristable through

bistable to monostable (less harvested power). The corresponding basins of attrac-

tion confirmed that the system can be an efficient energy harvester for low frequency

ambient vibrations.
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On the Dynamics of the Rigid Body Lying
on the Vibrating Table with the Use
of Special Approximations of the Resulting
Friction Forces

Michał Szewc, Grzegorz Kudra and Jan Awrejcewicz

Abstract This paper is a presentation of the simulation and dynamical behaviour
of a rigid body lying on a vibrating table. Shaping and control of the body’s
dynamical behaviour, by the use of manipulation of parameters of the table oscil-
lations, are presented. This article includes an implementation of the specially
prepared mathematical models of friction between table and the moving body as
well. The above-mentioned models are based on the integral model assuming the
fully developed sliding on the plane contact area with the foundation of any
pressure distribution. In order to simplify the calculations and reduce their com-
putational cost, special approximations of the integral models of friction force and
moment are proposed. They are based on Padé approximants and their
generalizations.

1 Introduction

This article is the extended version of the paper presented during the conference
Dynamical Systems Theory and Applications 2015 [10] and most of the content can
be found in both papers. The examination of systems with friction forces resulting
between contacting bodies is the significant part of theoretical and applied
mechanics. It has been investigated by scientists for years forming the separate
branch of mechanics called tribology. Theoretical foundations analyzed in tribology
focus mostly on stationary or periodical parts of motion. However, in mechanics
one can encounter many examples, including the motion of bodies with friction,
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which shows that the transient stages between rolling and sliding can be a crucial
part of analysis. The other problem in describing the system consisting of two
contacting bodies with the dry friction forces is the normal pressure distribution
over the contact area. The above-mentioned difficulties can occur in daily life
examples like the dynamics of billiard ball moving on the flat table, curling rocks,
bowling ball, Celtic stone, rolling bearing and many others issues related to
robotics. Many theoretical studies on such dynamical processes have been devel-
oped. In most cases, they are based on simple static models of the static laws of
Coulomb dry friction. Systems with Coulomb dry friction can behave interestingly
in the instances of transition from sliding to rolling. However, the shape and size of
the contact area may be the most important factor, which influence the global
dynamics of the body. With the assumption that the flat base is deformed by the
contacting body using the Hooke’s law, MacMillan [1] described the normal
pressure distribution as a linear function. He used the elliptic integrals to describe
the friction forces and torque in the case of the circular contact area. Contensou in
1962 [2] has presented the paper in which he assumes fully developed sliding and
the classical Coulomb law of frictions forces with the plane circular contact area.
Applying the Hertzian contact distribution, Contensou showed the integral model of
the resultant contact forces. Basing on the Contensou results, Zhuravlev [3]
developed his theory and showed exact analytical functions, which defines the
frictions forces and torque and he proposed special approximations on the basis of
Padé approximations. Those models are much more suitable for the cases in which
the relation between the sliding direction and the resultant friction components is
considered. The dynamics of the motion of disk on a flat table was analyzed by
Borisov et al. [8]. Kireenkov in [9] has proposed the model of rolling resistance,
based on Padé approximations of resultant friction force and moment. He used the
special contact pressure distribution on a circular contact area. In [4, 5], authors
presented the generalization of the models based on Padé approximants as the
family of approximant models of friction forces. Application of the proposed
models was considered in [6, 7].

This work is the implementation of the proposed models of friction force and
moment in the case of a rigid body lying on the vibrating table. By manipulation of
the table oscillations’ parameters, we shape and control the behaviour of the moving
body. Proposed models assume the fully developed sliding on the plane contact area
with any pressure distribution. To reduce the computational cost of the equations
we propose the simplifications of the model as well.

2 Modelling the Contact Forces

This part of the paper is thoroughly described in work [5] and for the purpose of this
study, we present the most important parts which are necessary to understand the
theoretical foundations of the problem. We consider the dimensionless form of
plane, circular contact area F, with the Cartesian coordinate system Axyz., where x
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and y axes lie in the contact plane. We define the dimensionless length as the
quotient of the actual length and the radius of real contact a ̂. Point situated on the
contact area F has the dimensionless coordinates x= x ̂ a̸ ̂ and y= y ̂ a̸ ̂. The following
form of the non-dimensional contact pressure distribution is further assumed

σðx, yÞ= σ ̂ðx, yÞ a
2̂

N ̂
=

3
2π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− x2 − y2

p
1+ dcx + dsyð Þ, ð1Þ

where

dc = d cos γ = d
vrxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2rx + v2ry
q and ds = d sin γ = d

vryffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2rx + v2ry

q ð2Þ

In above expressions (Eqs. 1 and 2) σ ̂ðx, yÞ is the real contact pressure, N ̂—
normal component of the real resultant force, d—rolling resistance parameter, γ—
angle describing direction of rolling. The variables vrx and vry are the components of
the non-dimensional “rolling velocity” vr = vr̂ a̸ ̂= = vrxex + vryey (vr̂ is the corre-
sponding real vector, ei is unit vector of i axis). Proposed model of contact pressure
distribution (Eq. 1) is the modification of Hertzian stress distribution, with the
assumption that the centre of pressure distribution does not coincide with the
geometrical centre A. Due to this assumption, we can implement the
non-dimensional rolling resistance

Mr = f × ez = ySex − xSey =Mrxex +Mryey, ð3Þ

where

Mrx =
1
5
ds, Mry = −

1
5
dc ð4Þ

In above expression (Eq. 3) f = AS
�!

= xSex + ySey is a vector denoting the position
of centre of non-dimensional pressure distribution S. The real counterpart of rolling
resistance can be calculated as M̂r = a ̂N ̂Mr. The assumption of fully developed
sliding on the contact area F is made. We consider that the deformations of moving
bodies are small enough to describe the relative motion as a plane motion of rigid
bodies. As the result the motion is described by the following dimensionless linear
sliding velocity in centre A: vs = vŝ a̸ ̂= vsxex + vsyey, and the angular sliding
velocity: vs = vŝ a̸ ̂= vsxex + vsyey, where v ̂s and ω̂s denote the corresponding real
counterparts and ex, ey and ez are the unit vectors of the corresponding axes. We
apply the Coulomb friction law on each element dF of the area F

dTs = dT̂s ð̸μN ̂Þ= − σ x, yð ÞdF vP ̸ vPk k, ð5Þ
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where dTs and dT̂s are elementary non-dimensional friction force and its real
counterpart, respectively. vP is the local dimensionless velocity of sliding and μ—
dry friction coefficient. The moment of the friction force dTs about the centre A of
the contact is described as follows:

dMs = ρ× dTs = dM̂s ð̸a ̂μN ̂Þ, ð6Þ

where dM̂s is the corresponding real moment. Summing up the elementary friction
forces dT and moments dM, we get the total friction force T acting in the point
A and moment M. The resulting integral expressions may possess the singularities
in the case of lack of the relative motion. Therefore, we use a small numerical
parameter εt to the corresponding integral expressions to avoid above-mentioned
singularities. Finally we obtain

Tsx =
ZZ

F

σ x, yð Þ vsx −ωs yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vsx −ωs yð Þ2 + vsy +ωsx

� �2 + ε2t

q dxdy,

Tsy =
ZZ

F

σ x, yð Þ vsy +ωsx
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vsx −ωsyð Þ2 + vsy +ωsx

� �2 + ε2t

q dxdy, ð7Þ

Ms =
ZZ

F

σ x, yð Þ ωs x2 + y2ð Þ+ vsyx− vsxyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vsx −ωsyð Þ2 + vsy +ωsx

� �2 + ε2t

q dxdy

The real counterparts of the friction force and moment can be found as
T̂s = μN ̂Ts and M̂s = a ̂μN ̂Ms, respectively. The above-mentioned expressions
(Eq. 7) have the integrals over the contact area and for the numerical simulations
they are very time consuming and may be inconvenient. Therefore, we propose the
corresponding components of the integral model, basing on special modifications of
Padé approximants

T ðIÞ
sx =

vsx − bTc
ðx, yÞ
0, 1, 1ωsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

vsj jmT + bmT
T ωsj jmTð Þ2m− 1

T + ε2t

q ,

T ðIÞ
sy =

vsy + bTc
ðx, yÞ
1, 0, 1ωsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

vsj jmT + bmT
T ωsj jmTð Þ2m− 1

T + ε2t

q , ð8Þ

MðIÞ
s =

bMc
ðx, yÞ
0, 0, − 1ωs − cðx, yÞ0, 1, 0vsx + cðx, yÞ1, 0, 0vsyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bmM
M ωsj jmM + vsj jmMð Þ2m− 1

M + ε2t

q ,
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where

c x, yð Þ
i, j, k =

ZZ

F

xiy j x2 + y2
� �− k

2σ x, yð Þ dxdy. ð9Þ

Full set of relations and expressions can be found in the work [5].
Using the proposed model of contact pressure distribution (Eq. 1) we get

cðx, yÞ0, 1, 1 =
3
32

πds, c
ðx, yÞ
1, 0, 1 =

3
32

πdc, c
ðx, yÞ
0, 0, − 1 =

3
16

π, cðx, yÞ0, 1, 0 =
1
5
ds, c

ðx, yÞ
1, 0, 0 =

1
5
dc ð10Þ

Model presented in (Eq. 8) has the constant parameters: bT , mT , bM and mM ,
which can be found by the process of optimization of the approximate model to the
integral components. Those parameters may be identified experimentally as well.
For this work we propose the following objective functions:

FT bT ,mTð Þ=
Z

D

Tsx − TðIÞ
sx

� �2
+ Tsy − TðIÞ

sy

� �2
� 	

dD,

FM bM ,mMð Þ=
Z

D

Ms −MðIÞ
s

� �2
dD. ð11Þ

where D is the representative area of model’s kinematic parameters. Above
expressions result in the following set of optimal parameters: bT =0.771,
mT =2.655, bM =0.419 and mM =3.073.

Finally, using expressions (Eq. 10) and the simplified model (Eq. 8) adding a
small parameter to avoid singularities, we get the following form of total friction
force and moment:

T ðIÞ
sxε =

vsx − 3
32 πbTdsεωsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

vsj jmT + bmT
T ωsj jmTð Þ2m− 1

T + ε2t

q ,

T ðIÞ
syε =

vsy + 3
32 πbTdcεωsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

vsj jmT + bmT
T ωsj jmTð Þ2m− 1

T + ε2t

q , ð12Þ

MðIÞ
sε =

3
16 πbMωs − 1

5 dsεvsx +
1
5 dcεvsyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

bmM
M ωsj jmM + vsj jmMð Þ2m− 1

M + ε2t

q .
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3 Modelling the Rigid Body on the Vibration Table

In this paper, we propose the application of the friction model presented in (Eq. 12)
as the rigid body lying on the vibration table. Rigid body is assumed to be a ball (for
example the billiard ball), situated on the table, which is allowed to make vibrations
in x and y direction. Those vibrations have influence on the movement of the ball.
We assume that the table can be rotated around x or y axis with angle α, which
result in the external force Fg acting on the body. Model is presented in Fig. 1,
where the following notation is used: v—velocity of the ball centre O; v ̂r—linear
rolling velocity; vŝ—linear sliding velocity at the point A; ω̂s—angular sliding
velocity; T̂sε—the resultant friction force acting at the contact centre A; N̂=N ̂ez—
the normal reaction acting on the ball; M̂sε—moment of friction forces; M̂rε—

moment of rolling resistance. It is assumed that a rigid ball rolls and slides over the
vibration table, then vr̂ = v.

The analyzed dynamical system has five degrees of freedom and is governed by
the following set of differential equations:

m
dv
dt

= T̂sε +Fg, B
dω
dt

= r× T̂sε + M̂sε + M̂rε. ð13Þ

where r= OA
�!

, m is the mass of the ball, B is a tensor of inertia in the mass centre
O. The matrix representation of the Eq. 13 can be presented as

v=
vx
vy
vz

2
4

3
5, ω=

ωx

ωy

ωz

2
4

3
5, r=

0
0
− r

2
4

3
5, T̂sε = μmg cosðαÞ

Tsxε
Tsyε
0

2
4

3
5, Fg =

mg sinðαÞ
0
0

2
4

3
5,

M̂sε = a ̂μmg cosðαÞ
0
0
Msε

2
4

3
5, M̂rε = a ̂mg cosðαÞ

Mrxε

Mrxε

0

2
4

3
5, B=

B 0 0
0 B 0
0 0 B

2
4

3
5 ð14Þ

Fig. 1 Rigid body and the
vibration table contact area
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with the assumption that ball is homogenous and B = 2/5mr2 is the central inertia
moment of the body.

The dynamical system in the Cartesian coordinate system Axyz is represented by
the two scalar differential equations for the linear motion

dvx
dt

= − μg cosðαÞTsxε + g sinðαÞ, dvy
dt

= − μg cosðαÞTsyε. ð15Þ

Since the permanent contact of the ball with the table is assumed, the third
equation is dvz d̸t=0. The angular motion of the billiard ball is governed by the
following equations:

dωx

dt
= −

5
2
g cosðαÞ

r
μTsyε −

1
r
a ̂Mrxε

� 	
,

dωy

dt
=

5
2
g cosðαÞ

r
μTsxε +

1
r
a ̂Mryε

� 	
,
dωz

dt
= −

5
2
g cosðαÞ

r2
a ̂μMsε, ð16Þ

where r—radius of the ball; vx, vy—the corresponding components of velocity of
the ball centre O; ωx, ωy, ωz—components of angular velocity. In the global
coordinate system XYZ presented in Fig. 2, XO and YO denote the coordinates of
the ball centre O. To compute the absolute position of the ball centre, we use the
following expressions:

dXO

dt
= vx,

dYO
dt

= vy. ð17Þ

Fig. 2 Simulations of rigid body’s movement
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The following relations can be used for calculations of the arguments of the
above-presented models of friction, in the case of no vibrations of the table:

vsx =
vx − rωy

a ̂
, vsy =

vy + rωx

a ̂
, vrx =

vx
a ̂
, vry =

vy
a ̂
. ð18Þ

Since, the rigid body is lying on the vibrating table, we apply the vibrations to
the dynamical system by changing the expressions (18). We add the vibration
parameters to the sliding and rolling velocities of the ball as follows:

vsx =
vx − rωy +AxcosðωatÞ

a ̂
, vsy =

vy + rωx +Aycosðωbt+φyÞ
a ̂

vrx =
vx +AxcosðωatÞ

a ̂
, vry =

vy +Aycosðωbt+φyÞ
a ̂

. ð19Þ

where Ax, Ay are the amplitudes of the vibrations, ωa, ωb are the angular frequencies
and φy is the phase of the oscillations in y direction.

The results of the simulations of the ball’s motion are presented in Fig. 3. We
use the model of friction forces (Eq. 12), changing the sliding velocity (Eq. 19)
with the following parameters and initial conditions: a ̂=0.003m, μ=0.2, d=1,
εt =0.01, εr =0.01, g=9.81m s̸2, r=0.02m, mT =2.655, mM =3.073, bT =0.771,
bM =0.419, XOð0Þ=0, YOð0Þ=0, αxð0Þ=20, αyð0Þ=0, αzð0Þ=0, vxð0Þ=0,
vyð0Þ=0.4. For the simulations presented in Fig. 2, the following other parameters
were used for the graph on the left: Ax =1, Ay =0.5, ωa =1000 rad s̸,
ωb =500 rad s̸, φy =0; and for the right graph: Ax =1000, Ay =800,
ωa =1500 rad s̸, ωb =1200 rad s̸, φy =1. Table was rotated around y axis resulting.

For the simulations presented in Fig. 3, the following parameters were used for
the top left graph: Ax =1, Ay =1, ωa =1000 rad s̸, ωb =500 rad s̸, φy =0; for the top
right graph: Ax =1, Ay =3, ωa =1200 rad s̸, ωb =1000 rad s̸, φy =1; for the bottom
left graph: Ax =1, Ay =1, ωa =2000 rad s̸, ωb =1000 rad s̸, φy =1; finally for the
bottom right graph: Ax =1, Ay =1, ωa =800 rad s̸, ωb =1500 rad s̸, φy =0.5 and
table was rotated around x axis.
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4 Conclusions

This work presents the possible implementation of the model of the resultant
contact forces. Due to the complexity of computation of the integrals over the
contact area, the authors proposed a model for the numerical simulations, which is
based on Padè approximant. Possible application of the model is a dynamical
system consisting of a rigid body (billiard’s ball) lying on a vibrating table. By
manipulating the oscillations of the vibrating table, different balls’ movements have
been achieved. Results presented in this paper may be a good starting point for the
verification of the presented model not only by numerical simulations, but with the
real object as well. Developing such a dynamical system and its technical imple-
mentation may be the authors’ object of interest in future.

Fig. 3 Simulations of rigid body’s movement
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Analysis of a Constrained Two-Body Problem

Wojciech Szumiński and Tomasz Stachowiak

Abstract We consider the system of two material points that interact by elastic

forces according to Hooke’s law and their motion is restricted to certain curves lying

on the plane. The nonintegrability of this system and idea of the proof are communi-

cated. Moreover, the analysis of global dynamics by means of Poincaré cross sections

is given and local analysis in the neighborhood of an equilibrium is performed by

applying the Birkhoff normal form. Conditions of linear stability are determined and

some particular periodic solutions are identified.

1 Introduction

Seeking exact solutions of nonlinear dynamical systems is a task to which physicists,

engineers and mathematicians have devoted much of their time over the centuries.

But to date, only a few particular examples of real importance have been found. In a

typical situation, nonlinear equations of motion are nonintegrable and hence we have

little or no information about qualitative and quantitative behavior of their solutions.

However, a very useful tool to overcome these difficulties is the so-called Birkhoff

normalization. The idea of this treatment, which is used in Hamiltonian systems,

goes back to Poincaré and it was broadly investigated by Birkhoff in [1]. It is mainly

based on the simplification of the Hamiltonian expanded as a Taylor series in the

neighborhood of an equilibrium position by means of successive canonical transfor-

mations. Using the Birkhoff normalization one can: determine stability of equilib-

rium solutions; find approximation of analytic solutions of Hamiltonian equations;

and identify families of periodic solutions with given winding numbers.
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The aim of this paper is the analysis of dynamics of the system of two mate-

rial points that interact by elastic force and can only move on some curves lying

on the plane. At first in order to get a quick insight into the global dynamics of the

considered system, we make a few Poincaré cross sections for generic values of para-

meters. Moreover, we communicate the nonintegrability result and give the idea of

their proof. Next, we look for equilibria of the system and we make the local analy-

sis in their neighborhood by means of Birkhoff normal form. In particular we look

for values of parameters for which equilibrium is linearly stable, we plot resonance

curves and look for periodic solutions corresponding to them.

2 Description of the System and Its Dynamics

In Fig. 1 the geometry of the system is shown. It consists of two masses m1 and

m2 connected by a spring with elasticity coefficient k. The first mass, m1, moves on

an ellipse parametrized by r = (a cos𝜑, b sin𝜑)T , while the second one, m2, moves

along the straight line parallel to the x-axis and shifted from it by the distance d. The

Lagrange function corresponding to this model is as follows

L = 1
2
m1

(
b2 cos2 𝜑 + a2 sin2 𝜑

)
𝜑̇

2 + 1
2
m2ẋ2 −

1
2
k
[
(x − a cos𝜑)2 + (d − b sin𝜑) 2

]
. (1)

In order to have invertible Legendre transformation, we assume that the condition

m1m2 ≠ 0 is always satisfied. Thus, the Hamiltonian function can be written as

H =
p2
𝜑

2m1(b2 cos2 𝜑 + a2 sin2 𝜑)
+

p2x
2m2

+ 1
2
k
[
(x − a cos𝜑)2 + (d − b sin𝜑)2

]
,

(2)

and the equations of motion are given by

Fig. 1 Geometry of the

system
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ẋ =
px
m2

, ṗx = −kx + ak cos𝜑, 𝜑̇ =
p
𝜑

m1(b2 cos2 𝜑 + a2 sin2 𝜑)
,

ṗ
𝜑

=
(a2 − b2) sin(2𝜑)p2

𝜑

2m1(b2 cos2 𝜑 + a2 sin2 𝜑)2
+ [bd + (a2 − b2) sin𝜑]k cos𝜑 − akx sin𝜑.

(3)

In order to present the dynamics of the considered model, we made several Poincaré

cross sections which are presented in Figs. 2 and 3.

Fig. 2 Poincaré cross

section on the surface 𝜑 = 0
with p

𝜑

> 0 for the values of

parameters: E = 0.28,
m1 = 1, m2 = 1.5, k = 1,
a = 1.5, b = 1, d = 0

−0.88
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x

Fig. 3 Poincaré cross

section on the surface 𝜑 = 0
with p

𝜑

> 0 for the values of

parameters: E = 3.2,
m1 = 1, m2 = 2, k = 1,
a = 1, b = 1.5, d = 2

−3

−1.5

0

1.5

3

−2 −1 0 1 2

p x

x



364 W. Szumiński and T. Stachowiak

As we can see, they show that for generic values of parameters and sufficiently

large energies the system exhibits chaotic behavior. In fact we can prove the following

theorem.

Theorem 1 The system of two point masses m1 and m2, such that ab(m1 − m2) ≠ 0,
one moving on an ellipse and the other on the straight line containing a semi-axis
of the ellipse, is not integrable in the class of functions meromorphic in coordinates
and momenta.

The proof of the above theorem consists in the direct application of the so-called

Morales–Ramis theory that is based on analysis of the differential Galois group of

variational equations. They are obtained by linearization of the equations of motion

along a particular solution that is not an equilibrium position. For the precise for-

mulation of the Morales–Ramis theory and the definition of the differential Galois

group see e.g., [5, 8]. The main theorem of this theory states that if the system is inte-

grable in the Liouville sense, then the identity component of the differential Galois

group of variational equations is Abelian, so in particular it is solvable. The technical

details of the proof of this theorem are given in [7], where the authors show that for

this system these necessary integrability conditions are not satisfied.

3 Stability Analysis—Birkhoff Normalization

Although Hamiltonian (2) turned out to be not integrable, we can deduce some

important information about the dynamics from its Birkhoff normal form. But first,

in order to minimize the number of parameters and thus simplify our calculations as

much as possible, we rescale the variables in H (2) in the following way

q1 =
𝜋

2
− 𝜑, p1 =

𝜏

b2m2
p
𝜑

, q2 =
x
b
, p2 =

𝜏

bm2
px, e = 𝜏

2

m2b2
E. (4)

Choosing 𝜏 = 𝜔

−1
0 , where 𝜔0 =

√
k∕m2, the dimensionless Hamiltonian takes the

form

H = 1
2

(
p21

𝛼(𝛽2 cos2 q1 + sin2 q1)
+ p22 +

(
x − 𝛽 sin q1

)2 + (
𝛿 − cos q1

)2)
. (5)

The new dimensionless parameters (𝛼, 𝛽, 𝛿) are defined by

𝛼 =
m1
m2

, 𝛽 = a
b
, 𝛿 = d

b
− 1. (6)

Let us denote x = (q1, q2, p1, p2)T , and let ẋ = vH(x) = J∇H be the Hamiltonian vec-

tor field generated by the Hamiltonian (5), then it is easy to verify that the equilibrium
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ẋ = 0 is localized at the origin. Thus, if we assume that H is analytic in the neigh-

borhood of x = 0, then we can represent it as a Taylor series

H = H2 + H3 + H4 +⋯ + Hj +⋯ , (7)

where Hj is a homogeneous polynomial of order j with respect to variables x. In our

case the second term H2 is as follows

H2 =
p21

2𝛼𝛽2
+

p22
2

+ 1
2
(𝛽2 + 𝛿)q21 − 𝛽q1q2 +

q22
2
. (8)

Since H2 is quadratic form of x it can be written as

H2 =
1
2
xT ̂Hx, (9)

where ̂H is the symmetric matrix

̂H =
⎛⎜⎜⎜⎝

𝛽

2 + 𝛿 −𝛽 0 0
−𝛽 1 0 0
0 0 (𝛼𝛽2)−1 0
0 0 0 1

⎞⎟⎟⎟⎠
. (10)

The Hamilton equations generated by H2 are a linear system with constant coeffi-

cients of the following form

ẋ = Ax, where A = J ̂H. (11)

Here J is the standard symplectic form satisfying J = −JT . Considering the eigen-

values of the matrix A, we can obtain information about the stability of the linear

system (11) near the equilibrium x = 0. Following e.g., [3], the necessary and suf-

ficient condition for stability of linear Hamiltonian system is that the matrix A has

distinct and purely imaginary eigenvalues, i.e., 𝜆i = i𝜔i, 𝜆j+i = −i𝜔i, i = 1,… , j,
and 𝜔i ∈ ℝ. In our case the characteristic polynomial of A takes the form

p(𝜆) = det[A − 𝜆I] = 𝜆

4 + (𝛼 + 1)𝛽2 + 𝛿

𝛼𝛽

2 𝜆

2 + 𝛿

𝛼𝛽

2 . (12)

Because p(𝜆) is an even function of 𝜆 we can substitute 𝜎 = 𝜔

2 = −𝜆2, that gives

p(𝜎) = 𝜎

2 − (𝛼 + 1)𝛽2 + 𝛿

𝛼𝛽

2 𝜎 + 𝛿

𝛼𝛽

2 . (13)
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It is easy to verify that the roots 𝜎1,2 of Eq. (13) are distinct real and positive only for

𝛿 > 0. This implies that the equilibrium is linearly stable for d > b, and in this paper

we restrict the value of 𝛿 to greater than zero.

Next, we want to make the canonical transformation

x = MX, MTJM = J, (14)

such that the Hamiltonian H2 in the new variables X = (Q1,Q2,P1,P2)T takes the

form of the sum of two Hamiltonians for two independent harmonic oscillators

H2 =
1
2
𝜔1

(
Q2

1 + P2
1
)
+ 1

2
𝜔2

(
Q2

2 + P2
2
)
= 1

2
XT

̂KX, ̂K = diag(𝜔1, 𝜔2, 𝜔1, 𝜔2).
(15)

From Eqs. (11) and (14) we have the following condition for the matrix M

MJ ̂K = J ̂HM. (16)

Then, we look for M as a product M = NL, where N transforms A = J ̂H into its

Jordan form, and L is given by

L =
(

i𝕀2×2 𝕀2×2
−i𝕀2×2 𝕀2×2

)
, (17)

where 𝕀 is the unit matrix. Matrix N is built from the eigenvectors of the matrix A
corresponding to eigenvalues 𝜔1,2. Choosing appropriate order of eigenvectors in A
as well as its lengths we can obtain the real transformation M = NL satisfying the

canonical condition MTJM = J, see e.g., [3]. After such transformation H2 takes the

form (15) with characteristic frequencies

𝜔1 =

√
2
√

(𝛼 + 1)𝛽2 +
√
(𝛼 + 1)2𝛽4 − 2(𝛼 − 1)𝛽2𝛿 + 𝛿

2 + 𝛿

2𝛽
√
𝛼

,

𝜔2 =

√
2
√

(𝛼 + 1)𝛽2 −
√
(𝛼 + 1)2𝛽4 − 2(𝛼 − 1)𝛽2𝛿 + 𝛿

2 + 𝛿

2𝛽
√
𝛼

.

(18)

As we can notice these frequencies are different in general. However, it is easy to ver-

ify that for some specific values of parameters (𝛼, 𝛽, 𝛿) they become linearly depen-

dent over the rational numbers. We say that the eigenfrequences 𝜔1,2 satisfy a reso-

nance relation of order k if there exist integers (m, n) such that

m𝜔1 + n𝜔2 = 0, |m| + |n| = k. (19)

Figure 4 presents examples of the resonance curves plotted on the parameter plane

(𝛿, 𝛼) for the fixed 𝛽 = 1. In this figure we use the notation



Analysis of a Constrained Two-Body Problem 367

Fig. 4 Examples of

resonance curves plotted on

the parameter plane for fixed

𝛽 = 1

𝜔n∶m ∶=
{
(𝛼, 𝛽, 𝛿) ∈ ℝ |||

𝜔1
𝜔2

= n
m

}
. (20)

In fact we can obtain the explicit formulae for the resonance. Namely, substituting

(18) into (19) and solving with respect to 𝛿, we obtain

𝛿 =
𝛽

2
(
𝛼 + 𝛼l4 − 2l2 ±

√
𝛼

(
l2 + 1

)√
𝛼 + 𝛼l4 − 2(𝛼 + 2)l2

)
2l2

, l = n
m
. (21)

Limiting the normalization of the Hamiltonian H (5) only to the quadratic part

H2, does not give in general sufficient accuracy of solutions of Hamilton’s equations

of the original untruncated H. Thus, in order to improve the accuracy we need to take

into account the higher order terms ofH, and normalize them so that the Hamiltonian

and the dynamics become especially simple. We can do this by means of a sequence

of nonlinear canonical transformations with some appropriately chosen generating

function

S = PTq +W(q,P), W = W3 + · · · +WK , (22)

where

WK =
∑

𝜈1+···+𝜇n=K
w
𝜈1,…𝜇n

q𝜈11 ⋯ q𝜈nn P
𝜇1
1 ⋯P𝜇n

n ,

for details consult e.g., [2, 3]. Let

Q = 𝜕S
𝜕P

= q +
𝜕W(q,P)

𝜕P
, p = 𝜕S

𝜕q
= P +

𝜕W(q,P)
𝜕q

(23)
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be the canonical transformation generated by (22). Then, from the implicit function

theorem, in the neighborhood on the equilibrium X = 0 we can express (q, p) as a

functions of (Q,P). Namely, one can solve (23) for q and p, treating the derivatives as

known, and then recursively substitute those expressions into themselves. Because

W contains polynomials of degree 3 or higher, the Taylor series is recovered, with

the first terms

q = Q −
𝜕W(Q,P)

𝜕P
+⋯ , p = P +

𝜕W(Q,P)
𝜕Q

+⋯ . (24)

The Hamiltonian function in the new variables is reduced to the Birkhoff normal

form HK(X) of order K, i.e., with all homogeneous terms of degrees up to K nor-

malized so that they Poisson commute with the quadratic part

H(x) = HK(X) + O(XK+1), {HK ,H2} = 0. (25)

Introducing the action-angle variables as the symplectic polar coordinates (Ii, 𝜙i)
defined by

Qi =
√
2Ii sin𝜙i, Pi =

√
2Ii cos𝜙i, i = 1,… , n

and discarding the non-normalized terms in (25) we obtain the integrable system

whose HamiltonianHK(I) depends only on actions and whose trajectories will round

the tori I = const with frequencies 𝜴 = 𝜕IHK . Since HK(X) consist of homoge-

neous terms of degrees up to K, its Birkhoff normal form can be written in action-

angle variables as a polynomial of degree [K∕2] in I. We can transform H to such

form by a sequence of canonical transformations provided eigenfrequences 𝜔i do not

satisfy any resonance relation of order K or less.

The Birkhoff normal form of degree four is given by

H4 = 𝜔1I1 + 𝜔2I2 + h20I21 + h11I1I2 + h02I22 , (26)

where the coefficients h20, h11, h02 related to our system have the form

h20 =
𝜔

2
1𝜔

4
2
(
𝜔

2
1 − 1

) (
3𝛿

(
𝜔

2
1 − 1

) (
𝜔

2
2 − 1

)
+
(
3𝜔2

2 + 1
)
𝜔

2
1 − 3𝜔2

2 + 3
)

16𝛿2
(
𝜔

2
1 − 𝜔

2
2
)2 (

𝜔

2
2 − 1

) ,

h11 =
𝜔

3
1𝜔

3
2
((
1 − 3𝜔2

2
)
𝜔

2
1 + 𝜔

2
2 − 3 − 3𝛿

(
𝜔

2
1 − 1

) (
𝜔

2
2 − 1

))
4𝛿2

(
𝜔

2
1 − 𝜔

2
2
)2 ,

h02 =
𝜔

4
1𝜔

2
2
(
𝜔

2
2 − 1

) (
3𝛿

(
𝜔

2
1 − 1

) (
𝜔

2
2 − 1

)
+ 3

(
𝜔

2
2 − 1

)
𝜔

2
1 + 𝜔

2
2 + 3

)
16𝛿2

(
𝜔

2
1 − 1

) (
𝜔

2
1 − 𝜔

2
2
)2 .

(27)
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Fig. 5 Poincaré sections on the surface q1 = 0, with p1 > 0

Now let us try to deduce some interesting information from the normalized Hamil-

tonian (26). First of all, in order to check that the normalization up to order four

gives sufficiently good accuracy, we have to compare solutions of Hamilton equa-

tions governed by Hamiltonian (26) with (5). We can do this easily for example by

comparison of Poincaré cross sections for original Hamiltonian system and its nor-

mal form of degree four. Let us note that action variables (I1, I2) are the first integrals

of the normalized Hamiltonian H4. We can chose one of them, for example I1 and

make the inverse canonical transformation in order to go back to the original vari-

ables (q1, q2, p1, p2)T . Then for the chosen energy level, we make the contour plot of

I1 restricted to the plane (q2, p2) with q1 = 0. Figure 5 presents numerical and analyt-

ical Poincaré cross sections constructed for chosen values of parameters belonging

to the stability region, namely: 𝜔1 = 𝜔1 = 1.75, 𝜔2 = 0.5, 𝛿 = 0.75, with cross-

section plane q1 = 0 and p1 > 0, on the energy level E = E
min

+ 0.01. As expected,

for E close to the energy minimum corresponding to an equilibrium both the images

are very regular. In fact each of them can be divided into two regions filled by invari-

ant tori around two stable particular periodic solutions. As we can notice, the differ-

ences between numerical and analytical computations are not visible. See especially

the Fig. 6 showing the superposition of Fig. 5a, b, where for better readability the

analytical loops have been plotted in bold gray lines.

As we mentioned previously, the Birkhoff normalization can be also very effective

in finding families of periodic solutions. Figures 7, 8 and 9 present contour plots

showing examples of such families

∙ on the (I1, I2) plane,

∙ on the (q1, q2) plane with p1 = p2 = 0,

∙ on the (q2, p2) plane with q1 = p1 = 0,

respectively, where (𝛺1, 𝛺2) are defined by
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Fig. 6 Superposition of

Fig. 5a, b

Fig. 7 Contour plot

showing the resonance

curves on the (I1, I2) plane

for the fixed values of

parameters: 𝜔1 = 1.75, 𝜔2 =
0.5, 𝛿 = 0.75

𝛺1 =
𝜕H4
𝜕I1

= 𝜔1 + 2h20I1 + h11I2, 𝛺2 =
𝜕H4
𝜕I2

= 𝜔1 + 2h02I2 + h11I1,

and 𝛺n∶m ∶=
{
(I1, I2) ∈ ℝ2 |||

𝛺1
𝛺2

= n
m

}
.

(28)

These figures are very helpful because from them we can read initial conditions for

which the motion of the system is periodic. For example, Fig. 10 presents periodic

orbits in the configuration space given by the numerical computations with the initial

values related to resonances 𝛺17∶5 and 𝛺10∶3, respectively.
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Fig. 8 Contour plot showing the resonance curves on the (q1, q2) plane with p1 = p2 = 0 for the

fixed values of parameters: 𝜔1 = 1.75, 𝜔2 = 0.5, 𝛿 = 0.75

Fig. 9 Contour plot showing the resonance curves on the (q2, p2) plane with q1 = p1 = 0 for the

fixed values of parameters: 𝜔1 = 1.75, 𝜔2 = 0.5, 𝛿 = 0.75

Fig. 10 Examples of trajectories in the configuration space given by the numerical computations

with the initial values related to certain resonances presented in Figs. 8 and 9
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4 Conclusions

As we have seen, in order to determine stability of equilibrium solution, detect fami-

lies of periodic solutions as well as find approximation of analytic solutions of equa-

tions of motion the Birkhoff normalization proves very useful. However, it is worth

mentioning certain inconveniences associated with this method. Namely, it gives

us opportunity to investigate behavior of the system over large time intervals, with

sufficiently good accuracy, only in the neighborhood of equilibrium. Furthermore,

it should be emphasized that the linear stability of the equilibrium x = 0 does not

imply its stability in the Lyapunov sense. This is due to the fact that the discarded

parts of the series can destroy the stability in the long timescale. It would seem that

the higher degree normalization should gives us a better approximation of reality.

However, in general there does not exist a convergent Birkhoff transformation, see

e.g., [6], so the estimation of those terms is not straightforward. To check the nonlin-

ear stability of equilibrium for Hamiltonian vector field vH(x) more involved analysis

is necessary, e.g., application of the second Lyapunov method or the Arnold–Moser

theorem, which itself relies on normal form, see [4].

Despite these limitations, the Birkhoff normalization is still a very useful source

of important information about dynamics and often the starting point of further

analysis.
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Analysis of the Forces Generated
in the Shock Absorber for Conditions
Similar to the Excitation Caused by Road
Roughness

Jan Warczek, Rafał Burdzik and Łukasz Konieczny

Abstract Damping vibrations occurring within the car’s suspension is an indis-
pensable phenomenon in suspension operation. The most common damping ele-
ment used in the suspension is the hydraulic shock absorber. Modern shock
absorbers used in the suspensions mostly have nonlinear characteristics and other
complex functional properties. The chapter presents research on hydraulic shock
absorbers for similar conditions of their operation. The main aim of the study is to
determine the forces generated in the damper due to the impact of road roughness.
Thus the simulation studies were carried out on a developed dynamic model of the
damper. Defined random signals were used as the input functions, which corre-
spond to the real spectral density of road inequalities. For the proper analysis result,
signal processing in the time and frequency domains was conducted. A further
objective of the work is to develop guidelines for test methods for the technical
conditions under normal operation of shock absorbers built into vehicles.

1 Introduction

A vehicle travelling on the road is subjected to extortion derived from surface
irregularities. Safe travelling of all kinds of transport depends on their design,
matched on the basis of the criteria adopted in the design phase. In the case of motor
vehicles the type of construction of the suspension that is used is influential.
Antithetic are goals for car suspensions for maintaining high ride comfort and at the
same time a large factor of safety. Large values of suspensions’ damping force
accordingly ensure the achievement of high security (ensuring a constant wheel
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contact with the ground) but on the other hand, affect the deterioration of the ride
comfort (i.e. the effect of “stiffening” of suspension fitted with shock absorbers with
progressive damping characteristics).

Used in automotive vehicles, shock absorbers have complex functional features
that are difficult to reproduce in the form of mathematical models [1–3]. For this
reason, there is a need to develop models of car shock absorbers, so that you can
reproduce the actual force generated in the silencer while driving on the road. This
will allow for development of precise methods for diagnosis, even in the case of
random excitations and thus implement such solutions directly to the vehicle.

The use of motor vehicles takes place on roads with different surface conditions,
which are most conveniently characterized by spectral density [4–7]. It is assumed
then that inequality creates a profile record stationary and ergodic process. Regis-
tration of a road profile at a linear speed equal to 1 [m/s] can provide spectral
density of inequality as a function, for example, wavelength inequality Ln [m].

A car moving along a given road is subjected to extortion dependent on the state
of its surface and the current speed. Power spectral density of roads can be rep-
resented as a function of frequency after taking into account an additional parameter
which is speed. For this purpose, the scale of abscissae must be multiplied by the
driving speed v. To maintain a constant value of the mean square irregularities’
amplitude the ordinate scale shall be divided by the value of the speed.

The task of diagnosing a technical object often imposes the need for detection of
a disability based on early symptoms of the condition. In practice, this often means
the use of the vibroacoustic method for the analysis of low-energy disturbance
signals. In this case, a necessary condition is the use of a detailed model which best
reflects reality. The aim of the study was to determine the forces generated in the
damper due to the impact of road roughness. As part of the work we carried out
simulation studies for a developed, detailed, dynamic model of the damper. The
appointment of the current and future state of technology allows the use of effective
countermeasures. This allows avoiding crashes and motor vehicles with signifi-
cantly improved safety.

2 Object and Research Method

In the simulation tests of suspension dynamics of motor vehicles a commonly used
procedure is to model the shock absorber to a great extent by simplification. The
greatest possible simplification of the model attenuation is in the form of a constant
damping factor. Depending on the superior order to conduct simulation studies, this
approach is often justified, for example, to test vibration control algorithms.

Characteristics of a real damper include being nonlinear and very often not
symmetrical with respect to the origin of coordinates.

In the classical models of shock absorber damping characteristics is assumed the
uniqueness of the instantaneous value of the force generated by the shock absorber
to the instantaneous value of relative motion velocity of the piston and the housing
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shock absorber. Thus the formulated assumption implies that the shock absorber is
an element for suppressing viscous. When analysing the dynamic forces generated
by the actual shock absorber for higher frequency vibrations there is an association
between the frequency of extortion and the generated force. In addition, the shock
absorber damping force is dependent upon the overall length of the spring force.
Such dependence can be seen in the velocity charts obtained during damper tests on
the position of the indicator [8]. Thus, the force generated by the shock absorber is
the sum of two components: suppression and apparent modulus.

For this reason, it is appropriate to consider the damping characteristics of the
shock absorber as a binary function. Based on previous work of the authors, a
mathematical shock absorber model was developed which takes into account the
apparent resilience of the shock absorber and defines the damping characteristics as
a binary function [9, 10]. The achieved procedure allows for the recording of
parametric absorber damping properties set within a certain range of variation
extortion. The strong dependence of the damping characteristics for the working
stroke length determines the need to take account of this phenomenon in compu-
tational models of automotive shock absorbers. The relationship describing this
phenomenon in general is as follows,

FD = f v,wsð Þ ð1Þ

where v is the current velocity of extortion and ws is the total length of the working
stroke.

Characteristics of the seeming stiffness of the damper force are a function of
frequency and displacement. Thus the seeming stiffness of the damper can be
described as

Fss = f d, fð Þ ð2Þ

where d is displacement and f is the frequency of extortion.
Consideration of the dependencies described in Eqs. (1) and (2) allows us to

introduce the vibration dampermodel as the surface of a pair of graphs (Figs. 1 and 2).
These can be likened to a map of operation of a shock absorber.

Determination of instantaneous values of damping forces and seeming stiffness
may be based on such models set by interpolation. When needed determination of
the approximate values of the function at points other than nodes and estimation
error of the approximate values can be calculated. For this purpose function F(x)—
called the interpolation function—should be found, which in the nodes of inter-
polation has the same values as the function y = f(x).

Interpolation is in a sense opposite to the tabulation task of functions. According
to the authors the best way to determine the values of the damping forces and
seeming stiffness is a two-argument function interpolation using the theory of spline
functions.
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The value of damping force FD in the concept model of the shock absorber to be
determined by interpolation is

FD = f v,wsð Þ: a, b, c, d½ �→R ð3Þ

where limits a, b, c, and d are determined empirically.
The approximation of function values FD for any arguments

v∈ v0, vn½ �⊂ a, b½ � andws ∈ w0,wm½ �⊂½c, d�

It is made for the known values, interpolation nodes which are the results of
measurements:
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f ðv,wsÞ=
f v0,w0ð Þ f v0,w1ð Þ . . . f v0,wmð Þ
f v1,w0ð Þ

⋮ ⋅ ⋮

f vn,w0ð Þ . . . f vn,wmð Þ

2
64

3
75 ð4Þ

where

a≤ v0 ≤ v1 ≤ v2 ≤ . . . ≤ vn ≤ b

c≤w0 ≤w1 ≤w2 ≤ . . . ≤wm ≤ d

using a spline function. The force of seeming stiffness Fss is interpolated as

Fss = f d, fð Þ: a, b, c, d½ �→R ð5Þ

where limits a, b, c, and d are determined empirically.
The approximation of function Fss for any arguments:

d∈ d0, dn½ �⊂ a, b½ � and f ∈ f0, fm½ �⊂½c, d�

for interpolation nodes is

f ðd, f Þ=
f d0, f0ð Þ f d0, f1ð Þ . . . f d0, fmð Þ
f d1, f0ð Þ

⋮ ⋅ ⋮

f dn, f0ð Þ . . . f dn, fmð Þ

2
64

3
75 ð6Þ

where

a≤ d0 ≤ d1 ≤ d2 ≤ . . . ≤ dn ≤ b

c≤ f0 ≤ f1 ≤ f2 ≤ . . . ≤ fm ≤ d

using a spline function.
In part associated with the damping of the graphical model, the strong depen-

dence of the damping characteristics of the two variables is clearly visible. This is a
decisive prerequisite to the case of testing new solutions; not only velocity but also
the working stroke length is important. Similarly, when in operation, examining the
condition of the shock absorber, it can’t be uniquely determined for changing the
length of the working stroke.

The prepared mathematical model of a shock absorber was introduced as a
damping element in the quadrant model of vehicle suspension. Simulation studies
were carried out in a computing environment, MATLAB®/SIMULINK. The view
of the shock absorber model was based on the mathematical description presented
in Eqs. (1)–(6) and is shown in Fig. 3.
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To determine the forces generated in the vibration damper random extortions
were used whose spectral power density roughly corresponded to the actual spectral
descriptions of the irregularities of road surfaces. Examples of extortions corre-
sponding to the random inequalities of roads of different categories are shown in
Fig. 4.

3 Analysis of the Results

The study simulation allowed us to determine the forces generated in the shock
absorber divided into components of damping and resilience and total force.
Sample results of simulation of power generated in the shock absorber are shown in
Figs. 5 and 6.
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Analysis of the results in the time domain was due to the impeded high com-
plexity [11, 12]. To emphasize: the useful information obtained from waveform
forces arising in the shock absorber was subjected to time-frequency analysis.

Continuous wavelet transform was used to determine time-frequency distribu-
tion. The wavelet transformation helped obtain information about both the time and
frequency structure of the analysed signal due to the fact that this transformation
wavelet function can be either lengthened or shortened. Narrow wavelets enabled
the analysis of high-frequency signal components and at the same time long-term
base functions revealed slow change features of the signal.

Continuous wavelet transformation of the signal can be defined as

CWTxða, bÞ= 1ffiffiffi
a

p
Z∞

−∞

xðtÞΨ t− b
a

� �
dt ð7Þ
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Fig. 5 The forces generated in the shock absorber to extortion corresponding to the road with
good surface quality: a the damping component, b component of elasticity, c the resultant force
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where
Ψ(t) is the wavelet family, a is the scale parameter a∈R+ ̸0 ∧ a∼ 1

f ,
1ffiffi
a

p is the

scaling factor normalizing the wavelet energy, and b is the translation parameter in
time domain b∈R.

The wavelet transform represents the correlation between the analysed signal
and a scaled function Ψ(t), respectively. The idea of wavelet transformation is to
decompose a signal x(t) into wavelet coefficientsWTx(a, b) with the use of a wavelet
function. As the result of such transformation wavelet coefficients that are functions
of scale and time location are obtained. With the change of scale parameter a and
time shift parameter b, respectively, the time-frequency distribution is obtained. The
base function of the wavelet transformation is subjected to scaling and translation,
which helps obtain wavelets of diverse lifetime and centre frequencies. When the
current value of the wavelet centre frequency is considered then the frequencies
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corresponding to the analysed scale ranges can be determined. The best results are
obtained when wavelets the shape of which matches the primary signal features are
used. Obtained distributions of the time-frequency are shown in Figs. 7 and 8.

The signal of forces generated by the shock absorber model working in the DOF
model is complex because of the nature of the random force, and because it is the
effect of nonlinearity of its characteristics. Furthermore it in the developed model
(Eqs. 3–6) into account design features cause a large complexity of the dynamic
response of the shock absorber (Figs. 7 and 8). Only the use of time-frequency

Fig. 7 The wavelet distribution of force for shock-absorber for good road surface

Fig. 8 The wavelet distribution of force for shock-absorber for poor road surface
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analysis allows you to look at the nature of the interactions of the dynamic damper.
For this reason, it seems appropriate to search for measures of technical conditions
of the shock absorber that will take into consideration its complex traits.

4 Summary

Automobile shock absorber operation produces the entire range of dynamic forces
affecting the operation of the suspension system. This results in the formation of a
complex dynamic state, whose observation in the form of selected physical quan-
tities enables acquisition of signals containing a large amount of information.
Obtaining useful information about the technical conditions of the tested shock
absorber requires the use of advanced methods of analysis signals. A further
objective of the work is the development of guidelines for research methods for the
technical conditions of vehicle shock absorbers under normal operating conditions.
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A Pendulum Driven
by a Crank-Shaft-Slider Mechanism
and a DC Motor—Mathematical
Modeling, Parameter Identification,
and Experimental Validation
of Bifurcational Dynamics

Grzegorz Wasilewski, Grzegorz Kudra, Jan Awrejcewicz,
Maciej Kaźmierczak, Mateusz Tyborowski and Marek Kaźmierczak

Abstract In this work, we investigate numerically and experimentally the
dynamics of a pendulum vertically excited by a crank-shaft-slider mechanism
driven by a DC motor. The power supplied to the DC is small enough to observe
return influence of the pendulum dynamics on the motor angular velocity. In the
performed experiments, the motor is supplied with constant time voltages. A series
of experimental periodic solutions allowed to estimate the model parameters and, in
the further step, predict bifurcation phenomena observed in the real object.
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1 Introduction

There exist a lot of studies on nonlinear dynamics of mechanical systems composed
of pendulums in different configurations, including plane or spatial, single or
multiple, and sometimes parametrically excited pendulums. Physicians are partic-
ularly interested in those kinds of the dynamical systems, since they are relatively
simple but can exhibit almost all aspects and phenomena of nonlinear dynamics. In
some cases, an experiment is performed in order to confirm analytical or numerical
investigations [1–3]. Sometimes, in order to achieve a good agreement between the
model’s predictions and experimental data, one must take into account many details
concerning physical modeling of the real process [3].

When considering behavior of the real dynamical systems, one can encounter a
problem of mutual interactions between the oscillatory system and the energy
source of limited power, i.e., nonideal energy source. Belato et al. [4] investigated
numerically, the electromechanical system composed of a pendulum excited by a
crank-shaft-slider mechanism driven by a DC motor considered as a limited power
source. A comprehensive numerical analysis of bifurcational dynamics of a similar
mechanical system is presented in [5]. An extensive review on the nonideal
vibrating systems one can find in [6].

In the work [7], the authors investigated both numerically and experimentally an
electromechanical system consisting of a pendulum suspended on the slider of a
crank-slider mechanism driven by a DC motor. Since the power of the motor was
relatively high, the angular velocity of the shaft was almost constant. Mathematical
modeling of the same system under simplifying assumption of a constant angular
velocity of the crank, together with the improved algorithm of the parameters’
estimation, is presented in [8].

In the present work, the same structure of the mathematical model as in [7] is
used in the analysis of the similar real electromechanical system, but in the case of
relatively low power supplied to the DC motor, resulting in more variable angular
velocity of the crank. This work is also an extended version of the conference
publication [9]. In comparison to the work [9], the identification process has been
repeated because of small changes in the experimental rig resulting from certain
technical reasons. Moreover some additional parameters (previously assumed as
known) have been added to the set of identified parameters (for details see Sect. 4).
Further bifurcation analysis and model validation in Sect. 5 have also been
extended by additional analysis of some irregular attractors and more detailed
analysis of the threshold of chaos near the u0 = −8.4 V.

2 Experimental Rig

Figure 1 presents the experimental setup of mathematical model that will be
described in next part of the paper. A voltage generator 1 supplies the low-power
DC motor 3. Output shaft of the motor is connected with steel shaft 5 by aluminium
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coupling 4. Shaft 5 is embedded in pair of ball bearings 6 that provides alignment of
shafts. Ball bearings are mounted on ‘L’ bracket 7a with additional two brackets in
‘C’ 7b and ‘L’ 7c shape that support first one to be more stable. Two aluminium
strips 7d act as rails to set ‘L’ bracket both with ball bearings and with DC motor to
set them in right position.

There is also the possibility to change low-power DC motor into other one
with higher power. On the other end of shaft 5 there is mounted disk 8. Angular
position of disk is measured by the use of encoder 9 (type MHK, 360 steps)
supplied by wire 10. Rotational motion of disk is transformed thanks to joint 11
(connecting bar) into linear motion of the slider 12 moving on two horizontal
guides 13. To the slider there is mounted bracket with two ball bearings 14 (same
type as 5) and shaft 15 inserted into them. On this part there is seated physical
pendulum 16. In identical way like disk, angular position of pendulum is measured
by two types of encoders. 17 is the same type like in case of measuring position of
disk. Encoder 18 (type MAB-analog out, supplied by to batteries 19) is used to
perform longer measurement, because encoder 17 (type MHK, 3600 steps) have a
high resolution what really quickly fills up available space on PC hard disk. All data
from encoders are collected by data acquisition devices 2.

Fig. 1 Experimental setup
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3 Mathematical Modeling

In this section, there is presented the mathematical model of the experimental rig
presented in Sect. 2. It is based on the results published in the work [7]. Figure 2a
exhibits a block diagram presenting the general structure of the system. It is
composed of two main subsystems: (i) DC motor (understood as a pure electrical
object converting the electrical energy to the mechanical torque; (ii) a
two-degree-of-freedom mechanical system including all mechanical elements of the
system. The input signal (being under control) is the voltage u(t) supplied to the DC
motor. The two coordinates θ(t) and φ(t) determining the position of the mechanical
system are assumed to be outputs.

For an armature-controlled DC motor equipped with a gear transmission and
assuming that the armature inductance is negligible, one gets the following equation

M =
KT

R
igu−

KEKT

R
i2g
dθ
dt

, ð1Þ

where M is the torque on the output shaft of the gear transmission, u—input
voltage, θ—angular position of the output shaft of the gear transmission, ig—
reduction ratio of the gear transmission, R—armature resistance, KT—the propor-
tionality constant between the torque generated on the output shaft of the DC motor
and the armature current, and KE—the proportionality constant between the back
electromotive force and the angular velocity of the DC motor.

Fig. 2 Physical model of the system
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A sketch of a physical model of the mechanical section of the system is depicted
in Fig. 2b. This plane two-degree-of-freedom mechanical system is composed of
four rigid bodies (1—disk, 2—connecting bar, 3—slider, 4—pendulum) connected
by the use of four rotational joints (O, A, B1, and B2). Masses of the links 2–4 are
denoted as mb, mS, and m, respectively. Moments of inertia of the bodies 1, 2, and
4, with respect to their mass centers (located in the points O, C2, and C4), are
represented by the symbols IO, Ib, and I, respectively. The corresponding lengths of
the mechanical system are denoted as follows: a = OA, b = AB, b1 = AC2, and
r = BC4. The position of the system is determined by two angles: θ—angular
position of the disk (equal to the angular position of the gear transmission output
shaft) and φ—angular position of the pendulum. The disk 1 represents all rotating
elements of the DC motor, gear transmission, and real disk of the experimental rig.

The governing equations of the investigated system read

M qð Þ q.. +N qð Þq̇2 +w qð Þ= f tð Þ− r q, q̇ð Þ, ð2Þ

where

q=
θ

φ

� �
, q ̇=

θ ̇

φ ̇

� �
, q

..
=

θ ̇

φ ̈

� �
, q̇2 =

θ ̇2

φ ̇2

( )
,

M qð Þ= IO + a2 F2 m+mSð Þ+F2
1mb

� �
+ a2

b2 cos
2θ b− b1ð Þ2mb +G2Ib
� �

− amrF cosφ

− amrF cosφ I +mr2

" #
,

N qð Þ= =
aFH 1+ mS

m

� �
+ aF1H1 − a2

2b2
sin2θ b− b1ð Þ2mb +G2Ib 1− a2

b2
G2 cos2θ

� �� �
amrF sinφ

− rH cosφ 0

" #
,

w qð Þ=
a
b b− b1ð Þmbg cos θ

mgr sinφ

� �
, f tð Þ= M tð Þ

0

� �
, r q,q ̇ð Þ= MRθ θ, θ ̇ð Þ

MRφ φ ̇ð Þ

( )
,

ð3Þ

and where one has used the following notation

G=
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1− a2
b2 sin

2θ
q , F = 1+

a
b
G cos θ

� �
sin θ, F1 = 1+

ab1
b2

G cos θ
	 


sin θ,

H = am cos θ+
a
b
G cos 2θ+

1
4
a3

b3
G3 sin2 2θ

	 

,

H1 = amb cos θ+
ab1
b2

G cos 2θ+
1
4
a3b1
b4

G3 sin2 2θ
	 


. ð4Þ
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The vector r q, q̇ð Þ contains all resistance forces and their components

MRθ θ, θ ̇ð Þ= cOθ ̇+
2
π
MO arctan εOθ ̇ð Þ+ a2F2cSθ ̇−

2
π
aFTS arctan − εSaFθ ̇ð Þ,

MRφ φ ̇ð Þ= cBφ ̇+
2
π
MB arctan εBφ ̇ð Þ, ð5Þ

The terms cOθ ̇ and 2
πMO arctan εOθ ̇ð Þ represent the viscous damping and dry friction

components of the resistance in the joint O, where cO is viscous damping coeffi-
cient, MO—magnitude of dry friction torque. One assumes that MO is a constant
parameter, independent from the loading of the joint O. The expressions a2F2cSθ ̇
and − 2

π aFTS arctan − εSaFθ ̇ð Þ represent the viscous damping and dry friction
components of resistance between the slider and guide, reduced to the coordinate θ,
where cS and TS are the corresponding constant parameters. Similarly, the terms
cBφ ̇ and 2

πMB arctan εBφ ̇ð Þ are viscous damping and dry friction components in the
joint B2. The quantities εO, εS and εB are numerical parameters used in the dry
friction model regularization. Usually they are relatively large since one wants to
approximate accurately the sign function. However it occurs that sometimes the
smaller values of these parameters lead to the better results (in the sense of fitting of
the simulation results to the experimental data)—one can find an example in the
work [8]. In comparison to the work [9], we assume three different parameters
εO, εS, and εB (previously they were substituted by one parameter ε). Resistances in
the joints A and B1 are not taken into account.

Finally one gathers the right-hand side of Eq. (6) into one vector

fr t,q,q̇ð Þ= f tð Þ− q,q̇ð Þ=

=
KMu tð Þ−COθ ̇− 2

πMO arctan εOθ ̇ð Þ− a2F2cSθ ̇+ 2
π aFTS arctan − εSaFθ ̇ð Þ

− cBφ ̇− 2
πMB arctan εBφ ̇ð Þ

( )
,

ð6Þ

where

KM =
KT

R
ig, CO =

KEKT

R
i2g + cO.

Let us note, that the mechanical viscous damping in the joint O and the back
electromotive force (multiplied by some other constants) have mathematically the
same influence on the final torque on the output shaft of the gear transmission. They
are mathematically indistinguishable and unidentifiable in the developed model.
Their aggregate action is defined by the coefficient CO.
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4 Parameter Estimation

In the process of identification, one has used three experimental solutions, with the
input signal u(t) in a form of step function with zero initial value, and constant final
value u0, equal to −10.8, −8.0 and −6.5 V, respectively. The initial conditions are
the same for all experiments: θ 0ð Þ= − π

2 rad, φ 0ð Þ=0 rad, θ ̇ 0ð Þ=0 rad s̸, and
φ ̇ 0ð Þ=0 rad s̸. The solutions tend to periodic attractors, which allows to avoid
problems of identification related to high sensitivity to initial conditions. The angles
φ tð Þ and θ tð Þ were recorded on the time interval [0, 60] s.

Because of nonideal behavior of resistances in the system (small random fluc-
tuations of friction), the angular velocity of the disk undergoes some random
changes, which cannot be described by the use of deterministic equations. These
changes are not big, but after some time they can lead to significant time shift in the
angular position of the disk. It may cause problems in fitting of the simulated
signals to those obtained experimentally, if we express them in the time domain.
This is the reason of the idea to compare the corresponding signals expressed as
functions of angular position of the disk θ.

Since we plan to use in the estimation process two different signals (angular
position of the pendulum and angular velocity of the disk), we construct the
objective function Fo in the form of weighted sum of two different parts

FO μð Þ=wφFOφ μð Þ+wωFOω μð Þ, ð7Þ

where μ is vector of the estimated parameters, wφ and wω are the corresponding
weights, and where

FOφ μð Þ= 1

∑
N

i=1
θfi − θ0
� � ∑

N

i=1

Z θfi

θ0

φsi θ, μð Þ−φei θ, μð Þð Þ2dθ,

FOω μð Þ= 1

∑
N

i=1
θfi − θ0
� � ∑

N

i=1

Z θfi

θ0

ωfsi θ, μð Þ−ωfei θ, μð Þ� �2dθ. ð8Þ

In the expressions (8) N denotes number of the compared pairs of solutions, θ0 is
common initial angle θ, θfi (i = 1, 2, …, N) are final angular positions of the disk,
φsi and φei are angular positions of the pendulum obtained by the use of i-th
numerical simulation and experiment, correspondingly. Since we measure the
angular position of the disk, we differentiate this signal with respect to time in order
to obtain the corresponding angular velocity. We do it numerically, by passing the
signal θei tð Þ (obtained by the linear interpolation of the experimental data) through
the filter of the transfer function Gf sð Þ= s

Tf s+1ð Þ2. As an output we obtain the signal

ωfei tð Þ, which appears in the expressions (8), but as a function of the angle θ. In
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order to have the proper simulation signal, which could be compared with the signal
ωfei, we also pass through the filter Gf sð Þ the numerical signal θsi tð Þ, obtaining
ωfsi tð Þ.

Using the functions (8), one assumes that initial conditions and input signals u
(t) are known and they are the same for both the experiment and simulation.
Moreover, some parameters’ values are easy to obtain by the direct measurements
of masses and lengths. They are assumed to be constant during the identification
process: mb =0.057 kg, mS =0.777 kg, m=0.226 kg, a=0.080m, and b=0.300m.
Other parameters assumed to be constant are: εO =103, g=9.81m s− 2. The
remaining parameters (as the elements of the vector μ) will be obtained by mini-
mization of the objective function Fo, using the Nelder–Mead method [10, 11], also
known as downhill simplex method. This is commonly used optimization algo-
rithm, implemented in MATLAB and Scilab functions fminsearch. One also
assumes the following values of the weights and the time constant of the filter:
wφ =1 rad− 2, wω =1 s2 rad− 2, and Tf =0.1 s.

In the estimation process one obtained the following values of the model param-
eters: KM =3.066 × 10− 2 Nm V̸, CO =3.003 × 10− 2 Nm s, MO =1.937 × 10− 2

Nm, IO =5.252 × 10− 3 kgm2, Ib =2.373 × 10− 6 kgm2, b1 = 8.801 × 10− 2 m,
cS =2.171 × 10− 1 N s, Ts =6.583 × 10− 1 N, I =1.426 × 10− 3 kgm2, r=5.417 ×
10− 2 m, cB =2.486 × 10− 4 Nm s, MB =2.162 × 10− 3 Nm, εS =27.68 and
εB =3.193. Figure 3 exhibits comparison of four numerical solutions φ θð Þ to the
model with the corresponding experimental data used during the identification pro-
cess (only the final parts of the solutions are presented). In Fig. 4, there are presented
the comparison of the corresponding solutions ωf θð Þ. The optimal value of
the objective function (7) is 2.298 × 10− 3. Note that in comparison to thework [9] the
parameters εS and εB have been added to the set of the identified parameters,
which allow to obtain better modeling results (see the comments in Sect. 1 and the
work [8]).

5 Bifurcation Dynamics

Further experimental investigations of the systems showed that it can also exhibit
irregular behavior. For example the constant input voltage of −8.51 V leads to
irregular dynamics, with full rotations of the pendulum, presented in Fig. 5. These
solutions were not used in the identification process because of potential problems
related to high sensitivity to initial conditions. However, they are confirmed
qualitatively very well by the developed mathematical model and its numerical
simulations, as shown in Fig. 5.
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In Fig. 6, there are presented the Poincaré sections of exemplary irregular
attractors (they are constructed by sampling of the system state at the instances,
when the angular position θ tð Þ of the disk crosses the zero position) exhibited by
mathematical model for u0 = −11.3 V (a), −10.3 V (b), −9.01 V (c), and −8.51 V
(d). The examples (a–b) correspond to quasiperiodic behavior of the system, while
the sections (c–d) indicate the chaotic character of the attractor. Figure 7 exhibits
bifurcation diagrams of the mathematical model—for quasi-statically changing the
bifurcation parameter u0 from −13 to −5 V (a) and from −5 to −13 V (b), con-
firming the chaotic window around the value u0 = −8.51 V and many other zones
of interesting bifurcational dynamics. In Fig. 8 one can observe results of numerical
(a) and experimental (b) investigations of the threshold of the chaotic behavior of
the system (for decreasing control parameter) near the u0 = −8.4 V seen in Fig. 7.
In the experimental investigations, the control parameter has been changed from
−8.3 V to −8.48 with the speed of −0.0015 V/s (the investigation lasted 120 s).

Fig. 3 Three numerical solutions φ θð Þ (black line) compared with the corresponding experi-
mental data (gray line) (u0 = −10.8, −8.0, and −6.5 V, for subfigures a, b, and c, respectively)
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Then the same condition was reconstructed during numerical simulations. One can
notice 0.05 V of difference between the borders of the chaotic window observed
numerically and experimentally.

6 Concluding Remarks

In the paper, there have been presented the results of the preliminary phase of the
larger project aimed in numerical and experimental analysis of different configu-
rations of a pendulum driven by an electric motor. In the current stage, one
developed a mathematical and simulation model of real physical object being a
physical pendulum excited vertically by a crank-shaft-slider mechanism, which is
driven by a DC motor.

Fig. 4 Three numerical solutions ωf θð Þ (black line) compared with the corresponding experi-
mental data (gray line) (u0 = −10.8, −8.0, and −6.5 V, for subfigures a, b and c, respectively)
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Fig. 5 The chaotic numerical solutions (black lines) φ θð Þ (a) and ωf θð Þ (b) compared with the
corresponding experimental data (gray lines) for u0 = −8.51 V

Fig. 6 Poincaré sections of the attractors obtained numerically for u0 = −11.3 V (a), −10.3 V
(b), −9.01 V (c), and −8.51 V (d)
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Since the initial goal of the project is to develop exact and reliable mathematical
and simulation model of the system, we take into account many details of friction
and damping. We have also treated the parameters controlling the functions
approximating the sign functions in the dry friction model as the parameters to be

Fig. 7 Bifurcation diagram with constant in time input voltage u0 as a control parameter—for
growing (a) and decreasing (b) bifurcation parameter

Fig. 8 Numerical (a) and experimental (b) investigations of the threshold of the chaotic behavior
of the system (for decreasing control parameter)
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identified from the experimental data. It resulted in a new resistance model rather
than in a smooth approximation of the sign function. But this new model leads to
better simulation results both in the sense of accuracy and speed of simulation. The
second aspect results from the avoidance of stiffness of the differential equation of
motion typical for smooth approximation of the sign function.

It should be noted that the a priori knowledge about the system was very poor
including the knowledge about the DC motor and the gear transmission. But only
three experimental periodic solutions were sufficient for developing a mathematical
model mapping the dynamics of real system very well and allowing for reliable
numerical simulations.
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Bio-Inspired Tactile Sensors for Contour
Detection Using an FEM Based Approach

Christoph Will

Abstract Various mammals, like mice, cats, and rats, have long hairs in the snout

region, called mystacial vibrissae. These vibrissae allow the animal to determine a

mechanical contact to obstacles and even to get information about the obstacles con-

tour. Thereby, the vibrissa itself can be seen as conductor for mechanical forces and

moments. From a mechanical perspective, the only information (the animal relies

on) are governed at the support of the hair: the follicle sinus complex (FSC). Here,

a lot of different mechanoreceptors detect several mechanical properties to recog-

nize deformation. The vibrissa itself is a hair of conical shape, which is precurved

and consists of multiple materials of different properties. In order to use the bio-

logical principle for technical sensory system, the reason for this design of the hair

needs to be analyzed. Beam models incorporating all these facts (conical shape, hol-

low, multiple layers, precurvature, visco-elastic support) boundary-value problems,

which are hard to handle using numerics. For this, we develop a mechanical model

using an FEM-based approach to match all facts from biology and transfer them into

a mechanical model for investigations. This work shall serve as a first attempt.

1 Introduction

Many rodents, e.g. mice and rats, have long hairs, called vibrissae, in their snout

region. Those hairs are used by the animal to get information about the environment

either by actively rotating them or passively using deformation information. In both

cases, the information about mechanical deflection is gathered at the base of the

vibrissa, namely the follicle sinus complex (FSC). At it, as seen in Fig. 1, different

kind of cells convert mechanical strain into nerve signal for further processing.
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Fig. 1 Follicle sinus

complex [1]
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The animal seems to recognize obstacles by touching them with an arbitrary point

of its vibrissae, while the only information it can get is at the FSC. This interesting

observation is analyzed in this paper from a mechanical point of view, concentrating

on the passive mode of vibrissa usage.

2 State of the Art

In the last decades, various approaches have been taken to transfer the biological

paragon into a tactile sensor for application in technics. A first example of a “whisker-

like” digital sensor, presented in [3], uses the deformation of a beam to detect obsta-

cle contact. Unlike the biological paragon, this sensor is only capable of signalizing

the presence or absence of an obstacle contact and no information about the objects

shape or distance during the contact. For the purpose of this sensor, trajectory plan-

ing of mobile robots, this may seem sufficient, but for detailed information another

principle is necessary.

Another approach is given in [4], in which linear beam theory is used to approx-

imate large deflections of beams. As a matter of principle, the suggested method

cannot give an exact object contour, but can approximate the object distance if the

slope angle at the support is known.

An example on how the precurvature is used in models is given in [2]. In it, a

superposition of the natural curvature of a vibrissa and a deflection based on linear

beam theory is suggested. The authors indicate that this approach is only useful if a

force is applied near the support of the vibrissa (clamping). This inevitably results

in small deformation, which is the scope of linear theory of beams.
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Recent works, e.g. [5], use a finite difference approximation of the curvature of the

beam. In contrast to the methods mentioned above, this allows large deflections with

manageable errors (spacial discretization). In [7], only the reconstruction of different

shaped objects is analyzed, relinquishing any simulation on how an artificial vibrissa

bends.

As an approach to have both, models for sensor design and reconstruction meth-

ods, the problem was analyzed analytically in [8] and [9] to the largest attempt.

Assuming a straight beam, no precurvature and an ideal contact, it is shown, that an a

priori contact point approximation is possible with only force and moment informa-

tion at the base of the artificial vibrissa. The model also allows a force- and moment-

sensor choice, based on typical scenarios at which the tactile sensor will be used. The

presented reconstruction method is only applicable, if there is only a single contact

point.

This paper aims to improve the model with respect to its capabilities to model

more properties of biological vibrissa and contact scenarios, to allow an artificial

vibrissa design for low error reconstruction.

3 Analytical Approach

As described in [8], an analytical treatment of the vibrissa-like scan process and the

object contour reconstruction is possible. Assuming an animal moving at a straight

line, w.l.o.g. the xy-plane, with an object in range of its vibrissae, the problem can

be visualized as seen in Fig. 2.

In order to model the problem, the following assumptions are made [8]:

∙ The problem is modeled in the xy-plane. The obstacle is kept at a fixed position,

while the vibrissa base is moving from the right to the left.

∙ Only static deformation is considered, so the problem is modeled quasi-statically.

∙ The vibrissa is a single, long, straight, and slim beam, which allows to use Euler-

Bernoulli theory.

Sensor Box

x0

Fig. 2 Scheme of profile scanning. ∙ Contact point
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Fig. 3 Large deflection of

an Euler-Bernoulli beam, [8]

s

E, Iz, L

s ϕ(s)
force

x
y

∙ The support of the vibrissa is a clamp.

∙ Stress and strain are sufficiently small to use linear material behavior with Young’s

modulus E.

∙ The object has a strictly convex contour and is modeled as rigid body.

∙ The object contact is ideal, e.g., the beam deformation is caused by a single contact

force.

Additionally, all lengths are measured in the beams length L, all moments in

EIzL−1 and forces in EIzL−2, with Iz being the second moment of area. The beams

parametrization is shown in Fig. 3 with deflection angle 𝜑 and arc length coordinate

s ∈ [0, 1].
For better handling of the equations, the initial equation 𝜅(s) = Mbz(s) is differ-

entiated with respect to s. This results in decoupled equations for curvature 𝜅, and

the slope angle of the beam 𝜑 and position x resp. y. Thus, the ODE system for the

scan process with profile slope angle 𝛼 is

During the scan process of an arbitrary strictly convex profile, two contact situations

must be considered: tip contact of beam with the profile (Phase A) and tangential

contact of beam and profile (Phase B). Both phases share the same ODE system, but

have different boundary conditions. With given profile slope angle 𝛼 and, therefore,

given contact point of beam and profile (𝜉(𝛼), 𝜂(𝛼)) in the xy-plane, the boundary-

value problems (BVPs) are for
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Phase B (tangential contact at s = s1):

A detailed solution with analytical treatment to the largest extent can be found

in [8, 9].

4 Profile Reconstruction

While the generation of the observables during the design process is a BVP and

later sensor data from an experimental setup, the reconstruction is a much easier

problem: an initial value problem (IVP) of the ODE system (1). In contrast to Sect. 3,

all equations necessary to solve the problem are formulated at the point s = 0:

𝜅(0) = −Mz ,

𝜑(0) = 𝜋

2
,

x(0) = x0 ,
y(0) = 0 ,

with Mz the clamp reaction moment in z direction and x0 the position of the beam’s

support. Necessary parameters to formulate the ODE system (1) can be obtained

using the observables, the force at the support in x (resp. y) direction Fx (resp. Fy),

𝛼 = −arctan
(
Fx

Fy

)
,

f =
√

F2
x + F2

y .

As presented in [8, 9], the contact point with respect to the current set of observ-

ables can be determined. Using multiple observables at different locations of the

beam (during a scan process), a sequence of contact points can be computed, which

approximate the profile contour.

5 Critical Discussion

For real-world applications, it cannot be guaranteed that the tactile sensor gets only in

contact with strictly convex objects. For convex objects, no problem arises, because

the assumption of only one contact force holds. For an object with concave sections,
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there might certainly be contact situations at which the contact force must be seen as

distributed load. In this case, only the net force can be sensed at the base, which will

lead, analog to linear problems, to a false deformation and, therefore, to a contact

point estimation with unpleasant error.

The prevention of a distributed load as a contact area is an objective, which needs

to be considered in the design of tactile sensors. Animal vibrissae are precurved of

conical shape and piecewise hollow, which all may or may not influence the bend-

ing behavior of the tactile sensor with respect to contact scenarios. To analyze the

influence of these properties, the model needs to be reconsidered. An analytical solu-

tion has only been found, if the beam is straight and of constant diameter, see [8].

To solve the BVP for other beams, e.g., conical shaped ones, the use of numerics

is unavoidable. Furthermore, in case of obstacle with concave sections, the ODE

system would change, due to the fact that the contact force must be replaced by an

unknown function describing the distributed load. A more elegant solution to obtain

a model is to discretize the beam with local functions and allow contact forces only

at their boundaries. With an sufficient amount of functions and, therefore, a high

density of boundaries, an approximation of the distributed load can be found.

The present paper serves as a first step in focussing the problems described above.

To verify the FEM approach, a comparison of the FE model and the analytical model

is done.

6 FEM Approach

In the following, the total Lagrange formulation of a plane geometrically exact C0

beam, like the one presented in [6, 10], is derived in short. This shall be seen as a

first step in developing a FE model, which exhibits the properties of Sect. 5 neglected

until now. The element is capable of performing large rotations, and, therefore, large

deflections, but uses linear material behavior (small strains). The stain-deflection

relations are, with axial strain 𝜀, shear strain 𝛾 , and curvature 𝜅:

𝜀 =
(
1 +

dux
dx

)
cos (𝜃) +

duy
dx

sin (𝜃) − 1 , (4)

𝛾 =
duy
dx

cos (𝜃) −
(
1 +

dux
dx

)
sin (𝜃) , (5)

𝜅 = d𝜃
dx

, (6)

where ux is the displacement in axial direction, uy the deflection, and 𝜃 the rotation,

as seen in Fig. 4.

Assuming only one element with its first node on the left side and second one

on the right, the displacement can be noted using linear shape functions with 𝜒 =
2x
L0

− 1, while L0 is the length of the undeformed element
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Fig. 4 C0
beam kinematics
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The strain energy U is then given by

U = ∫
(L0)

1
2
EA0𝜀

2
dx + ∫

(L0)

1
2
GA0𝛾

2
dx + ∫

(L0)

1
2
EIz𝜅2

dx , (8)

with cross section area at undeformed state A0 and shear modulus G. The appearing

integrals are evaluated by a one-point Gauss integration rule with the sample point

at 𝜒 = 0. For an arbitrary orientation in the xy-plane, the C0
element is not aligned

with x. In the present paper, this is deliberately omitted for brevity.

A property of the C0
beam to be well aware of is shear locking. A phenomenon

which is caused by too much strain energy taken by shear and resulting in a very stiff

behavior of the beam. A common way to eliminate this effect is the residual bending

flexibility (RBF) correction. The term GA0 is replaced by (12EIz)∕(L20). The strain

due to axial load, which is considered in the FE model but not in the analytical model,

is negligible due to a large factor of the product EA.

Since the snap-off of the beam is a critical part of the scanning process, which is

not yet fully understood, a simple formulation of the contact based on penetration of

beam and profile was discarded. Instead, a more exact contact formulation is used:

Lagrangian multipliers. With the assumption of a rigid profile with f as a function

describing its boundary, the following optimization problem can be stated:

minU(ux i, uy i, 𝜃i) w.r.t Yi + uy i ≤ f (Xi + ux i), i = 1,… , n + 1 , (9)

with

∙ n the number of finite elements

∙ ux i resp. uy i the node deflection of the i-th node in x-direction resp. y-direction

∙ Xi resp. Yi the i-th node position in x resp. y direction.
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Fig. 5 Clamping moment

The gradient (force vector) of U is computed element wise by symbolic differentia-

tion. To solve this optimization problem, Matlab’s fmincon (SQP algorithm) is used.

By starting from the undeformed state, moving the beam from the right to left and

using the last result as initial point for the next step, a (numerically) solution of the

optimization problem computed.

With respect to future application scenarios, a profile is chosen at which both

phases (tip and tangential contact) occur: f (x) ↦ x2 + 1
2
.

As shown in Fig. 5, at the beginning of the scan process (x0 ∈ (0.2, 0.7)), the ana-

lytical and the FE solution, even with a small amount of elements, nearly give the

same observables. Beginning from that point at the scan process, the FE solution

with five elements starts to show differences, during the inability to perform a tan-

gential contact near the tip. The special discretization also is clearly to see in the

ongoing scan process, resulting in oscillation-like graph. More elements smoothen

the graph, where with 100 elements, the discretization is so accurate, no oscillation

of the graph is noticeable. Although another effect can be noticed; even with 100 ele-

ments, the clamping moment of the FE solution is smaller than the analytical one.

The difference is most likely be caused by the C0
beam and its necessity to use a

concept like the RBF correction.

The clamping forces Fx, shown in Fig. 6, and Fy, shown in Fig. 7, show a similar

behavior. At the beginning of the scan process, the graphs are nearly inseparable,

while beginning with x0 = 0.2 to the snap-off of the beam at x0 = −1.0, the spacial

discretization of the FE method becomes visible. In contrast to the clamping moment,

especially Fy shows a more distinct oscillation-like behavior. During the tangential
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Fig. 6 Clamping force in x-direction
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contact phase (x0 ∈ (−0.7,−0.3)) the discretization is clearly noticeable even for the

100 element scan.

The snap-off of the beam, a part of the scan process which is not yet fully under-

stood, shows the major difference of the two approaches. While the scan process of

the analytical approach is terminated by the condition of a steady shrinking x0 dur-

ing a scan from the right to the left, the optimization algorithm used to determine a

solution of (9) yields an undeformed beam at the end of the scan process, i.e., the

potential energy of the beam is at its minimum. Although it is possible for the opti-

mization algorithm to find a false local minimum, not representing the correction

solution, this is rated unlikely due to a translation of the beams support of 10−2.

7 Conclusion

The FE Method, i.e., the Total Lagrange C0
beam element allows for an easy, yet effi-

cient way to model the scanning procedure of tactile sensors. Although not covered

in the present paper, a precurved and conical shape of the beam is possible by choos-

ing geometric parameters element wise. With sufficiently small spacial discretization

of the beam, tangential contact among beam tip and support can be represented and

easily detected by an evaluation of the Lagrange multipliers. These also allow for

a detection of contact situation, where multiple nodes are in contact with the pro-

file, which is a main requirement to avoid, if the use of the reconstruction method

mentioned in Sect. 4 is desired. Yet, to generate observables for the reconstruction

algorithm by computation, the C0
beam may not be the best choice. As mentioned in

Sect. 6, deviations of analytical and FE approach in the computed observables may

be caused by the fundamental properties of the C0
beam. For buckling problems,

which should not arise with the chosen profile during a scan process, the C0
beam

is known for disadvantages compared to the C1
beam in the tangent stiffness matrix.

Yet, also considering the RBF correction, this can not expelled to affect the scanning

process. In future works, a comparison of both elements should be targeted.

The end of the scanning process, a snap-off of the beam from the profile, is still not

fully understood. While both approaches lead to correct solutions in their scope, i.e.,

the analytical solution fulfilling the BVP and the FE solution (numerically) providing
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a local minimum of the optimization problem, the difference in the observables is

unlikely to be caused by the spatial discretization of the FE method. Experiments,

using the setup shown in Fig. 2, are planned and may provide further insights if the

snap-off can be treated quasi-statically and if so, which approach results in a better

approximation.
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Kinematics and Dynamics of the Drum
Cutting Units

Marcin Zastempowski and Andrzej Bochat

Abstract The drum cutting assembly is the basic working assembly of
self-propelled and fastened chaff cutters. The task of the drum cutting assembly is to
cut plant material into parts of specified length—into chaff. Within the frames of the
study’s realization, mathematical dependencies are making it possible to determine
the relationships between the basic parameters and construction features of cutting
drums in the aspects of kinematics, and dynamics of their movement in the phase of
the cutting process have been drawn up. The developed dependencies may be used
at the time of simulation calculations on new drum constructions of cutting
assemblies and in the process of their operation process’ automation.

1 Introduction

The drum cutting assembly constitutes the basic operating assembly of
self-propelled, fastened, and stationary chaff cutters. The task of the drum cutting
assembly is to cut plant material (stalks or blades) into parts of specified length—
into chaff.

Application of that type of assembly in chaff cutters makes it possible to obtain
the required degree of material’s size reduction. However, in order to obtain the
required nutrition effects, there shall be required chaff of uniform length; however
its length depends on the individual features of animals and the manner of their
feeding [3].

In Figs. 1 and 2, there are presented the selected examples of agrarian machines,
the basic operating assembly of which is the drum cutting assembly.
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2 Construction and the Principles of Operation
of the Drum Cutting Assemblies

The exemplary construction of the drum cutting assembly is presented in Fig. 3.
Cutting drums may be of open or closed construction [1–7]. A drum of an open
construction is composed of a shaft on which there are mounted shields with
openings. Cutter holders are fastened to the shields. Cutting knives are mounted in
grippers. The knives, depending on the drum’s construction may be straight or
bended along the screw line.

Moreover, there may be distinguished uniform or sectional knives. A cutting
drum is positioned in side boards of a chaff cutter.

Fig. 1 Self-propelled chaff
cutter make Claas [7]

Fig. 2 Fastened chaff cutter
make Pöttinger [7]
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On the other hand in a drum of a closed construction on a shaft, instead of
several shields there is mounted a construction in the form of a closed drum, on side
surface of which there are located brackets with cutting knives attached to them.

Rotational motion of a cutting knife drum is in simultaneous translocation of
cutting knives. The knives moving relative to the immovable shear bar at the first
stage cause deformation and compression of the layer of plant material and then its
cutting through.

Supply of material between the knife’s blade and counter cutter takes place
thanks to the rotational motion of the pulling and crushing shafts which prelimi-
narily form and compact the material.

The essence of the process of plant material’s supply to the cutting drum is
presented in Fig. 4.

In the drum cutting assemblies, cutting takes place most often with the slide of
knife towards the cut layer of the plant material, where the angle of the slide cutting
assumes the constant value at the time of the knife edges’ relocation with respect to
that layer.

In Figs. 5 and 6 the constructions of cutting drums which are manufactured by
the leading chaff cutters’ producers are presented.

Fig. 3 Cutting drum of the
chaff cutter: 1—shaft of the
cutting drum, 2—crosscut
edge called shear bar, 3—
cutting drum’s shield, 4—
cutter holder, 5—cutting knife

Fig. 4 Process of plant material’s supply to the cutting drum: 1—material layer, 2—upper pulling
and crushing shaft, 3—pressure plate, 4—cutting knife, 5—cutting drum, 6—shear bar, 7—lower
pulling and crushing shaft, h0—height of the material’s layer before compaction, h—height of the
material’s layer after compaction
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New Holland company has been using uniform knives, bended along the screw
line in its constructions.

Chaff cutters make Claas and Krone use cutting drums with knives mounted in
“V” configuration are used.

The exemplary construction of a cutting drum made by Krone is presented in
Fig. 6.

In the opinion of producers, such a solution reduces the cutting resistance in
connection with the decreased friction of plant material against the chaff cutter’s
casting and results in chaff’s concentration inside a drum that facilitates the oper-
ation of pulling and crushing shafts [7].

The company John Deere has been using in its chaff cutters’ constructions a
cutting drum equipped with short knives (most often four knives in a row). The
knife edges are parallel to the crosscut edge.

The effect of that is cutting of plant material into equal parts. Moreover, the
knives may be replaced one by one that, in case of their damage, considerably
decreases the cost of their replacement (Fig. 7).

Fig. 5 Cutting knife of the
chaff cutter make New
Holland [7]

Fig. 6 Cutting drum of the
chaff cutter make Krone [7]
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3 Purpose of the Study

The purpose of the study is drawing mathematical dependencies making it possible
to establish the relationships between the basic parameters and the design features
of drum cutting assemblies in the aspect of kinematics and dynamics of their
movement at the stage of the cutting process of plant material’s cutting. Moreover,
selected simulation calculations on the drawn up mathematical dependencies are
conducted.

4 Kinematics of the Movement of the Drum Cutting
Assembly

The operational quality of the cutting drum depends not only on the quality of the
cutting edge (degree of its sharpening), but also setting of the axis of rotation of the
drum towards the crosscut edge (shear bar) and thickness of the layer of the fed
plant material.

Analyzing the complex movement of knife edge’s movement, it may be noticed
that the cutting speed ϑc is the variable value and precisely determined peripheral
speed of knives ϑb (speed equivalent to the drum’s linear velocity on the radius R)
and the speed of feeding of material ϑm to be cut. The direction and the speed value
ϑc, change together with the value of the drum’s angular displacement φ. For any
position of the knife’s blade, according to the Fig. 8, speed ϑc may be calculated
from dependence

ϑc =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϑ2b + ϑ2m +2 ϑb ϑm cosψ

q
. ð1Þ

Fig. 7 Cutting drum of the
chaff cutter make John Deere
[7]
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In case of correct positioning of shear bar towards the axis of a drum, the knife
shall cause the material’s pushing away that shall result in the increase of cutting
resistance and the increase of chaff’s cutting non-uniformity.

The border position of the shear bar, at the constant thickness of the fed layer,
ensures correct cutting when the constituent horizontal knife’s linear velocity shall
be equal to the material feeding speed that takes place when

sinφ=
ϑm
ϑb

. ð2Þ

From the analysis of the Fig. 8 it results in

h1 =R sinφ=R
ϑm
ϑb

=R
1
λ
, ð3Þ

where

R—drum’s radius,
λ—kinematic index of the drum cutting assembly determined as the proportion of
the peripheral speed ϑb of the cutting knife to the speed of feeding ϑm of material to
be cut.

So, the distance of the shear bar’s cutting edge from the drum’s axis in the
vertical plane may be calculated with the formula

A= h2 +
R
λ
. ð4Þ

On the other hand, the distance of the drum’s rotation axis in the horizontal plane
may be calculated from the relationship

b=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 − A2

p
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 − h1 −

R
λ

� �2

.

s
ð5Þ

Fig. 8 Placement of drum’s
rotation axis with regards to
the crosscut edge
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From the analysis of the formulae (4) and (5), it results that positioning of the
crosscut edge (shear bar) towards the cutting drum’s rotation axis depends on the
drum’s radius, thickness of the cut material’s layer, and the kinematic rate.

Due to the fact that the cutting drum makes rotational motions and the material
moves in an uniform linear motion in its direction, the motion track of knives has
the form of trochoid which, according to Fig. 9 is described with the parametric
equation

xa = ϑm t+R cosωt, ð6Þ
ya =R 1− sinωtð Þ. ð7Þ

In order to establish the resultant cutting speed ϑ and acceleration speed a of the
knife, the Eqs. (6) and (7) are to be appropriately differentiated and carry out
appropriate mathematical operations.

Differentiating the Eqs. (6) and (7) one time, the result was

ϑxa =
dxa
dt

= ϑm −Rω sinωt, ð8Þ

ϑya =
dya
dt

= −Rω cosωt. ð9Þ

Taking into account that resultant speed of the beater is described by dependence

ϑ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϑ2xa + ϑ2ya

q
, ð10Þ

after transformations we received

Fig. 9 Drums’ blades track
in relations to the cut
material’s layer
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ϑ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϑ2m − 2 ϑm Rω sinωt+ R2 ω2

q
. ð11Þ

While differentiating the Eqs. (6) and (7) two times we received

axa =
dϑxa
dt

= −Rω2 cosωt, ð12Þ

aya =
dϑya
dt

=Rω2 sinωt. ð13Þ

Taking into account that resultant speed of the knife is described by dependence

a=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2xa + a2ya

q
, ð14Þ

after transformations we received

a=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−Rω2 cosωtð Þ2 + Rω2 sinωtð Þ2

q
=Rω2 . ð15Þ

The distances between the adjacent trochoid loops accumulated on the layer of the
cut material are equal to each other and constitute the so-called computational
cutting length corresponding to the chaff’s length.

The theoretical chaff’s length l with sufficient approximation may be calculated
from the dependence

l=
ϑm
n ⋅ z

, ð16Þ

where

ϑm—material feeding speed,
n—rotational speed of the cutting drum,
z—number of knives.

5 Dynamics of the Drum Motion of Cutting Assembly

Dynamic alignment of rotational speed of the drum cutting assembly may be
described with equation

M = J ⋅ ε, ð17Þ
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where

M—turning moment on the shaft driving the drum cutting assembly,
J—mass moment of inertia of the cutting drum,
ε—angular acceleration of the cutting assembly.

Turning moment on the driving shaft M should be selected in such a manner, so
as to make the transfer of power from the motor in an uniform manner; and the
changes of the cutting resistance moments do not cause fluctuations of the angle
speed of the powered motor. Such a condition is fulfilled when the turning moment
M is high enough to impart the rotor with the necessary angle acceleration ε. It
results from the literature data that is should amount at least to 1.5–5.0 rad/s2 [2, 3].

The angle acceleration of the drum cutting assembly may be calculated from the
dependence

ε=
a
R
, ð18Þ

or

ε=
Δω
t

, ð19Þ

where

a—knife’s linear acceleration,
R—cutting drum’s radius,
Δω—increment of the angle speed of the drum cutting assembly
t—time.

Designing the power transmission system for a given type of a chaff cutter, one
should consider the starting power of rotating mass. It is the mass necessary to put
the cutting drum into motion from the standstill. Usually it is assumed that the
start-up is the uniformly accelerated motion. First, the moment of inertia of the
cutting drum J and the angle acceleration of the start-up ε are calculated. Then,
from the formula (20) the power needed for the start-up may be calculated

Pr =M ⋅ω ð20Þ

where

Pr—starting power of the cutting drum,
M—turning moment on the cutting drum’s shaft,
ω—shaft’s rotary speed.
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6 Selected Simulation Calculations of the Drum Cutting
Assemblies

The introduced mathematical dependencies between the basic parameters and
design features of cutting drums may be applied on the stage of simulation cal-
culations in the process of designing or exploitation of the drum cutting assemblies.

In Table 1 there is presented specification of the basic results of simulation
calculations of the cutting speed ϑc for the cutting drum having the radius
R = 0.20 m and its angle speeds ω respectively equal to: 50, 75; 100 rad/s. The
speed of material feeding ϑm was assumed as equal to 0.04 m/s. Assuming the
correct cutting speed ϑc has a crucial importance for the cutting process’s quality;
depending on the type of the cut plant material, it should amount from 5 to 25 m/s
[2, 3]. On the basis of the derived dependencies, one may establish appropriate
parameters and design features of the cutting drum, which shall make it possible to
obtain an appropriate cutting speed ϑc.

However, in Table 2 there are presented the selected simulation calculations of
the speed ϑ and acceleration a of a single knife of a cutting drum in the time t from
1 to 10 s. The simulation calculations have been made for a cutting drum having the
radius R = 0.20 m and its angular speed ω equal to 75 rad/s. The speed of material
feeding ϑm was assumed to be equal to 0.04 m/s. The detailed values of parameters
ϑ and a are necessary to conduct design calculations of the drum cutting assemblies.

However, dependencies derived in Sect. 5 make it possible to calculate the
moment and power of the cutting drum’s start-up. It results from the literature data
that the drum’s start-up power constitutes from 10 to 11 % of the total power
necessary to perform the cutting process with the drum cutting assembly [3]. Due to
that, as an example for a construction of the drum of the mass inertia moment.

J = 4 kg m2 and its acceleration ε = 5 rad/s2 and the angle speed ω = 100
rad/s we have the start-up moment M = 20 Nm and the start-up power
correspondingly.

P = 2.0 kW. So, the power necessary for the drum cutting assembly’s power
transmission should amount to at least P = 20 kW.

7 Final Conclusions

Within the frames of the study’s conducting, there have been drawn up mathe-
matical dependencies making it possible to establish relations between the basic
parameters and design features of the drum cutting assemblies in the aspect of
kinematics and dynamics of their movement on the stage of the process of the plant
material layer’s cutting.
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The drawn up mathematical dependencies may be applied on the stage of
simulation calculations while designing new constructions of the drum cutting
assemblies for chaff cutters.

The drawn up mathematical dependencies may be applied on the stage of
selection of appropriate operating parameters of drum cutting assemblies in the
course of their use in chaff cutters while cutting different materials of plant origin.

References

1. Bochat A., Zastempowski M.: Analiza badań cięcia źdźbeł roślin zbożowych i nowy bębnowy
zespół tnący. (The analysis of studies on cutting of stalks of grain crops and a new drum cutting
assembly). Chemical Engineering and Equipment 1-2/2005, pp. 31–33.

2. Bochat A.: Teoria i konstrukcja zespołów tnących maszyn rolniczych. (Theory and construction
of cutting assemblies of agrarian machines). Publishing company - UTP University of Science
and Technology, Bydgoszcz, 2010.

3. Dmitrewski J.: Teoria i konstrukcja maszyn rolniczych. Tom 3, (Theory and construction of
agrarian machines, vol. 3). PWRiL, Warszawa, 1978.

4. Haffert A. Harms H.H.: Schnittvorgang im Feldhäckslern. Landtechnik 2/2002, pp. 106–107.
5. O’Dogherty M.J., Gale G.: Laboratory studies of the cutting of grass systems. Journal of

Agricultural Engineering Research 35/1986, pp. 115–129.
6. O’Dogherty M.J., Huber J.A., Dyson J., Marshall C.J.: A study of the physical and mechanical

properties of wheat straw. Journal of Agricultural Engineering Research 62/1995, pp. 133–142.
7. Company’s materials: Claas, John Deere, New Holland, Krone, Pöttinger.

Kinematics and Dynamics of the Drum Cutting Units 421


	Preface
	Contents
	Bifurcation and Stability at Finite and Infinite Degrees of Freedom
	1 Systems with Finite Degrees of Freedom
	2 Transformation to the Velocity Field
	3 Lyapunov--Schmidt Reduction
	4 Static Bifurcation Analysis for a Solid Continuum
	5 A Uniaxial Example at Nonlinear Material
	6 Conclusions
	References

	Reduction of Low Frequency Acoustical Resonances Inside Bounded Space Using Eigenvalue Problem Solutions and Topology Optimization
	1 Introduction
	2 The Modal Approach to Acoustic Field Description  in a Bounded Space
	3 Optimization Problem
	3.1 Solution for an Example 2D Problem

	4 Conlusions
	References

	Analysis of the Macro Fiber Composite Characteristics for Energy Harvesting Efficiency
	1 Introduction
	2 Numerical Model
	3 FEM Analysis and Results
	4 Experimental Set-Up
	5 Experimental Results
	6 Conclusions
	References

	Research of Modified Mechanical Sensor of Atomic Force Microscope
	Abstract
	1 Introduction
	2 Object of Research
	3 Mathematical Modeling of Mechanical Structure of Improved AFM Sensor
	4 Experimental Research of Improved AFM Sensor, Equipment, and Methodology
	5 Results of Experimental Research of Improved AFM Sensor
	6 Conclusions
	References

	Nonlinear Dynamics of the Car Driving System with a Sequential Manual Transmission
	1 Introduction
	2 Computational Modelling of a Driving System
	2.1 Modelling Methodology
	2.2 Model Implementation

	3 Results and Comparison with the Experiment
	4 Conclusions
	References

	Random Attractors for Von Karman Plates Subjected to Multiplicative White Noise Loadings
	1 Introduction
	2 Preliminaries
	3 Random Dynamical System
	4 Random Attractors
	References

	The Use of Fuzzy Logic in the Control of an Inverted Pendulum
	Abstract
	1 Introduction
	2 Description of the Model
	3 Description of the Fuzzy Controller
	4 Results of Controlling the Inverted Pendulum
	5 Conclusions
	References

	Artificial Neural Network for Stabilization of the Flexible Rope Submerged in Sea Water
	Abstract
	1 Introduction
	2 Model of System
	3 Optimization Task
	4 ANN for Payload Stabilization
	5 Conclusions
	References

	Analysis of Non-autonomous Linear ODE Systems in Bifurcation Problems via Lie Group Geometric Numerical Integrators
	Abstract
	1 Introduction
	2 Lie Group Geometric Numerical Integrators
	3 A Bifurcation Problem for an Elastic Hollow Cylinder Inspired by a Classical Hydrodynamic Instability
	Acknowledgments
	References

	Transient Vibrations of a Simply Supported Viscoelastic Beam of a Fractional Derivative Type Under the Transient Motion of the Supports
	Abstract
	1 Introduction
	2 Problem Formulation
	3 Calculation Results and Discussion
	4 Conclusions
	References

	Analysis of Reachability Areas of a Manoeuvring Air Target by a Modified Maritime Missile-Artillery System ZU-23-2MRE
	Abstract
	1 Introduction
	2 Tactic and Technical Data
	3 The Concept of an Analysis Algorithm of Reachability Areas of Manoeuvring Air Targets Achieved by Modified System ZU-23-2MRE
	4 Study Results
	4.1 Checking a Reachability of Manoeuvring Air Targets by a Missile on Rendezvous Courses (An Attack from a Front Hemisphere)
	4.1.1 Simulation of Homing for an Example 1
	4.1.2 Simulation of Homing for an Example 2
	4.1.3 Simulation of Homing for an Example 3
	4.1.4 Simulation of Homing for an Example 4

	4.2 Checking a Reachability of Manoeuvring Air Targets by a Missile on Pursuit Courses (An Attack from a Back Hemisphere)
	4.2.1 Simulation of Homing for an Example 5
	4.2.2 Simulation of Homing for an Example 6


	5 Summary and Conclusion
	References

	Angular Velocity and Intensity Change of the Basic Vectors of Position Vector Tangent Space of a Material System Kinetic Point—Four Examples
	Abstract
	1 Introduction
	2 Three-Dimensional Elliptical Cylindrical Curvilinear Coordinate System
	3 Generalized Cylindrical Bipolar Curvilinear Coordinate System
	4 Conclusions
	Acknowledgments
	References

	Dynamics of Impacts and Collisions of the Rolling Balls
	Abstract
	1 Introduction
	2 Kinematics of Rolling Ball Impact
	3 Kinematics of Collision of Two Rolling Balls
	4 Dynamics of Two Rolling Balls’ Collision Along Horizontal Trace
	5 Conclusion
	Acknowledgments
	References

	Approximate Analytical Solutions to Jerk Equations
	Abstract
	1 Introduction
	2 Optimal Auxiliary Functions Method
	3 OAFM for Jerk Equations
	4 Numerical Examples
	5 Conclusions
	References

	Chandler Wobble: Stochastic  and Deterministic Dynamics
	1 Introduction
	2 Precession and Deformation
	3 Dissipation and Maintenance
	4 Self-oscillation and Intermittence
	5 Outlook
	References

	Impact of Varying Excitation Frequency on the Behaviour of 2-DoF Mechanical System with Stick-Slip Vibrations
	Abstract
	1 Introduction
	2 Model of a Mechatronic System
	3 Simulation Results
	4 Conclusions
	Acknowledgments
	References

	An Analysis of the 1/2 Superharmonic Contact Resonance
	Abstract
	1 Introduction
	2 Mathematical Model
	3 Evolution of the ½ Super Harmonic Resonance
	4 Conclusions
	References

	The Oscillator with Linear and Cubic Elastic Restoring Force and Quadratic Damping
	Abstract
	1 Introduction
	2 Basic Formulation of the OVM
	3 The Oscillator with Linear and Cubic Elastic Restoring Force and Quadratic Damping
	4 Numerical Examples
	5 Conclusions
	References

	Wave-Based Control of a Mass-Restricted Robotic Arm for a Planetary Rover
	Abstract
	1 Introduction
	2 Robotic Arm Model
	2.1 Motor Joint Flexibility
	2.2 Limb Flexibility
	2.3 Modal Frequencies

	3 Active Vibration Control
	3.1 Wave-Based Control Background

	4 Implementation
	4.1 Gravitational Strain

	5 Results
	5.1 Flexibility Levels and Sources

	6 Wave-Based Control
	6.1 Impacts

	7 Conclusion
	Acknowledgments
	References

	Soft Suppression of Traveling Localized Vibrations in Medium-Length Thin Sandwich-Like Cylindrical Shells  Containing Magnetorheological Layers  via Nonstationary Magnetic Field
	1 Introduction
	2 Laminated MRE-Based Structure
	3 Governing Equations
	4 Setting the Problem
	5 Asymptotic Approach
	6 Examples
	7 Conclusions
	References

	The Vehicle Tire Model Based on Energy Flow
	Abstract
	1 Introduction
	2 Characteristic of the Most Widespread Models of a Wheel
	3 Analysis of the Tire’s Performance Based on an Energy Flow
	4 Multilayer Model of a Wheel–Ground Cooperation
	5 Conclusions
	References

	Research on Dynamics of Shunting Locomotive During Movement on Marshalling Yard by Using Prototype of Remote Control Unit
	Abstract
	1 Introduction
	2 Methodology
	3 Train Marshalling Process
	4 Dynamics of Shunting Locomotive
	5 Remote Control Unit
	6 Conclusions
	Acknowledgments
	References

	Durability Tests Acceleration Performed on Machine Components Using Electromagnetic Shakers
	Abstract
	1 Introduction
	2 Procedure of Calculating of Fatigue Durability by Random Vibration Loading
	3 Acceleration of Vibration Tests
	3.1 Random Vibration Tests Acceleration Possibilities
	3.1.1 Method of Increasing Loading Level
	3.1.2 Method of Changed Probability Density Function of Loading


	4 Conclusions
	References

	Identification of Impulse Force at Electrodes’ Cleaning Process in Electrostatic Precipitators (ESP)
	Abstract
	1 Introduction
	2 Implementation of Measurements
	3 Simulations—Numerical Calculations
	4 Identification of Force Impulse
	5 Conclusions
	References

	Using Saturation Phenomenon to Improve Energy Harvesting in a Portal Frame Platform with Passive Control by a Pendulum
	1 Introduction
	2 Energy Harvesting Modelling
	2.1 Modelling of the Dynamical System

	3 Numerical Simulations Results and Discussions
	3.1 Dynamical Analysis of the Portal Frame Structure
	3.2 Analysis of the Pendulum Coupled to the Dynamical System

	4 Conclusions
	References

	Differential Drive Robot: Spline-Based Design of Circular Path
	1 Introduction
	2 Robot with Differential Drive
	2.1 Description of the Problem
	2.2 Usual Approach to Control of Differentially Driven Robot

	3 Derivation of Feedback-Based Control for Circular Path
	4 Simulation Results
	4.1 Motor Dynamics
	4.2 Path Comparison
	4.3 Limitation of Centripetal Acceleration

	5 Conclusion
	References

	Multiple Solutions and Corresponding Power Output of Nonlinear Piezoelectric Energy Harvester
	1 Introduction
	2 The Model
	3 Numerical Simulations
	4 Influence of Initial Conditions
	5 Conclusions
	References

	On the Dynamics of the Rigid Body Lying on the Vibrating Table with the Use of Special Approximations of the Resulting Friction Forces
	Abstract
	1 Introduction
	2 Modelling the Contact Forces
	3 Modelling the Rigid Body on the Vibration Table
	4 Conclusions
	Acknowledgments
	References

	Analysis of a Constrained Two-Body Problem
	1 Introduction
	2 Description of the System and Its Dynamics
	3 Stability Analysis---Birkhoff Normalization
	4 Conclusions
	References

	Analysis of the Forces Generated in the Shock Absorber for Conditions Similar to the Excitation Caused by Road Roughness
	Abstract
	1 Introduction
	2 Object and Research Method
	3 Analysis of the Results
	4 Summary
	References

	A Pendulum Driven by a Crank-Shaft-Slider Mechanism and a DC Motor—Mathematical Modeling, Parameter Identification, and Experimental Validation of Bifurcational Dynamics
	Abstract
	1 Introduction
	2 Experimental Rig
	3 Mathematical Modeling
	4 Parameter Estimation
	5 Bifurcation Dynamics
	6 Concluding Remarks
	Acknowledgments
	References

	Bio-Inspired Tactile Sensors for Contour Detection Using an FEM Based Approach
	1 Introduction
	2 State of the Art
	3 Analytical Approach
	4 Profile Reconstruction
	5 Critical Discussion
	6 FEM Approach
	7 Conclusion
	References

	Kinematics and Dynamics of the Drum Cutting Units
	Abstract
	1 Introduction
	2 Construction and the Principles of Operation of the Drum Cutting Assemblies
	3 Purpose of the Study
	4 Kinematics of the Movement of the Drum Cutting Assembly
	5 Dynamics of the Drum Motion of Cutting Assembly
	6 Selected Simulation Calculations of the Drum Cutting Assemblies
	7 Final Conclusions
	References




