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Preface

It is well known that dynamic phenomena dominate in nature and real-world
applications, and that static behaviour can be treated as a particular case of
dynamics. Analysis of dynamics can be performed in theoretical, numerical and
analytical ways or through experimental observations. This universality of the term
of dynamical systems becomes the driving force to make it possible for scientists
and researchers from different fields to meet in one place and share results of their
investigations. In this book, we provide a part of the results presented during the
13th edition of the conference series devoted to dynamical systems that took place
in Lodz (Poland) in December 2015. The comprised research allows to exchange
ideas from different branches of theoretical and applied sciences, including not only
applied mathematics, physics and mechanics, but also mechatronics, electrical
engineering, biomechanics and others.

In Chap. “On Dynamic Behavior of a Nonideal Torsional Machine Suspension
Structure”, a mathematical model of a nonideal torsional machine suspension
structure has been proposed. Natural frequencies of vibrations and the associated
modes have been computed. In addition, regions of stability, instability and chaos
have been reported.

Babich et al. (Chap. “Structural Probabilistic Modeling of Fatigue Fracture for
Piezoceramic Materials Under Cyclic Loading”) have developed a structural
approach aimed at construction of a statistical criterion of static and fatigue failure
for transversely isotropic piezoelectric materials. Daniel’s structural model of
micro-cracks accumulation as well as the statical criterion has been employed to
study fatigue failure under cyclic loading. The research includes derivation of
constitutive equations for a damaged material, the fracture criterion and the dis-
tribution of micro-damage load. The applied approach has allowed to estimate the
residual ultimate strength of the material and the conditional fatigue limit.

In Chap. “Numerical Analysis of Child Restraint System Equipped with Built-in
Belts Pretensioner During Frontal Impact”, a practical modelling methodology has
been proposed regarding the child restraint system equipped with built-in belts
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pretensioner during a frontal impact. The effectiveness of the proposed solution has
been validated through numerical and experimental tests.

Barros et al. have studied dynamic behaviour of a metallic steel tower supporting
a radar antenna, taking into account wind and seismic action (Chap. “Analysis
of the Dynamic Behavior of a Radar Tower”). The control of tower vibrations by
design and installation of tuned liquid dampers near the top of the radar tower has
been also proposed.

Chapter “Determination of the Fatigue Life on the Basis of Fatigue Test and
FEM for EN-MCMgY4RE3Zr with Rare Earth Elements” deals with both exper-
imental and numerical investigations of the fatigue wear of an alloy with rare earth
elements. Effects of appearance of fatigue cracks based on the alloy composition,
morphology and structure have been studied both numerically and experimentally.

Biesiacki et al. have studied dynamic forces in a human upper limb in a forward
fall (Chap. “Modelling of Forward Fall on Outstretched Hands as a System with
Ground Contact”), putting emphasis on the usually neglected inertia forces.
A simplified mechanical model of the human body biokinematic chain has been
constructed and then numerically validated.

Chapter “Micelle Confined in Aqueous Environment: Lubrication at the
Nanoscale and Its Nonlinear Characteristics” presents simulation results of the
constant pressure molecular dynamics of a micelle confined between the surfaces in
an aqueous environment. The carried-out analysis yielded an insight into lubrication
at the nanoscale of an articulating system.

Chapter “The Sensitivity Analysis of the Method for Identification of Bearing
Dynamic Coefficients” is aimed at the sensitivity analysis of the method for iden-
tification of bearing dynamic coefficients. The excitation signals and the corre-
sponding system responses have been employed to determine the mass, damping
and stiffness coefficients using the impulse excitation technique.

In Chap. “Investigations of Composite Panels Mounted in the Cargo Space of a
Freight Wagon”, investigations on composite panels mounted in the cargo space of
a freight wagon have been carried out. The stress/displacement has been measured
in the characteristic points of the side wall of a wagon using the displacement
tensors and templates for gap measuring.

Principles of construction of a laboratory stand for vibration testing of a freight
wagon have been given in Chap. “Project of Laboratory Stand, and Preliminary
Studies of Vibration Shell Freight Wagon”. The employed measuring system
consists of a drive unit with a freight wagon, a control unit with an inverter and the
programmable PLC. In particular, the control panel has been applied to perform
long-term studies by means of termination of the number of crossing between gates.

Chapter “Analysis of Dynamical Response of the Freight Wagon” presents the
CAD model of a freight wagon as well as its model analysis before and after
implementation of new composite materials. Measurements of vibrations have been
conducted using piezoelectric foils. The carried-out research is aimed at moderni-
sation of freight wagons during their periodic repairs.
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A numerical procedure for the generalisation of sets of synthetic acceleration
time histories compatible with an assigned target spectrum has been implemented
by Carli and Corina (Chap. “Evolutionary Model for Synthetic Spectrum
Compatible Accelerograms”). Both energy distribution in time and contemporary
variability of the frequency content have been taken into account.

Christov et al. have performed a parametric study of mixing in a granular flow a
bi-axial spherical tumbler in Chap. “A Parametric Study of Mixing in a Granular
Flow a Biaxial Spherical Tumbler”. The symmetric case has been considered in
which the flowing layer depth is the same for each rotation. It has been shown that
most choices of angles and most shells (concentric spheroids) throughout the
tumbler volume mix well, although there also exist examples of pathological
mixing.

Numerical simulation of abrasive wear using the FEM-SPH hybrid approach has
been carried out in Chap. “Numerical Simulation of Abrasive Wear Using FEM—

SPH Hybrid Approach”. The analysis is aimed at the dynamic interaction of counter
surface with lining samples rotating with an angular speed. The global model is
studied using the finite elements method (FEM), whereas abrasive wear is modelled
via the smooth particle hydrodynamics (SPH). In addition, thermal–mechanical
coupling and heat generation by friction forces are also included in the modelling
process and analysis.

Chapter “A Mathematical Model for Robot-Indenter” presents a study of a
dual-arm robot manipulator for executing medical procedures. The investigations
take into account torques produced by manipulator motors as well as friction and
contact interactions. The applied control aims at obtaining the required indentation
of the sensor head into a soft tissue under a few introduced restrictions.

Chapter “A Docking Maneuver Scenario of a Servicing Satellite—Quaternion-
Based Dynamics and Control Design” presents a quaternion-based dynamics and
control design for a servicing satellite approaching a client satellite. The presented
model consists of reaction wheels, thrusters, a drift caused by solar radiation and
atmosphere. The novelty of the research is illustrated by a simulation example
regarding orbit navigation, attitude control and direct satellite approaching.

The experimental study of the nonlinear dynamics of a vibration
harvest-absorber system is presented in Chap. “Nonlinear Dynamics of a Vibration
Harvest-Absorber System. Experimental Study”. In particular, an induced (with
added harvester device) main resonance region has been detected. The influence
of the excitation frequency and resistance load on the system dynamics is inves-
tigated as well as the mathematical model of the magnetic levitating force has been
proposed.

In Chap. “Three-Chamber Model of Human Vascular System for Explanation
the Quasi-Regular and Chaotic Dynamics of the Blood Pressure and Flow
Oscillations”, the arterial blood pressure and flow curves exhibiting quasi-regular
and chaotic dynamics have been analysed. It has been found that the quasi-regular
dynamics, consisting of different patient-specific patterns of the attractor, corre-
spond to variations of the material parameters within the physiological limits. On

Preface vii

http://dx.doi.org/10.1007/978-3-319-42402-6_12
http://dx.doi.org/10.1007/978-3-319-42402-6_12
http://dx.doi.org/10.1007/978-3-319-42402-6_13
http://dx.doi.org/10.1007/978-3-319-42402-6_13
http://dx.doi.org/10.1007/978-3-319-42402-6_14
http://dx.doi.org/10.1007/978-3-319-42402-6_14
http://dx.doi.org/10.1007/978-3-319-42402-6_15
http://dx.doi.org/10.1007/978-3-319-42402-6_16
http://dx.doi.org/10.1007/978-3-319-42402-6_16
http://dx.doi.org/10.1007/978-3-319-42402-6_17
http://dx.doi.org/10.1007/978-3-319-42402-6_17
http://dx.doi.org/10.1007/978-3-319-42402-6_18
http://dx.doi.org/10.1007/978-3-319-42402-6_18
http://dx.doi.org/10.1007/978-3-319-42402-6_18


the other hand, it has been detected that the chaotic dynamics appears when wall
compliance and/or resistivity of the chamber is too high.

The control study for a vibratory robot modelled by a rigid box with a pendulum
enclosed inside has been proposed in Chap. “Maximization of Average Velocity of
Vibratory Robot (with One Restriction on Acceleration)”. It is assumed that the
robot moves forward and backward, and the Coulomb friction is taken into account.
It has been demonstrated how the proposed control not only provides motion within
the constraints and limitations, but also maximises average robot velocity.

Asymptotic solution to the problems of convective diffusion around the cylinder
streamline cross-flow of fluid at low Reynolds numbers has been proposed in
Chap. “Asymptotic Solution of the Problem to a Convective Diffusion Equation
with a Chemical Reaction Around a Cylinder”. The leading terms of the asymptotic
solution around the cylinder are constructed employing the method of matched
asymptotic expansions.

In Chap. “Assessment of Eigenfrequencies of the Middle Ear Oscillating
System: Effect of the Cartilage Transplant”, the finite element models of the intact
middle ear and a diseased one with eardrums subjected to retractions in the pos-
terosuperior quadrant have been presented. The geometric model of the middle ear
consisting of the eardrums, malleus, incus and stapes has been yielded by the
tomographic data. The optimal thickness of the cartilage transplant is chosen in a
way that the natural frequencies of the reconstructed middle ear are close to the
natural middle ear frequencies.

Chapter “The Method of Modeling Human Skeletons Multi-Body System” is
devoted to the modification of multi-body system aimed at force and moment
modelling for a lower limb exoskeleton design. The introduced modelling of a
human skeleton consists of stiff branches (bones) accompanied by flexible and
rotatable modes (joints).

It is shown in Chap. “Fragility Estimation and Comparison Using IDA and
Simplified Macro-Modeling of In-Plane Shear in Old Masonry Walls” how the
fragility function estimation combined with dynamic structural analysis yields an
estimation of the magnitude of historical seismic events relying on the behaviour
and damage in real historical structures. The employed type of identification
strategy resulted in incremental dynamic analysis and efficient fragility function.

An analytical model of the dynamic characteristics of the test system has been
proposed in Chap. “Analytical Model of Dynamic Behaviour of Fatigue Test Stand—
Description and Experimental Validation”. The test system modelled by one and two
degrees-of-freedom systems has been applied for fatigue life determination of structural
materials by using bending moment resulting from inertia forces.

The methods aimed at safety estimation of buildings subjected to dynamic loads
have been presented in Chap. “Assessment of Modal Parameters of a Building
Structure Model”. Results of the finite element modelling of the column-beam-plate
systems has been compared with laboratory tests.

A model of bus dynamics as a tool of energy consumption estimation has been
proposed in Chap. “Simplified Model of City Bus Dynamics as a Tool of an Energy
Consumption Estimation”. Measured average fuel consumption, maximum vehicle
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speed and time acceleration have been used as the reference parameters and then
been employed to tune the simulation model.

Chapter “Modeling of Buildings Behavior Under Blast Load” concerns the
modelling of the behaviour of buildings of reinforced concrete structures under a
blast load. The material model has been verified using the beam and deep beam
under dynamic loadings. Two types of buildings have been investigated:
(i) slabs-column type of structure; (ii) walls type of structure. Displacements as well
as the stress–strain states have been computed.

Measurement of the force strike of an athlete who perform competitively combat
sports has been reported in Chap. “Force Effect of Strike and the Possibility of
Causing a Skull Fracture of a Human Head”. Then, the results regarding injuries of
a human head caused by impacts of various kinds have been given.

In Chap. “Hydraulically Driven Unit Converting Rotational Motion into Linear
One” a unit converting linear motion into linear one, consisting of a stepper motor
causing fluid flow through a driving and executive actuators, has been designed and
tested. The simulation results conclude very high stiffness and precision of the
system, regardless of the applied load.

In Chap. “The Recognition of Human by the Dynamic Determinants of the Gait
with Use of ANN”, a human recognition method based on dynamic parameters
of the human gait is presented. In the method development, artificial neural network
algorithm has been employed. All gait parameters have been calculated on a basis
of examination of fifteen people with different gait characteristics. Three configu-
rations of the input data have been investigated.

Chapter “Optimization of Micro-Jet Selective Cooling After Low Alloy Steel
Welding” is aimed at optimisation of micro-jet dynamical systems cooling after
steel welding. The employed method yields very good mechanical properties of
low-alloy steel with various micro-jet gases. The developed dynamical systems of
micro-jest cooling can find numerous applications in the automotive industry.

Modelling of thermoplastic processes in FEM environment based on experi-
mental results has been employed in Chap. “Modelling of Thermoelectric Processes
in FEM Environment Based on Experimental Studies”. The modelling process
consists of geometry design, sensitivity analysis focused on solver settings dis-
cretisation level and their impact on the results. The research output yields the
Peltier modulus FE models database to be directly applied in the energy production
industry.

Chapter “The Modeling of Nonlinear Rotational Vibration in Periodic Medium
with Infinite Number of Degrees of Freedom” is focused on modelling of nonlinear
rotational vibration in periodic medium with infinite number of degrees of freedom.
In the case of the physical atmospheric phenomena, the hypothetical plates are
implemented by electrically charged plates of ice crystals. The author has devel-
oped a continuous nonlinear vibration model of the considered medium.

In Chap. “Numerical Model of Femur Part”, the authors have developed a
numerical model of a femur part using the finite element method. The femur part
has been treated as a complex structure composed of a tubercular bone (internal
part) and a cordial bone (external part). Similar load boundary conditions including
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muscles forces and external moments have been applied. The carried-out research
resulted in numerous conclusions regarding the influence of a material/geometric
properties and units on a direct application of the employed method in clinical
biomechanics.

Chapter “FEA-Based Design of Experiment for the Damping Determination of
Thermoplastic-Rubber Compounds” aims at a FEA-based design of an experiment
for the damping deformation of thermoplastic-rubber compounds. In the case of
different testing conditions, the average strain energy has been estimated numeri-
cally since it cannot be directly measured. As an example, cyclic tension and free
decay of cantilever beams have been experimentally analysed and numerically
validated.

The so far presented and briefly described research results included in this book
illustrate the importance of the development of dynamical systems in both theo-
retical and experimental aspects.

Finally, it has to be mentioned that I do greatly appreciate the help of the Sci-
entific Committee members of the Dynamical Systems-Theory and Applications
conference, who took part in the review procedure of this book. I would like to also
thank the Springer Editor, Dr. Elizabeth Leow, for her support and fruitful col-
laboration in finalising this book as well as to thank all the referees for their time
and help with ensuring that this manuscript is as good as possible.

Łódź, Poland Jan Awrejcewicz
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On Dynamic Behavior of a Nonideal
Torsional Machine Suspension Structure

G. Füsun Alışverişçi, Hüseyin Bayıroğlu, José Manoel Balthazar,
Jorge Luis Palacios Felix and Reyolando Manoel Lopes Rebello da
Fonseca Brasil

Abstract We propose a mathematical model of a suspension, which is comprised
of a bar, supposedly rigid, torsion spring, and an electric motor that turns the system
due to the touch of a rotating mass, this mechanism has three DOF. The problem
was modeled using Lagrange’s equations. Subsequently, we calculated the natural
frequencies of the system and find the linear normal modes of vibration. Due to the
rotating mass of the engine’s torque that was addressed in being constant, optimum
engine, and also, is not constant, which is not ideal engine. Thus, we checked the
stability of the system and hence, it was determined as a region of stability, where
parameters were determined for numerical simulation using MATLAB® and
MATHEMATİCA software. The concept of nonlinear normal modes (NNMs) was
introduced with the aim of providing a rigorous generalization of normal modes to
nonlinear systems. Initially, NNMs were defined as periodic solutions of the
underlying conservative system, and continuation algorithms were recently
exploited to compute them. We use nonlinear normal modes but before a nonideal
analysis to obtain chaos, instability, and so on.
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1 Introduction

Nonlinear normal vibration modes (NNMs) are a generalization of the normal
vibrations in linear systems. In the normal vibration mode, a finite degree-
of-freedom system vibrates like a single-degree-of-freedom conservative one. The
damping is large or represented by nonlinear functions then the response of the
system may depend not only on the displacement but also on velocities Rosenberg
and Vakakis [2, 4, 5]. Shaw and Pierre reformulated the concept of nonlinear
normal modes for a general class of nonlinear dissipative systems [3]. In this paper,
we characterized the dynamic behavior of a nonideal torsional machine suspension
structure. We use nonlinear normal modes but before a nonideal analysis to obtain
chaos, instability, and so on. We use the invariant manifold approach for NNMs
technic. Such a manifold is invariant under the flow (i.e., orbits that start out in the
manifold remain in it for all time), which extends the invariance property of LNMs
to nonlinear systems. In order to parameterize the manifold, a single pair of states
variables (i.e., both the displacement and the velocity) is chosen as master coor-
dinates, the remaining variables being functionally related to the chosen pair.
Therefore, the system behaves likes a nonlinear single-degree-of-freedom system
on the manifold [1] (Table 1).

2 Governing Equations

The equation of motion may be obtained using Lagrange’s equations

d
dt
ð∂T
∂qi̇

Þ− ∂T
∂qi

+
∂U
∂qi

=Qi ð1Þ

Here, T is the kinetic energy, U is the potential energy, Q is the generalized
force. They are given by

T =
1
2
ðm0 +m1Þx ̇2C +

1
2
m0l23θ

2̇ +
1
2
m0r2φ ̇2 +m0rl3θ ̇φ ̇ sinφ

+m0 − l3θ ̇ sin θ+ r φ ̇ cosφð Þx ̇C + 1
2
Jθ2̇ +

1
2
JOφ ̇2

ð2Þ

U =
1
2
ðk1 + k2Þx2C +

1
2
ðk1l21 + k2l22Þ sin2 θ− ðk1l1 − k2l2ÞxC sin θ+m0g r sinðφ+ θÞ ð3Þ

Table 1 Numerical analysis of the system is performed using the following data

k1 N/m k2 N/m l1 m l2 m l3 m m0 kg m1 kg J kg m2 g m/s ω1 rad/s ω2 rad/s

2000 1500 0.5 0.4 0.3 0.1 10 2 9.81 16.37 21.14
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Q1 = 0, Q2 = 0, Q3 =Mðφ ̇Þ= a− bφ ̇, ð4Þ

where x=0 is the equilibrium level, the constants k1 and k2 are the elastic coeffi-
cients of the springs, g is acceleration due to gravity, m0 is the unbalanced mass, m1

is the mass of the system (see Fig. 1), r is the eccentricity of the unbalanced mass, φ
is the angle of the rotation of the shaft carrying unbalanced mass, θ is the angle of
the rotation of the system, J is the inertial moment of the system about mass center,
J0 is the inertial moment of the rotating part in the motor, xC is the position of mass
center of the system, and qi is the generalized coordinates. Lagrange’s equation of
motion for the coordinates q1 = xC, q2 = θ, and q3 =φ can be written as

ðm0 +m1Þx..C + ðk1 + k2ÞxC +m0ð− l3θ ̇ sin θ− l3θ2 cos θ+ r φ ̈ cosφ− r φ ̇2 sinφÞ
− ðk1l1 − k2l2Þ sin θ=0

ð5Þ

ðJ +m0l23Þθ ̈+m0rl3φ ̈ sinφ+m0rl3φ ̇2 cosφ−m0l3x
..
C sin θ+ ðk1l21 + k2l22Þ sin θ cos θ

− ðk1l1 − k2l2ÞxC cos θ=0

ð6Þ

ðJO +m0r2Þφ ̈+m0rL3θ ̇ sinφ+m0r cosφx
..
C +m0g r cosφ=Mðφ ̇Þ ð7Þ

Fig. 1 Model of the nonideal torsional machine
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Note that in Eqs. (5), (6), and (7), θ is smaller than φ, in this case, takes the
forms of sinðφ+ θÞ= sinφ, cosðφ+ θÞ= cosφ.

Figure 2 is obtained using Eqs. (5), (6), and (7). This figure shows time histories
in physical coordinates ðx, tÞ and ðθ, tÞ for nonideal system. Time histories of x and
θ generated for initial conditions xð0Þ=0.05m, x ̇ð0Þ=0, θð0Þ=0.01 rad., θ ̇ð0Þ=0,
φð0Þ=0, φ ̇ð0Þ=0 are presented in Fig. 2a, b.

Figure 3 shows a representative bifurcation diagram and the variation of the
corresponding Lyapunov exponent. Both curves are obtained by solving numeri-
cally from Eqs. (5), (6), and (7).

If sin θ and cos θ are expanding Taylor series and getting three terms in Eqs. (5)
and (6) we get,

x
..
m0 +m1ð Þ+ x k1 + k2ð Þ+ θ − k1l1 + k2l2ð Þ+ 1

6
θ3 k1l1 − k2l2ð Þ+ 1

6
rtω3 − 6+ t2ω2� �

m0

+
1
6
θ − 6+ θ2
� �

θ ̈l3m0 − l3m0θ ̇
2 +

1
2
θ2l3m0θ ̇

2 = 0

ð8Þ

J + l23m0
� �

θ ̈+ k1l21 + k2l22
� �

θ+ − k1l1 + k2l2ð Þx+ 1
2
xθ2 k1l1 − k2l2ð Þ− 2

3
θ3 k1l21 + k2l22
� �

−
1
2
rω2 − 2+ t2ω2� �

l3m0 +
1
6
θ − 6+ θ2
� �

l3m0 x
..
= 0

ð9Þ

kx+m x
..
− q1θ+

1
6
θ − 6+ θ2
� �

θ ̈l3 +
θ3q1
6

− l3θ2 +
1
2
l3θ2 = 0 ð10Þ

J1θ ̈+ q2θ− q1x+ rω2l3 +
1
6
θ − 6+ θ2
� �

l3 x
..
+

1
2
xθ2q1 −

2θ3q2
3

= 0, ð11Þ

where

m=m0 +m1, k= k1 + k2, J1 = J + l23m0, q1 = k1l1 − k2l2, q2 = k1l21 + k2l22, q3 = l3m0 ð12Þ

Fig. 2 Time histories in physical coordinates for nonideal system, (a) vertical displacement
(b) angular displacement
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Assuming that nonlinear terms are zero, we get a linear conservative system and
natural frequencies as follows:

m0 +m1ð Þ x.. + k1 + k2ð Þx+ − k1l1 + k2l2ð Þθ=0 ð13Þ

J + l23m0
� �

θ ̈+ − k1l1 + k2l2ð Þx+ k1l21 + k2l22
� �

θ=0 ð14Þ

mm =
m1 +m0 0

0 J + l23m0

� �
, km =

k1 + k2 − k1l1 + k2l2
− k1l1 + k2l2 ðk1l21 + k2l22Þ

� �
, ð15Þ

where mm is the mass matrix and km is the stiffness matrix. Frequency equation is

Fig. 3 (a) Bifurcation
diagram and (b) Lyapunov
exponent
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frequencyEq= det½km − λmm�= det
k1 + k2 − λðm1 +m0Þ − k1l1 + k2l2

− k1l1 + k2l2 ðk1l21 + k2l22Þ− λðJ + l23m0Þ
� �

,

ð16Þ

where λ=ω2

frequencyEq= − Jλk1 − Jλk2 + k1k2l21 + 2k1k2l1l2 + k1k2l22 + Jλ2m0 − λk1l21m0

− λk2l22m0 − λk1l23m0 − λk2l23m0 + λ2l23m
2
0 + Jλ2m1 − λk1l21m1 − λk2l22m1 + λ2l23m0m1

ð17Þ

λ1, 2 =
k1L21 + k2L22
J +L23m0

+
k1 + k2
m0 +m1

∓

1
J + L23m0
� �

m0 +m1ð Þ − 4k1k2 L1 +L2ð Þ2 J + L23m0
� �

m0 +m1ð Þ+�

k1 J + L23m0 +L21 m0 +m1ð Þ� �
+ k2 J + L23m0 +L22 m0 +m1ð Þ� �� �2�1 2̸

ð18Þ

3 Nonlinear Normal Modes

For the nonlinear normal modes formulations, the set of equations Eqs. (10) and
(11) are rewritten in the form [6, 7],

x ̇1 = y1 y1̇ = f1ðx1, y1, x2, y2Þ ð19Þ

x2̇ = y2 y2̇ = f2ðx1, y1, x2, y2Þ ð20Þ

It can be chosen master coordinates as

x1 = u y1 = v ð21Þ

It can be expressed slaved coordinates as

x2 =X2ðu, vÞ y2 = Y2ðu, vÞ ð22Þ

The functions X2ðu, vÞ, Y2ðu, vÞ are constraint equations and they represent, the
so-called, model surfaces. It can be used in the invariant manifold technique to
eliminate time dependence.

Y2ðu, vÞ= ∂X2ðu, vÞ
∂u

v+
∂X2ðu, vÞ

∂v
f1ðu, v,X2ðu, vÞ,Y2ðu, vÞÞ ð23Þ

f2ðu, v,X2ðu, vÞ,Y2ðu, vÞÞ= ∂Y2ðu, vÞ
∂u

v+
∂Y2ðu, vÞ

∂v
f1ðu, v,X2ðu, vÞ,Y2ðu, vÞÞ ð24Þ

6 G. Füsun Alışverişçi et al.



It can be approximated a local solution using polynomial expansion of X1 and X2

in terms of u and v.

X2 = a1u+ a2v+ a3u2 + a4uv+ a5v2 + a6u3 + a7u2v+ a8uv2 + a9v3 ð25Þ

Y2 = b1u+ b2v+ b3u2 + b4uv+ b5v2 + b6u3 + b7u2v+ b8uv2 + b9v3 ð26Þ

X 2̇ = a1u0 + a2v0 +2a3uu0 + a4uv0 + a4u0v+2a5vv0 +3a6u2u0 +2a7uu0v+ a7u2v0 +

a8u0v2 + 2a8uvv0 +3a9v2v0

ð27Þ

Y 2̇ = b1u0 + b2v0 +2b3uu0 + b4uv0 + b4u0v+2b5vv0 +3b6u2u0 +2b7uu0v+ b7u2v0 +

b8u0v2 + 2b8uvv0 +3b9v2v0

ð28Þ

Considering the above expressions, the last two Eqs. (19) and (20), and going back
to the original notation, it can be obtained as

y2 = a1y1 + a2f1 + 2a3x1y1 + a4x1f1 + a4y21 + 2a5y1f1 + 3a6x21y1 + 2a7x1y21 +

a7x21f1 + a8y31 + 2a8x1y1f1 + 3a9y21f1 +⋯
ð29Þ

f2 = b1y1 + b2f1 + 2b3x1y1 + b4x1f1 + b4y21 + 2b5y1f1 + 3b6x21y1 + 2b7x1y21 +

b7x21f1 + b8y31 + 2b8x1y1f1 + 3b9y21f1 +⋯
ð30Þ

Next, Eqs. (25), (26), (27), and (28) can be substituted into functions
f1ðx1, y1, x2, y2Þ= f1ðu, v,X2ðu, vÞ,Y2ðu, vÞÞ,
f2ðx1, y1, x2, y2Þ= f2ðu, v,X2ðu, vÞ,Y2ðu, vÞÞ in Eqs. (31) and (32). From (Eq. 22), we
obtain

y2 − x2̇ = 0 f2ðx1, y1, x2, y2Þ− y2̇ = 0 ð31Þ

Thus, grouping the terms of (Eq. 31) in a proper order with respect to the master
coordinates, we receive a set of two equations composed of the terms:
u, v, u2, uv, v2, u3, u2v, uv2, v3. Terms of higher order are truncated from the
expansions. We get a set of 18 algebraic nonlinear equations with 18 unknown
parameters a1, . . . , a9, b1, . . . , b9.

mod 1

u
..
1 + 267.972u1 = − 232.0451u31 + 2.4236u1u ̇21 − 4.7685u31u ̇

2
1 ð32Þ

On Dynamic Behavior of a Nonideal Torsional Machine … 7



mod 2

u
..
2 + 446.905u2 = 268.5671u32 − 3.6076u2u ̇22 + 11.5857u32u ̇

2
2 ð33Þ

Two extracted normal modes u1 and u2 are presented in Figs. 4 and 5. The motion
is very well separated.

The slave coordinates x2, y2 are related with the master ones u, v by the model
functions X2ðu, vÞ, Y2ðu, vÞ. These model surfaces for the first and second modes,
respectively, are presented in (Fig. 6).

As a result from the above Fig. 6a, c, the nonlinear model surfaces for angular
displacement of the system strongly depend on the displacement but Fig. 6b, d, the
nonlinear model surfaces for angular velocity of the system strongly depend both on
the displacement and velocity.

Fig. 4 Time histories in normal coordinates, (a) mod1 (b) mod2

Fig. 5 Time histories in normal coordinates (a) mod 1 + mod 2 (b) comparison u1 and u2

8 G. Füsun Alışverişçi et al.



4 Conclusions

The analysis presented in the paper concerns dynamic behavior of a nonideal
torsional machine suspension structure. Initially, NNMs were defined as periodic
solutions of the underlying conservative system, and continuation algorithms were
recently exploited to compute them. We use nonlinear normal modes but before a
nonideal analysis to obtain chaos, instability, and so on. The NNMs are applied to
decouple motion of the system.

A width of synchronization regions, near the principal parametric resonance fits
very well to the regions found by numerical simulations, presented in the bifur-
cation and Lyapunov diagrams. The nonlinear model surfaces for angular velocity
of the system strongly depend both on the displacement and velocity.

Fig. 6 Nonlinear modal surfaces a, b mod 1, c, d mod 2
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Structural Probabilistic Modeling
of Fatigue Fracture for Piezoceramic
Materials Under Cyclic Loading

D. Babich, O. Bezverkhyi and T. Dorodnykh

Abstract The aim of this paper is to develop a structural approach for the con-
struction of statistical criterion of static and fatigue failure for the transversely
isotropic piezoelectric materials. We use a probabilistic model of the mechanism of
brittle microfracture. The microdamageability is considered as a process of
appearance of flat elliptic or circular microcracks randomly dispersed over volume,
the concentration of which increases with a load. Daniel’s structural model of
accumulation of microcracks is used for progressive microdamageability. Statistical
criterion is convenient to use in the study of fatigue failure under cyclic loading.
The reason for its applicability in such problems is experimentally established
connection of fatigue failure mechanism with the phenomenon of accumulation of
microdamages in the material. Statistical criterion relates macrodestruction begin-
ning with a certain critical value of microcracks density. The model consists of
derivation of constitutive equations for a damaged material, choosing the fracture
criterion and the law of microdamage distribution; and determining effective
electroelastic properties of the damaged medium and the model of accumulation of
microdamages by the modified Eshelby method. The approach proposed makes it
possible to find the residual ultimate strength of the material after n-fold loading and
the conditional fatigue limit for the prescribed testing base N.

1 Introduction

The necessity of studying the processes of static and dynamic deformation of
piezoceramic bodies is determined by continuously expanding range of application
of piezoceramic materials. In frame of the mathematical theory of deforming of the
piezoceramic such materials are treated as brittle and their fracture occurs at low
strain level. A large body of studies reviewed in [1–5] shows that fatigue failure of
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materials is a complex multiple-stage process which includes dispersed microfailure
of structural elements. This is attributed to the fact that engineering materials
contain randomly scattered over a volume microdefects, which under cyclic loading
initiate microcracks. Later these microdefects coalescence lead to formation of
macrocracks and loss of the body integrity. Moreover, in accordance with the ideas
of the mechanics of deformable solids, the main reason of fatigue failure of
structural members under cyclic loading is accumulation of microdefects to the
point where their concentration becomes critical due to increase in values of true
stresses as a result of decrease in the effective area of a cross section with the cycles
of loading. Because of this the inherent random nature of fatigue failure requires a
probabilistic treatment to evaluate the life of structural components using the
models describing process of simultaneous elastic deformation and dispersed
fracture of materials [6, 7]. For example, some life assessment approaches based on
the continuum mechanics and fracture mechanics models are outlined in [8, 9].

In the present paper, the new probabilistic structural approach for determining
the service life of piezoelectric materials under multiple static or cyclic loading
based on the microdamageability model [10] is proposed. In implementing this
approach, the statistical fatigue failure criterion expressed in terms of damage
measures (microcrack density) is employed in combination with the approximate
model of microcrack accumulation under repeated loading. The criterion is iden-
tified with the statistical fracture criterion [2, 11]. The statistical nature of such
criterion is attributed to the probabilistic character of microfailures in a microin-
homogeneous material. The main point of the statistical criterion lies in the fact that
the value of microdefect concentration, which origin under the loading kind being
considered, is identified with the critical value of microdefect concentration that
initiates the start of macrofailure (formation of a macrocrack) independently of the
stress-state mode. It is assumed that the microdefect concentration under reversed
cyclical loading increases only during the tensile half cycle when the internal
stresses increase to amplitude value. At separation-like mode of microfailure, as
distinct from shear-like one, the effective area of the load-bearing cross section in
compression does not change due to the fact that the planes of the arising cracks are
collinear with the direction in which compression acts.

We consider a mechanical failure of material and at this stage of investigation of
the problem it is not essential whether such failures are caused by the mechanical,
electrical, or electromechanical loading. The general procedure of the approach
includes following stages. In the first phase, we derive constitutive equations for a
damaged material, choose the fracture criterion and low of microdamage distribu-
tion. Such material is simulated by a solid with reduced electroelastic characteris-
tics. In this case the type of elastic symmetry of medium being simulated depends
on the pattern of microdamage distribution over the body volume as well as on the
stress–strain state volume of a material. At the second phase, the method for
determining effective electroelastic properties of the damaged medium and the
model of accumulation of microdamages are employed. We assume that during
deformation, cracks do not grow, do not interact. The volume density (concentra-
tion) of microdefects varies with increase in the level of average stresses due to
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features of orientation of anisotropic materials. Destruction of the structural ele-
ments occurs at different levels of stress due to random nature of the orientation and
differences of the values of ultimate strength of the structural elements in different
directions.

2 Structural Model of Accumulation of Flat Microcracks
in the Elastic–Brittle Material

To describe the phenomenon of fatigue failure of materials, we use the structural
model of material microdamageability. The microdamageability is considered as the
process of occurence of the flat scattered microcracks. According to this model, the
size and distribution of microcracks in real bodies are associated with discontinu-
ities of structural elements. The shape and dimensions of the cracks are identified
with them for ruptures in the cross sections of the structural elements of the
material. To describe progressive accumulation of microdamages, the Daniels
structural model is used. The main point of this model is outlined in detail in
references [11, 12].

With respect to transversally isotropic material, which is simulating prepolarized
piezoceramic, the Mises–Hill strength criterion can be used. Let the average stresses
σij i, j =1, 2, 3ð Þ be given in the laboratory (fixed) coordinate system 0x1x2x3,
associated with a representative volume of the material, then this criterion can be
written as

σ211
σ2ðbiÞ11

+
σ222

σ2ðbiÞ11
+

σ233
σ2ðbiÞ33

+
σ212

σ2ðbiÞ12
+

1
σ2ðbiÞ13

σ213 + σ223
� �

−
2

σ2ðbiÞ11
−

1
σ2ðbiÞ33

 !
σ11σ22

−
1

σ2ðbiÞ33
ðσ22σ33 + σ11σ33Þ=1.

ð1Þ

The main axes of symmetry of mechanical properties are directed along coor-
dinate axes (0x3—polarization axis, axes 0x1, 0x2 lie in isotropic plane). According
to this criterion, to determine fracture start, it is necessary to know the four con-
stants. These constants characterize fracture under pure tension (i=1) or pure
compression (i=2) in main direction of anisotropy σðbiÞ11 = σðbiÞ22, σðbiÞ33

� �
and

pure shear in main planes σðbiÞ12, σðbiÞ13
� �

.
For the considered material the tensile strength (compression) and pure shear

dependents on the direction determined by angle ϑ—angle of rotation of coordinate
system 0x1x2x3 relative to the axis 0x2 or axis 0x1. The formulas for the tensile
strength (compression) σðbiÞϑ in a direction determined by the angle ϑ, measured
from the 0x3 axis, can be written as
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σ′ðbiÞϑ = σ′ðbiÞ33 =
σðbiÞ33ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cos2 ϑ+ sin2 ϑ
σ2ðbiÞ33
σ2ðbiÞ11

+
σ2ðbiÞ33
σ2ðbiÞ13

− 1
� �

sin2 ϑ cos2 ϑ

s

=
σðbiÞ33ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cos4 ϑ+ sin2 ϑ
σ2ðbiÞ33
σ2ðbiÞ11

+
σ2ðbiÞ33
σ2ðbiÞ13

sin2 ϑ cos2 ϑ
r .

ð2Þ

Let 0′x′1x
′

2x
′

3 be the local coordinate systems chosen in such a way that the 0′x′3 axes
would be directed along the normal to the sphere (unit radius) surface. The ele-
mental area dΩ= sin ϑ dϑ dψ is singled out around the 0′x′3 axis on the surface of
the random sphere. This area cuts N structural elements (ϑ is the longitude; ψ is the
latitude). In this case, the same local true stress σ3̄3 acts in the section of the N
intersected structural elements. The true stresses σ3̄3 differ from the conditional σ′33
in that the first ones refer to the areas of the damaged medium whereas the second
ones refer to the areas of the continuous medium. The local conditional stresses σ′33
and average stresses σkl given in the body are connected by equation

σ′33 = σklα3kα3l,

where α3k, α3l are the direction cosines of the local coordinate system with respect
to the laboratory coordinate system. The relation of the first strength theory

σ3̄3 ≥ σ ϑð Þ ð3Þ

Here σ ϑð Þ is the random value, which stands for the ultimate magnitude of the
true tensile or compressive normal stresses σ3̄3 for differently oriented structural
elements. When the true tensile stress σ3̄3 reaches up the level of σ ϑð Þ in the
appropriate elemental area, the microcracks of rupture are formed with side surfaces
being normal to the direction axis 0′x′3. When the conditional stress is compressive,
the microcracks are oriented predominantly in parallel to the direction of σ ̄33 due to
the difference of Poisson’s ratio of the structural elements. To approximate distri-
butions of the microstrength properties of structural elements, the power law is used

FiðσiÞ= σi − σ0i
σmi − σ0i

� �αi

ð4Þ

and

fi σið Þ= dFi σið Þ
dσi

= αi
1

σmi − σ0i

� �
σi − σ0i
σmi − σ0i

� �αi − 1

ð5Þ

is the distribution density of the random value σi.
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σ0 i, , σm i, αi are the distribution parameters; σ0 i, , σm i are minimal and maximal
values of these variables, respectively; αi is the microstrength scattering parameter.
The distribution parameters are determined in sample quantities by the method of
moments in particular. For example, it is necessary to determine, using experi-
mental data, two selective moments: average magnitude σ ̄b1 and dispersion of the

random value D̄2
b1.

σb̄1 =
Zσm11
σ01

σ f1dσ =
α1

1 + α1
σ ̄m1 + σ01;

D̄2
b1 =

Zσm1
σ01

ðσ − σ ̄b1Þ2f1dσ = α1

α1 + 1ð Þ2 α1 + 2ð Þ σ ̄
2
m1,

ð6Þ

here σm̄1 = σm1 − σ01. From (6) follows

k21 =
D̄2

b1

σ ̄b1 − σ01ð Þ2 =
D̄b1 ̸σb̄1ð Þ2

1− σ01 ̸σb̄1ð Þ2 =
1

α1 α1 + 2ð Þ ;

α1 = − 1+
1
k1

ffiffiffiffiffiffiffiffiffiffiffiffi
1+ k21

q
, σ ̄m1 =

1+ α1
α1

σ ̄b1 − σ01ð Þ.
ð7Þ

Due to the small size of the structural elements it is impossible to determine
σ0i, , σmi, αi directly. To find these values indirect methods are used. Experimental
data of corresponding conditional parameters of macrostress of rupture is taken
from set of macrosamples. The procedure of determining of these parameters is
described in more detail in [11].

It should be noted that the element fails when the stress σ ̄33 reaches up to the
ultimate magnitude. Failure of single elements forms the population of independent
random events. After some quantity of structural elements fail, redistribution of
stresses between the nonfailed elements occurs.

If the conditional local tensile stress σ′33 presents an independent loading
parameter, then the true local stress in the sections with nonfailed structural ele-
ments can be regarded within the framework of the model being considered as the
random value σ3̄3 = σ′33 ̸ 1− n1

N

� �
. The distribution of the true local stress σ ̄33

depends on the number n1 of the failed elements. N is the total number of the
elements. The expected value of the number n1 has the form ⟨n1⟩=NF1 σ ̄33ð Þ, and
the coefficient of variation becomes kw1 =

1−F1 σ ̄33ð Þ
NF1 σ ̄33ð Þ
h i1 ̸ 2

. From the last formula, it

follows that for real materials it is possible to neglect the scatter of the values n1 and
σ3̄3. As a result, we have
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σ ̄33 ≈
σ′33

1−F1 σ ̄33ð Þ ð8Þ

Taking into account (3) and (5), the densities of microcracks of normal rupture
under tension or compression are determined by expressions

εi =Fiðσ3̄3Þ= σ ̄33 − σ0i
σmi − σ0i

� �αi

ði=1, 2Þ. ð9Þ

In the case of local true tensile stresses σ3̄3, we have formula (8). In the case of
compression i=2ð Þ, the cracks origin surfaces are parallel to the direction in which
local normal stresses act. In this connection the effective area remains unchanged
and, as a result, σ3̄3 = σ′33.

Thereby, the average densities microcracks of structural elements, which are cut
by the unit surface of the representative volume, are defined by the relations

ε1 =
1
N ̄

Z2π
0

Zπ
0

F1 σ ̄33ð ÞdΩ=
1
N ̄

Z2π
0

Zπ
0

F1 σ ̄33ð Þ sin ϑ dϑ dψ ð10Þ

in case of the stresses σij are tensile, and

ε2 =
1
N ̄

Z2π
0

Zπ
0

F2 σ′33
� �

dΩ=
1
N ̄

Z2π
0

Zπ
0

F2 σ′33
� �

sin ϑ dϑ dψ ð11Þ

in case of the stresses σij are compressive.
N ̄=4π is the normalizing factor, which follows from the condition

1
N ̄

Z2π
0

Zπ
0

Fi σ ̄33ð Þ sin ϑ dϑ dψ =1.

The physical meaning of the values εi i=1, 2ð Þ is that it represents the relative
fraction of the unit area of the sphere surface where the normal stresses (tensile or
compressive) exceed the ultimate strength σi of the material of the microparticles
that are cut by the surface of this sphere. The volume concentration of flat
microdefects which are destroyed under tension or compression is determined by
the ratio of the number of destructed microparticles N0i to their total number N
ðpi =N0i N̸Þ in the representative volume. Such a result can be obtained using the
technique that is common in petrography in analyzing the thin sections of sedi-
ments, so pi = εi.
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3 Statistical Fracture Criterion in Terms of Damage
Measures of a Material

Relations (1)–(5) and (8) make it possible to determine the microcrack density
allowing for loading rate and their orientation, which depends on the direction of
the local conditional stresses σ′33ðϑ,ψÞ that cause microcracking. Of especial
importance is allowed for the orientation in the case of complex stress state since
macrocracks arise mostly in the planes normal (parallel) to the direction in which
the maximum tensile (compressive) local stresses σ′33max

ðϑm,ψmÞ act.
For two-parametric approximation of the ultimate microstrength distribution, the

microcrack concentration in the random volume of transversally isotropic piezo-
electric material is defined by the formula

εi =Fi σ ̄33ð Þ= σ ̄33
σmi

� �αi

i=1, 2ð Þ, ð12Þ

where under tensile stress (σ′33 > 0) and under compression (σ′33 < 0) for local stress
σ3̄3 there are formulas

σ ̄33 ≈
σ′33

1−F1 σ ̄33ð Þ , σ ̄33 = σ′33 ð13Þ

The statistical fracture criterion expressed in terms of damage measures of a
material is defined by the relation

Fiðσ3̄3maxÞ≤ εicr i=1, 2ð Þ, ð14Þ

where Fiðσ3̄3maxÞ= εim is the concentration of cracks in the cross section in which
the normal local conditional stress reaches up to the maximum value, and εicr is the
critical value of the concentration of cracks.

It should be noted that the accumulation of microcracks in the material depends
on the specific loading of the body (the multiplicity, the loading rate, and others.).
We suppose that before the deformation in material was the initial microdamage
with density εi0. The distribution function of the ultimate strength of the structural
elements (12) in this case determines the relative proportion of structural elements
not destroyed in remaining cross-sectional area of the body. The relative area of
undefeated structural elements is 1− εi0ð Þ, and the tensile strength in this area is
equal to or less than a certain value σ. Then, under monotonic (static) loading, when
stresses increase up to the value σ′33 the microcrack concentration is defined as
follows:
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εi = εi0 + 1− εið ÞFi σ ̄33ð Þ= εi0 + 1− εið Þ σ ̄33
σi

� �αi

i=1, 2ð Þ ð15Þ

Critical concentrations of microcracks when εi0 = 0 are determined by the
relation

ε1cr 1− ε1crð Þα1 − 1 =
σ′b1ð Þ33
σm1

 !α1

, ε2cr = 1− ε2crð Þ
σ′b2ð Þ33
σm2

 !α2

. ð16Þ

Here, σ bið Þ33 = σ bið Þ ϑ i=1, 2ð Þ are the average values of the ultimate strength,
which are calculated by the formula (2) under tension and compression, respec-
tively. Samples of material are cut at an angle ϑ to the direction of the principal axis
of anisotropy, which coincides with the axis of the prepolarization.

In the case of complex stress state determined by main stresses σii i=1, 2, 3ð Þ in
the laboratory coordinate system, the strength of statistical criterion for transversely
isotropic body can be constructed on the basis of Mises–Hill strength criterion. For
this purpose, the expression of Mises–Hill strength criterion (1) is represented in the
main stresses

σ211
σ2ðbiÞ11

+
σ222

σ2ðbiÞ11
+

σ233
σ2ðbiÞ33

+
2

σ2ðbiÞ11
−

1
σ2ðbiÞ33

 !
σ11σ22 −

1
σ2ðbiÞ33

ðσ22σ33 + σ11σ33Þ=1.

ð17Þ

Stresses σkk , σ bið Þkk k=1, 2, 3ð Þ in (17) can be expressed by the corresponding
densities of microcracks ε ið Þk . Using (12), we get following formulas:

ε ið Þk =Fiðσk̄kÞ= σ ̄kk
σ mið Þk

� �α ið Þk
ðk=1, 2, 3Þ, ε bið Þk =Fiðσ ̄ bið ÞkkÞ=

σ ̄ bið Þkk
σ mið Þk

� �α
ið Þk
;

Hk = ðε ið Þk − ε ið Þk0Þ
1

α ið Þk ð1− ε ið ÞkÞ1−
1

α ið Þk ;

Gk = ðε bið ÞkÞ
1

α ið Þk ð1− ε bið ÞkÞ
1− 1

α ið Þk ;

σkk =Hkσ mið Þk; σ bið Þkk =Gkσ mið Þk ;
σkk

σ bið Þkk

� �2

=
Hk

Gk

� �2

,

ð18Þ

Thereby, formula (17) can be written in concentrations of microcracks

∑
3

k=1

Hk

Gk

� �2
+

2

G2
1 σ mið Þ1
� �2 −

1

G2
3 σ mið Þ3
� �2

" #
× H1H2ðσ mið Þ1Þ2

−
H3

G2
3 σ mið Þ3
� � ∑

2

k=1
σ mið ÞkHk =1.

ð19Þ
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In (18) and (19) it is indicated by the index i tension (i=1) or compression
(i=2), the index k is associated with the symbols of the principal axis of the
anisotropy of the material.

4 Constitutive Equations of State for the Piezoelectric
Ceramics with Cracks

Polarized piezoceramic is modeled as a transversely isotropic medium with the axis
of isotropy coincident with the axis of polarization. In the laboratory coordinate
system 0x1x2x3, (0x3 is axis of polarization) state equations have the form

ε11 = a1111σ11 + a1122σ22 + a1133σ33 + d113E3,

ε22 = a1122σ11 + a1111σ22 + a1133σ33 + d113E3,

ε33 = a1133σ11 + a1133σ22 + a3333σ33 + d333E3,

ε23 = a2323σ23 + d233E2, ε13 = a2323σ13 + d233E1,

ε23 = a1212σ12 = 2 a1111 − a1122ð Þ σ12,
D1 = ϶11 E1 + d232σ13, D2 = ϶11 E2 + d232σ23,

D3 = ϶33 E3 + d113 σ11 + σ22ð Þ+ d333E3.

ð20Þ

Suppose that underloading in piezoelectric materials causes microdamages in the
form of flat circular cracks. This type of microfracture, most unfavorable to
the material because of the degree of influence of microcracks on the stiffness of the
material is mainly related to the area and volume of cracks opening.

To determine the effective electroelastic constants in (20), the principle of the
energy equivalence is used:

W =W ð0Þ + W̄ ð21Þ

Here,

W =
1
2
σijεij +EjDj =

1
2
aEijkl σijσkl +

1
2
Ei diklσkl + ϶σik Ek
� � ð22Þ

is the energy density of deformation of the continuous electroelastic medium [7]
that simulates the damaged material;

W ð0Þ =
1
2
aEð0Þijkl σijσkl +

1
2
Ei dð0Þikl σkl + ϶σð0Þik Ek

	 

ð23Þ

is the density of the deformation energy of a solid medium; subscripts with E, σ in
(23) indicates the dependence of these parameters on the electric Eð Þ field and
mechanical stress σð Þ; W̄ is the density of the released internal energy of the
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damaged medium, which can be represented as the change in mechanical and
electrical energy. These changes in mechanical and electrical energy are associated
with the damage of the material in the form of closed or opened flat cracks.

The effective electroelastic constants in (10) are determined from expression
(11). For this purpose the terms entering in (11) should be written in terms of the
components of the stress tensor σij and components of the electric field vector. It is
assumed that Ei and σijEi are given in a representative volume. The coefficients of
the terms σ2ij, σijEi, EiEj should be equated. It makes it possible to determine the
effective compliances aijkl, piezoelectric coefficients dikl, and dielectric constants ϶ik
of fractured materials by

aijkl = a 0ð Þ
ijkl + aījkl , dijk = d 0ð Þ

ijk + dījk,

϶ij = ϶ 0ð Þ
ij + ϶̄ij ði, j, k, l = 1, 2, 3Þ ,

ð24Þ

where the values aījkl, dījk, ϶̄ij are the changes in the electroelastic parameters of a
continuous medium, due to the disruption of the continuity of the material.

For purely elastic materials, the density of the released elastic energy is deter-
mined on the basis of the Eshelby principle [13]. With regard to inhomogeneous
electroelastic materials, the Eshelby principle is modified due to the need to take
into account the electric component in the overall energy balance of the body. For
this purpose, a local criterion of microfracture for electroelastic materials is used
[14]. Due to the disruption of connections of the nth crack under rupture and
opening (shear) of crack faces, the internal elastic energy is released and electric
energy is loosed. The density of the released energy can be represented as the work
of relative sliding and opening of crack faces induced by the action of stresses,
which may arise under the given loading in the microvolumes of a continuous free
of crack medium, and is determined as

W̄n =
1
2

Z
sn

∑
3

i=1
σ 0ð Þn
i3 u ̄ni +Dð0Þn

i Φn
i

	 

dsn , ð25Þ

where un̄i i=1, 2, 3ð Þ are the discontinuities of displacements at points of the
surface of the nth crack in the direction of the local coordinate system; sn is the half

of surface area of the nth crack; σ 0ð Þn
i3 ð i=1, 2, 3Þ are the components of the

tensor of the given average stress in nth cracks coordinate system—0nxn1x
n
2x

n
3. In the

case of elliptic cracks, the 0xn1, 0x
n
2 axes are directed along major (an) and minor

(bn) semi-axes, respectively, while the 0nxn3-axis directed along the normal to their

planes; Dð0Þn
i , are the components of the electric induction in a solid medium in nth

cracks coordinate system, Φn
i i=1, 2, 3ð Þ are the discontinuities of the electric

potential at the points of microcracks surfaces, which are directed along the axes in
nth cracks coordinate system. With the use of (24) the expression for the change of
the density energy of deformation due to the formation of elliptical or circular
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microcracks in the inhomogeneous transversely isotropic material is determined in
accordance with the procedure for isotropic materials [14]. In particular, the density
of the released energy under tensile could be expressed in the form

W̄ =
1

12π
∑
3

k=1

Z2π
0

Zπ
0

F1 σ ̄33ð ÞB′

k sin ϑ dϑ dψ . ð26Þ

In case of the compression, we have

W̄ =
1

12π
∑
2

k=1

Z2π
0

Zπ
0

F2 σ′33
� �

B′

k sin ϑ dϑ dψ . ð27Þ

B′

k is determined by expression

B′

k θ,ψð Þ= 1
2π

Z2π
0

1
2
S′k σ′k3
� �2 − 1

2
E′

k dkilσ′il + ϶ki
� �

E′
i

� �
dϕ k=1, 2, 3. ð28Þ

S ̸
k a 0ð Þ

klmn, θ
n,ψn,ϕn

	 

in (28) denotes compliances of the material in the nth

cracks plane. Definition of which is an independent task for individual crack.
Engineering elastic constants are expressed in terms of the effective compliances

by relations

1
Eii

= aiiii, −
νij
Eii

= ajjii, Gij =
1
aijij

i, j=1, 2, 3. ð29Þ

Eii, Gij, νij are elastic, shift moduli, Poisson’s ratios accordingly.
A two-parameter distribution function of the ultimate strength of the structural

elements of the material is used to determine the effective electroelastic parameters.
Additionally, we rely on the continuum model of piezoelectric ceramics with
progressive accumulation of damageability in the form of circular microcracks in
the isotropic plane [15]. Material is subjected to uniaxial tension stresses σ33 in the
direction of polarization. And the component of electrical field E0

3 is given. Under
these assumptions, electroelastic effective parameters are determined by the
expression of type (24)

a3333 =
1
E0
33

+ p
4
π

1− ν′
� �2
E0
11

" #
,

϶33 = 1− pð Þ ϶ 0ð Þ
33 , d333 = 1− pð Þ d 0ð Þ

333 .

ð30Þ
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5 Application of Statistical Fracture Criterion in Problems
of Durability Piezoceramic Structures Submission
of Electronic Version of Papers

When considering the cyclic alternating load it should be noted the difference in the
mechanism of microfracture of material under the same multiple compression and
multiple tensile stresses. In the first case, the concentration of microdefects in
subsequent compressions (excluding first) is not changed, in the second, it increases
due to the decrease in the effective cross-sectional area.

To illustrate the approach for the determination of the durability of structures
such as piezoelectric transducers electromechanical power using statistical fracture
criterion, we consider the problem of the durability of piezoceramic rods during
longitudinal vibrations excited by the time-variable (t) difference of potential
exerted on the end faces of the rod in the form

ψ x3 = 0 =ψ x3 = l =±V0eiωt. ð31Þ

For solving the problem of the durability of the rods it is necessary and sufficient
to have the dates of the maximum values of the axial normal stress under given
parameters of external loading, as well as the critical values of concentration of
microcracks under pure tensile samples of the concrete material. Procedure for
determining the durability of material under more general types of electrome-
chanical loading remains the same for the resource problems with more complex
structures. The definition of parameters in (5) is independent task in each case.

Thus, the first step in solving the question of the durability of structures is the
solution of the problem of stress–strain state of the structure under specific oper-
ational impacts. The problem of the longitudinal vibrations piezoceramic prismatic
rod with length l and the axial polarization was considered in [6]. Vibrations excited
by the variable potential difference were applied to the electrodes of the end of rod.
External stresses on the entire surfaces of the rod are absent. Equation (20) for this
case in coordinate system 0x1x2x3 have the form

εij = aijkl σkl + dij kEk ð i, j, k, l=1, 2, 3Þ;
Di = dijkσjk + ϶ij Ej ð i, j, k, l=1, 2, 3Þ ,

ε33 = aE3333σ33 + d333E3; D3 = ϶σ33 E3 + d333σ33.

ð32Þ

The problem on longitudinal vibrations of the rod is reduced to solving of the
equation for axial displacements u(x, t)

u3, 33 + d333ψ , 33 = ρaE3333u3, tt;
d333
aE3333

u3, 33 − ϶σ33 1− k2333
� �

ψ , 33 = 0,
ð33Þ
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where k2333 = d2333 a̸
E
3333 ϶σ33 is longitudinal static electromechanical coupling factor,

ρ is the density of material.
Solving this task the amplitude value of axial stress in the rod is received in the

form

σ ̄33 =
Aλ

aE3333 1− k2333
� � cos λ l

2
− x3

� �
+

d333
aE3333

B, ð34Þ

where

A= −
d333 1− k2333

� �
λl
2 cos

λl
2 − k2333 sin

λl
2

V0; B=
λl
2 cos

λl
2

λl
2 cos

λl
2 − k2333 sin

λl
2

2V0

l

� �
;

λ=ω c̸, c=1 ̸
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρaE3333 1− k2333

� �q
.

ð35Þ

ω—is frequency.
According to (34) and (35) the maximum amplitude value of stress is in the

middle of the rod

σ ̄33 =
Aλ

aE3333 1− k2333
� � + d333

aE3333
B=

d333ω cos ωl2c − 1
� �

caE3333
ωl
2c cos

ωl
2c − k2333 sin

ωl
2c

� �V0. ð36Þ

Let ε1 0ð Þ =0 and material is subjected to uniaxial cyclic tensile stress with
amplitude value σ3̄3. The first (n = 1) tensile half cycle of the undamaged rod leads
to origin of the damage with the density

ε1 1ð Þ = 1− ε1 1ð Þ
� �1− α1 σ ̄33 0ð Þ

σm1

� �α1

ð37Þ

The following n cycles of tensile cause breaking of structural elements in the cross
section of the sample whose density is determined by

ε1 nð Þ = ε1 n− 1ð Þ + 1− ε1 nð Þ
� �1− α1 σ ̄33 n− 1ð Þ

σm1

� �α1

, ð38Þ

where ε1 n− 1ð Þ and σ ̄33 n− 1ð Þ are the concentration of microdefects and amplitude
value of the stress, respectively, that have appeared after the previous (n − 1)th
cycle of tensile. The fatigue failure of the specimen begins at the Nth cycle when
the microcrack concentration becomes critical, i.e., with ε1 Nð Þ = ε1cr, where

ε1cr = ε1 N − 1ð Þ + 1− ε1crð Þ1−α1 σ ̄33 N − 1ð Þ
σm1

� �α1

ð39Þ
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Thus, a number of cycles N determine the cyclical service life of the specimen,
which is found either by solving the sequence of Eq. (38) or using an inverse
calculation step based on (39).

Two-sided approximate estimation of the durability of the sample can be
obtained by identifying the increment of the concentration of microdefects after any
act of loading with minimum and maximum increments, respectively.

Δmin = ε1ð2Þ − ε1ð1Þ,

Δmax = ε1cr − ε1 N − 1ð Þ = 1− ε1crð Þ1− α1 σ ̄33 N − 1ð Þ
σm1

� �α1

.
ð40Þ

According this approach, we get durability N

ε1cr Δ̸max <N < ε1cr Δ̸min ð41Þ

Another approximate determination of the service life N is attributed to calcu-
lation by (38) the sequence of the n values of increments of the microcrack density
Δnε1 for sampling acts of tension along the loading path, which is accompanied by
the following averaging. Such approach yields

N = ε1cr
1
n
∑
n

i=1

σ ̄33 ið Þ
σm1

� �α1

ð1− ε1 ið ÞÞ1− α1

� �− 1

, ð42Þ

where ε1 ið Þ = i ε1crn is the microdefect concentration within the range ε1 1ð Þ, ε1cr
� �

.
The approach proposed makes it possible to find the residual ultimate strength of

the material σðb1Þoc after n-fold loading and the conditional fatigue limit σ1yc for the
prescribed testing base N. The unknown values are determined by

σðb1Þoc = σm1 ε1cr − ε1ðnÞ
� �1 α̸1 1− ε1crð Þ1− 1 α̸1 ;

σ1y = σm1ε1cr1 α̸1 1− ε1crð Þ1− 1 α̸1 N̸1 α̸1
0 ,

ð43Þ

where ε1 nð Þ is the microdefect concentration caused by the n-fold loadings. In
relations (38)–(41) index in brackets show the dependence of the amplitude value of
stress σ ̄33 n− 1ð Þ on the number of half cycles of tension. Such dependence, according
to (36), is associated with the change compliance aE3333, piezoelectric d333 and
dielectric ϶σ33 constants with increasing concentration of microdefects, which
increases with the half cycles of tension.

Half cycles of compression in this model does not affect on the constructions
resource at the same compressive loading. However, fatigue failure is possible
under compression due to increasing the stress amplitude with increasing the
compression cycles without changing the effective area.
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6 Numerical Example

To illustrate the approach for determining the durability of structures such as
piezoceramic transducer of the electromechanical energy using a statistical fracture
criterion, the problem of the durability of piezoceramic rods at the longitudinal
vibrations is considered. For the piezoelectric ceramic CTBS-3 rod value of cyclical
durability N is calculated. Rod has length equal to l= 0.2m and parameters

Eð0Þ
11 =Eð0Þ

22 = 1.12 × 1011 Pa, Eð0Þ
33 = 1.19× 1011 Pa

νð0Þ12 = νð0Þ21 = 0.30, ρ=7.10× 103
kg
m3 , σðb3Þ0 = 0.36 × 108 Pa, Dðb3Þ0 = 0.14 × 107 Pa,

k2 = 0.04, ϶ð0Þ33 = 0.21 × 10− 7 Φ
m
, eð0Þ333 = 0.43 × 102

Kl
m2 , d

ð0Þ
333 = 0.36 × 10− 9 Kl

N
.

Longitudinal vibrations excited by the time-variable difference of potential is
exerted on the end faces

V0 = 2× 104eiωt, ω= 2× 104 Hz.

The parameters of (38) and (39), determining the concentration of microdefects
under cyclic loading, in accordance with (7), have values

α1 = 24.660 , σm1 = 0.427× 108 Pa.

Critical concentrations of microcracks in accordance with (16) is

ε1cr = 0.305 × 10− 1

Assessment of the durability of piezoceramic rod under cyclic tension which is
caused by potential difference accordance of (40) and (41) gives the result

0.859 × 1039 >N >0.305× 1037.

Using (42), we obtain more specific result: N =0.240 × 1038.
As it follows from the fatigue theory, such results are well admissible. It should

be noted that the service life of the rod is minimal when the exciting frequency
coincides with the main frequency of the natural vibrations of the rod, i.e., under
conditions of resonance.
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7 Conclusions

In the paper, the statistical fracture criterion under static and cyclic loadings has
been proposed based on modern ideas about the macrodestruction mechanism of
brittle materials. This criterion can be used in the assessment of durability, residual
strength for piezoceramic products at electroelasticity loading.

References

1. Suresh, S.: Fatigue of Materials. Cambridge University Press, Cambridge (1998)
2. Bolotin, V.V.: Prediction of Service Life of Machines and Structures. Mashinostroenie,

Moscow (in Russian) (1984)
3. Suo, Z., Kuo, C.-M., Barnett, D.M., Willis, J.R.: Fracture mechanics for piezoelectric

ceramics. J. Mech. Phys. Solids 40(4), 739–765 (1992)
4. Fuchs, H.O., Stephens, R.J.: Metal Fatigue in Engineering. Wiley, New York (1980)
5. Pook, L.: Metal Fatigue. Springer, New York (2009)
6. Luo, J., Bowen, P.: A probabilistic methodology for fatigue life prediction. Acta Materiala 51

(12), 3537–3550 (2003)
7. Righiniotis, T.D., Chryssanthopoulos, M.K.: Probabilistic fatigue analysis under constant

amplitude loading. J. Construct. Steel Res. 59(7), 867–886 (2003)
8. Xiao, Y.C., Li, S., Gao, Z.: A continuum damage mechanics model for high cycle fatigue. Int.

J. Fatigue 20(7), 503–608 (1998)
9. Upadhyaya, Y.S., Sridhara, B.K.: Fatigue life prediction. A continuum damage mechanics and

fracture mechanics approach. Mater. Des. 35, 220–224 (2012)
10. Babich, D.V., Bastun, V.N.: On dispersed microdamageability of elastic-brittle materials

under deformation. J. Strain Anal. 45(1), 57–66 (2010)
11. Babich, D.V.: A statistical strength criterion for brittle materials. Strength Mater. 43(5),

573–582 (2011)
12. Babich, D.V.: Simulation of coupled processes of deformation and cracking in elastic brittle

materials. Strength Mater. 36(2), 178–184 (2004)
13. Eshelby, J.D.: The determination of the elastic field of an ellipsoidal inclusion and related

problems. Proc. R. Soc. Lond. A 241, 376–393 (1957)
14. Parton, V.Z., Kudryavtsev, B.A.: Electromagnetoelasticity of Piezoelectric and Conductive

Bodies, Moscow: Nauka, p. 470 (1988). (In Russian)
15. Babich, D.V., Bezverkhyi, O.I., Dorodnykh, T.I.: Continuum model of deformation of

piezoelectric materials with cracks. Appl. Mech. Mater. 784, 161–172 (2015)

26 D. Babich et al.



Numerical Analysis of Child Restraint
System Equipped with Built-in Belts
Pretensioner During Frontal Impact

Paweł Baranowski, Jakub Bukała, Krzysztof Damaziak,
Jerzy Małachowski, Łukasz Mazurkiewicz and Muszyński Artur

Abstract In this paper a practical modeling methodology and obtained results are
presented for a series of finite element method numerical analyses of Child Restraint
System (CRS) operation during frontal impact car accident, with particular
emphasis on Built-in Belts Pretensioner (BBP) modeling in terms of child’s body
response. Built-in belts pretensioner is acting similar to the pyrotechnic preten-
sioners used for adult passengers, reducing seat belts misuse. As a result, the new
design gives high level of protection for the child in many different crash scenarios
(the maximum values of deceleration are smaller, what in turn translates to smaller
forces acting on internal organs). The effectiveness of the new solution was con-
firmed by numerical tests, however, a sensitivity study on BBP key characteristics
has been needed to optimize the system behavior in different conditions. The
ATD’s head acceleration and relative displacement histories with Head Injury
Criterion (HIC) value were measured as functions of key design parameters of
BBP. It is shown that the obtained results demonstrate a valuable guideline for
future BBP’s design process.

1 Introduction

In 2005, in the United States of America only, costs associated with motor
vehicle-related fatal and nonfatal injuries among 0–14 year-old children amounted
to over 3.6 billion USD [1]. Moreover, European Commission (EC) has reported
around 30 000 road fatalities and 250 000 seriously injured in 2012 with similar
numbers reported in previous years [2]. Such statistics must draw the attention,
which show that motor vehicle crashes are the leading cause of children deaths both
in the US and Canada [3]. The same fact applies to European region [4]. What is
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even more alarming, despite of a mandatory use of various child-resistant systems
(CRS) and existence of such regulations as UN/ECE Regulation 44, this situation
has not changed over the last few years [5].

Since years, EC has in place special program aimed toward increase of road
safety. One of its objectives, recognized as a key to reach this goal, is increase
passive safety of vehicles. The most important (from EC point of view) tools to
improve road safety are speed limit enforcements and still new obligations put on
vehicle makers. Example of such strategy is child seats or more broadly
child-resistant systems (CRS). Old provisions for child seats are not very accurately
defined. In short, requirements are as follows [6]:

• chest acceleration less than 55 g (for a certain duration of time),
• abnormal penetration of the body in the lower lumbar spine,
• child position after rotation of the chair,
• allowable displacement of a child.

In the reality a lot of side crashes take place when a struck car moves forward.
From an analysis of iGLAD accident databases [7], 54 % of crashes involving
children and CRS, have almost longitudinal accelerations, the remaining 46 % have
transverse acceleration components and only 9 % have pure transversal accelera-
tions (Fig. 1).

The authors of this paper present a concept of Built-in Belts Pretensioner (BBP),
similar to the pyrotechnic pretensioners used for adult passengers reducing seatbelts
misuse, which is applied in the selected Child Restraint System (CRS).

A series of frontal impact car accident simulations were carried, with particular
emphasis on modeling in terms of child’s body response. The conditions of sim-
ulations correspond to Regulation No 44 of the Economic Commission for Europe
of the United Nations (UN/ECE) [6]. Sensitivity study on BBP key characteristics
such as the moment of its activation is also shown. The ATD’s head acceleration
and relative displacement histories with Head Injury Criterion (HIC) value were
measured as functions of key design parameters of BBP.

Fig. 1 Percentage of principal direction of force during the impact in accident involving CRS [7]
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2 Numerical Modeling of CRS with BBP

Explicit numerical software was chosen to carry out analyses. The Finite Element
Method (FEM) based code uses an explicit time integration scheme to analyze short
duration events. It is a well-recognized tool used worldwide to analyze motor
vehicle crash events.

During the investigations, the central difference method for integration over time
was adopted, which is one of the variant of the finite difference method [8].
Assuming very small time steps, the equilibrium equation can be described as
follows:

Mxn
..
+Cd xn

.
+Fint

n =Fext
n ð1Þ

where: x
..
n, x

.
n—acceleration and velocity vectors at tn, Fint

n =Knxn—vector internal
forces at tn, Fext

n —vector of external forces at tn.
A solution of the above equation is obtained with numerical integration of

acceleration x
..
n under the assumption that xn

.
≈ x

.
n− 1

2
:

x
..
n =M− 1 pn −Cx

.
n− 1

2
−Fint

n

� �
, ð2Þ

the implementation of the central difference equations for the velocity and dis-
placement results in:

x
..
n =

1
Δtn

x
.
n+ 1

2
− x

.
n− 1

2

� �
⇒ x

.
n+ 1

2
= x

.
n− 1

2
+Δtn x

..
n , ð3Þ

x
.
n+ 1

2
=

1
Δtn+ 1

2

xn+ 1 − xnð Þ⇒ xn+ 1 = xn +Δtn+ 1
2
x
.
n+ 1

2
, ð4Þ

The major advantage of this method is lack of time-consuming operations
involving the stiffness matrix inversion. Instead, only a diagonal matrix of mass is
inverted. However, the main disadvantage is that the method is conditionally stable
requiring a time step to be limited according to the Courant–Friedrichs–Lewy
(CFL) stability condition [8]:

Δtn+1 =C ⋅min Δt1, Δt2, Δt2, . . . ., ΔtNð Þ, ð5Þ

where: N—number of elements, C—scale factor related to (CFL) condition.
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2.1 Numerical Model of CRS with Dummy

In the investigations, the verified numerical model of the representative ISOFIX
mounted CRS prototype was used. Most of the structure was modeled using 4 node
shell elements utilizing Belytschko-Tsay formulation [8], however, t-shell and brick
elements were also used. Different elements of CRS had different material prop-
erties listed in Table 1. Stress–strain relationships for narrow and wide CRS were
acquired experimentally using Instron 8802 test device. Foams material properties
for the described parts were adopted with characteristics obtained during parallel
studies concerning CRS testing. Quasi-static axial compression tests (using the
same machine) were carried out with cubical specimens of 100 mm width and
50 mm height with the strain rate influence taken into consideration.

The child was represented by the FE model of Q3 Anthropomorphic Test Device
(ATD) by Humanetics Innovative Solutions company. It represents about 3YO
child, weighted 14.5 kg. It consists of 165 different parts.

The final, complete numerical model consisted of:

• CRS (51296 elements and 62951 nodes),
• seat (1488 elements and 2080 nodes),
• backseat (1176 elements and 1744 nodes),
• Q3 dummy (92176 elements and 51062 nodes).

The major and the most important aspect of CRS and a dummy interaction
simulation is the proper modeling of seatbelts. First, mechanical properties of the
belt material were described based on the results obtained from uniaxial tension
tests carried out for two different seatbelts of CRS [9, 10]. The data was imple-
mented into the selected constitutive model that provides a correct description of the
belt material behavior during analyses. The seatbelt system consisted of 2D ele-
ments combined with 1D elements and null elements to properly simulate

Table 1 Material properties adopted in CRS model

Density
ρ
(kg/m3)

Young modulus
E (GPa)

Poisson
ratio
ν (–)

Yield
stress
Re
(MPa)

Tangent modulus
Etan (MPa)

Steel 7850 210 0.3 400 1000
Polyamide 1130 3 0.3 85 100
Aluminum 2700 70 0.3 120 500
Polypropylene
(Tiplen)

900 1.3 0.45 7 Curve

Headrest foam 60 0.00025 – – Curve
Polystyrene
foam

27 0.019 0.3 – –

Fabric 970 Ea = 6.2 /
Ea = 6.2

0.3 – Curve

30 P. Baranowski et al.



interaction with the dummy. 2D seatbelts parts were finely meshed to accurately
distribute contact forces between dummy parts and the belt itself. To simulate
slipping of the belt in the buckle, an additional feature was added to numerically
simulate such an effect (slip ring). The described seatbelt system is presented in
Fig. 2, whereas the whole numerical model ready for simulations with applied
initial boundary conditions is presented in Fig. 3.

General concept of the analyses was to perform crash test similar to the one
described in Regulation 44 as mentioned earlier. Prescribed velocity in global X
direction was applied to the seat, backseat, and ISOFIX mounts. The velocity
profile was defined according to the procedure described in the Regulation 44
(Fig. 4).

In the paper, six different scenarios with different moments of activation of BBP
were simulated and compared in terms of accelerations acting on the dummy and its
behavior during the impact:

• analysis no. 1 with t1 = 5 ms taken as activation time,
• analysis no. 2 with t2 = 10 ms taken as activation time,
• analysis no. 3 with t3 = 20 ms taken as activation time,
• analysis no. 4 with t4 = 30 ms taken as activation time,
• analysis no. 5 with t5 = 40 ms taken as activation time,
• analysis no. 6 with t6 = 50 ms taken as activation time.

Fig. 2 Seat belt modeling in carried out analyses
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Fig. 3 Numerical model with applied initial boundary conditions

Fig. 4 Velocity curve applied in model
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Penalty Contact Implementation in a FE Code

In all carried out analyses, the interaction between all parts of the model was
simulated using the penalty-based method the principal of which feature can be
described as placing normal interface springs between all nodes that penetrate the
contact surface [8, 11, 12].

Currently, three different penalty algorithms are available:

1. Standard penalty formulation—typically used in most cases.
2. Segment-based penalty formulation, which is different from a traditional slave

node-master segment approach and uses a slave segment–master segment
algorithm.

3. Soft constraint penalty formulation, which is implemented in contact between
bodies with dissimilar material stiffness. In fact, this approach was used by the
authors in presented investigations.

By using the soft constraint approach the excessive penetration is to be eliminated
due to different calculation of the contact stiffness. Therefore, an additional stiffness,
apart from the slave and master contact stiffness, is calculated. It is based on the
Courant–Friedrichs–Lewy (CFL) stability condition [8] of the local system com-
prised of two masses of segments connected by the fictional spring. Thus, for the
parts with different stiffness a stability contact stiffness kcs(t) is determined by [8]:

kcsðtÞ= 1
2
Ssoft m *

1
ΔtcðtÞ

� �
, ð6Þ

where: Ssoft—scaling factor, m*
—

function dependent on masses of master and slave
nodes, Δtcs—initial solution time step (if the solution time step grows, Δtc is reset to
the current time step to prevent unstable behavior of the simulation).

Subsequently, the maximum value of the traditionally calculated contact stiffness
and the CFL contact stiffness kcs is taken [8]:

ksoft=1 =max kcs, ksoft=0
� �

, ð7Þ

In the formula (6) one can see that the contact stiffness depends inter alia onΔtc—which
in turn is estimated based on the following formula:

Δt=min Δtcon, ΔtFEð Þ, ð8Þ

where Δtcon—time step size depended on the contact procedure, ΔtFE—time step size
determined by taking a minimum value over the elements

It should be pointed out that in the contact procedure the Coulomb friction model
was used which includes the static and kinetic coefficients of friction [8]:
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μ= μD + μS − μDð Þe−DC VWj j, ð9Þ

where: µD—dynamic coefficient of friction, µS—static coefficient of friction, DC—

exponential coefficient, VW—

relative velocity between two bodies in contact.

2.2 BBP Description

The BBP device is intended to reduce the possibility of uncontrolled movement of
the child’s body in relation to the seat shell in the initial phase of a frontal or side
collision of a vehicle and to actuate within as short a time as possible. The appli-
cation of a safety belt pretensioning system makes it possible to reduce the maxi-
mum decelerations that act on the body of a child transported in a motor vehicle in a
safety seat during a road accident. Thanks to this, the risk of serious injuries to the
child’s body may be thus reduced.

The principal of BBP operation is as follows (Fig. 5):

1. Initial position of locking elements (red) prevents movement of actuating
mechanism (blue).

2. Activation element (yellow) expands locking elements (red).
3. Actuating mechanism (blue) pulls seatbelts (red).

Fig. 5 Three selected BBP operating states
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3 Results and Discussion

One of the most important injury criteria used to evaluate severity of the crash is
head injury criteria (HIC). It is based on an acceleration history measured in the
ATD’s head. It is given by the following formula:

HIC=max
1

ðt2 − t1

Z t2

t1
aðtÞdt

� 	2.5
ðt2 − t1Þ ð10Þ

where a(t)—acceleration measured in head, t1—beginning of time interval, t2—end
of time interval.

The time interval for HIC calculation presented below was 36 ms. According to
NHCTSA, limiting HIC limit value for this time interval is 1000 [13].

From the simulations carried out a general behavior of the CRS–BBP–Dummy
system was obtained (Fig. 6). In Fig. 7 the ATD’s head acceleration histories are
shown for all six simulations and for the case without the pretensioner. At first
glance the curves seem to be similar, however, more thorough analysis of the results
show that the worst scenario is the one where the pretensioner was not used: the
calculated HIC value was the largest one. For better presentation of differences
between the obtained results the HIC versus activation time graph is shown in
Fig. 8. One can notice that for analysis with t1 = 5 ms HIC value was the lowest
one, whereas increasing time of activation resulted in the increase of HIC value.
However, between the first four analyses (from t1 = 5 ms to t4 = 30 ms) the
maximum difference is 20. On the other hand a difference between analysis no. 1
and no. 5 is by one order of magnitude. Additionally, discussed results are listed in
Table 2.

In Fig. 9 maximum value of ATD’s relative (between ISOFIX and center of
head) head displacement versus activation time graph is presented. Here, similar

Fig. 6 Dummy behavior during simulation (activation time t1 = 5 ms)
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Fig. 7 Time histories of resultant acceleration in ATD head for all simulated scenarios

Fig. 8 HIC versus pretensioner activation time
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conclusions can be withdrawn. BPP activation time from t1 = 5 ms to t4 = 30 ms
resulted in smaller discrepancies between the obtained maximum displacement.
Increasing the activation time to t5 = 40 ms and t6 = 50 ms caused a major
increase of maximum ATD’s head displacement. However, lower maximum dis-
placement was obtained for the analysis no. 6 (t6 = 50 ms) than in case of CRS
without the pretensioner.

4 Summary

The authors present the idea of a BBP–CRS system allowing for better protection of
children transported in CRS during vehicle frontal impact. In the paper the basic
concept with its principle of operation is presented. Moreover, its numerical
implementation with numerical simulations reflecting frontal impact procedure
described in UN/ECE Regulation 44 are also described. The results show BPP
influence on ATD’s head acceleration and displacement; by introducing the device

Table 2 HIC values in all simulated scenarios

Activation
time

5 ms 10 ms 20 ms 30 ms 40 ms 50 ms No
pretensioner

HIC 417.6 435.7 428.9 432.5 517.1 505.5 558

Fig. 9 Maximum head relative displacement versus pretensioner activation time
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their values became smaller. The results also show that the earlier action of the
child’s body on safety seat components means earlier start of the process of slowing
down the child’s body during a frontal vehicle collision. Therefore, the risk of
serious injuries to the child’s body may be reduced.

References

1. Naumann, R.B., Dellinger, A.M., Zaloshnja, E., Lawrence, B.A., Miller, T.R.: Incidence and
total lifetime costs of motor vehicle-related fatal and nonfatal injury by road user type, United
States. Traffic Inj. Prev. 11(4), 353–360 (2010)

2. http://ec.europa.eu/transport/road_safety/pdf/vademecum_2013.pdf
3. NHTSA. Traffic safety facts: Children. 2010 data. NHTSA. DOT HS 811 641 (2012). http://

www-nrd.nhtsa.dot.gov/Pubs/811641.pdf)
4. World Health Organization. European status report on read safety, Copenhagen (2009)
5. Arbogast, K: A public health priority for only ten percent of the car occupant population: why

focus on children and how are they different biomechanically. In: Proceedings of the
International Conference on the Biokinetics of Impact. Berlin, Germany (2014)

6. UNECE Regulation No. 44
7. http://www.iglad.net
8. Hallquist, J.O.: LS-DYNA Theory Manual. Livermore Software Technology Corp, Livermore

(2006)
9. Muszyński, A., Trzaska, P., Wicher, J., Mazurkiewicz, Ł.: Analiza sił działających w taśmach

pasów podtrzymujących dziecko w foteliku bezpieczeństwa (in polish). Archiwum
Motoryzacji 67(1), 239–252 (2015)

10. Baranowski, P., Damaziak, K., Malachowski, J., Mazurkiewicz, L., Muszynski, A.: A child
seat numerical model validation in the static and dynamic work conditions. Arch. Civ. Mech.
Eng. 15(2), 361–375 (2015)

11. Vulovic, S., Zivkovic, M., Grujovic, N., Slavkovic, R.A.: Comparative study of contact
problems solution based on the penalty and Lagrange multiplier approaches. J. Serb. Soc.
Comput. Mech. 1(1), 174–183 (2007)

12. Belytschko, T., Liu, W.K., Moran, B.: Nonlinear Finite Elements for Continua and Structures.
Wiley, UK (2000)

13. Eppinger, R., Sun, E., Bandak, F., Haffner, M., Khaewpong, N., Maltese, M., Kuppa, S.,
Nguyen, T., Takhounts, E., Tannous, R., Zhang, A., Saul, R.: Development of Improved
Injury Criteria for the Assessment of Advanced Automotive Restraint Systems—II. National
Highway and Traffic Safety Administration (1999)

38 P. Baranowski et al.

http://ec.europa.eu/transport/road_safety/pdf/vademecum_2013.pdf
http://www-nrd.nhtsa.dot.gov/Pubs/811641.pdf
http://www-nrd.nhtsa.dot.gov/Pubs/811641.pdf
http://www.iglad.net


Analysis of the Dynamic Behavior
of a Radar Tower

Rui Barros, Hugo Guimarães and Manuel Braz César

Abstract The present work addresses the study of the dynamic behavior of a
metallic steel tower 45 m high, supporting a radar antenna. Some methodologies
are followed for the characterization of the major external excitation on the radar
tower, namely the environmental actions due to wind and the seismic action as well.
A complementary study associated with the dynamic effects due to the antenna
rotation is also emphasized, since it is related with crucial malfunctioning of the
mounted equipment. Finally, it is proposed a solution for the control of vibrations,
through the design and installation of tuned liquid dampers at the instrumental
platform near the top of the radar tower; a few advantages associated with such
improved implementation are discussed.

1 Introduction

Nowadays, with the possibility of free movement of people among member states
of the Schengen Agreement, Europe needs to take special care with the maritime
borders since many illegal operations and black market play an increasingly
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prominent role. Illegal immigration, drugs trafficking, smuggling, illegal fishing,
and piracy are examples of threats that coastal areas have to deal with. Hence, the
implementation of coastal surveillance systems such as radar towers has been
growing in the past few years bringing new challenges for structural engineers
regarding to design of high height supporting structures.

Radar towers are normally self-supporting lattice towers, since their prime
requirement is the antenna elevation. These towers are lightweight and slender
structures, which make them quite sensitive to dynamic actions, especially of
environmental origin, such as wind gusts and earthquakes. The vibrations induced
by these causes cover an ample spectrum of frequencies which affects the towers in
different ways, ranging from serviceability problems, to fatigue or collapse [1].

This work seeks to evaluate the dynamic behavior of a 45 m high radar tower,
with multiple implementations sites at Portuguese coast. The symmetric four-legged
self-supporting tower presents excessive oscillations when the antenna is operating
at high rotational speeds (above 50 rpm). The interaction between structure’s nat-
ural vibration and unbalanced forces caused by antenna rotation can be observed
even without instrumentation. In order to avoid these performance drawbacks,
antenna rotating speed is limited, being consequently, its range affected.

According to the literature review, there are no bibliographical references whose
research faced this type of interaction. However, several authors have dealt with
similar situations, e.g., bells swinging at bell towers [2].

Our strategic approach to identify the observed vibration problem was first
characterizing the tower’s dynamics properties and the excitation frequency spec-
trum. Therefore, a structural finite element model (FEM) was developed using
SAP2000 and modal analysis results were validated with theoretical simplified
expressions [3].

Concerning to antenna rotation, rigid body dynamics theory was clearly found
insufficient to determine the associated dynamic action. Assuming the antenna as a
massless flexible beam with two end lumped masses, in which its midpoint and
rotation shaft are coincident, allowed to overcome this obstacle. Then, to describe
the dynamic action a parametric study concerning the presence of two scenarios of
eccentricities was performed. Transversal and longitudinal eccentricities along
antenna’s cross-section and length, respectively, were considered. Herein both
formulation and reasoning regarding these limit situations, which led to an unbal-
anced harmonic excitation, are discussed.

In order to mitigate simulated dynamic effects, the installation of a suitable
vibration control system is investigated. Hence, a solution based on the application
of a tuned liquid damper (TLD) at the top of the structure is presented. Regarding
the liquid hydrodynamic behavior, a simplified mechanical model is assumed based
on state of the art. Finally, both installation recommendations and solution’s
detailing are highlighted and conclusions are drawn.
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2 Dynamic Action Due to Antenna Rotation

Aiming to understand the dynamic interaction between structure’s natural vibration
and antenna rotation, it is crucial to reliably obtain the dynamic properties of tower.
Therefore, both stiffness and mass quantities have to be carefully treated in order to
properly characterize modal shapes and its frequencies. Besides, describing exci-
tation frequency spectrum also helps to identify beforehand possible resonance
phenomena. In this chapter, modal analysis results are presented, later the para-
metric study is formulated.

2.1 Modal Analysis

A structural finite element model was developed using SAP2000, regarding the
symmetric four-legged self-supporting steel tower, which is schematically repre-
sented in Fig. 1. The connections between structural members and between struc-
ture and the foundation are assumed to be rigid; these insure absence of semi-rigid
joint behavior and of soil-structure interaction effects. Due to the slenderness of the

Fig. 1 Representation of the
radar tower
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angle profiles used in the tower structural design, shear deformability is
disregarded.

According to a modal analysis through eigenvalues and eigenvectors determi-
nation, the structure presents five significant vibration modes. Natural frequencies
and description of the undamped free-vibration mode shapes are presented in
Table 1.

2.2 Scenarios Formulation for Dynamic Interaction

In relation to antenna rotation two different regimes can be distinguish, namely
transient regime and steady-state regime. The first refers to antenna’ status when it
is changing from one steady-state regime to another. The second concerns a con-
stant angular velocity state.

According to rigid body dynamics only in transient regimes, involving nonzero
acceleration, a torsional moment or torque is applied to the structure. However, in
this case study, excessive oscillations are experienced even in steady-state regimes.
Since this theory is clearly insufficient to determine a dynamic action associated to
antenna rotation, it was assumed that the antenna can be idealized as a massless
flexible beam with two end lumped masses, in which its midpoint and rotation shaft
are coincident.

By doing so, an external dynamic excitation can be developed when considering
the presence of geometric asymmetries. In fact, two different scenarios of eccen-
tricities were formulated. The first scheme was devised considering a permanent
deformation of the beam, changing the two lumped masses’ position, i.e., both
particles move from the original location to a new deflected point. This distortion
can be caused by several reasons, such as wind drag force, temperature changes
within the body or even manufacturing imperfections. These transverse displace-
ments et only create a resultant force FR when they occur in same direction of the
antenna cross-section. A scheme representing these geometric transversal eccen-
tricities is shown in Fig. 2a.

The second scenario assumes uneven distribution of mass around the rotation
axis, so that the center of gravity is out of alignment with the center of rotation, i.e.,
there is a longitudinal eccentricity. This phenomenon is the so-called rotating
unbalance that has been object of research and developments in the field of
mechanical vibrations [4].

Table 1 Natural modes and
frequencies of the tower

Mode Frequency (Hz) Description

1 0.91 1st flexural mode (X)
2 0.91 1st flexural mode (Y)
3 3.22 Torsional mode
4 4.87 2nd flexural mode (X)
5 4.90 2nd flexural mode (T)
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Unbalance force Fnet causes a harmonic excitation in both orthogonal axes (i.e.,
in the x-axis and y-axis), since the centrifugal force is attached to the antenna
circular motion, as well as the aforementioned resultant force. A representation of
the geometric longitudinal eccentricity is presented in Fig. 2b.

With these considerations, both eccentricities allow to induce dynamic nature to
the antenna rotation. Indeed, in each scenario there is a noncompensated centrifugal
force attached to antenna’s circular periodic motion. In terms of magnitude, FR and
Fnet are equal when the longitudinal eccentricity is the double of the transversal
eccentricity. Regarding their direction, these forces are perpendicular.

2.3 Linear Time-History Analysis

Multiple time-history analysis was performed to assess the dynamical response of
the structure subjected to the aforementioned external excitation. In fact, both
displacements and acceleration at the top of the structure were analyzed for different
longitudinal and transversal eccentricities. Maximum values allowed were assumed
as equal to 5 % of antenna’s dimensions. Both steady-state and transient regime
were evaluated as it is resumed in Table 2. Note that a suitable time step must be
chosen to properly estimate the dynamic response.

Fig. 2 Geometric eccentricities representation

Table 2 Dynamic action
characterization at evaluated
scenarios

Eccentricity
\regime

Steady state Transient

Longitudinal FR =2m ⋅ω2 ⋅ et FRðtÞ=2m ⋅ω2ðtÞ ⋅ et
Transversal Fnet =m ⋅ω2 ⋅ el FnetðtÞ=m ⋅ω2ðtÞ ⋅ el
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The results obtained regarding the modal time-history analysis showed that both
formulations lead to quite excessive vibrations, which correspond to a resonance
phenomenon between excitation and the first two bending modes (in the x and y
directions). For excitation frequencies close to the first harmonic, the displacements
and accelerations at the top of the tower are extreme, and hence, the structure steady
response is ruled by the dynamic amplification factor. Since the structure is nearly
symmetric, when the antenna is operating at its maximum angular velocity
(60 rpm), a noncompensated centrifugal force excites the structure with a frequency
of 1 Hz leading the structure to experience a circular movement around its center of
rotation. Figure 3 shows representatively the variation over time of the center
position of the radar equipment platform, where the antenna is installed, regarding
its steady-state regime associated with the mentioned pair (60 rpm; 1 Hz).

3 Vibration Control System

Aiming at reducing the dynamic effects on structures, several types of vibration
control systems can be installed. These devices are able to generate compensatory
forces that reduce the system dynamic response. In this work the installation of a
vibration control system capable of damping vibration effects, namely through the
use of tuned liquid dampers (TLD), is discussed. A TLD consist of a tank partially
filled with a free surface liquid that is (usually, but not exclusively) in contact with
atmospheric pressure. This device is connected to the top of the structure so that,
when it is dynamically excited, the liquid movements alter the dynamic properties

Fig. 3 Time-varying movement of the radar platform center during the steady-state regime
(60 rpm; 1 Hz)
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of the system. The main energy dissipation mechanism is associated with the waves
generated by the oscillation of the liquid in the container. This phenomena so-called
sloshing, occurs when the fluid is excited into resonance, which depends on the
container’s dimensions [5]. Although the liquid complete hydrodynamic behavior is
quite complex, certain assumptions can be taken in order to achieve a simplified
mechanical model, as the model proposed by Abramson [6].

Mechanical models can be helpful to investigate the dynamic behavior of the
complete system. Supported by the linear wave theory described by Lamb [7],
Abramson proposed an equivalent mechanical model representative of the liquid
sloshing motion, based on an equivalent system with point masses, springs, and
shock absorbers whose parameters are dependent on the vibration mode. Since in
most current cases the fluid dynamic behavior can be represented by its funda-
mental mode, Housner [8] suggested a simplified equivalent model for rectangular
tanks as shown in Fig. 4.

Assuming that the fluid is incompressible and that excitation amplitudes are
small, components of the impulsive (m0) and convective (m1) masses are given by

m0 =Mttanh β0 β̸0 ð1Þ

m1 = 5 6̸Mttanh β1 β̸1 ð2Þ

where Mt is the total water mass in the tank, β0 = π/2 (L/H), β1 = 31/2 (L/H), H is
the water level, and L is half the tank’s length in the direction of oscillation.

After characterizing Housner’s model, the sizing and modeling of the TLD was
conducted through an analogy to an equivalent tuned mass damper [3]. Thus, the
impulsive mass is added as a dead weight to the structure, while the convective
mass is the damper’s mass. Although the tuning procedure corresponds to guarantee
the resonance between the vibration mode to control and the fluid’s fundamental
mode of oscillation, it was found to be beneficial in this case to tune the frequency
of maximum excitation (according to Table 1, they are in fact similar). Regarding
the use of rectangular tanks, natural frequency of liquid sloshing motion is given by

Fig. 4 Simplified mechanical model of sloshing (adapted from [8])
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fTLD = ð1 2̸πÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðπ g 2̸ LÞ tanhðπH 2̸LÞ

p
ð3Þ

In addition to the tuning procedure, the damping due to the fluid motion within
the tank can be also considered. According to aforementioned assumptions, the
damping coefficient of liquid sloshing without additional devices was estimated by

ξTLD = ð1 2̸HÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðυ π̸ fTLDÞ

p
1+H B̸ð Þ ð4Þ

in which ν is the kinematic viscosity of the fluid and B is the width of the tank [9].
The numerical modeling of the damper behavior was performed in SAP2000 and

was achieved using a link element type which is responsible for connecting two
nodes. At this connection can be assigned different rheological behavior, having
been introduced TLD axial stiffness in the direction of oscillation of the liquid.

The corrective intervention of this team of researchers recommended the
installation of four TLDs situated at each corner on the tower platform where the
antenna is located. This approach brings several potential advantages, such as less
area occupied, better control of the sloshing frequency, and decreased effect of drag
forces due to wind action. The properties of each damper are presented in Table 3.

Considering preventing some constraint regarding the application of the control
system at the top of structure, this study also included the possibility of installation
of the proposed control system at an alternative platform level immediately below
the platform of the antenna. The reduction of the dynamic effects associated with
antenna rotation in steady state (1 Hz) is presented in Table 4. Additionally, Fig. 5
schematically shows the reduction in the amplitude of displacements.

By analyzing the response it is noted that, as expected, the application of the
TLDs at the top of the structure is more effective. However, the mitigation measure
is also effective, with reductions in the order of 40 %, when the TLDs are located on
the alternative platform immediately below the radar location platform level. Notice
that the obtained results did not consider any damping of the liquid, since for the
suggested dimensions (deep water tank) its value is almost irrelevant. However, it is

Table 3 Properties of each sloshing tank regarding the proposed solution

fTLD (Hz) L (cm) H (cm) mTLD (ton) m0 (ton) Mt (ton) ΩTLD (rad/s) kTLD (kN/m)

1.00 65 25 0.0609 0.0690 0.1056 6.283 2.405

Table 4 Solution performance at reducing oscillations and accelerations

Without dampers Control
elevation (m)
45 40

Maximum displacement amplitude (cm) 1.8 0.8 1.0
Percentage reduction 56 % 45 %
Maximum acceleration (cm s−2) 56 35 40

Percentage reduction 38 % 29 %
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possible to improve the dissipative behavior of the sloshing phenomenon, using
either the so-called baffles or screens or additives introduced into the liquid in order
to make it more viscous.

4 Conclusions

In this paper, a case study regarding the dynamic behavior of a forty-five meters
high radar tower was presented. Possible causes of excessive oscillations when the
antenna is operating at high rotational speeds (above 50 rpm) were investigated.
Since rigid body dynamics theory was clearly found insufficient to determine the
dynamic phenomena, a parametric study considering two types of eccentricities was
performed. Assuming an uneven distribution of antenna’s mass around its rotation
shaft allowed to identify a probable cause for detected resonance phenomenon.

The presence of an unbalanced force attached to the antenna circular motion
causes a harmonic excitation in both orthogonal axes, similar to a widely known
phenomenon in mechanical vibrations field, namely, rotating unbalance. To miti-
gate observed dynamic effects, a vibration control system based on the application
of a tuned liquid damper (TLD) coupled to the top of the structure is recommended.
This solution encompasses the installation of four small tanks at each corner. The
main dissipation mechanism is given by the sloshing phenomenon, which is tuned
to control the first two natural frequencies. By doing so, results obtained using
state-of-the-art simulation indicate that significant reductions of the dynamic
response can be achieved, estimated in the order of 50 %.

Fig. 5 Amplitude reduction of displacements at tower’s top due to TLDs installation
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Determination of the Fatigue Life
on the Basis of Fatigue Test and FEM
for EN-MCMgY4RE3Zr with Rare Earth
Elements

Henryk Bąkowski and Janusz Adamiec

Abstract Fatigue wear is the type of wear, wherein the local loss of cohesion and
the associated material losses are caused by fatigue due to the cyclic interaction of
the contact stresses at the surface layer. During fatigue wear changes are multiple
macroscopic elastic deformations, surface fatigue cracks arise in friction, typically
under the influence of multiple elasto-plastic or plastic deformation. Defects
occurring in the process influence on the ultimate service life under real conditions.
The appeared cracks or microcracks in the material may cause the nucleation of
defects and their propagation leading to the through cracks––particularly dangerous
for the structure. For the study, we used EN-MCMgY4RE3Zr (WE43) casting
magnesium alloys to determine the fatigue strength on the stand bench for testing of
unilateral bending. Casting of magnesium alloys with rare earths, for example,
yttrium, zirconium, silver have high strength properties that are comparable with the
properties of titanium alloys, or steel. The study compared the effects of the
appearance of fatigue cracks on the alloy, both in experimental (laboratory) and the
simulation using the FEM (Finite Elements Method).

1 Introduction

Fatigue wear is the type of wearing in which local loss of cohesion and the asso-
ciated material losses are caused by fatigue as a result of cyclic impact of the
contact stresses in the surface layer and friction-associated components. Most often
we the elements added to magnesium alloys are aluminum, zinc, and manganese.
These alloys are characterized by good machinability and mechanical properties at
ambient temperature, good corrosion resistance, and low price. They are used for
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components which require good impact strength and fracture toughness combined
with sufficient strength (Fig. 1) [1].

To increase the strength properties of the used heat treatment consisting of
precipitation hardening (Fig. 2). The disadvantage of magnesium alloys containing
aluminum, zinc, and manganese is their low resistance to creep, which limits the
operating temperature to 125 °C. The addition of rare earth elements allows to
improve the creep resistance of magnesium alloys [2]. This enables the use of alloys
in automotive and aerospace, where the operating temperature of the gearbox
housing is 175, 200 °C engine block and pistons more than 300 °C [1]. Welding
technology in magnesium alloys are used for joining metal components wrought
and cast in the connecting structures. Joints made of magnesium alloy should have

Fig. 1 Application of
magnesium alloy cast:
fuselage engine intake aircraft

Fig. 2 The application of
magnesium alloy cast: the
back of engine cover
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suitable properties to meet the requirements of the structure which they made of it.
In the literature there is no information on the properties of welded joints of cast
magnesium alloys. There is therefore a need to define those properties in simulated
conditions. To increase the strength properties at elevated temperatures are intro-
duced rare earths and zirconium [3]. An example would be the alloy WE43 used to
a temperature of 300 °C, which, after extrusion and heat treatment the obtained
tensile strength Rm = 270 MPa, Re = yield strength of 195 MPa and an elongation
A = 15 % [4, 5]. For the study casting magnesium alloys with rare earth elements
were used. The high strength properties are comparable to those of alloys of tita-
nium or steel. Continuous development of magnesium alloys has meant that current
yields are used in many fields of technology, and the maximum operating tem-
perature is about 250 °C.

The structure of the cast magnesium alloy parts is common to casting defects and
welding. These defects are repaired surfacing or welding methods. Welding tech-
nologies may also be used for connecting the elements Mg alloy and the repair of
cast after use operating (Fig. 3).

Appearing cracks or microcracks in the alloy material also misruns casting and
shrinkage porosity may cause the nucleation of defects and their propagation
leading to a crack through––particularly dangerous for the structure. In the study a
casting magnesium alloy WE43 was used to determine the fatigue strength of the
position to investigate unilateral bending. In this paper, the impact of the emergence
of fatigue cracks (determination of fatigue strength) using fatigue tests and simu-
lation using Finite-Element Method was compared, depending on the morphology
of the structure which determines the propensity for cracking.

The factors influencing correct methodological disclosure material microstruc-
ture, i.e.,: etching methods, methods of image acquisition structure may be common
to the casting of magnesium alloys, but are often different. This is mainly due to the
different chemical composition and the same structure. The method of sampling and
the number depends on the reproducibility of the chemical composition and
structures within the same method of production for each batch of products (cast-
ings, gravity die castings, forgings,) in all their volume.

Fig. 3 The structure of the Mg alloy in the process of crystallization: a without a eutectic point,
b a small amount of the eutectic, c with the amount of eutectic sufficient for the “healing” of cracks
resulting hot [6]
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The variability of the material influences the way of sampling and the number of
micro-areas analyzed for each sample (Table 1). If the objective of research is
representative of the manufacturing process and it has a homogeneous
microstructure, it can be evaluated qualitatively on a random sample taken. The
number of necessary measurements, to ensure the determination of established
accuracy parameters of integral and local used in quantitative metallography can be
calculated from the relationship [7]:

N =
uα ⋅ s xð Þ
γ ⋅ x ̄

� �2

ð1Þ

where ua—the value of a variable standardized normal distribution, which is
determined from tables for the assumed confidence level, x—the measurement
result, S(x)—standard deviation, γ—the accuracy of the data.

Engineering materials have a heterogeneous structure. An excellent example is
the casting of magnesium alloys. In these alloys due to the various chemical
composition and manufacturing technologies a heterogeneous structure is observed.

1.1 Test Equipment and Parameters

For the quantitative evaluation of the structure, the investigated magnesium alloys
after heat treatment (Fig. 4) used the software developed at the Department of
Materials Science, Silesian University of Technology.

Therefore, an important factor determining the sampling strategy will be the
resultant of: homogeneity of the chemical composition, size and shape of the
casting and the technology of welding or surfacing by welding. For correct image
acquisition, macrostructure connector should use the technique of observation in the
dark on a stereoscopic microscope, and the observation of the microstructure should
be performed in the field on a bright light microscope at magnifications from 50×
to 500 × (Figs. 5 and 6).

Table 1 The results of the quantitative evaluation of the structure

Parameter α-Mg
Average Variability index (%)

Average grain lateral area Ā (μm2) 4208 79

Area fraction AA (%) 98 87

Average diameter d ̄ (µm) 74.84 41

Elongation index f ̄ 1.42 18

Shape index ξ ̄ 0.79 12
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Fig. 4 Sample

input image, LM shadow correction (A) 

normalization (B) binarization (C) 

inversion, filling holes inversion, skeletonization,  

(a) (b)

(c) (d)

(e) (f)

Fig. 5 Detection of the grain boundaries of the home terminal material alloy WE43 after heat
treatment (T6)
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The test machine is used for fatigue testing of samples of the tested metals
(Fig. 7). Test samples are subjected to one-sided-pulsating loads during pure
bending. Elements that come into direct contact with the test sample rotate around
its axis, so it can be said that the friction between them and the sample is very small
and the study followed practically at the one-sided bending (Fig. 8).

Fig. 6 The structure of the
alloy WE43 after heat
treatment T6

Fig. 7 Basic parameters for
the quantitative assessment of
the shape and size of the
phases in the structure
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2 Results and Discussion

Fatigue tests were carried out with a repetition of multiple in order to obtain fatigue
strength diagram Wohler. The position of the fatigue curves in Logsigma-LogN
presented on Fig. 9 is illustrated.

Metallographic at the macro level on the fracture surfaces of the fatigue revealed
the presence of lines of fatigue characteristic for high cycle fatigue strength (Fig. 10).

As a result of quantitative analysis of metallographic structure stereological
WE43 defined features that are needed to create a geometric model which is similar
to the real structure. Simulation calculations were carried out which showed that the
places most likely to break are on the grain boundaries (Fig. 11).

FEM software is a comprehensive durability analysis and fatigue prediction. It
provides a variety of “crack-initiation” life criteria for the calculation of material
fatigue and the prediction of structural life (Figs. 12, 13, 14 and 15).

Sample A-A

h

1(a)

(b)

2 3 l1

aP

M

A

f

L

L

1,2

A

Fig. 8 View of the scheme
machine: a stand scheme;
b system testing and bending
moment diagram; 1 dial
indicator, 2 vice, 3 sample,
l arm's length while bending,
l1 length of restraint, P load,
a width of sample, h sample
height, f deflection,
M bending moment, 1,2 safe
distance from restraint
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Fig. 9 Curves of fatigue
strength

Fig. 10 Fatigue fracture of
MCMgY4RE3Zr after fatigue
test
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Fig. 11 Distribution of stresses and strains in geometrical model of the structure WE43

Fig. 12 Distribution of stress
of the sample under one-sided
bending
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3 Conclusion

Based on the tests results analysis of welded joints of the alloy WE43 after heat
treatment T6 indicates that the structure of the connector is composed of a base
material characterized by a polygonal grain of the solid solution α-Mg, which is
strain precipitation small dispersion intermetallic phases narrow heat-affected zone

Fig. 13 Distribution of strain
of the sample under one-sided
bending

Fig. 14 Distribution of the
maximum principal stress of
the sample under one-sided
bending

Fig. 15 Areas with higher
risk for fatigue wear
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(HAZ), in which the grains feature a small dimensions relative to the base material,
causing obtaining higher values of fatigue strength. In calculated simulation by
means of FEM observed the place most vulnerable to wear.
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Modelling of Forward Fall
on Outstretched Hands as a System
with Ground Contact

Paweł Biesiacki, Jerzy Mrozowski, Dariusz Grzelczyk
and Jan Awrejcewicz

Abstract Forward falls on outstretched hands are caused by unexpected lost of
stability and they are always related with different kinds of injuries. This paper
takes attempt to explain and figure out the multifaceted problems of forward fall. In
order to estimate the critical value of the force acting on the hands at the moment of
impact on the ground, the relative simple mechanical model is proposed. Mathe-
matical model is described by the second order differential equations obtained by
the Newton–Euler method, and its parameters are identified and validated using
experimental data from one of the recent paper. Some interesting results are
obtained, presented and discussed. The presented numerical simulations show that
the proposed model demonstrate good accordance with real tested objects presented
in the literature. The model predicts the highest impact force and finally allows to
simulate various scenarios of human falls.

1 Introduction

Slips, Trips and Falls (STF) are the highest single cause of upper limb injuries. Falls
occur in all age groups and the falls on the outstretched hand are a significant cause
of upper limb injury including 90 % of fracture at the distal radius region [1].
A forward fall is the most common type of fall and more than half of the falls among
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the elderly occur in the forward direction. An attempt to determine the biome-
chanical factors which have the greatest influence on the risk of injury has been made
in [2]. On the basis of impact forces measured during low-height forwards falls onto
the outstretched hand, a two degrees of freedom, lumped-parameter mathematical
model reflecting the real impact forces has been created. Computer simulations in
ADAMS (multibody dynamics simulation software created originally by Mechan-
ical Dynamics Incorporated and then developed by MSC Software Corporation) was
used to predict the extent to which age-related muscle atrophy may adversely affect
the safe arrest of a forward fall onto the arms. The biomechanical factors affecting
the separate risks for wrist fracture or head impact is examined using a
two-dimensional, 5-link, forward dynamic model [3]. In reference [4] other two
degree of freedom discrete impact model is constructed through system identification
and validated using experimental data, in order to understand the dynamic interac-
tions of various biomechanical parameters in bimanual forward fall arrests. To
evaluate a worst case scenario well-known falling situations of snowboarders are
modelled in paper [5] in different falling scenarios of snowboarders and simulated in
order to calculate the resulting loads in the upper extremity. In the mentioned paper
numerical simulations are carried out using the multi body dynamics software
package SIMPACK 9.0 (SIMPACK AG, Wessling, Germany). The backward fall
on outstretched joints of the upper extremity is evaluated as worst case scenario. In
reference [6] numerical model of upper limb constructed from computed tomogra-
phy (CT) data under load of real contact force using Finite Element Method (FEM) is
calculated in order to obtain stress distribution and evaluate the most risk areas of
fracture bones. In turn, a three degree of freedom mathematical model of human
body during forward fall on outstretched hands is presented in [7], where dynamical
forces acting on the human parts are obtained by solving the appropriate second
order differential equations of motion. Also many other papers have shown utilizing
spring-damper to contact modelling of human parts with the ground in various types
of motion (for instance, see references [8–11]). Motivated by the references men-
tioned in this paper, we present a dynamic model with “soft” spring-damper contact
which allows to predict ground reaction force in different scenario of human fall.

2 Model of the Biomechanical System

The human forward fall on outstretched hands is schematically presented in Fig. 1.
The main assumption for working out the appropriate mathematical model is to take
into account flat two degrees of freedom mechanical model.

In Fig. 1, the angle φ1ðtÞ denotes the angle between horizontal x axis and the
longitudinal axis of the body 1. The angle φ2ðtÞ is the angle measured from the axis
of the body 1 to the axis of the body 2 (its value is defined in the range from 0 to 90
degrees and increases during falling). Parameters a1 and a2 denote distances
between the centres of mass and rotation axes for bodies 1 and 2, respectively, l1 is
a distance form support point to shoulder joint and l2 is whole length of the upper
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limb. The bodies 1 and 2 have masses m1, m2 and moments of inertia about centres
of the masses I1 and I2, respectively. The appropriate values of the viscous damping
coefficients in the joints 1 and 2 equal to c1 and c2, respectively, are also included.
The equations of motion describing the dynamics of the considered mechanical
system have been obtained by the Newton–Euler method. Free Body Diagrams
(FBD’s) of the considered system are shown in Fig. 2.

In our model, we take the following vectors:

rC1ðtÞ= ½x1ðtÞ, y1ðtÞ, 0�T = ½a1 cosφ1ðtÞ, a1 sinφ1ðtÞ, 0�T , ð1Þ

rC2ðtÞ= ½x2ðtÞ, y2ðtÞ, 0�T = ½l1 cosφ1ðtÞ+ a2 cos αðtÞ, l1 sinφ1ðtÞ− a2 sin αðtÞ, 0�T ,
ð2Þ

l1ðtÞ= ½l1 cosφ1ðtÞ, l1 sinφ1ðtÞ, 0�T , ð3Þ

l2ðtÞ= ½l1 cosφ1ðtÞ+ l2 cos αðtÞ, l1 sinφ1ðtÞ− l2 sin αðtÞ, 0�T , ð4Þ

where αðtÞ= π −φ1ðtÞ−φ2ðtÞ.
The forces Q1 = ½0, −m1g, 0�T and Q2 = ½0, −m2g, 0�T are the gravity forces

acting on the centre of gravity of bodies 1 and 2, respectively, where g denotes gravity
coefficient (g=9.81 m ⋅ s− 2). The forceRðtÞ= ½RxðtÞ,RyðtÞ, 0�T is the join 1 reaction

Fig. 1 Model of the investigated biomechanical system

Modelling of Forward Fall on Outstretched Hands … 63



force. The unknown joint force presented in the free-body diagrams (Fig. 2) is
denoted as PðtÞ= ½PxðtÞ,PyðtÞ, 0�T . In turn, the force FðtÞ= ½FxðtÞ,FyðtÞ, 0�T is the
ground reaction force. Next, let M1ðtÞ= ½0, 0, 0�T and M2ðtÞ= ½0, 0,M2zðtÞ�T denote
the torques generated in joints 1 and 2, respectively. Then, for two considered in Fig. 2
free bodies, we can write down the following equations of motion in vector form.

For body 1, we have

m1 rC̈1ðtÞ=RðtÞ+Q1 +PðtÞ, ð5Þ

I1φ1̈ðtÞ+ c1φ1̇ðtÞ=M1ðtÞ−M2ðtÞ+ τRðtÞ+ τP1ðtÞ, ð6Þ

and for body 2 we have

m2 rC̈2ðtÞ= −PðtÞ+Q2 +FðtÞ, ð7Þ

I2φ2̈ðtÞ+ c2φ2̇ðtÞ=M2ðtÞ+ τP2ðtÞ+ τFðtÞ, ð8Þ

where

τRðtÞ= − rC1ðtÞ×RðtÞ=
= ½0, 0, a1RxðtÞ sinφ1ðtÞ− a1RyðtÞ cosφ1ðtÞ�T ,

ð9Þ

τP1ðtÞ= ½l1ðtÞ− rC1ðtÞ�×PðtÞ=
= ½0, 0, ðl1 − a1ÞPyðtÞ cosφ1ðtÞ− ðl1 − a1ÞPxðtÞ sinφ1ðtÞ�T ,

ð10Þ

Fig. 2 Free body diagrams of the considered biomechanical system
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τP2ðtÞ= − ½l1ðtÞ− rC2ðtÞ�×PðtÞ=
= ½0, 0, a2PyðtÞ cos αðtÞ+ a2PxðtÞ sin αðtÞ�T ,

ð11Þ

τFðtÞ= ½l2ðtÞ− rC2ðtÞ�×FðtÞ=
= ½0, 0, ðl2 − a2ÞFyðtÞ cos αðtÞ+ ðl2 − a2ÞFxðtÞ sin αðtÞ�T ,

ð12Þ

are the moments generated by the forces RðtÞ, PðtÞ and FðtÞ, respectively. Writing
down this vector form equation in the scalar form we obtain the following system of
differential equations:

m1x1̈ðtÞ=RxðtÞ+PxðtÞ
m1y1̈ðtÞ=RyðtÞ−m1g+PyðtÞ
I1φ1̈ðtÞ+ c1φ1̇ðtÞ= −M2zðtÞ+ a1RxðtÞ sinφ1ðtÞ− a1RyðtÞ cosφ1ðtÞ+
+ ðl1 − a1ÞPyðtÞ cosφ1ðtÞ− ðl1 − a1ÞPxðtÞ sinφ1ðtÞ
m2x2̈ðtÞ= −PxðtÞ+FxðtÞ
m2y2̈ðtÞ= −PyðtÞ−m2g+FyðtÞ
I2φ2̈ðtÞ+ c2φ2̇ðtÞ=M2zðtÞ+ a2PyðtÞ cos αðtÞ+ a2PxðtÞ sin αðtÞ+
+ ðl2 − a2ÞFyðtÞ cos αðtÞ+ ðl2 − a2ÞFxðtÞ sin αðtÞ.

8>>>>>>>>>><
>>>>>>>>>>:

ð13Þ

Equation (13) can be written in the form

I1φ1̈ðtÞ+ c1φ1̇ðtÞ= −M2zðtÞ+ a1RxðtÞ sinφ1ðtÞ− a1RyðtÞ cosφ1ðtÞ+
+ ðl1 − a1ÞPyðtÞ cosφ1ðtÞ− ðl1 − a1ÞPxðtÞ sinφ1ðtÞ,

ð14Þ

I2φ2̈ðtÞ+ c2φ2̇ðtÞ=M2zðtÞ+ a2PyðtÞ cos αðtÞ+ a2PxðtÞ sin αðtÞ+
+ ðl2 − a2ÞFyðtÞ cos αðtÞ+ ðl2 − a2ÞFxðtÞ sin αðtÞ,

ð15Þ

where

PxðtÞ=FxðtÞ−m2x2̈ðtÞ, ð16Þ

PyðtÞ=FyðtÞ−m2y2̈ðtÞ−m2g, ð17Þ

RxðtÞ=m1x1̈ðtÞ−PxðtÞ=m1x1̈ðtÞ+m2x2̈ðtÞ−FxðtÞ, ð18Þ

RyðtÞ=m1y1̈ðtÞ+m1g−PyðtÞ=m1y1̈ðtÞ+m2y2̈ðtÞ+m1g+m2g−FyðtÞ. ð19Þ

At the time of stumble over an obstacle, human instinctively hold out his hands
quickly to the front to fall on them and in this way to absorb the fall. With a rough
approximation, it can be assumed that a human hold his hands quickly to such a
position φ0 that at the moment of the fall, they are adjusted approximately per-
pendicular to the axis of the body (φ0 ≈ 90◦). Due to the hands moment of inertia
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the time needed for hold out both hands it is non-zero, so we assumed angle graph
φ2ðtÞ as

φ2ðtÞ=φ0ð1− e− λtÞ, ð20Þ

where φ0 denotes the angle between torso with legs and hands, while constant
parameter λ corresponds to “speed” hold out the hands by human. Knowing the
function graph φ2ðtÞ on the basis of Eq. (15) the torque generated by human hands
at their extraction in the process of falling can be calculated as follows:

M2zðtÞ= I2φ2̈ðtÞ+ c2φ2̇ðtÞ− a2PyðtÞ cos αðtÞ+
− a2PxðtÞ sin αðtÞ− ðl2 − a2ÞFyðtÞ cos αðtÞ− ðl2 − a2ÞFxðtÞ sin αðtÞ.

ð21Þ

Finally, substituting Eqs. (21) to (14) gives one differential equation for the
rotation of the body 1, whose the solution is function φ1ðtÞ.
Ground reaction forces modelling

At the end of the second body the force FðtÞ is applied, which corresponds to the
force resulting from impact. This force occurs only in the contact point of the
ground (with no contact this force is zero). The force FðtÞ is applied at the tip of
body 2 meaning the end of the second link (point hand contact with the ground). In
a real system the connection between the parts of the human body are stiffness and
damped. Damping forces in assumed model are not included, but this behaviour of
real joints is modelled as ground stiffness and damping, which followed the fall of
the human body. The stiffness and damping parameters of the ground are chosen
such that the obtained numerical results coincide with the experimental results
presented in the literature.

The impact force, including stiffness and damping of the ground, is taken into
account in the following form

FxðtÞ= − ½kxðxðtÞ− x0Þ+ bxx ̇ðtÞ� ⋅ 1ð− yðtÞÞ, ð22Þ

FyðtÞ= − ½kyyðtÞ+ byy ̇ðtÞ� ⋅ 1ð− yðtÞÞ, ð23Þ

where kx, ky are ground stiffness coefficients, bx, by are ground viscous damping
coefficients, x0 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l21 + l22 − 2l1l2 cosφ0

p
, xðtÞ= l1 cosφ1ðtÞ+ l2 cos αðtÞ,

yðtÞ= l1 sinφ1ðtÞ− l2 sin αðtÞ, and the function 1ð− yðtÞÞ is the step function
defined as follows:

1ð− yðtÞÞ= 1 if yðtÞ<0,
0 if yðtÞ≥ 0.

�
ð24Þ

The initial conditions
To carry out numerical simulation of the proposed mathematical model initial
conditions φ1ð0Þ and φ1̇ð0Þ are required. Assuming that before stumbling human
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has hands stacked along the torso, we take φ1ð0Þ= π ̸2 (see Fig. 1). In turn, the
initial velocity φ1̇ð0Þ is estimated based on the linear velocity v0 of human motion
at the moment of stumbling, and assuming that the rotation of his body takes about
a fulcrum feet (see Fig. 1). The principle of conservation of momentum yields

ðm1 +m2Þð0− v0Þ=FΔt, ð25Þ

where FΔt is an impulse force that causes rotation of the human at the moment of
stumbling an obstacle. In turn, rotational motion of a human body around the axis
of rotation (around the legs) is governed by the equation

I
Δφ1ðtÞ
Δt

= rF⇒Δφ1ðtÞ= −
ðm1 +m2Þv0r

I
=φ ̇1ð0Þ, ð26Þ

where I is the moment of inertia of the human around the legs axis with his hands
adjusted along the body, and r is the distance of the centre of human gravity in a
standing position with hands adjusted along the body from the ground.

3 Simulation Results

The results of numerical simulations were obtained using Mathematica 10 software.
In order to determine the centre of gravity of a component of the human parts and
the moments of inertia, one can employ the proper command of the programs
AutoDesk Inventor. The full 3D scanned human body model is presented in Fig. 3
due to courtesy of Rory Craig (GrabCAD) [12]. Even though human body does not
consist of a homogenous structure, the value of the mass is calculated assuming the
average density ρ=1050 kg ⋅m− 3. Parameters used in numerical simulations are
presented in Table 1. The simulations presented in Figs. 4, 5, 6, 7 and 8 are carried
out for the fixed ground parameters: kx = ky = k=16 000 N ⋅m− 1 and
bx = by = b=1 000 N ⋅ s ⋅m− 1.

Figure 4 shows a times histories of force FyðtÞ acting on the single hand for
v0 = 0, λ=4 s− 1 and for the different angle ϕArm between the arm and normal axis
of the ground. In the case of free fall of the human body the influence of the angle
ϕArm at the moment of the fall on the Fymax can be neglected. Small differences in
larger values of force Fymax and shorter time falling are caused by the higher amount
of torque generated by human hands M2zðtÞ, which is transformed to the human
body and causes its rotation about a support point.

The results presented in Figs. 5 and 6 show the influence of different values of
the velocity v0 and parameter λ on time histories of force FyðtÞ.

Figure 5 shows that for larger values the parameter λ, the time of falling process
on the ground is lower, but this has no significant impact on the force Fymax.
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Figure 6 shows that the initial value of the speed of the falling of human is much
higher. Furthermore, in this case, (v0 = 2 m ⋅ s− 1) the influence of the parameter λ is
higher than for the case of velocity v0 = 0.

Figures 7 and 8 show the influence of parameters v0 and λ on times histories of
force for different angle values ϕArm angles with a simultaneous increase of the
velocity v0 and λ (at higher initial velocity value of human hold out hands). As
might be expected, higher initial velocities v0 imply a rapid human fall on the

Fig. 3 Calculation of parameters for the human body [12]

Table 1 Body segment
lengths, masses, moments of
inertia and damping
coefficients

Value Unit

Parameters a1; a2 1.01; 0.22 m
l1; l2; r 1.4; 0.53; 1.03 m
m1; m2 61.0; 7.4 kg
I1; I2; I 9.9; 0.232; 10.3 kg ⋅ m2

c1; c2 0.1; 0.1 N ⋅ m ⋅ s
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(a) (b)

Fig. 4 Time histories of contact force FyðtÞ a and its maximum values Fymax b for different angle
ϕArm (v0 = 0, λ=4 s− 1)

(a) (b)

Fig. 5 Time histories of contact force FyðtÞ a and its maximum values Fymax b for different
parameters λ (ϕArm = 13.5◦, v0 = 0)

(a) (b)

Fig. 6 Time histories of contact force FyðtÞ a and its maximum values Fymax b for different
parameters λ (ϕArm = 13.5◦, v0 = 0)
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ground and influence of the angle ϕArm has also an impact on the force Fymax

(Fig. 9).
In what fallows we study the impact of ground parameters (stiffness and

damping) on the obtained results. The following parameters are fixed: ϕArm = 13.5◦,
v0 = 2 m ⋅ s− 1 and λ=8 s− 1. As can be seen, the highest effect on the maximum
force value FyðtÞ has damping of the ground. It follows from the fact that when
human hand is in a contact with the ground, the force of the damping is activated by
the ground, which is proportional to the impact velocity with the coefficient of
proportionality b. Component of the force FyðtÞ associated with the ground stiffness

(a) (b)

(c) (d)

Fig. 7 Time histories of contact force FyðtÞ for different values of parameters v0 and λ.
a ϕArm = 5°, b ϕArm = 10°, c ϕArm = 13.5°, d ϕArm = 15°

(a) (b)

Fig. 8 Maximum values Fymax of contact force as a function of velocity v0 for different angles
ϕArm
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k does not essentially affect the value of the maximum Fymax (it increases from zero
at the time of hand contact with the ground, proportionally to the penetration depth
into the ground.

4 Conclusions

This paper presents a relatively simple mechanical model governing the forward fall
on outstretched hands. The considered model is constructed based on a mechanical
system with two degrees of freedom and classical impact notion. Numerical sim-
ulations are performed for the parameters obtained based on the scanning computer
model of the human body. In turn, biochemical properties of the human cartilage
joint are modelled by the properties of the ground stiffness and damping. As it is
shown, the obtained results fit well with experimental results presented in the
literature, both from a qualitative and quantitative point of view. In particular, the
model allows to estimate magnitude of contact force in various scenarios of falling
process. The numerical simulations show that the essential influences on the
obtained results have not only parameters describing the human body, but also the
parameters modelling the ground. Although the proposed model is relatively sim-
ple, it has been validated by numerical computations. Further modifications and

(a) (b)

(c) (d)

Fig. 9 Time histories of contact force FyðtÞ for different values of parameters b and k
(ϕArm = 13.5◦, v0 = 2 m ⋅ s− 1, λ=4 s− 1). a k = 16000 N ⋅ m−1. b b = 1000 N ⋅ s ⋅ m−1. c k =
5000 N ⋅ m−1. d b = 500 N ⋅ s ⋅ m−1
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improvements of the proposed model relies on taking into account the stiffness and
damping in each of the joints as well as through increase of the number of degrees
of freedom of the human body. These issues will be the subject of our further
investigations related to the problem of the forward fall on the outstretched hands.

Acknowledgments The work has been supported by the National Science Centre of Poland under
the grant OPUS 9 no. 2015/17/B/ST8/01700 for years 2016–2018.

References

1. Nevitt, M.C., Cummings, S.R.: Type of fall and risk of hip and wrist fractures: the study of
osteoporotic fractures. J. Am. Geriatr. Soc. 41, 1226–1234 (1993)

2. Chiu, J., Robinovitch, S.N.: Prediction of upper extremity impact forces during fall on the
outstretched hand. J. Biomech. 31, 1169–1176 (1998)

3. DeGoede, K.M., Ashton-Miller, J.: Biomechanical simulations of forward fall arrest: effects of
upper extremity arrest strategy, gender and aging-related declines in muscle strength.
J. Biomech. 36, 413–420 (2003)

4. Kim, K.J., Ashton-Miller, J.: Segmental dynamics of forward fall arrest: a system identification
approach. Clin. Biomech. 24, 348–354 (2009)

5. Lehner, S., Geyer, T., Michel, F.I., Schmitt, K.U., Senner, V.: Wrist injuries in snowboarding—
simulations of a worst case scenario of snowboard falls. Procedia Engineering 72, 255–260
(2014)

6. Biesiacki, P., Awrejcewicz, J., Mrozowski, J., Woźniak, K.: Nonlinear biomechanical analysis
of the human upper limb in a outstretched forward fall. In: Awrejcewicz, J., Kaźmierczak, M.,
Olejnik, P., Mrozowski, J. (eds.) Dynamical Systems–Applications. Publishing House of Lodz
University of Technology, pp. 229–240 (2013)

7. Biesiacki, P., Mrozowski, J., Awrejcewicz, J.: Study of dynamic forces in human upper limb in
forward fall. In: Awrejcewicz, J., Kaźmierczak, M., Mrozowski, J., Olejnik, P. (eds.)
Dynamical Systems—Applications. Publishing House of Lodz University of Technology,
pp. 65–76 (2015)

8. Silva, M., Barbosa, R., Castro, T.: Multi-legged walking robot modelling in
MATLAB/SimmechanicsTM and its simulation. In: Proceedings of the 2013 8th EUROSIM
Congress on Modelling and Simulation, EUROSIM, Cardiff, Wales, pp. 226–231, 10–13 Sept
2013

9. Yamaguchi, G.T.: Dynamic Modelling of Musculoskeletal Motion:
Springer-Science + Business Media, B.V. (2001)

10. Anderson, F.C., Pandy, M.G.: Dynamic optimization of human walking. J. Biomech. Eng.
123, 381–390 (2001)

11. Neptune, R.R., Wright, I.C., van den Bogert, A.J.: A method for numerical simulation of
single limb ground contact events: application to heel–toe running. Comput. Methods
Biomech. Biomed. Eng. 3, 321–334 (2000)

12. GrabCAD: Open CAD library (2016). https://grabcad.com/library

72 P. Biesiacki et al.

https://grabcad.com/library


Micelle Confined in Aqueous Environment:
Lubrication at the Nanoscale and Its
Nonlinear Characteristics

P. Bełdowski, R.G. Winkler, W.K. Augé II, J. Hładyszowski
and A. Gadomski

Abstract We present constant pressure molecular dynamics simulation results of a

micelle in an aqueous environment confined between two surfaces. The lipid-water

interactions are described in terms of the MARTINI force field, and the constant

pressure simulation approach as described in Winkler and Hentschke (J Chem Phys

99:5405–5417 (1993), [1]) is applied. The fluid–surface interactions are taken into

account by a static external potential field. Our results provide a molecular picture

of the surface-induced structure of the fluid, the fluid dynamics, and the correspond-

ing non-linear properties of the micelle as a mechanical system. Hence, the per-

formed analyses provide insight into lubrication at the nanoscale of the articulating

system; the lubrication effect becomes nonlinear in terms of the basic defect creation-

annihilation mechanism. According to the model of facilitated lubrication Gadomski

et al. (Tribol Lett 30:83–90 (2008), [2]), micellar interactions contribute to a lower-

ing the friction coefficient of articular cartilage (AC).
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1 Introduction

Lubrication at the nanoscale is supposed to contribute to the mechanism of ultralow

friction in articular cartilage (AC) viewed as a complex viscoelastic system [1, 2].

According to [2–9] surface active phospholipids may play a crucial role in bio-

lubrication at different levels of dynamic matter organisation. The synovial fluid

Fig. 1 Artistic presentation of the system of interest. On the left hand side, the AC system com-

posed of two rubbing surfaces filled with the SF is displayed. The components of SF are depicted in

the legend. On the right hand side, a view of the hyaluronic acid (HA) [17] net with phospholipids

in form of reversed micelles as well as attached HA polymers is drawn. The ribon-like objects in

the corners are meant to represent collagen fibers
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(SF) is a complex fluid Fig. 1, also equipped with magnetosensitive living-matter

elements (specialised cells [10]), providing extraordinary conditions for sustaining

periodic load as well as lowering friction forces of an articular joint at nanoscopic

levels [11–15]. Nanolubrication is an effect induced by amphiphilic molecules self-

assembled into spherical micelles that becomes relevant when sliding friction is

replaced by its rolling bearing counterpart. Here, we examine the mechanical prop-

erties of amphiphilic soft colloids when applying an external force. We conjecture

that such a process may influence the overall lubricating properties of the SF. We

use DPC (Dodecylphosphocholine) surfactants, as they have the natural tendency of

creating normal spherical micelles and their similarity to the most common lipids in

synovial fluid, namely DPPC (Dipalmitoylphosphatidylcholine) [16], is striking. In

addition, we note that DPPC molecules are suitable candidates for improving the AC

lubrication conditions because of their sphere-shaped aggregates, which constitute a

solid ordered phase right at normal physiological conditions (at 310 K) [3]. The pro-

posed micelles involving dynamical system [2], responsible for the biolubrication,

bears a generic nonlinearity that substantiates the principal mechanism of creating

defects (linear in concentration of lipids) at the rubbing surfaces, while recovering

them after load’s action right at the surface(s)—their magnitude is assumed quadratic

in the lipid concentration argument.

2 Methods

We apply the molecular dynamics simulation package LAMMPS [18] and perform

the simulations using a 8 core processor. The MARTINI coarse-grained (CG) force

field [19] has been adopted to mimic interactions among water, lipids, and graphite

molecules. MARTINI uses a four to one mapping of atoms, thus, each CG atom

represents four real atoms (except of graphite molecules, for which we use a two to

one mapping to obtain a hexagonal graphite structure [20]). Molecules are divided

into four main groups: charged (Q), polar (P), nonpolar (N), and apolar (C), where

each group has its subgroups. In total, the whole system contains 18 basic atoms

from which one can build lipids, proteins, etc. A shifted Lennard-Jones (LJ) 12-

6 potential energy function is used to describe the nonbonded interactions with 𝜎

representing the closest distance of approach between two particles and the strength

of their interaction is denoted by 𝜀

U = 4𝜀
((

𝜎

r

)12
−
(
𝜎

r

)6
)
. (1)

Interactions between two particles have been divided into 9 types, differing by their

𝜀 and 𝜎 values. In addition, charged groups (type Q) bear a full charge q interacting

with each other via a shifted Coulomb potential, wherein the term ’shifted’ means

a properly renormalized interaction distance [20], with a relative dielectric constant
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Fig. 2 Snapshot of the

simulation box with a

compressed micelle. The

water molecules are not

depicted. The upper and

lower graphite surface are

colored in blue, polymer tails

in violet, their heads in blue
and pink. The system is

confined along the

z-direction of the Cartesian

reference frame

of 𝜀 = 15, so modified toward a lower value to account for the explicit screening

conditions. Intramolecular interactions are taken onto account by bond and bond-

angle potentials.

The modeled system is composed of 18,000 molecules (water (polar), lipids and

graphite (apolar)). NPT simulations have been performed by moving two graphite

surfaces toward each other (see Fig. 2), while water and lipids are dynamically cap-

tured between them. Each surface is composed of five graphite layers for better sta-

bilizations of its structure. The time step is chosen to be 10 fs. A micelle is com-

posed of 60 DPC lipids. A DPC molecule comprises five CG sites: two oppositely

charged atoms, representing the hydrophilic head, and three nonpolar sites repre-

senting the hydrophobic tail. Graphite is composed of the same kind of atoms as

the tail, however, it has been slightly modified to obtain right properties [20]. Due

to the high affinity of lipid tails to a graphite surface, we increased the interaction

strength between the hydrophobic tails to avoid undesired effects of tail clustering at

the surface.

3 Results and Discussion

We perform simulations of two graphite walls moving toward each other, which

causes micelle deformations in response to changes of the slit width. Thereby, the

walls are periodically moved according to

z = z0 + A sin(𝜔t). (2)
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At the beginning, the walls are separated by 4 nm, whereas the micelle diameter is

3.5 nm. We perform simulations for the amplitudes A = 0.6, 0.8, and 1.0 nm, and

time periods 40, 80, and 160 ps.

The morphology of micelles changes in response to the external load conditions.

The latter are represented by a periodic load factor in which both the amplitude and

period are subject to change. In the presentation of the results, we follow the idea of

morphological phase diagrams. As a consequence, the basic parameter of the peri-

odic load is the ratio of the amplitude A and period T . It is thought to reflect the

confining speed resulting from load by the surfaces exerted on the micelle. On the

other hand, the center of mass of the confined micelle is allowed to perform a trans-

lational random motion a (sub-)diffusive random motion in a type of cage built up

of the two rubbing surfaces. In what follows, we present the main results of the

micelle’s confined random motion under such dynamic arrest. Most of the plots pre-

sented below are given dimensionless quantities such as: R
𝛼𝛽
∕R

𝛼𝛽0
, wherein 𝛼 and 𝛽

capture adequately the notion of all three space directions: x, y, and z.

Figure 3 presents snapshot of micelles before and after a load has been applied.

Evidently, a micelle under load is deformed and the lipid tails are preferentially at

the wall. This is caused by the tails higher affinity to the hydrophobic (graphite)

surfaces. Figure 4 displays morphological shape changes of a micelle characterized

by the radius of gyration

Fig. 3 Snapshot of simulated micelle in two stages of confinement. On the left hand side one can

see micelle morphology from x-y (top) (a) and (b); y-z (bottom) (c) and (d) axes, respectively,

before applying an external pressure. On the right hand side one can see morphology of micelle at

the moment of the biggest confinement (b) and (d)
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Fig. 4 Morphological changes of micelle as function of time. t* is chosen to obtain multiple peri-

ods for each case. On the left hand side, we present radii of gyration divided by their initial values

along all three axes. On the right hand side, ratios of (deformed) radii of gyration are displayed

along the x- and y-axis. Each color represents a different case of period changes as depicted in the

legend, whereas the different line styles depict the corresponding amplitude changes. Dotted lines

correspond to A = 1.0 nm, dashed lines to A = 0.6 nm, and solid lines to A = 0.8 nm

R2
𝛼𝛽

= G
𝛼𝛽

= 1
N

N∑
i=1

⟨𝛥ri,𝛼𝛥ri,𝛽⟩, (3)

where the sum runs over all monomers of a micelle and 𝛥ri,𝛼 denotes the distance of

the monomer i to the micelle center-of-mass.

Along the x- and y-direction, a micelle undergoes similar shape changes. For most

of the cases, micelles are deformed from their (quasi)spherical initial to disc-like

structures. However, for the most extreme condition (highest amplitude and shortest

period) there is an apparent collapse of micelles under the external load. It seems

that the micelle relaxation time is to long to allow it to response to the external

load. However, this is rather the exception than the rule and the effect is random

and appears occasionally. For longer periods, micelles have enough time to relax

and, thus, exhibit the smallest shape changes for all amplitudes under study. The

radius of gyration along the z-direction is most stable, but this is caused by bound-

ary condition for this axis. Figure 4 presents shape changes as ratios of two radii of

gyration components. Apparently, a sphere-to disc-like shape (morphological) tran-

sition appears for all the cases. Figure 5 displays mean square displacements (MSD)

of a micelles, which is defined as ⟨(x(t) − x0)2⟩. The 𝜒 parameter is defined as
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Fig. 5 MSD and 𝜒 as a function of time. t* is chosen to obtain multiple periods for each case.

Each color represents different case of period change as depicted in legend, whereas relief of the

lines depicts the corresponding amplitude changes. Dotted line depicts A = 1.0 nm, dashed line

A = 0.6 nm and solid line A = 0.8 nm

𝜒 =
vSM
vRW

, (4)

where vSM = A∕T and vRW = 𝜆MSD∕t. T is the period of the displacement, A the dis-

placement amplitude, 𝜆MSD is the mean free path length, and t denotes the time span

of a mean-free-path realization, defined by sum of subsequent distances traveled

by micelle’s mass center, as revealed by the computer simulations. These parame-

ters characterize the micelle translational motion. The amplitude of the wall motion

is the more important factor as there are three distinct regimes: for high, medium,

and low amplitude. After an initial load applied to a micelle, it moves in a similar

way for all the cases studied. After the load is repeated, there appears a difference

between cases as micelles cannot relax properly any more. For the last load repeti-

tion, micelles bear the overall tendency of a non-relaxing micellar surface preserved

even more when compared to both preceding cases. This tendency also reveals a

dynamic morphological phase transition in a micelle-surface system. In our simula-

tion as yet, while based on the micellar shape-changes crude analysis, one may opt

for having a mechanical-shape nonlinearity, because of applying the same load either

on a sphere or on a cylinder. But, when anticipating the simplest Hooke-type (lin-

ear law) applied here upon squeeezing, there appears a distinct difference in shape:

the cylinder can buckle, which introduces another, topologically nonlinear, quality.



80 P. Bełdowski et al.

The buckled cylinder becomes an intermediate form, between ellipsoid and squeezed

cylinder, cf. Fig. 3c. This type of shape effect may either be deleterious or beneficial

when inspecting the actual lubricating conditions, e.g., shape changes may influence

the conductivity of active ions (e.g.,H+
) contributing to overall lubrication effect [2].

Acknowledgments This work has been sponsored by BS39/2014.
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The Sensitivity Analysis of the Method
for Identification of Bearing Dynamic
Coefficients

Łukasz Breńkacz and Grzegorz Żywica

Abstract This article presents the sensitivity analysis of the method for determi-
nation of mass, damping and stiffness coefficients using the impulse excitation
technique for a rotor-bearing system. Such an experimental approach is an adequate
tool for the estimation of 24 dynamic coefficients, that is 4 damping coefficients, 4
mass coefficients and 4 stiffness coefficients for each bearing. As yet, the literature
is exclusive of any researches into the sensitivity of this experimental method itself.
However, the influence of several parameters (e.g. supply pressure, bearing
geometry, etc.) on the calculation results concerning bearing dynamic coefficients
had already been examined in detail. The preparation of the numerical model of the
rotor made it possible to assess how influential are the input parameters—such as
position and angle of an excitation force or movements of the sensor heads used to
measure the displacements of bearing journals—to the results. The potential impact
of changing parameters, such as stiffness of rotor material, its unbalance or its
geometry, on the values of calculated stiffness, damping and mass coefficients in
tested rotor-bearing system was also verified. The paper presents the calculation
results of dynamic coefficients for the bearings along with their relative errors. It
was shown how the calculated values change according to the different input
parameters. The excitation signals and the corresponding system responses were
also provided. Moreover, the article contains information on how to enhance the
accuracy of calculations.
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1 Introduction

A number of methods for determining the stiffness and damping coefficients of
bearings on the basis of experimental tests have been described in scientific liter-
ature. The impulse response method for identification of mass, damping and stiff-
ness coefficients of rotor-bearing system was described in the article [1]. It presents
the calculation algorithm and its results for different identification ranges and the
corresponding measurement error. The Impulse Excitation Technique (IET)—based
on calculations in the frequency domain, is considered to be the most economically
efficient and giving one of the most reliable results [2]. It is a linear method.

There are a number of experimental methods for identifying bearing dynamic
coefficients [3, 4]. The stiffness and damping coefficients vary with the rotational
speed [5]. When it comes to slide bearings, they are inherently non-linear in nature,
which means that their dynamic behavior may change at constant rotational speed,
as well as they depend on the excitation force [6]. Dynamic coefficients also change
with the ambient temperature, bearing supply pressure and load [7]. The compu-
tations of bearing force coefficients are often used for the bearings with unknown
design parameters and the ones of complex structure [8].

Tiwari and Chakravarthy [9] proposed to improve the algorithm for the estima-
tion of stiffness and damping coefficients of bearings in such a way that it addi-
tionally enables estimation of the residual unbalance of a rotor. Nowadays, various
works are under way aimed at the modification of experimental methods in order to
achieve an increased accuracy. Miller and Howard [10] described the method for the
identification of bearing rotor-dynamic coefficients using the extended Kalman filter.
The calculations were carried out using the linearized stiffness and damping coef-
ficients in rotor-bearing systems, considering the noise and unbalance. The method
was successfully used to assess the main stiffness coefficients, whereas the
cross-coupling damping coefficients were calculated with the lower accuracy.
Application of the Monte Carlo method for investigation of dynamical parameters of
rotor supported by magnetorheological squeeze film damping devices was shown in
[11]. The new way of identification of the stiffness and damping characteristics of
bearings using phase-plane diagrams was presented in the publication [12]. The
authors highlight that a reliable assessment of bearing dynamic coefficients is
a major challenge, particularly in non-linear systems. They claim that there is no
single universal model for calculation of system characteristics because their iden-
tification depends on measurement data and reference model.

Numerical determination of dynamic coefficients in the case of foil bearings can
be a very difficult task because of their complex structure [13]. The results of the
experimental identification of these coefficients for the large-diameter hybrid foil
bearing were presented in paper [14]. This article contains dynamic characteristics
of hybrid (hydrodynamic + hydrostatic) foil bearing with a diameter of 101.6 mm
and a length of 82.6 mm. The stiffness coefficients were determined using two
different methods: first, with a quasi-static method based on the load-deflection
curves in the time domain; second, with the frequency domain impulse response
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method. The damping coefficients were obtained using only the impulse response
method. The stiffness coefficients values from both methods were close to each
other. The article [15] presents the experimental studies on hybrid gas bearing,
characterized by a complex design of foil, which is quite tolerant to high supply
pressure. The bearing utilized two lubricating films: hydrostatic and hydrodynamic.
The paper [16] presents the calculation results of aerostatic radial bearings on the
example of Bently Nevada test rig. The tests with various types of bearings were
carried out in order to analyze their static and dynamic characteristics. Only the
main stiffness and damping coefficients were calculated. The influence of
cross-coupling stiffness and damping parameters on the results was assessed on the
basis of numerical simulations. During the calculations, the mass matrix elements
were considered as known. The stiffness and damping matrixes had to be calcu-
lated. The authors recommend that the main coefficients should be estimated at the
beginning of the experiment, and then the cross-coupling coefficients, in the next
step, since they are more vulnerable to errors. Another example of experimental
identification of aerostatic bearing was shown in [17]. The numerical models for
calculating stiffness and damping parameters of bearings are not only used for radial
bearings, they also continue to make a successful contribution to axial bearing
investigations. Experimental identification of stiffness and damping coefficients of
an axial foil bearing was shown in the article [18].

2 The Calculations of Bearing Dynamic Coefficients

The numerical model of the rotor, which have been used for the sensitivity analysis
of the method, was created on the basis of the test rig called SpectraQuest
Machinery Fault and Rotor Dynamics Simulator. This test rig is located at the
Szewalski Institute of Fluid-Flow Machinery PAS, in Gdańsk. The numerical
model was created in the Samcef Rotors software (Fig. 1). The model consists of a
shaft rotating at 2800 rpm and bearings modeled using the stiffness and damping
coefficients in the orthogonal and cross-coupling directions. The rotor during the

(a) (b)

Fig. 1 a Rotor model prepared in the Samcef Rotors software, b Bearing model
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simulation had been excited by a known value of excitation force, in the central
part, in the X direction. Then the vibration amplitude of the rotor was measured in
each bearing in X and Y directions. Then, the simulation was repeated, this time
using the same excitation force, but model has been excited in the Y direction. In
this case, the vibration amplitudes of the rotor in the bearings in the direction of
X and Y were measured. When the vibration in the X direction in the first bearing
after excitation in the Y direction was measured, signal has been described as D1

XY .
Based on the excitation signals and the response signal generated by the Samcef
Rotors program the stiffness, damping and mass coefficients of the bearings were
calculated. Because the stiffness and damping coefficients were defined in the
Samcef Rotors program, calculated coefficients can be compared with their actual
values. Taking into consideration different parameters, it was possible to compare
results with expected values and calculate the relative error.

The calculations are carried out for two bearings simultaneously. Indexes ‘1’ and
‘2’ stand for the first and the second bearing. The index ‘i’ designates frequency
range. The first of double index indicates the direction of the system response, the
second index indicates the direction of the excitation force. For example, D1

YX

element defines the vibrations of the rotor at the first bearing in the X direction after
excitation in the Y direction. The least squares method is used to solve the equations
and it requires the signal to be represented in the frequency domain. This is
achieved by Fourier transform of the force signal and the system response from the
time domain. In order to obtain the dynamic compliance the signal representing the
displacement in the bearing is multiplied by the signal representing the excitation
force. Flexibility is defined as the inverse of mechanical impedance. The least
squares method can be applied to the Eq. (1). In this equation, Ai is a matrix in
which the signals are elements of flexibility matrix and frequency vector. It was
formed by decomposition of real and imaginary part (2). Matrix I is defined by
Eq. (3), while the matrix Z consists of stiffness, damping and mass coefficients of
the rotor-bearing system (4). If we assume that the parameters are obtained for 100
frequency samples (it is determined by the index (i) the matrix A will have
dimension 800 × 12, matrix I will have dimension 800 × 2, while the matrix Z
will have dimension 2 × 12.

Z = ðAT
i AiÞ− 1AT

i Ii, ð1Þ

Ai =

Re F1
i ⋅

1 0 0 0 − ðωiÞ2 0 0 0 ωi 0 0 0
0 1 0 0 0 − ðωiÞ2 0 0 0 ωi 0 0

� �� �

Re F2
i ⋅

0 0 1 0 0 0 − ðωiÞ2 0 0 0 ωi 0
0 0 0 1 0 0 0 − ðωiÞ2 0 0 0 ωi

� �� �

Im F1
i ⋅

1 0 0 0 − ðωiÞ2 0 0 0 ωi 0 0 0
0 1 0 0 0 − ðωiÞ2 0 0 0 ωi 0 0
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Im F2
i ⋅

0 0 1 0 0 0 − ðωiÞ2 0 0 0 ωi 0
0 0 0 1 0 0 0 − ðωiÞ2 0 0 0 ωi

� �� �

2
66666666664

3
77777777775
,

ð2Þ
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Ii
1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0

� �
. ð3Þ

Figure 2 a contains the graph of bearing displacement versus time, drawn up
after the rotor was excited in its central part. It is composed of the component
resulting from the excitation and the constant component linked to the existence of
rotor unbalance. In the next step of the algorithm, the constant component men-
tioned in the previous sentence should then be deducted from the obtained signal.
Figure 2b presents the signal which represents the excitation force. It was defined in
the Samcef Rotors software as a vector containing force values at successive time
steps. The numerical simulation was carried out for the time steps having the same
resolution of 1/12800 [s].

3 Sensitivity Analysis of the Numerical Model

The carried out sensitivity analysis was not aimed at looking into all the possible
parameters but to indicate the parameters which substantially affect the results of the
calculation. Figure 3 contains the flowchart according to which the sensitivity
assessment of the experimental identification method used to be performed. On its
left side one can see the parameters which were altered during the determination of
bearing dynamic coefficients. The calculation algorithm, used in the method
described here, can be seen in the central part of the flowchart. The right-hand side
of Fig. 3 shows that a summary of the bearing coefficients results for various input
parameters together with the calculation error estimation have been created, at the
last stage of the sensitivity analysis. As the stiffness and damping coefficients are
known for the rotor concerned, the calculated values and real values of the bearing
coefficients can be directly compared (Table 1).

(a) (b)

Fig. 2 a Graph of the bearing bush displacement versus time after excitation of the rotor in its
central part, b Force in the X direction versus time
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4 Calculations Concerning the Reference Model

The signals generated using Samcef Rotor program were used to calculate the
stiffness, damping and mass coefficients of the rotor-bearing system. The model of
symmetric rotor was considered, but the stiffness and damping coefficients (in-
cluding cross-coupling ones) have different values. In the hydrodynamic bearings,
the cross-coupling part of damping coefficients Cxy and Cyx has got the same values
[4], in this case they have different values in order to show how the method works.
Since the values of stiffness and damping coefficients were taken from the
numerical model of an existing rotor, it was possible to compare them directly and,
on that basis, the calculation error of force coefficients was estimated.

The calculation results together with the corresponding relative errors are shown
in Table 2. It has to be mentioned that the operations were carried out upon the

Fig. 3 Sensitivity analysis flowchart

Table 1 Parameters of the
numerical model

Parameter Value

Length L = 0.92 m
Distance between bearings 2 × l1 = 0.58 m
Rotor shaft diameter d = 19.05 mm
Disk diameter D = 152.4 mm
Young’s modulus E = 205 × 109 Pa
Poisson’s ratio 0.3
Material density ρ = 7800 kg/m3
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signal only after eliminating the constant component. The rotor rotational speed was
2800 rpm. The signal related to the rotational speed, which was represented in the
frequency domain falls into the resonance range of the rotor. The relative error
estimated for the bearing stiffness coefficients does not exceed 0.7 %. This is a quite
accurate estimation, especially given the fact that the error of calculating the
stiffness coefficients in the main coordinates (which are more significant in further
modeling of the dynamics of the system) does not exceed 0.4 %. The error resulting
from the calculation of damping coefficients is small and does not exceed 3.8 %.
This error appears only in the calculation of the cross-coupling part of damping
coefficients. The error concerning the damping coefficients in main coordinates is
up to about 1.5 %. The weight of the shaft modeled in Samcef Rotors program is
4.845 kg. The calculated weight of the shaft based on described algorithm and
numerical model of the shaft is 4.845 kg. This mass was calculated by adding the
mass coefficients on the main diagonal (XX and YY), and dividing this value by two.
Interpretation of mass coefficient values is as follows: the mass coefficient m1

xx is
the mass of part of the shaft involved with the vibration in the X direction allocated
to the first bearing after excitation in the X direction. In contrast, the mass coeffi-
cient in m1

yy is the mass of part of the shaft involved with the vibration in the
Y direction allocated to first bearing after excitation in the Y direction. Dividing the
sum of the weight coefficients by two to calculate the mass of the shaft is applied
because the system was excited twice. Cross-coupling mass coefficients (XY YX)
should be close to zero. The error of calculating weight coefficient is 0.003 %.
These results mean that the rotor weight 4.845 kg can be estimated with an accu-
racy of ±0.0001 kg.

Table 2 List of actual and calculated stiffness, damping and mass coefficients for both bearings,
reference case. The relative errors were also listed

Stiffness coefficients N/m

k1xx k1yy k1xy k1yx k2xx k2yy k2xy k2yx
Values 500000 450000 250000 240000 550000 470000 270000 260000
Calculated 498232 450488 248338 240544 548107 470504 268288 260583
Error % 0.35 0.11 0.66 0.23 0.34 0.11 0.63 0.22

Damping coefficients N ⋅ s/m

c1xx c1yy c1xy c1yx c2xx c2yy c2xy c2yx
Values 500 550 250 260 550 560 260 270
Calculated 507.5 547.7 259.4 258.8 558.1 558.3 269.2 270.7
Error % 1.50 0.42 3.76 0.46 1.47 0.30 3.54 0.26

Mass coefficients kg

m1
xx m1

yy m1
xy m1

yx m2
xx m2

yy m2
xy m2

yx

Actual 2.423 2.423 0.000 0.000 2.423 2.423 0.000 0.000
Calculated 2.338 2.404 –0.071 –0.029 2.497 2.451 –0.035 –0.053
Error % 3.49 0.77 – – 3.07 1.18 – –
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The subsequent sensitivity analysis consisted in changing the stiffness of rotor
material. The value of Young’s modulus has been significantly increased, namely
by 100 times. This test was intended to check whether material stiffness affects the
calculation results. After this test, it turned out that the equivalent results were
obtained in two cases. This means that the value of modulus of elasticity for steel,
corresponding to the most frequently encountered shaft materials, does not affect
calculation results of stiffness, damping and mass coefficients of rotor-bearing
system.

5 Impact of Unequal Excitation Distribution
on Two Bearings

The algorithm described here assumes a symmetrical distribution of excitation force
between two bearings. This assumption requires rotor excitation to be performed in
its central part, however it is not possible to implement for each type. In the course
of model testing it turned out that the small shift of excitation force position (as
small as by five per cent of the distance between bearings) may lead to identification
of bearing dynamic coefficients with an error rate around a dozen percent.
Appropriate unsymmetrical distribution of the excitation force between two bear-
ings results in a satisfactory outcome of such calculations. Note that in the example
described above, the shift of force from the center of the shaft was 30 mm (denoted
as “s”). This represents 5 % of the shaft length between bearings. The results were
compared with those obtained earlier for the force Fref aligned on the center of the
rotor’s shaft.

In the algorithm applied for computing the bearing dynamic coefficients one can
introduce modifications in order to enhance calculation accuracy. Force values
related to the bearings should be calculated on the basis of geometrical proportions.
Adjustment of the excitation force shall be to multiply every element of the force
vector by the expressions (4, 5). The force values divided proportionally and not
proportionally between the first and the second bearing were taken into account in
the Eq. (2). F1 denotes the value of force applied to first bearing, while F1shifted

represents the same force after its proper transformation. The l1 and l2 dimensions
define the distances of the bearing supports from the center of the shaft. The values
denoted as l1f and l2f specify the distances of the force to the bearings.

F1shifted =F1 ⋅
l2 f

2 ⋅ l1
, ð4Þ

F2shifted =F2 ⋅
l1f
2 ⋅ l2

. ð5Þ
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In the case when in the algorithm the force was not shifted properly the relative
errors were up to 12, 15.5, and 1.73 % for stiffness, damping and mass coefficients,
respectively. After shifting the excitation force the relative errors concerning
dynamic coefficients has changed radically. They were as follows: below 0.73 % for
stiffness, below 3.73 % for damping and around 0.2 % for mass. In this place it
should be mentioned that the calculation accuracy for main stiffness and damping
coefficients is higher than it is the case with the cross-coupling coefficients.

It is worth noting that a shaft mass is often known parameter before starting the
calculation process, contrary to stiffness and damping coefficients. If this is the case,
once all bearing dynamic coefficients have been calculated, the calculation error
corresponding to mass coefficients can be assessed. This enables to reject incorrect
estimates at an early stage of the identification. The expected values of main mass
coefficients (in xx and yy directions) are equal to half of shaft mass in the tested
model. After the calculations were carried out with not shifted excitation force, one
can say that these expected values of mass coefficients and calculated ones varied
considerably (approximately 12.4–18.4 %). Then, considering the uneven division
of the excitation force in the calculations, the relative errors were ranging from 2.8
to 6.1 %.

6 Change of Excitation Force Direction
and Its Consequences

The experimental studies are carried out by double exciting the rotating shaft using
an impact hammer in a direction transverse to the axis of rotation of the rotor. On
the basis of the example provided in the previous chapter, it may be said that in
order to obtain correct results of dynamic coefficients identification, it is necessary
to adopt good definition of excitation force. This chapter describes the case in
which a hammer hits the rotating rotor at a certain angle in relation to the intended
orientation. In order to achieve this effect, the impact marked Fxα was introduced
into the numerical model. It designates an impact hammer hit at an angle of 15° to
the intended direction. The impact marked Fy means that the impact acted along the
Y axis. Figure 4a presents the diagram of an excitation force acting at a certain
angle in relation to the intended orientation while Fig. 4b shows the system
response for the bearing number 1. Only the system responses in X and Y directions
after the excitation in X direction were presented. They are characterized by the
highest difference in the results. The notation D1

XX ref and D1
YX ref indicates

system response for the force Fx acting in X direction. The signals D1
XX and D1

YX

are generated after excitation of the system by means of the force Fxα applied in an
angle 15°. It should also be emphasized that the angle of application of the exci-
tation force is quite high and should be minimized, to the greatest possible extent,
when conducting experimental tests.
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Table 3 lists the results of stiffness, damping and mass coefficients calculated on
the basis of system response signals generated after excitation of the system in X
direction by the force applied at an angle of 15° (which is identified by “α” in Fig. 4 a.
In the calculation algorithm the whole of the value of the force is treated as if the
excitation was introduced at an angle of 0°. It turns out that the relative errors
corresponding to stiffness coefficients, damping coefficients and shaft mass were
around 56, 55 and 2.2 %, respectively. It should be noted in this respect that the
relative errors for some coefficients do not exceed 3 %, so not all of the results are

(a) (b)

Fig. 4 a Diagram presenting the force applied at a certain angle b System response signals in
X and Y directions after its excitation by using force at an angle of 0° and 15°

Table 3 List of actual and calculated stiffness, damping and mass coefficients for both bearings,
case with the excitation force applied at an angle of 15°

Stiffness coefficients N/m

k1xx k1yy k1xy k1yx k2xx k2yy k2xy k2yx
Values 500000 450000 250000 240000 550000 470000 270000 260000
Calculated 516049 383855 257221 106858 567699 398520 277880 113519
Error % 3.21 14.70 2.89 55.48 3.22 15.21 2.92 56.34

Damping coefficients N ⋅ s/m

c1xx c1yy c1xy c1yx c2xx c2yy c2xy c2yx
Values 500 550 250 260 550 560 260 270
Calculated 523.9 478.5 267.8 123.4 576.2 486.5 277.9 121.7
Error % 4.78 13.00 7.12 52.54 4.76 13.13 6.88 54.93

Mass coefficients kg

m1
xx m1

yy m1
xy m1

yx m2
xx m2

yy m2
xy m2

yx

Values 2.423 2.423 0.000 0.000 2.423 2.423 0.000 0.000
Calculated 2.426 2.424 –0.071 –0.065 2.591 2.462 –0.034 –0.072
Error % 0.16 0.07 – – 6.95 1.62 – –
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burdened with a considerable error. The highest levels of relative errors resulted from
the identification of cross-coupling coefficients YX. The calculation of YY coefficients
also produced significant errors. The relatively small errors were observed in the
calculation of XX and YY coefficients.

7 The Impact of Sensors Shifting

The identification of bearing dynamic coefficients is carried out on the basis of
excitation force signal and system response coming from actual location of bear-
ings. Since sensor placement inside bearing support is usually impossible, one has
to check how the placement of sensors right next to the bearing supports affects the
results of the calculations. The ideological diagram of arrangement of bearing
supports and measurement sensors was presented in Fig. 5. The s1 and s2 dimen-
sions define the distances of the bearing supports from the center of the shaft. The
values denoted as l1p and l2p specify the distances of the sensors to the center-point
of the system. The rotor length was marked with the letter L.

The calculations that were carried out after the measuring points had been moved
toward the center of the shaft by 30 mm (it corresponds to 5 % of the distance
between the bearing supports) show that the relative errors relating to stiffness,
damping, and mass coefficients amounted to about 2 %. In order to enhance the
accuracy of calculations, Eqs. 6 and 7 shall be applied. When system response
signal measured at the placement of the sensors was multiplied by the expressions
listed below, the calculation results concerning bearing dynamic coefficients were
consistent with those generated on the basis of the signals measured in the center of
bearing supports.

XX1 YY1

XX2 YY2

� �
=

1
s1 + s2

⋅ s2 + l1 s1 − l1
s2 − l2 s1 + l2

� �
XX1p YY1p
XX2p YY2p

� �
, ð6Þ

XY1 YX1

XY2 YX2

� �
=

1
s1 + s2

⋅ s2 + l1 s1 − l1
s2 − l2 s1 + l2

� �
XY1p YX1p

XY2p YX2p

� �
. ð7Þ

Fig. 5 Ideological diagram
on which are marked points of
measurement relating to the
bearings and the distances
taken into account during
calculation of bearing
dynamic coefficients
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8 Case of Asymmetrical Rotor

It often happens that it is necessary to identify bearing dynamic coefficients for a
system in which the bearings are at different distances from the ends of the shaft.
The objective of this chapter is to put into analysis the calculation results obtained
for an exemplary asymmetrical rotor. For this purpose, one shaft end has been
shortened by 60 mm. Schematic view of the rotor is presented in Fig. 6. The rotor
dimensions were as follows: l1 = l2 = 290 mm, L1 = 460 mm, and L2 = 400 mm.
The system response at the bearing no. 1 after applying the excitation force between
the bearings was shown in Fig. 7. The change in the rotor’s geometry described
above caused that the rotor mass has decreased slightly to 4.71 kg.

Table 4 lists the stiffness, damping and mass coefficients in the case of asym-
metrical rotor. The relative errors concerning the stiffness coefficients and damping
coefficients do not exceed 0.6 and 4 %, respectively. The shaft mass which was
4.71 kg was determined as 4.709 with accuracy of 0.012 %. Also in this case, all
the main coefficients were identified with higher accuracy than the cross-coupling
ones.

Fig. 6 Schematic view of the
asymmetrical rotor

Fig. 7 Response signal of
the asymmetrical system
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9 Summary and Conclusions

The article presents the sensitivity analysis of the method for the determination of
24 bearing dynamic coefficients. These coefficients are determined experimentally
for a rotor system supported by two bearings, in a single operation by making use of
the method of least squares. The 16 dynamic coefficients (including 4 stiffness, 4
damping, and 4 mass ones) are identified for each bearing at one time. For the
purpose of verifying the sensitiveness of the key input parameters, a numerical
model in Samcef Rotors program was created. The model containing a rotor sup-
ported by two bearings allowed to change the parameters which are difficult or even
impossible to verify during experimental tests.

As part of this work, the calculations were carried out for a reference model of
the rotor—symmetrical rotor with the disk located in the middle of the shaft, and
the shaft was equipped with two bearings equidistant from its center. As the values
of stiffness and damping coefficients as well as the shaft mass were known in
advance, there was a possibility to make a direct comparison between the calculated
values and actual values. After performing the calculations for the reference model,
the maximum relative error concerning the stiffness coefficients amounted to
0.63 %. The same error in comparison to the damping coefficients did not exceed
3.76 %. In addition, it was noted that the main stiffness and damping coefficients
were calculated with an accuracy two times higher relating to the cross-coupling
stiffness and damping coefficients. The shaft mass can be identified with an accu-
racy of 0.003 %. Such good calculation accuracy allows to calculate the shaft mass,
which in reality weighs 4.845 kg, with an accuracy of 0.0001 kg.

Table 4 List of actual and calculated stiffness, damping, and mass coefficients for both bearings,
asymmetrical rotor case

Stiffness coefficients N/m

k1xx k1yy k1xy k1yx k2xx k2yy k2xy k2yx
Values 500000 450000 250000 240000 550000 470000 270000 260000
Calculated 498198 450495 248331 240585 548158 470442 268370 260557
Error % 0.36 0.11 0.67 0.24 0.33 0.09 0.60 0.21

Damping coefficients N ⋅ s/m

c1xx c1yy c1xy c1yx c2xx c2yy c2xy c2yx
Values 500 550 250 260 550 560 260 270
Calculated 506.9 547.2 259.7 259.5 557 558.6 268.7 271.9
Error % 1.38 0.51 3.88 0.19 1.27 0.25 3.35 0.70

Mass coefficients

m1
xx m1

yy m1
xy m1

yx m2
xx m2

yy m2
xy m2

yx

Value kg – – – – – – – –

Calculated 2.364 2.430 –0.069 –0.028 2.341 2.284 –0.027 –0.055
Error % – – – – – – – –
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One of the parameters examined concerned shifting of the excitation force from
the initial position located in the middle of the shaft by 30 mm from the disk. It
turns out that even this small shift (5 % of the distance between the bearings) leads
to the relative errors amounting to around 12, 15.5, and 0.2 % for the stiffness,
damping and mass coefficients, respectively. A modification of the calculation
algorithm was described, which involves an uneven distribution of the excitation
force on each bearing. This modification improved the accuracy of the results
obtained and the relative errors were at a level similar to errors calculated for the
reference model. It was quite interesting to compare the calculated mass coefficients
with their actual values (half of the shaft mass). In the case of initial version of the
algorithm (without correction) the relative errors concerning these coefficients were
around 15 %, while introducing the appropriate correction into the algorithm
reduced these errors to approximately 3.8 %. By checking the values of mass
coefficients, we are able to assess the correctness of the whole set of bearing
dynamic coefficients in a preliminary stage. This example illustrates how conve-
nient it is to carry out the calculation of all coefficients (not only stiffness and
damping coefficients) in a single operation.

A well-defined excitation force in the calculation algorithm produces correct
results of bearing dynamic coefficients. The force generated by an impact hammer
is not always applied in the intended direction. In the course of the experimental
research there is a possibility to make an “imprecise” impact, which leads to
applying the force in an unintended direction. This was the reason why it was
decided to analyze the case in which the angle of the excitation force Fx was
changed by 15°. It is quite a large angle; however, it is worth checking what the
discrepancy between the results this change entails. The calculations of bearing
dynamic coefficients were carried out as if the excitation angle α was 0°. It turns out
that such an “imprecise” impact, i.e., deviation of ±15° from the intended direction
of impact, results in the relative error amounting to 56 %. Such a high level of error
appears only for certain coefficients. The highest levels of relative errors resulted
from the identification of cross-coupling coefficients YX. The calculation of YY
coefficients also produced significant errors. Other coefficients were determined
with accuracy of 3 %.

Most often it is not possible to make direct measurements of the bearings in the
course of experimental research. Therefore, the calculations of bearing dynamic
coefficients were performed on the basis of the signal measured at a distance of
30 mm from the middle of the bearing. It turns out that the appropriate transfor-
mation of the signals ensures the possibility to get correct values of dynamic
coefficients. Ignoring this shift entails an error of measurement amounting to around
2 %.

In the course of experimental research activities consisting of excitation the
rotating shaft twice with an impact hammer, the impact of changes in shaft material
stiffness on calculation results was also investigated. All previous calculations were
carried out assuming that the shaft is an object made of steel. The analysis was then
conducted in which the value of Young’s modulus was 100 times higher than that
of conventional steel. After this test, the calculation results of bearing dynamic
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coefficients have not changed. This means that the longitudinal modulus of elas-
ticity of the shaft material does not affect the calculated stiffness and damping
coefficients.

In order to verify the calculation results concerning asymmetrical rotor the base
numerical model of the rotor has been modified. One free end of the shaft was
shorter than the other one by 60 mm. This situation occurs when, for example, the
installation of a coupling on one side of the shaft is necessary. The determination of
the bearing dynamic coefficients obtained by simulation studies for such asym-
metrical rotor can be considered satisfactory. The relative error values were very
close to those from the reference model.

The examination of the results has led to the conclusion that some parameters do
not affect the calculation results whereas the subsequent correction of the param-
eters which may have impact on the results is difficult. The article shows that certain
parameters such as shifting of excitation force or different placement of measure-
ment sensors result in measuring errors. However, it was demonstrated that their
negative impact on the calculation results can be reduced by some minor
corrections/improvements. The hints given in this article can be useful in experi-
mental determination of bearing dynamic coefficients, and their detailed description
gives some indication of the possibilities and limitations of the method itself.
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Investigations of Composite Panels
Mounted in the Cargo Space
of a Freight Wagon

Andrzej Buchacz, Andrzej Baier, Krzysztof Herbuś, Michał Majzner
and Piotr Ociepka

Abstract The paper presents a series of experimental and numerical studies, car-
ried out under the project number PBS2/A6/17/2013 realized as a part of the
Applied Research Program, funded by the National Research and Development
Centre. The aim of this project is to develop technology, manufacture, and
assembly of composite panels on the side of a freight wagon in order to prolong the
this operation. The article describes research which aimed to strength analysis of the
side of the freight wagon and analysis of the behavior of structural connections of
composite panels mounted on the side of the wagon. These studies were carried out
on the test bench developed by the authors. During the research stresses and dis-
placements has been analyzed at selected structural elements of the wagon before
and after the modifications. The research also included an analysis of the behavior
of the connections composite panels with steel components by static extortion on
the side of the wagon. In parallel with the ongoing laboratory research steps have
been taken to set up a FEM model by means of which was carried out similar
numerical studies. Comparison of the results made it possible to adjust (tune) FEM
model.

1 Introduction

The aim of the study was to determine the state of stress which occurs in com-
ponents of the side of a freight wagon before modification and after applying
composite panels [1–5]. Composite panels are mounted during the repair process of
the wagon in order to strengthen corroded steel elements, which should signifi-
cantly prolong its further exploitation. Research was carried out with respect to the
freight car 418 V, of which CAD model is shown in Fig. 1.
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Due to the large dimensions of the analyzed object, to perform the studies the
central part of the side was selected (Fig. 2). In this part of the side appears the
largest displacement values during operation of the wagon, why on this fragment of
the side was expected to be the most unfavorable phenomena in places composite
panels are joined.

In addition, a selected portion of the side was made on a scale of 1:2 which
allowed to significantly reduce the size of constructed test bench (1400/800 mm).

2 Test Bench Description

For the purpose of the study was designed and manufactured a research position in
which the essential elements are shown in Fig. 3. The position consists of a support
frame (1), to which is affixed a portion of the side (2). In the lower part of the frame
was fixed a hydraulic cylinder (3) which acts by force on the analyzed fragment of
the side. To the piston rod is screwed a removable a press element (5), which
presses against the sheathing of the side. The modular pressing element makes it
possible to obtain different types of loads (point, surface). The control system

Fig. 1 CAD model of a freight wagon

Fig. 2 Selected portion of the side of the analyzed wagon
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allows to smooth force adjustment force in the range 0–30 kN. In addition, the
actuator can smoothly move in X-Y plane allowing generation of the load in
different areas of sideboard. It is possible to expanding the position and using more
actuators (up to four cylinders), which allows to generate multipoint load.

3 Measurement Path and Data Acquisition

The developed test stand is equipped with a sensor system that is necessary to carry
out the planned course of study. It was assumed that the state of stresses and
displacements will be analyzed on board before and after installation of composite
panels. Strain resistance (120 Ω) has been used for strain measurement, mounted
with an adhesive at selected measurement points (see Fig. 4a). Applied force sensor
(HBM U2B) for measuring the strength force (4), which is mounted on the piston
rod of the hydraulic cylinder. Displacement measuring side displacement transducer
(6) was used (WA-T HBM) with which the displacement of side portion was
measured, under a given force (see Fig. 4b).

For data acquisition and visualization, a measuring system as shown in Fig. 5
was established. The signals from resistance strain gauges were sent through a
multi-channel amplifier CANHED to a computer, where the application Catman is
installed. This application is used for visualization and data acquisition. The
obtained data packets were stored in a format compatible with the software MS
Excel. Data processing and visualization of graphs were performed in relation to the
analyzed values. Similarly measurements and analysis were performed for force and
displacement.

Fig. 3 CAD model of the test bench
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Signals from the transducer displacement and force transducer were sent through
a multi-channel amplifier QuantumX to a computer and using the application
Catman the received data packets were stored.

4 The Experimental Results

Analysis of data obtained allowed to determine and compare the value of strain
(stress indirectly) that occur when attempting static load on a part of the side of
freight wagon to load a static portion of the test side. A plan for research that

Fig. 4 Measuring points on the analyzed portion of the side

Fig. 5 Methodology of measurements
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involves the following course. The research included analysis of 3 types of con-
nections of the composite panels; front-attached, front-attached with the dilatation
and a lap joint. Each test was repeated 3 times. The study was carried out for three
different values of pressing force. In addition, also was made measurements of the
extortion as a force values and the maximum displacement. For the tests with
composite panels measurement was performed of the value of the gap that is formed
between sheets under a given load. The phenomenon of enlarging the gap causes
the penetration of small parts or water between panels and trim steel wagon, which
can have undesirable effects on the operation of the wagon. Figures 6 and 7 shows
an example of the results obtained when attempting to load a force of 15 kN.

Table 1 shows the average stress values which were recorded during the tests
performed on the bench in relation to the fragment of the side. Comparison of the
value of the stresses in T1_x reference point for all variants were performed:

Fig. 6 Graph showing the value of the measured force and displacement during attempts at a load
force 15kN

Fig. 7 Graph showing the stress at the load 15 kN
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without composite panels, with composite panels (three variants of contact). Tests
with mounted panels were carried out for: lap joint (J_1), front-attached (J_2), and
front-attached with dilatation (J_3) 3 mm wide.

The installation of composite panels reduced the stress of steel sheathing of the
wagon by approx. 15–20 %. However, using different types of connections panel
does not cause a significant change in the value of stresses in steel sheathing of the
side. In the case of use of a combination front-attached without dilatation increases
stress present in the composite plates. This is due to the interaction of the combined
panels. The use of dilatation reduces stress.

5 Numerical Research

Simultaneously with laboratory tests similar numerical studies were carried out [6].
Strength analysis and the behavior of the composite panel connections analyses
were made using PLM Siemens NX 10 software. 3D model of position was created
for this purpose. The 3D model allows you to perform similar to research on the
bench using FEM numerical analyses. The process of creating the FEM model was
as follows:

• Create a 3D model of the selected portion of side.
• Discretization of the model. Creating a finite element mesh type of CTETRA

(10) for steel parts and CHEXA (8) for composite components.
• Assignment of material properties in relation to steel elements.
• Assignment of material properties in relation to composite panels [7]. Deter-

mination of the composite material of the panel (glass woven fabric, plain
weave, with the epoxy resin) as the composition of four layers (no angular offset
between the individual layers).

• Defining the boundary conditions similar to those of occurring on the bench.
• Perform numerical analysis using NX Nastran solver.
• Analysis and visualization of results.

There have been several iterations of analyses to fine tune (adjust) the FEM
model. Every time the process of comparing was carried out and the results were

Table 1 Summary of average stress values recorded at the T1_x measurement point

F (kN) σ (MPa)
Without panels With panels

J_1 J_2 J_3

5 24.7 21.3 22.6 21.1
10 50.1 39.8 40.6 41.1
15 71.8 58.2 60.6 60.7
J_-1–lap joint, J_2–front-attached, J_3–front-attached with dilatation
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obtained and made modifications to the model. Converging results were achieved
by changing the size of the applied finite elements. Also size of the gap was
recorded that is generated by the confluence composite panels lap jointed. In the
case of stand tests, the gap was measured with a feeler gauge. In actual combination
of composite panels gap formed at the stage of installation and thus were analyzed
the relative increase in the gap. In the case of numerical analysis, relative movement
between the engaging plates were analyzed. Figure 8 shows the position in which
the gap is formed, and Fig. 9 shows a graph from which to read the size of formed
gap. The results of numerical analysis are consistent for measuring on a bench and
the maximum difference does not exceed 10 %.

Table 2 shows a comparison of results of measurements on the bench compared
with the results obtained by FEM. The presented results refer to the test without

Fig. 8 Visualization of the gap observed in numerical analysis

Fig. 9 The relative displacement between the composite
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panels installed and attempts with panels connected by the use of lap joint. The
results of numerical analysis were obtained by fine tuning the model FEM. In the
first iteration of computing the deviation of the compared result was 40 %. After
tuning the model difference decreased to 10 %.

6 Summary

The conducted strength analysis has identified changes in stress caused by the use
of composite panels. Mounting the panels reduces stress values by 15–20 %.
Linkage analysis of composite panels confirmed the phenomenon of (increasing)
gap between the connected composite panels. The obtained results will be the basis
for attempts to minimize the negative effects of a gap by applying: higher number of
fasteners (rivet nuts) or special sealing materials. The results of numerical analysis
are consistent to the results obtained during the experimental measurements, which
confirms the validity of numerical analysis. Matching FEM model can be used to
perform stress analysis for the entire full-size model of the wagon.

Acknowledgments The work was carried out under the project number PBS2/A6/17/2013
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Development Centre.
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Project of Laboratory Stand,
and Preliminary Studies of Vibration Shell
Freight Wagon

Andrzej Buchacz, Andrzej Wróbel and Marek Płaczek

Abstract The article presents the basic principles of construction of laboratory
stand for vibration testing of a freight wagon. The measuring system consists of a
drive unit with a freight wagon made in scale, the control unit with inverter and
programmable PLC. Identification of vibration using the piezoelectric sensor was
presented. By means of the PLC program it was allowed to set any ramp-up time,
driving time of fixed speed, the braking time and achieved high repeatability
crossings. The control panel is designed in such a way to be able to perform
long-term studies by determining the number of crossings between gates or test
time.

1 Introduction

Modern rail transport has a particularly important meaning in the transport of bulk
cargoes for long distances. However, it loses its importance in the carriage of cargo
on short routes, it is because of long time unloading and loading. Current researches
associated to railway transport [17, 19] are related to: improve security, extend the
time between renovation of wagons, the use of new materials as assemblies of the
wagon [5, 9–13, 15, 16, 20]. The main aim of the presented work was to design
laboratory stand to verify if it will be possible to infer about state of the structure
based on the measured dynamic response. The project is carried out by the con-
sortium composed of: Institute of Engineering Processes Automation and Integrated
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Manufacturing Systems from the Silesian University of Technology, and DB
Schenker and Germaz companies [8]. The aim of this research project is to mod-
ernize the analysed wagon during its renovation using new materials [1, 2, 18]
(Fig. 1).

The main idea of the paper was to present possibilities of test stand and conduct
the first tests confirming correctness of the lab stand and model. Complete cycle of
researches is presented in the next article of authors titled “Analysis of dynamical
response of the freight wagon”. The main objective of the work is to modernize the
wagon during its renovation using new innovative composites in order to protect
sheathing of the wagon against corrosion. This work is a continuation of the pre-
vious research works concerned with analysis of new, composite materials appli-
cation if freight wagons [1, 3, 4].

2 Laboratory Stand

In this chapter, the laboratory stand for study the possibility of changing the shell of
a freight wagon was presented. Modern cars are manufactured from standard
materials such as steel plates and profiles. During meetings with representatives of
the leading transport companies the following issues concerning the application of
the existing structure were reported. The material being carried in the winter term
freezes to the surface plates, and makes it impossible to rapid unloading. In order to
unload the wagon it is necessary to warm up the walls or use mechanical tools for
separation of the material. However, the biggest problem is the corrosion of metal
parts. This concerns mainly plating the walls and floor of the wagon. As part of its
work use of innovative composite materials as components or assemblies freight
wagon in order to eliminate the presented problems is described. In order to confirm
or deny the possibility of using these materials a model car and a drive unit were
created. The wagon was designed to allow easily changing the shell. To change
travel parameters as acceleration, delay, variable speed travel, the electrical control

Fig. 1 Real view of object
under consideration
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box with inverter were established. In Fig. 2 model for the analysis of observed
driving was shown.

where: 1—control box; 2—slides for power supply, 3—skeleton of a freight
wagon, 4—drive unit, 5—tracks.

The control unit contains residual current devices and overcurrent protection
necessary for safe operation of the station. In order to determine the running speed,
acceleration and deceleration times and the number of cycle travel LG inverter was
used. The view of control box is shown in Fig. 3.

The applied inverter has the possibility of programming using the Drive View
programmer.

In Fig. 4a the mapping of areas recording parameters from the controller “PLC”
was presented, in Fig. 4b, c addresses and records of the frequency inverter are
shown. One of the assumptions of our work was to allow the setting of cyclic runs,
including the use of two limit switches at both ends of the tracks [14]. Program
written to PLC controller was presented on Fig. 5.

LG inverter has both properties as gives a standard inverter which enables you to
adjust the speed by varying the frequency, but also has an integrated module PLC.

Fig. 2 View of laboratory
stand

Fig. 3 View of control box
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This module has inputs and digital outputs for easy control of the object. In Fig. 6
the program for implementing the following algorithm is presented: the start button
runs driving the car in the right direction until it reaches to the end position (signal
from the limit switch is located at the end of the track), car starts braking and
change the direction to the opposite. Braking and acceleration are performed with
set times in the manner as shown in Fig. 6. At any time you can stop the drive by
pressing the stop button or unplug the power by pressing the emergency stop.

Because of the great possibilities of the LG inverter, electrical connections in the
control box can be kept to a minimum. In Fig. 7 wiring diagram to connect the
inverter LG was presented.

Fig. 4 Windows of DriveView programmer
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Fig. 5 Program for control drive unit

Fig. 6 Simulation of acceleration and deceleration in the SEW MotionStudio
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3 Measuring Tests

Laboratory stand will allow for a series of studies related to the change of
assemblies and subassemblies of modernized wagons. In the first step it was
assumed that drive with piezoelectric sensors in order to explore the possibility of
identifying changes in the structure of the wagon [6, 7] will be tested. So comparing
the test signals from piezoelectric sensors which are glued according to the points
indicated in Fig. 9. In the next step the authors will change construction, e.g., by
adding the extra weight to the upper frame. If registration and identification of
changes in signals from the sensors (Fig. 8) are possible, as part of future work
composite panels with varying numbers of layers produces with different materials
in order to compare the standard wagon and the modernized wagon vibration will
be installed.

For the measurement of vibration of the constructed piezoelectric sensor,
amplifier HBM MGC plus connected with a data acquisition board and software
CatmanEasy were used. The sensor was fixed to the model by wax [21–25].

Fig. 7 View of control box

Fig. 8 Piezoelectric sensor
and HBM measurement
amplifier

112 A. Buchacz et al.



4 Results of Tests

As part of the first tests of the selected measuring point marked in Fig. 9 as number
3 was choose. At the trackway metal components as vibration excitation car were
welded.

In the Table 1 a comparison of the obtained during trips results were shown.
Noteworthy that the differences between the results obtained for journeys with

load and without load are the clearly visible. It can be observed that values of the
maximum acceleration of the excited system for the measuring point P3 are about
22 m/s2 without load and 7 m/s2 with load. Time of vibrations damping is 0.35 s for
the point P3 without load and 0.15 s with load.

The presented results are archived and processed in the program HBM Catman.
The results are a confirmation of the thesis adopted by the authors, it is possible to
observe structural changes in the cars at the designed position.

5 Conclusions

The main aim of the presented article is to show the laboratory stand for vibration
structure monitoring of the wagon. In the paper only preliminary results which
confirm the possibility of further researches are presented. Measurements of

Fig. 9 CAD model of the laboratory stand with measuring points

Table 1 Results of the measurements using accelerometers

Measuring point Without load With load
Amax (m/s2) tdamp (s) Amax (m/s2) tdamp (s)

P3 22 0.35 7 0.15
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vibration construction of a freight wagon done by both accelerometer and piezo
films will be done in the next articles of authors. Difference in the amplitude of the
vibrations recorded for empty and loaded wagon were noticed on Fig. 10. Also, the
time of suppress the vibration clearly indicates differences.

This work is a part of the research project which aims to modernize freight
wagons using new composite materials during their renovation. It was proved that it
is easy to observe changes in the dynamic response of the system using the pro-
posed measuring apparatus when parameters of the system are changed.

Acknowledgments The work was carried out under the project number PBS2/A6/17/2013
agreement implemented under the Applied Research Program, funded by the National Centre for
Research and Development.
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Analysis of Dynamical Response
of the Freight Wagon

Andrzej Buchacz, Marek Płaczek and Andrzej Wróbel

Abstract Paper presents results of works concerned with modernization of freight
wagons during their periodic repairs. In this paper, the freight car type 1415 A3
designed for coal and aggregate transport is analyzed. The aim of the research project
is to minimize problems occurring during its exploitation. The main idea is to use
innovative materials and technologies to repair this type of wagons. The CAD model
of analyzed freight wagon is presented. Also results of tests realized on the created
laboratory model of the wagon are presented. Measurements of vibrations of the
model were carried out using piezoelectric foils in order to verify if it is possible to
infer about the state of the system taking into account its dynamical response that
occurs as a result of excitation generated during its exploitation.

1 Introduction

Railway transport is very important for the development of the modern economy this
is why many research works concerning with problems occurring in this way of
transport and its development are being carried out all the time. The goal of those
works is usually to develop the infrastructure that is used for transport of goods and
people, make it more cost-effective, safe, and less burdensome for the environment
[1, 17]. Very important are the problems of freight car dynamics during exploitation
different driving conditions [5, 8, 18]. In all of those works, the problem of modeling
of real object has a strong influence on obtained results and has to be solved using
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precise methods [5, 12, 16, 19]. This is why computer-aided methods including finite
element method, are used very often [11, 14]. On the other hand, experimental
analysis and tests are also very important in order to verify results of calculations and
simulations and to carry out the process of used models validation [10, 12].

Presented paper is a part of research works concerning possibilities of freight
wagon modernization using new composite materials [2, 3]. The aim is to mod-
ernize freight wagons during their renovation. The project is carried out by the
consortium that consists of the scientific entity—the Institute of Engineering Pro-
cesses Automation and Integrated Manufacturing Systems from the Silesian
University of Technology and enterprises—DB Schenker and Germaz. The aim of
this research project is to modernize the analyzed wagon during its renovation using
new materials. Effects that are to be achieved by the modernization are

• better corrosion protection of the wagon elements,
• easier unloading of the wagon in winter conditions (no freezing of the cargo to

the sides and floor of the wagon),
• reduction of the weight of the wagon while its load increases,
• easier management of freight cars during exploitation.

This work is a continuation of the previous research works concerned with
analysis of new, composite materials application if freight wagons [2, 3]. The
research team includes authors and also deals with the tasks of synthesis and
analysis of vibrating systems, including piezoelectric transducers [4, 6, 7, 9].

In this paper, results of the dynamic response measurements of the freight wagon
model supporting structure are being presented. Those works were mainly carried
out in order to verify the possibility to create a mechatronic system that can be
integrated with the modernized freight car and used for its management during
exploitation. The system that is intended to be created should allow monitoring of
the freight car dynamic parameters during its normal exploitation and inferred on its
basis about the status of the wagon.

As thefirst step of thewhole research project, CADmodels of a few selected freight
wagons were created using Siemens NX 8.5 software. Precision of the created models
was verified by checking its mass after defining material properties of wagon com-
ponents and juxtaposing it with the mass of the real wagon. After verification, the
modelswere used in strength analysis using thefinite element method inNX software.

In the next step, a physical laboratory model of the supporting structure of one of
the analyzed freight wagons (signed 1415 A3) was built. It was also modeled using
CAD system. In order to carry out the validation process of the CAD models, the
dynamical parameters of the laboratory model were measured using accelerometers
and PVDT piezoelectric films.

The measurements were carried out twice—for the wagon without and with load.
Obtained results were juxtaposed and analyzed. The possibility of measuring the
dynamic response of the supporting structure of the wagon using PVDF films was
verified as well—obtained results were juxtaposed with results obtained using
classical piezoelectric accelerometers.
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The 4-axle open wagon series EAOS type 1415 A3 produced by BREC Belgium
was being taken into consideration because it is one of the most popular type of
wagons designed to unload with the use of tipplers. Main problems during
exploitation of this type of wagons are

• corrosion of plating of the wagon’s plating,
• mechanical damage of the wagon’s plating—usually as a result of the improper

unloading (using buckets and excavators instead of tipplers).

At the same time the type 1415 A3 wagon has a high strength of the supporting
box (top girder, lateral reinforcing strip, etc.).

The main aim of the presented works was to verify if it will be possible to infer
about state of the structure based on the measured dynamic response. This infor-
mation will be used in the designed system for management of freight cars during
exploitation.

2 Virtual and Laboratory Modes

In this work, the process of modeling of the analyzed freight wagon using
Siemens NX 8.5 software is only mentioned. Details of this process and analysis of
the created virtual model will be presented in other publications. The 3D model was
created on the basis of very incomplete documentation and measurements of the
real object. It is presented in Fig. 1.

Precision of the created model was verified by checking its mass after defining
material properties of wagon components and juxtaposing it with the mass of the
real wagon (data from the wagon’s documentation).

The created 3D model is very detailed and obtained discrepancy is 5.34 % of the
real wagon mass. The difference is the result that the model does not include the
braking system (pipes and pneumatic cylinders, brake pads, etc.) After its

Fig. 1 The CAD model of
the considered 4-axle open
wagon series EAOS type
1415 A3
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verification, the model was used in strength analysis using the finite element
method in NX software. Obtained results—stress and displacements of elements
were calculated. Results of the analysis will be presented in other publication.

In the next step, a physical laboratory model of the supporting structure of the
considered 1415 A3 freight wagon was built in scale. The laboratory model is
presented in Fig. 2. There are a lot of simplifications in the created model juxta-
posed with the real object. The purpose is that the laboratory model was created
only for initial verification of the possibility to measure the dynamical response of
the wagon using piezoelectric films. In the future works, more detailed laboratory
models of the wagon elements will be created and analyzed, also measurements on
the real object will be carried out.

The laboratory stand was also modeled using NX 8.5 CAD system (see Fig. 4)
in order to carry out the validation process of the CAD model. It is very important
to check the accuracy of the created CAD models of such complicated structures in
order to be sure that using those CAD models we can obtain results similar as on the
real object. It is difficult to make some measurements and analysis on the real
freight wagon, this is why as the first step the laboratory stand was created and its
CAD model will be used. To be sure that obtained results of computer-aided
analysis and simulations using CAx systems are as exact as possible, the CAD
model should be subjected to the validation process.

In the first test, vibration of the laboratory model was excited by the pendulum of
mass rotated through specified value of an angle. The pendulum arm length is 0.5
m. In order to separate the system from external influences it was created as the half
determined system (see Fig. 2).

Fig. 2 The laboratory model
of the freight wagon
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3 Measuring Devices and Software

In the presented work three different tests were carried out. In the first test, mea-
surements of the dynamical response were realized using piezoelectric accelerom-
eter and pendulum was used to excite vibration. In the second test, the piezoelectric
PVDF film was used as a sensor and pendulum was used for excitation. In the last
one, the Macro Fiber Composite (MFC) piezoelectric transducer was used for
vibration excitation and PVDF piezoelectric foil was used as sensor.

In the first step, the 352C68 model of the piezoelectric accelerometer produced
by the PCB Piezotronics company was used. It is the high sensitivity, miniature,
ceramic shear accelerometer. As a measuring amplifier the MGCplus with the
AP18i measuring card produced by HBM Company was used together with Catman
Easty software. MGCPlus is a modern, fully scalable, and customizable measuring
amplifier with a modular architecture for use as a data acquisition system. Catman
Easy software is a universal tool for measurement, analysis, and processing the
results.

The sensor was attached to the structure of a freight wagon model using the
adapter and wax. Then a special, low-loss shielded cable sensor is connected to the
card of measuring amplifier. Measurements were repeated five times for all mea-
suring points to verify repeatability of results.

Next, measurements were carried out using PVDF film. The PVDF film was
glued on the frame of the laboratory model in the position of the second measuring
point (P2 in Fig. 4).

Polyvinylidene fluoride is a thermoplastic polymer with a high degree of crys-
tallization. PVDF has good mechanical, electrical, and thermal properties. PVDF
piezoelectric film, and more particularly the sensor LDT, which was used in this
study consists of three layers: polyester laminate, a piezoelectric film, and a pro-
tective coating. The PVDF piezoelectric film elements produce more than 10 mill
volts per micro strain and about 60 dB higher than the voltage output of a foil strain
gage. Their capacitance is proportional to the area and inversely proportional to the
thickness of the element. Such kinds of sensors are the simplest form of piezo-
electric film sensors that can be used for example as dynamic strain gages and
contact microphones for vibration or impact detection. They can be readily adhered
to a surface with double-sided tape or epoxy. In carried out tests a model
LDT1-028 K was used. It is multifunctional piezoelectric film designed to detect
vibration or impact. The film is laminated by a layer of polyester. The minimum
impedance of the sensor is 1 MΩ. The output voltage is between 10 mV and
100 V, depending on the strain and circuit impedance.

In the presented study, a PVDF film was used as a vibration sensor glued to the
superstructure of the freight wagon model. The sensor was glued to the beam frame
of the wagon model, as shown in Fig. 3a. Sensor cables were connected to the
analog input of a real-time computer Compact RIO. In presented works, Com-
pact RIO was connected to a PC via Ethernet for communication that takes place
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during measurement. Measurement card NI9234 with 4 analog inputs ±5 V
(AC/DC) and 24-bit measurement resolution was used. Software for data acquisi-
tion LabVIEW was used. It is very large measurement environment and has a great
potential for signal analysis.

In the last test the MFC piezoelectric transducer was used as vibration actuator.
The MFC transducer bonded to the surface of the model is presented in Fig. 3b. In
this test the PVDF piezoelectric foil was also used as the sensor connected to the
real-time computer.

Applications growth of piezoelectric transducers is parallel to the process of
piezoelectric materials development. New, more efficient transducers are searched
all the time. Very important step in this process was done in 1996 by NASA when a
Macro Fiber Composite (MFC) was invented [21]. MFC transducer consists of
rectangular piezo ceramic rods sandwiched between layers of adhesive, electrodes,
and polyimide film. Main benefits of the MFC given by the manufacturer are:
increased strain actuator efficiency, damage tolerance, environmentally sealed
packages, available as elongators and contractors.

In order to excite vibration of the model, the MFC transducer was supplied by a
signal generated by a laboratory waveform generator Tabor WW5064. This signal
was amplified using an amplifier Smart Material HVA1500/50. Tabor WW5064 is a
fully digital generator of sine waves, square waves, and many others. It was con-
nected to the special high-voltage power supply, used to supply a piezoelectric
MFC foils used as actuators in various applications. The power supply can generate
a voltage of +1500 to −500 V, depending on the level of the signal that is sent to its
input from the laboratory generator.

All measurements were carried out twice: for the laboratory model of the wagon
with and without load in order to verify whether it is possible to observe changes in
the dynamic response of the system using the proposed measuring apparatus when
parameters of the system are changed. The load of the wagon weights made of steel
was used. Results of both tests were presented on charts and analyzed.

Fig. 3 PVDF (a) and MFC (b) piezoelectric films glued on the surface of the laboratory model
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4 Results

As the first step of the measurements, the piezoelectric accelerometers were used to
measure the dynamic response of the laboratory model. Measuring points were
selected and are presented in Fig. 4. The system was excided using the pendulum
rotated through an angle 12°. Different measuring points were tested in order to
examine the intensity of the dynamical response of the model. The measuring
points and the point of the excitation of the system by the pendulum are marked in
the figure. After the five measurements for each measuring point carried out for the
loaded and unloaded model, it was found that the results of the measurements are
repeatable.

Selected results of the first test realized using the 352C68 PCB accelerometer are
presented in Figs. 5 and 6 for two selected (P1 and P2) measuring points separately
for the system with and without load.

It is easy to see that changes in the dynamic response of the system with and
without load can be easily observed. It can be observed that values of the maximum
acceleration of the excited system for the measuring point P1 are about 42 m/s2

without load as well as with it. For the second measuring point P2 values are 15 and
8 m/s2, respectively. Time of vibrations damping is 0.45 s for the first point P1
without load and 0.23 s with load. For the second measuring point P2 it is 0.65 and
0.35 s, respectively. Very similar results were obtained also for the rest of mea-
suring points. They are juxtaposed in Table 1.

In the second test, the system was excited in the same way but measurements were
carried out using PVDF piezoelectric foil. In Fig. 7, results of the measurements
conducted using PVDF piezoelectric foil glued in the position of the P2 measuring
point are presented. It can be observed that this time, maximum values of the voltage

Fig. 4 CAD model of the laboratory stand with measuring points
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signal generated by the PVDF foil are very similar for both measurements—with and
without load. The time to damp vibrations is shorter for the system with load.

In the last test, measurements were made at excitation frequencies: 10, 25, 75,
100, and 200 Hz. At each frequency were performed two measurements—for
model loaded and for the wagon model with no load. Measurements were repeated
to verify the repeatability of the results. The time of each measurement was 10 s.
Measurement data were saved in a CSV file. The fast Fourier transform was per-
formed to determine the spectrum of the measured signal. It should be noted that in
each measurement there is a frequency of 50 Hz included. It is caused by inter-
ference from the power grid. Results of all measurements are juxtaposed in Table 2.
All values have been reduced to one level in order to make possible their easy
comparison.

Comparing the value it was found that the load significantly affects the trans-
mission of vibration of the wagon body. The resulting values of the amplitude at the
loaded wagon are smaller than without load. It can also be noted that the amplitude

Fig. 5 Results of the measurements conducted using 352C68 PCB accelerometer for the P1
measuring point without load (a) and with load (b)
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increases while the excitation frequency is increasing. The voltage values obtained
from the PVDF film used as a vibration sensor are small, because the model is quite
stiff and there are no large displacements.

Fig. 6 Results of the measurements conducted using 352C68 PCB accelerometer for the P2
measuring point without load (a) and with load (b)

Table 1 Results of the measurements using accelerometers

Measuring point Without load With load
Amax (m/s2) tdamp (s) Amax (m/s2) tdamp (s)

P1 42 0.45 42 0.23
P2 15 0.65 8 0.35
P3 20 0.5 7 0.25
P4 25 0.8 15 0.4
P5 50 0.5 50 0.35
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5 Discussion and Conclusions

Presented results of dynamic response measurement of the freight car laboratory
model are the first step of the work that aims to design mechatronic system for
monitoring status of the modernized freight cars. It is predicted to use piezoelectric
foils as sensors in this system. Signals generated by the piezoelectric transducers

Fig. 7 Results of the measurements conducted using PVDF piezoelectric foil for the P2
measuring point without (a) and with load (b)

Table 2 A comparison of measurements at different frequencies

Frequency (Hz) Without load With load Without load With load
The spectrum amplitude (dB) Amplitude (V)

10 0.12e-7 0.095e-7 0.001 0.0007
25 0.75e-7 0.58e-7 0.001 0.0005
75 4.9e-7 5e-7 0.0015 0.0015
100 11e-7 6.9e-7 0.002 0.0015
200 190e-7 16e-7 0.0065 0.0025
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(PVDF or MFC) glued on the surface of the freight car elements and protected from
the weather conditions and vandalism are used to infer about the status of the
wagon. This information can be used in the process of freight car management. The
work that was done so far proved that there is such possibility, however, there are
some disadvantages of this solution. Piezoelectric film, used as a sensor in pre-
sented application generates a small voltage, which affects the measurement
accuracy. Superstructure of a freight wagon, on which the study was conducted, is
quite stiff, so the deformations of the system are of limited value. There is necessary
to carry out the research works to find the optimal place for sensors in order to
obtain maximum efficiency of their work. This will be done during the next work. It
is predicted to carry out computer-aided analysis using CAD models and also tests
on laboratory stands and on the real object.

Interference, occurring during measurement using MFC actuator was the
widespread presence of an electric field of 50 Hz grid, which introduces a distortion
of the measurement path. There will not be this problem on the real object because
the system will be self-excited. It will not be necessary to excite vibrations of the
system. On the other hand, it will be necessary to create some mathematical
algorithm that allows inferring about the status of the system on the basis of
measured vibrations caused by a random force generated during the movement of a
wagon. In order to do that it is necessary to carry out a lot of tests on the real object
and measurements during its normal exploitation.

An important thing is also that the laboratory conditions, in which the mea-
surements were made, differ significantly from the real working conditions of a
freight wagon. The real working conditions of the wagon will enter additional
factors, noise and unwanted vibration. The atmospheric conditions causing corro-
sion and icing can also adversely affect on the designed system.

During the test with excitation of vibration by piezoelectric MFC transducer
resulting values of the amplitude at the loaded wagon were smaller, except of the
values at the excitation frequency of 75 Hz. It can be interpreted as a frequency
located near the resonant frequency and should be verify in the future tests.

For measurements using accelerometers it was shown, moreover, that at the
measuring points P1 and P5 acceleration amplitude is the greatest, and after the
model was loaded its changes were small. Large amplitude of the acceleration at
these points is caused by the fact that the sensor was placed in the direction of
exciting force. In the case of the remaining points acceleration amplitude signifi-
cantly decreases when the model of the freight wagon was loaded. After the freight
car model was loaded a faster damping of vibrations in the system can be observed.
Acceleration amplitude is the smallest at the points P2 and P3, what is due to
location of the measurement points in the rigid part of the supporting structure and
transverse sensor location with respect to the exciting force. This gives a basis for
inference about the effectiveness of this method of measurement and optimal places
of the sensors.

Process and results of the dynamical response measurements of the freight
wagon laboratory model were presented. This work is a part of the research project
which aims to modernize freight wagons using new composite materials during
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their renovation including the possibility to use nondestructive testing method of
the technical condition of construction [15]. It was proved that it is easy to observe
changes in the dynamic response of the system using the proposed measuring
apparatus when parameters of the system are changed.

Using piezoelectric accelerometers placed on the selected measuring points of
the analyzed construction it can be observed that changes of the system’s param-
eters (load) cause no reduction of the maximum acceleration value for the P1 point
while for the P2 measuring point it is about 53.3 %. At the same time, the time of
the vibration damping is reduced by about 51.1 % for the P1 and 53.8 % for the P2
measuring points. Observed differences between values of the acceleration and time
reduction for analyzed measuring points are the result of the different directions of
the measurements axis. For the first point (P1) it was the same as the axis of the
excitation, while for the second one (P2) it was perpendicular to it. In the second
test, similar results were obtained for the measurement process conducted using
PVDF piezoelectric foil glued to the surface of the wagon model only taking into
account reduction of the time of vibrations damping, while values of the maximum
acceleration of vibrations are very similar for system with and without load.
Although it is still possible to detect changes of the system’s parameters using this
kind of sensor. Those conclusions were also proved by the last test with use of the
MFC and PVDF piezoelectric foils.

The carried out work proved that there is a possibility to create a mechatronic
system that can be integrated with the modernized freight car and used for its
management during exploitation. Such system can be based on piezoelectric foils
application. The system that is intended to be created will allow monitoring of the
freight car dynamic parameters during its normal exploitation and inferred on its
basis about the status of the wagon. In future works tests on the real objects will be
carried out.
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Evolutionary Model for Synthetic
Spectrum Compatible Accelerograms

Fabio Carli and Claudio Carino

Abstract This paper proposes a numerical procedure for the generation of sets of
synthetic acceleration time histories that result compatible with an assigned target
design spectrum. The proposed formulation is able to take into account both the
energy distribution in time and the contemporary variability of the frequency
content. The approach allows the recognition of strict relations between recorded
signals at a site and the underlying evolutionary model recently introduced for the
generation of spectrum compatible time histories. A high seismicity Italian area is
selected for the numerical example: results are given in terms of synthetic signals
whose corresponding spectra versus the design spectrum at the site are compared.

1 Introduction

Today’s structural design codes are defined to be “performance based” in contrast
with the previously “prescriptive” standards. That change of point of view comes
from the idea that safety goals and design solutions must comply with given
requirements for any specific application. For earthquake design, the design forces
are usually obtained via parametric design spectra consistent at the specific site with
the performance requirements obtained by seismic microzonation studies. An
equivalent linear static/dynamic modelling by modal combination rules stay behind
that approach but, in many important cases it cannot be considered enough, e.g.: the
seismic performance evaluation of large/nonlinear systems can be hardly evaluated
in correct way. Therefore when modal combination is lacking the seismic load must
be represented by a suitable set of earthquake time histories [1]. Unfortunately
records of natural seismic events rarely comply with the code requirements given in
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terms of design response spectra at the specific site. This lack of coherence produces
the need of suitable methods for the digital generation of synthetic accelerograms
from the knowledge of a target response spectrum given by the design code. The
procedure used for the generation of load histories at prescribed effect can be con-
sidered as an inverse problem without unique solution and approach. As a natural
consequence many different methods are present in literature at this purpose: models
based on filtering and windowing Gaussian noise or filtering white noise with given
analytical spectral shape, auto regressive models with/without moving average and
more recently also wavelet-based outlines. Most of them rely on quasi-stationary
processes with time amplitude modulation but more recently efforts were spent to
include both amplitude and frequency content variation in time.

Another common classification is based on the underlying logical approach:
database models (founded on the selection, scaling and averaging of natural
records), seismological models (in which the source and site characterization rely
on geophysical basis), pure signal analysis models and response spectrum com-
patible approaches. In particular the present work belongs to this last type: a
generation procedure for sets of simulated accelerograms is proposed on the basis
of an assigned target design spectrum usually provided by country specific design
rules. The described approach is able to take into account both the energy release in
time and the contemporary variability of the frequency content. It is based on the
assumption of decoupling the energy emission from the variability of the pre-
dominant frequency content. This evolutionary approach makes use of two time
functions: one responsible for the energy distribution and the other for the fre-
quency content variation in time. The model suggests strict relations between
recorded accelerograms at a site and the underlying evolutionary description pro-
posed for the generation of spectrum compatible time histories. A usual window
function in signal analysis [2] is here tested as initial approximation for the spectral
content in time; besides an improvement of the correcting weight function is also
introduced. The numerical example used for testing these refinements is based on a
seismic signal recorded at a reference Italian site. The corresponding site dependent
design spectrum prescribed by the Italian design code [3] gives the remaining
information used for the complete definition of the simulation procedure.

2 Basics

A useful description of a generic natural seismic acceleration record r(t) can be
obtained by means of a suitable one-to-one mapping of r(t) in time t and frequency
f by means of its complex spectral representation R(f, t) [4]. If r(t) can be described
as a quasi-stationary stochastic process of finite duration, an estimate of its power
spectral density function Gr(f, t) is obtained by the following approximation: Gr(f,
t) = Ar(f, t)

2/d0 where Ar(f, t) is settled to be a smooth version of the amplitude
spectrum R(f, t), while d0 represents the equivalent stationary duration of the signal.
Early work [5] shows the effectiveness of the separation of the amplitude variability
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in time from the changing of the frequency content by the following basic relations
and considerations: r(t) = i(t) s(t) with i(t) the intensity function of the process
r(t) and s(t) the derived amplitude stationary and frequency non-stationary process
having Rs(f, t) as spectral counterpart.

Hence Rs(f, t) represents a bivariate function that supplies a constant release in
time of the power while permitting the variation of the frequency content. In terms
of its power spectrum Gs(f, t) it can be stated that

Z
Gsðf , tÞdf = constant, ∀ti ð1Þ

with Gs(f, t) = Rs
2(f, t)/d and d the total duration of the amplitude stationary process

s(t). With this approach the intensity function i(t) is therefore the only responsible
of the power release of the process along the time axis.

The given relations can be considered to be a reasonable approximate descrip-
tion of the signal behaviour in case of regular fluctuation in time of its energy.
Many different analytical formulations for a smooth approximation As(f, t) of Rs(f, t)
are given in literature ranging from physical (seismological) models to pure
numerical approximation procedures without any link to the observable event.

The main target of this work is the formulation of a model suitable for the
generation of time histories with spectral compatibility towards a target design
response spectrum at the site as given by many modern structural design codes. The
construction of such model involves the ability to describe the behaviour in both
frequency and time of a real signal.

3 Parametric Frequency Model

In previous work by the author [5], the formulation of an analytical model both
simple and handy passed through the use of the well-known similarity between the
amplitude spectrum of a record and its zero damping pseudo-velocity response
spectrum. Conversely in this work, the interest is moved to testing the capability of
the iterative numerical procedure to converge to reasonable results starting from a
more generic shape for the time stationary modelling spectrum As(f, t).

In particular is here tested a formulation based on a composite function com-
monly used in signal analysis. It is given by a modification of the side decaying
branches of the classic Tukey window here used in the frequency domain. The
window is completely defined by the four frequency parameters f1, f2, f3 and f4.

More precisely the following description of the As(f, t) spectrum is adopted

Asðf , tÞ=Asðf , f0ðtÞÞ ð2Þ

whose analytical shape at time t changes on the basis of the single frequency
parameter f0(t) that moves in time, consequently altering the shape of the modified
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Tukey window. In particular the frequency parameters are defined by the following
set of conditions: (a) the low frequency cut-off is set to zero f1 = 0 Hz; (b) the
high-frequency cut-off is fixed at f4 = 16 Hz observing that higher frequencies do
not play a significant role in the nonlinear response of structures to an earthquake
load; c) the roll-on frequency is set to be dependent on the function f0(t): f2(t) =
f2((f0(t)); d) the high-frequency roll-off f3 is set at constant distance from the pre-
ceding f2: f3 = f2 +Δf with Δf assigned to be equal to the flat portion of the design
spectrum prescribed at the site. More specifically: f2 tð Þ= f0 tð Þ−Δf 2̸ with a suitable
function f0(t) able to drive in concise way the changing of the central frequency
value in As(f, t). An exponential decaying function is here adopted for f0(t):

f0ðtÞ= f0ðtdÞ+ f0ðtrÞ− f0ðtdÞð Þ exp − πt2 f̸b
� �

, t= ½0, d� ð3Þ

where the time parameter d is the total duration of the accelerogram, the rise time tr
is the starting of the strong ground motion part, the decay time td is the starting of
the decay part of the time history while the difference td − tr = d0 defines the
equivalent stationary duration of the accelerogram. The frequency parameter f0(td)
is set equal to the mean value of the central frequency observed in interval [td, d]
while to f0(tr) is assigned the mean value of the central frequency in the interval
[0, tr] and fb rules the width of the function.

The given exponential shape of f0(t) consistently follows the natural behaviour of
a seismic record: high-frequency content in the initial part decaying in time till the
low-frequency content that predominates along the whole tail of the record.

This approach gives great importance to a rational characterization of the fre-
quency content variation in time expected at the site. The given scheme leads to the
almost complete decoupling of the two main sources responsible for the
non-stationary behaviour of strong ground motions, besides the central frequency
function f0(t) is strictly dependent too on the time characterization procedure. The
frequency modulating function f0(t) remains the single link between the t-domain
and the f-domain in driving the variation of the frequency content in time.

4 Time Functions

The identification of the time parameters to be used in the model for the simulation
of the accelerograms is strictly controlled by the intensity function i(t). In fact it is
used for the estimate of the equivalent stationary duration d0 and its location in time
from tr to td, while ruling the distribution in time of the energy. Therefore it is also
of fundamental importance for the estimate of the previously defined frequency
modulating function f0(t).

In literature different methods were proposed for the definition of the equivalent
stationary duration d0 but all the proposals show pro and cons [6]. Among the
methods introduced by the first author [5] is here used the one based on the classic
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definition of effective bandwidth Be [4] that holds for signals delivering smooth
transitions from the rise to the peak an then to the fall off

Be =
Zd

0

iðtÞdt
0
@

1
A

2

̸
Z d

0
i2ðtÞdt

� �
= d0 ð4Þ

In particular the classic definition of envelope e(t) of a signal is here used for the
evaluation of the intensity function i(t)

eðtÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rðtÞ2 + rHðtÞ2

q
⇒ iðtÞ= eðtÞ m̸ax½eðtÞ� ð5Þ

where rH(t) is the Hilbert transform of the record r(t) and e(t) the envelope function.
The intensity function is then obtained by unit peak scaling of the envelope. The
time location of the equivalent stationary duration is estimated maximizing the
energy release of the record during d0. At that purpose the cumulate energy function
Cr(t) of the record can be usefully employed

CrðtÞ=
Z t

0

r2ðτÞdτ, t= ½0, d� ð6Þ

The position of d0 is obtained by the following condition solved for t

tr = tðmax½Crðt+ d0Þ−CrðtÞ�Þ, t= ½0, d− d0� ð7Þ

The time decay parameter td is simply obtained: td = tr + d0.
The presented procedure for the evaluation of the intensity function and the

estimation of the time parameters needed for the definition of the strong motion part
of the seismic record, shows to be independent from the amplitude of the record
itself: any scale factor applied to r(t) will give the same intensity function i(t) and
equivalent stationary duration d0.

5 Identification Procedure for Target Spectrum
Simulation

The operative flow practiced in the present work for the complete definition of all
the variables and functions used for the time–frequency characterization of the
presented model is now summarized.
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5.1 Time Domain Identification Procedure

1. selection from a public database of seismic records, of one or more suitable
accelerograms r(t) to be used as reference descriptors of the local seismicity

2. evaluation of the intensity function i(t), equivalent stationary duration d0, rise
time tr, decay time td and signal duration d employing the approach described in
Eqs. (4–7)

3. segmentation of the selected record by short-time Δt windowing using one of the
many different functions used in signal analysis [2, 4]; here a classic Tukey
window with bandwidth Δt=1 s. is used

4. evaluation of the evolutionary amplitude spectrum R(f, t) of the seismic record
with estimation the central frequency f0ðtijΔtÞ of each time section ti

5. construction of the continuous function f0(t) in Eq. (3), by approximation of the
previously obtained time-varying central frequency values f0ðtijΔtÞ, ˅ti.

5.2 Frequency Domain Identification Procedure

1. given f0(t) and using the conditions stated in paragraph 3, the four corner fre-
quency f1, f2, f3 and f4 of the modified Tukey function in frequency can be
estimated. The modified window is here used as basis for the analytical
description of the raw initial time-varying amplitude spectrum As(f, f0(t))

2. the one-sided real-valued time–frequency spectrum As(f, t) = As(f, f0(t)),
underlying the evolutionary process in frequency but stationary in time s(t), can
be generated under the condition of constant power release;

ZZ
A2
s ðf , tÞÞdf dt=

Z
s2ðtÞdt with

Z
A2
s ðf , tÞdf =const., ∀t ð8Þ

6 Time Histories Simulation for Target Design Spectrum

The objective of the simulation is to obtain the desired number of different synthetic
accelerometric signals that perform similarly in term of response spectra while
evidencing the typical characters of a seismic record. Among others the two most
important seismic features for the structural behaviour are: (a) the energy release in
time always shows a usually short initial rise-up followed by the strong ground
motion part and a longer decay time; (b) the predominant frequency content
changes in time ranging from higher frequencies at the beginning to lower fre-
quencies at decay
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Once the site of interest is given, current seismic design codes provide the
structural engineer with the design requirements in terms of elastic response spectra
Svd(f). The iterative generation procedure here described is aimed to obtain synthetic
signals having both the characters of a seismic record and fulfilling the requirement
of the design code at the site.

An initial amplitude stationary (with frequency evolution in time) accelerogram
as(t) is obtained using the classic approach

asðtÞ= ∑
i
Asðfi, tÞ cosð2πfi t+φiÞ, φi = ½0, 2π� ð9Þ

where φi is random phase angle. Then a first simulated acceleration time history a
(t) is obtained by amplitude modulation of as(t):

aðtÞ = iðtÞ asðtÞ ð10Þ

The zero damping pseudo-velocity elastic response spectrum Sv(f) of a(t) is
calculated and the corresponding percentage distance, or error, ΔSv fð Þ from the
coded target design response spectrum Svd(f) is evaluated

ΔSvðf Þ= Svdðf Þ− Svðf Þð Þ S̸vdðf Þ ð11Þ

A correction to As(f, t) is applied by the ΔSv fð Þ factor.
A new simulated accelerogram can then be obtained and the previous steps can

be iterated until the following global convergence criterion is fulfilled

Z
ΔSvðf Þjj df ≤ 0.1

Z
Svdðf Þdf ð12Þ

The applied convergence criterion seems to be rather loose, but the random
nature of the signal and the code requirements given to the entire set of simulated
accelerograms, suggest to leave space to some variability in the structural response.

A side effect of the nature of the stochastic process is the presence of sharp high
peaks in ΔSv fð Þ that can produce convergence problems. To improve this aspect of
the iterative procedure the sharp error function ΔSv fð Þ is substituted by its
smoothed version ΔSw fð Þ by convolution with a suitable window function w(t).

7 Numerical Example

The set-up of the numerical example has the main goal to show the behaviour and
effectiveness of the proposed procedure for the generation of evolutionary spectrum
compatible time histories. The compatibility with the code prescribed elastic
spectrum at the site is verified employing as reference signal one of the most
significant seismic records of the Friuli Region (Italy). The record is used to
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estimate the input data needed for the set-up of the simulation, but all the required
data could also be assigned in independent way from any real record or even by
experience. The selected site belongs to one of the most active Italian seismic area
(Zone 1, characteristic peak ground acceleration 0.25 g ≤ ag ≤ 0.275 g) with
availability of public seismic records. In particular the accelerogram was recorded
in that region during the last main earthquake in 1976 and shows a significant
variation of the frequency content in time. The signal r(t) employed for the
time–frequency characterization of the simulation model is the NS component of
the acceleration recorded at the station of Forgaria-Cornino in data 15.09.1976,
starting time h.09.21.18, sampling period: 0.01 s, record length: 24.59 s with
instrumental correction [7].

The first step of the characterization procedure was the evaluation of the
intensity function i(t) by means of Eq. (5), followed by the equivalent stationary
duration (d0 = 4.99 s) estimated with Eq. (4) and its placement along the time axis
by Eq. (6) that gives: rise time tr = 1.47 s and decay time td = 6.46 s. The original
record r(t), its cumulate energy function and the obtained time parameters are
summarized in Fig. 1. A window function of Tukey type with time width Δt=1s is
used to perform a short-time spectral estimation of the accelerogram. Being ri(t) the
i-th time segment and Ri(f) the corresponding one-sided amplitude spectrum, the
central frequency f0ðtijΔtÞ of Ri(f) can be promptly calculated allowing the evalu-
ation of the approximating function f0(t) given in Eq. (3). The calculated values
f0ðtijΔtÞ, the corresponding central frequency function f0(t) and the equivalent
stationary duration portion are plotted in Fig. 2.

Once estimated f0(t), the analytical form defining the frequency evolutionary,
time stationary spectrum As(f, t), Eq. (8), is obtained and the numerical simulation
procedure given in Eq. (9) is set up. In Fig. 3 As(f, t) is plotted with its time section

Fig. 1 The Forgaria-Cornino record r(t), its cumulate function C(t) and envelope e(t) with
localization of the equivalent stationary duration d0 = td − tr
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at 1 s, and Fig. 4 gives few samples of simulated signals at convergence. For one of
the simulated accelerograms (#7) its initial and final (at convergence) pseudo-
velocity zero damping response spectra Sv(f) are calculated and plotted in Fig. 5

Fig. 2 Central frequency values estimated from the segmented spectral analysis of r(t), the
frequency modulation function f0(t) with the position of the equivalent stationary duration d0

Fig. 3 The analytic spectrum A(f, t) normalized to have constant energy in time, adopted for the
initial simulation with its time section at t = 1 s
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Fig. 4 Few examples of the synthetic accelerograms obtained with the simulation procedure

Fig. 5 Damped and undamped pseudo-velocity design response spectra Svd(f) versus the response
spectra Sv(f) of one of the simulated accelerogram (#7) at the beginning of the iterative simulation
procedure and at convergence with the corresponding smoothed errors ΔSIw fð Þ and ΔSCw fð Þ
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with the code prescribed design spectra at the site Svd(f) given for 0 and 5 %
damping. The corresponding smoothed errors ΔSIw fð Þ, initial, and ΔSCw fð Þ, at
convergence, complete the graphic representation.

8 Conclusions

A generation procedure for seismic-like accelerograms is formulated and the
numerical characterization is detailed. A distinctive feature of the formulation is the
use of an evolutionary approach producing signals with both amplitude and fre-
quency content variation in time, resembling the behaviour of natural seismic
records. Complete non-stationarity is obtained by a decoupled description in time
and frequency. The numerical example points out the small amount of data required
for the site localization and nice results at convergence despite the raw shape of the
analytic spectrum used. The obtained accelerograms show a natural appearance and
their spectra significantly approach the target design spectrum.
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A Parametric Study of Mixing in a Granular
Flow a Biaxial Spherical Tumbler

Ivan C. Christov, Richard M. Lueptow, Julio M. Ottino
and Rob Sturman

Abstract We report on a computational parameter space study of mixing protocols

for a half-full biaxial spherical granular tumbler. The quality of mixing is quantified

via the intensity of segregation (concentration variance) and computed as a func-

tion of three system parameters: angles of rotation about each tumbler axis and the

flowing layer depth. Only the symmetric case is considered in which the flowing

layer depth is the same for each rotation. We also consider the dependence on ̄R,

which parametrizes the concentric spheroids (“shells”) that comprise the volume of

the tumbler. The intensity of segregation is computed over 100 periods of the mixing

protocol for each choice of parameters. Each curve is classified via a time constant,

𝜏, and an asymptotic mixing value, bias. We find that most choices of angles and

most shells throughout the tumbler volume mix well, with mixing near the center of

the tumbler being consistently faster (small 𝜏) and more complete (small bias). We

conclude with examples and discussion of the pathological mixing behaviors of the

outliers in the so-called 𝜏-bias scatterplots.
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1 Introduction

Most granular flows encountered in nature and industry are three-dimensional (3D).

However, the mathematical modeling and analysis, and the experimental and com-

putational visualization of 3D flows remain a challenge. Yet, 3D granular flows

reveal many features of complex systems far from equilibrium. Rotating drums, also

known as tumblers, are one of six fundamental systems in which dense granular

flows are studied [1] and are a common device in the pharmaceutical and other pow-

der processing industries [2]. Here, we consider a simple, but realistic, analytically

tractable 3D granular flow termed the blinking spherical tumbler flow because of its

analogy to an early example of 2D chaotic mixing [3]: the blinking vortex flow [4].

A quasi-3D granular flow, specifically weak rocking motions of a rotating cylin-

drical container, appears to be one of the first experimentally and numerically stud-

ied examples [5]. More recently, spherical tumblers were analyzed experimentally

and computationally [6–9]. Through a dynamical systems framework, it has become

possible to gain a deeper understanding of how mixing and segregation manifest

themselves in these 3D systems [8, 10, 11]. Even so, chaotic transport and mixing

in 3D flows remains relatively unexplored, especially given the great variety of new

(i.e., distinct from those in 2D) behaviors possible [12].

In the present work, we are interested in quantifyingmixing in a 3D chaotic granu-

lar flow. Although many recent studies have focused on understanding the kinematic

structures created by 3D chaotic flows and maps, only a few studies quantify mixing

in a global way for genuinely 3D flows: e.g., via numerical simulations in a cavity

flow with translating side walls [13, 14] and in an “ABC” flow [15], and via exper-

iments in a container with counter-rotating lids [16] and for granular flows in blade

and bin blenders [2, 17, 18]. Given the uniquely distinct dynamics of granular flow

in a biaxial spherical tumbler, here we seek to connect the “degree of mixing” to

the independent parameters of this system and to also understand how mixing varies

across the volume of a half-full tumbler. To this end, we present a parametric study

of mixing in the so-called symmetric case of a half-full blinking spherical tumbler

using the technique of 𝜏-bias scatterplots [19].

2 Continuum Model of Granular Flow in a Spherical
Tumbler

In this section, we summarize only the necessary details of the continuum model

(see, e.g., [8, 20] for derivations) for the kinematics of granular flow in the

continuous-flow (rolling) regime of a half-full spherical tumbler rotated about two

orthogonal axes (for the present purposes, the z- and x-axes as shown in Fig. 1).

Without loss of generality, we take the first rotation of the half-full spherical tum-

bler of radius R to be clockwise about the z-axis at a rate of 𝜔z(> 0) for a duration Tz.
We employ a Cartesian coordinate system with its origin at the center of the sphere,
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(a)

z

(b)

x
g

Fig. 1 Schematic of a half-full blinking spherical tumbler. Streamlines are shown in the cross

sections for rotation around the a z- and b x-axis. Flow in each cross section consists of solid body

rotation in the bulk, followed by a rapid cascade down a thin flowing layer at the free surface.

Reproduced with permission from [7]

the initial streamwise direction is along the x-axis, and the transverse direction is

along the z-axis. The streamwise velocity vx varies linearly with the depth y in the

flowing layer so that the shear rate �̇�z = 𝜕vx∕𝜕y is constant.
1

We make x, y, z, L, 𝛿 dimensionless by rescaling by 1∕R and t is made dimen-

sionless by rescaling by 𝜔z (for rotation about the z-axis) or 𝜔x (for rotation about

the x-axis). The velocity field in the bulk (bed of solid body rotation) is then

ẋ = y, ẏ = −x, ż = 0; y ≤ −𝛿z(x, z). (1)

The boundary of the flowing layer [8, 10, 11] is the surface

𝛿z(x, z) = 𝛿0(z)
√
1 − x2∕L(z)2 = 𝜀z

√
1 − x2 − z2, (2)

where 𝛿0(z) = L(z)
√
𝜔z∕�̇�z and L(z) =

√
1 − z2 are the local (dimensionless) depth

and half-length of the flowing layer, respectively. Naturally, the definition of 𝜀z ∶=
𝛿0(0)∕L(0) ≡

√
𝜔z∕�̇�z as the maximal depth at x = z = 0 follows since L(0) = 1.

Meanwhile, the velocity field in the flowing layer [8, 10, 11] can be written as

ẋ =
[
𝛿z(x, z) + y

]
∕𝜀2z , ẏ = x y∕𝛿z(x, z), ż = 0; y > −𝛿z(x, z). (3)

In dimensionless units, the tumbler is rotated about the z-axis by the angle 𝜃z = 𝜔zTz.
The blinking spherical tumbler protocol alternates between rotations about two

orthogonal axes (Fig. 1). Once the rotation about the z-axis is complete, a rotation

about the x-axis at constant rate 𝜔x for a duration Tx follows,
2

with the streamwise

direction now along the z-axis and Eqs. (1)–(3) still holding after formally exchang-

1
In an experiment, the flowing layer is at an angle with respect to the horizontal, while, in the model,

the coordinate system is rotated backwards by this fixed angle. Also, we assume that the effects of

side walls and transport in the transverse direction are negligible.

2
In an experiment, several intermediate steps are performed between the rotations [8], however, as

far as the mathematical analysis is concerned, the rotations are completely independent.
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ing “x” and “z.” Specifically, the interface between the flowing layer and the bulk for

rotation about the x-axis is given by 𝛿x(x, z) = 𝜀x

√
1 − x2 − z2, where 𝜀x =

√
𝜔x∕�̇�x.

Note that if 𝜀z = 𝜀x, then 𝛿z(x, z) ≡ 𝛿x(x, z). We refer to this as the symmetric case.

Naturally, 𝜀z ≠ 𝜀x will be termed the nonsymmetric case. It is important to note that

different values for 𝜀z and 𝜀x arise in physical systems due to different rotation rates

𝜔z and 𝜔x [21]. Thus, the symmetric case occurs for identical rotation rates about

the two axes, while the nonsymmetric case arises from different rotation rates.

3 Parametric Study of Mixing in the Symmetric Case

While previous studies [8, 10, 11] have focused on the qualitative structure of the

template for chaotic transport in the blinking spherical tumbler, here we study the

“quality of mixing” quantitatively by measuring the decay of the variance of the

concentration of a species. For the remainder of the discussion, we restrict the analy-

sis to the symmetric case (i.e., 𝜀z = 𝜀x) of the half-full blinking spherical tumbler,

and we fix the initial condition (IC) such that tracer particles within the quarter-

sphere 𝔔 =
{
(x, y, z) ∈ ℝ3 | x2 + y2 + z2 ≤ 1, −1 ≤ y ≤ 0, 0 ≤ x ≤ 1

}
are colored

gray at n = 0, while those in the remainder of the filled volume (i.e., {(x, y, z) ∈
ℝ3 | x2 + y2 + z2 ≤ 1, −1 ≤ y ≤ 0, −1 ≤ x < 0}) are black. From the assumption

of 𝜀z = 𝜀x, as shown in [10, 11], it follows that trajectories of these tracer particles are

restricted to 2D invariant surfaces, which are hemispherical in the bulk, determined

by their ICs [11]. Therefore, it is convenient to introduce the “artificial” parameter,

termed the shell radius, ̄R ∈ (𝜀z, 1) that denotes the (constant) radius from the origin

of the hemispherical bulk portion of the 2D invariant surfaces upon which tracer par-

ticles are restricted. Since the dynamics depends strongly upon which hemispherical

shell is considered [11], the shell radius ̄R is a useful parameter.

Given the nondimensionalization introduced in Sect. 2, it is clear there are four

independent parameter in our model of a half-full blinking spherical tumbler, namely

𝜀z, 𝜀x, 𝜃z and 𝜃x. Indeed, in a quasi-2D experiment, there are only four quantities that

vary independently once the tumbler and granular material are chosen [21]. Specifi-

cally, fixing the rotation rate in the laboratory yields unique values for the shear rate

and maximal depth of the flowing layer, though the precise functional relationships

remains a topic of research (see, e.g., [21] and the references therein). In our model,

we set the flowing layer depth, which is thus equivalent to setting the rotation rate in

an experiment. Additionally, in the present analysis there may be different angles of

rotation about each axis but the flowing layer depths for rotation about each axis are

equal (𝜀x = 𝜀x) because we have limited ourselves to the symmetric case. Therefore,

including ̄R, there are four independent parameters.

With this in mind, we can “bin” (see [20, Appendix B] for details) the part of

the invariant surface in the bulk into N × N surface elements, each of area Ai. For

the sake of simplicity we construct bins with equal areas, i.e., Ai ≡ A ∀i. In each,

we uniformly distribute Mb ×Mb tracer particles throughout the area. Then, these
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particles are advected for p flow periods, where the flow period is the total time

required to complete a rotation about each of the two axes (i.e., an iteration of the

blinking protocol). Finally, the concentration ci of gray (equivalently, black) tracer

particles can be computed in each of the original bins as ci = #g,i∕(#g,i + #b,i), where

#g,i and #b,i denote the number of gray and black particles in the ith bin, respectively.

Following Danckwerts [22], consider the first moment (mean) of this distribution

⟨c⟩ =
∑N2

i=1 ciAi∑N2

i=1 Ai

= 1
N2

N2∑
i=1

ci, (4)

where the last equality follows from the fact that Ai ≡ A ∀i. Then, the second moment

(variance) of the distribution of concentrations is given by

⟨⟨c⟩⟩ ≡ ⟨(c − ⟨c⟩)2⟩ =
∑N2

i=1(ci − ⟨c⟩)2Ai∑N2

i=1 Ai

= 1
N2

N2∑
i=1

(ci − ⟨c⟩)2. (5)

It is convenient to normalize ⟨⟨c⟩⟩ by introducing the intensity of segregation [22]

I =
⟨⟨c⟩⟩

⟨c⟩(1 − ⟨c⟩) , (6)

where now 0 ≤ I ≤ 1 with I = 0 and 1 corresponding to perfect mixing (i.e.,

c = ⟨c⟩ everywhere) and perfect segregation (i.e., c = 0 or 1 for any given surface

element in the domain), respectively.

For the simulations presented below, we divide the bulk (hemispherical) portion

of the 2D invariant surface on which the dynamics are restricted into N = 14 longitu-

dinal and N = 14 latitudinal bins with Mp ×Mp = 102 uniformly distributed tracers

in each (⇒ 19,600 tracers total). These are advected for a total for p = 200 flow peri-

ods using the exact solution for rotations about the z- and x-axis given in [11, 20].

The intensity of segregation I (n) is tracked as a function of the period n = 1,… , p.

Following [19], using MATLAB’s Curve Fitting Toolbox, we find 𝜏 and bias such

that the fit based on the following ansatz is “best” in a least-squares sense
3

I (n) ∼ (I (0) − bias) e−n∕𝜏 + bias, (7)

where I (0) = 1 for the chosen completely segregated IC. Note that 𝜏 is dimension-

less and has the meaning of “number of periods,” while bias allows for cases where

I ↛ 0 as n → ∞ (see, e.g., the discussion in [23]).

An example is shown in Fig. 2 for two different values of 𝜃z and 𝜃x and at two

shell radii ̄R. The left images show the mixing of gray and black, 100 iterations after

3
In Figs. 2, 4, 5 and 6 below, the quality of this fit is given as two numbers in brackets in the legend

of the rightmost plot. The first number is the coefficient of determination R2
; the second number is

the root-mean-squared error in the fit.
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Fig. 2 Examples of mixing behaviors in the half-full blinking spherical tumbler with symmetric

typical-thickness flowing layers: 𝜀z = 𝜀x = 0.15. a 𝜃z = 30◦, 𝜃x = 5◦ and ̄R = 0.9. b 𝜃z = 45◦, 𝜃x =
65◦ and ̄R = 0.5

starting completely segregated. The right graphs show the decay of I . In both cases,

I starts at 1 due to the completely segregated IC. The case in Fig. 2a mixes to some

extent but not completely after 100 iterations, resulting in a relatively large bias of

0.15. The case in Fig. 2b mixes quickly and completely resulting in a smaller 𝜏 than

the case in Fig. 2a and a bias of almost 0.

Therefore, we have two numbers, namely 𝜏 and bias, that measure the “quality

of mixing” for each numerical mixing experiment—𝜏 is a time constant measuring

how quickly the mixture is homogenized, while bias is a measure of how thoroughly

the asymptotic state is mixed. Large bias corresponds to incomplete mixing and sug-

gests the presence of large unmixed Kolmogorov–Arnold–Moser (KAM) “islands.”

Meanwhile, a large 𝜏 corresponds to slow mixing, say on a surface with large area

with suboptimal choice of rotation angles. Finally, a low 𝜏 and a low bias correspond

to “good” mixing as the homogenization of the segregated IC is fast and thorough.

Next, we study how 𝜏 and bias vary with the parameters of the model.

The most natural parameters to vary are the angles of rotation about each axis,

𝜃z and 𝜃x, and the shell radius ̄R. Additionally, 𝜀z (≡ 𝜀x in the symmetric case) can

be varied, corresponding to different types of granular materials in the tumbler or
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Fig. 3 𝜏-bias scatterplots for 𝜀z = 𝜀x = 0.15 (left) and 𝜀z = 𝜀x = 0.05 (right). I is computed on

hemispherical shells with ̄R as a parameter. Data points are color-coded based on the values of 𝜃z,

𝜃x and ̄R as described in the text

different rotation rates. To ascertain the effect of the variation of 𝜃z, 𝜃x and ̄R, in

Fig. 3 we show a scatterplot of 𝜏 versus bias for independent choices of 𝜃z and 𝜃x
between 5◦ and 355◦ in increments of 25◦ and 10 equispaced values of ̄R between

𝜀z + 0.1 and 0.95. Additionally, two values of 𝜀z are considered: (a) 𝜀z = 0.15, a

value realized for a dry granular system of 3 mm chrome steel beads in a tumbler

of 28 cm diameter rotating at 0.168 rad/s, and (b) 𝜀z = 0.05, a thinner flowing layer

observed for 1.16 mm steel beads in this same tumbler rotating at 0.052 rad/s [24].
4

Each data point in Fig. 3 is color-coded as follows: it has an red-green-blue (RGB)

additive color intensity with %R given by 𝜃z∕(2𝜋), %G given by 𝜃x∕(2𝜋) and %B

given by ̄R. Hence, data points in the blue spectrum correspond to angles of rotation

close to 5◦ and shell radii ̄R close to 1. Similarly, data points that appear orange cor-

respond to angles of rotation close to 355◦ but shell radii close to 𝜀z + 0.1. Likewise,

white corresponds to both 𝜃z and 𝜃x near 355◦ with ̄R near 1, and so forth.

First, consider the black-blue-purple range of colors of data points, which corre-

spond to 𝜃z and 𝜃x both near 5◦ for a variety of ̄R. It is immediately clear that these

represent the majority of the “outliers” in the scatterplots in Fig. 3. To see why, recall

that our IC is symmetric about z = 0 and antisymmetric about x = 0. In addition, 𝜃z
is the angle of rotation about the z-axis, which is the first axis of rotation in this

protocol. It follows that for values of 𝜃z close to 5◦, the IC is barely altered by the

rotation about the first axis. Then, since the angle of rotation about the second axis

is small (𝜃x near 5◦ for these data points), the almost-z-symmetric state that the mix-

ture is left in leads to very little rearrangement of the material during the second

4
Though these numbers are for a quasi-2D circular tumbler, they are relevant here too thanks to the

geometric similarity assumption used to construct the 3D continuum model. That is to say, if we

suppose the quasi-2D tumbler of Jain et al. [24] is the x = 0 (or z = 0) cut through the 3D spherical

tumbler considered here, then 𝜀z (or 𝜀x) herein is precisely 𝛿0∕R in [24].
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Fig. 4 Further examples of mixing behaviors in the half-full blinking spherical tumbler with

symmetric typical-thickness flowing layers: 𝜀z = 𝜀x = 0.15. a 𝜃z = 𝜃x = 180◦ and ̄R = 0.62.

b 𝜃z = 355◦, 𝜃x = 180◦ and ̄R = 0.88

rotation. Figures 2a and 5a illustrate a typical such scenario for 𝜀z(= 𝜀x) = 0.15 and

𝜀z(= 𝜀x) = 0.05, respectively. We term it “lots of cutting but no shuffling,” using the

terminology introduced in [7, 10], due to the pattern of thin filaments that are barely

reoriented from each other that emerges in the mixture after 100 periods. Not sur-

prisingly, the corresponding Poincaré sections in Figs. 2a and 5a show a great deal

of regularity, especially in Fig. 2a, rather than chaos. As 𝜃z becomes larger, the dis-

tribution of material is “less symmetric” about the z when the rotation about the x
begins, so the (𝜏, bias) pairs, which are now in the pink color spectrum, are no longer

on the outer edges of the scatterplot.

Next, we observe the large cluster of data points, situated near (𝜏, bias) = (0, 0)
in the scatterplots, that have mostly colors in the white-yellow-orange-red spectrum.

From the color-coding convention, these correspond to choices of 𝜃z near 355◦, and

choices of 𝜃x that increase proportionately with ̄R. Notice this avoids the “lots of cut-

ting and no shuffling” scenario previously described. Figures 2b and 5b show such

cases for 𝜀z(= 𝜀x) = 0.15 and 𝜀z(= 𝜀x) = 0.05, respectively. It appears the dynamics

on the 2D invariant surfaces on which particles are restricted for these sets of para-
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Fig. 5 Examples of mixing behaviors in the half-full blinking spherical tumbler with symmetric

thin flowing layers: 𝜀z = 𝜀x = 0.05. a 𝜃z = 30◦, 𝜃x = 180◦ and ̄R = 0.71. b 𝜃z = 305◦, 𝜃x = 55◦ and

̄R = 0.23

meters are fully chaotic, i.e., mixing occurs and no KAM islands or other barriers to

transport can be distinguished. This is further supported by considering the Poincaré

sections in Figs. 2b and 5b, which exhibit no regularity of any kind.

As mentioned earlier, low-period islands are barriers to transport and they lead

to incomplete mixing [3]. An example of period-one KAM islands can be found in

Fig. 4a, while an example of period-two islands is presented in Fig. 6a. Though bias
is significant for both of these cases, 𝜏 is not very large, showing that a significant

“chaotic sea” exists between the islands and the material therein is quickly homog-

enized. This is clearly seen in both the mixing patterns and the Poincaré sections in

Figs. 4a and 6a, with the islands from the Poincaré sections clearly corresponding to

unmixed regions of the same shape.

Independent of low-period structures, some protocols mix very slowly. Exam-

ples of such protocols that do eventually homogenize most of the mixture are shown

in Figs. 4b and 6b. This is not due to KAM islands because, as the Poincaré sec-

tions corresponding to these figures show, there are none on these shells. It is simply

that these protocols do not reorient material effectively due to the choice of rotation

angles (specifically 𝜃z ≈ 360◦). Consequently, mixing is “suboptimal.”
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Fig. 6 Further examples of mixing behaviors in the half-full blinking spherical tumbler with sym-

metric thin flowing layers: 𝜀z = 𝜀x = 0.05. a 𝜃z = 𝜃x = 85◦ and ̄R = 0.4. b 𝜃z = 355◦, 𝜃x = 205◦
and ̄R = 0.88

To better summarize the data from the scatterplots in Fig. 3, in Fig. 7 we show

some statistics of the distributions of the values of 𝜏 and bias. Clearly, the 𝜏 distri-

bution’s peak for the case with a thinner flowing layer is shifted to a larger value of

𝜏 showing that mixing is generally worse for a thinner flowing layer. However, for

both Fig. 7a, b we see that, for most choices of angles, most shells mix quickly and

thoroughly with the poor mixing examples falling in the tails of the distributions.

Additionally, when all 𝜏 and bias values corresponding to a given ̄R are averaged

over all choices of (𝜃z, 𝜃x) a clear trend emerges. Larger ̄R correspond to slower and

less complete mixing, on average. This can be explained by noting that larger shells

have more area, thus mixing is (on average) slower. In addition, the shells with large

̄R are those that mix the poorest, by far, when 𝜃z and 𝜃x are near 5◦, therefore large

̄R also correlates with incomplete mixing, on average. One way to motivate this is

to realize that for some of the lowest angles of rotation material on the shells with

largest radius either never enters the flowing layer or becomes “stuck” in the flowing

layer due to the small rotations about each of the two axes.
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Fig. 7 Statistics of the 𝜏-bias scatterplots from Fig. 3. In the rightmost column, the black solid and

dashed gray curves represent the averages of 𝜏 and bias, respectively, over all (𝜃z, 𝜃x) as functions

of ̄R. For large 𝜏 and large bias there are very few contributions to the histograms, nevertheless we

show the full range for completeness. Note the shift of the peak to the bin centered at bias = 0 in

(b). a Flowing layer of typical thickness: 𝜀z = 𝜀x = 0.15. b Thin flowing layer: 𝜀z = 𝜀x = 0.05

4 Conclusion

The work described above exemplifies the practical difficulty in determining the

“best” parameters for “good mixing” in a physically realistic 3D chaotic flow. Both

the time to mix and the degree of mixing are important. The 𝜏-bias approach is use-

ful in identifying which parameters result in good mixing according to both of these

measures, but does have some drawbacks. First, it requires methodically testing the

entire parameter space (here, 𝜃z, 𝜃x, 𝜀x = 𝜀z and ̄R), which is possible due to the

availability of a continuum model with an analytic solution [11, 20]. Still, studying

mixing would be much more difficult with a more complicated flow model or, worse,

no model at all. Second, the 𝜏-bias approach only clarifies “what” protocols mix or

do not mix, but not “why” they do or do not. Clarifying the latter still requires inter-

pretation and physical insight. Nevertheless, the results presented above demonstrate

a methodology to analyze the quality of mixing in a 3D chaotic system.
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Numerical Simulation of Abrasive Wear
Using FEM—SPH Hybrid Approach

Krzysztof Damaziak and Jerzy Małachowski

Abstract In the article fully dynamic analysis of a special stand for wear mea-
surements is presented. The analysis is focused on the dynamic interaction of lining
samples rotating with high angular speed and counter surface, with the special
attention to wear process. Typical approach to include abrasive wear in the
numerical simulations of structure modeled in a macro scale is to use one of many
semi-analytical wear laws. One of the most important phenomena accompanying
abrasive wear, i.e., change of geometry of interacting surfaces is usually neglected.
The main idea of the proposed approach is to merge meshless smoothed particle
hydrodynamic (SPH) method with finite element (FE) model. The global model is
described with FE, while surface layer, where abrasive wear takes place, is modeled
using SPH. Owing this, it is possible to introduce sudden change of discretization
level in the numerical model. Due to properties of mathematical description of SPH,
simulation of abrasion with this technique is much closer to the physical phe-
nomena. Proposed modeling technique is presented in the numerical model simu-
lating dynamic interaction between samples of lining and counter sample surface of
special testing stand. Due to very dynamic nature of abrasive wear process, explicit
time integration scheme is used. Thermal–mechanical coupling and heat generation
by friction forces are also included in the model. Rate of change of geometry of
surface, as well as obtained temperature gradients proofs rightness of choice of
explicit time integration scheme.
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1 Introduction

Numerical modeling of brakes engages scientists and engineers since decades. One
of the most important causes of demand for braking simulation is squeal—vibra-
tions during braking [1]. These vibration and noise of braking systems are signif-
icant criteria that govern machine quality [2] and are main driving force behind
ongoing search of analytical tools capable to accurate predicting of a brake
behavior.

All of the most important phenomena influencing brake behavior have their
source in the micro level and are directly connected to the surface wear. This also
includes vibrations excitation, which is connected to the ongoing changes of contact
surface geometry [2–4] resulting from wear processes. The classical way to account
for wear, which is to employ approach based on Archard’s law, does not give an
answer to the problem, since geometry “changes” during simulation are introduced
by parametric measure of wear and not real change of coordinates. Due to this fact,
in numerical analyses of brakes, the focus was shifted from classical dynamics in
frequency domain to the problem of inclusion of changes of the shape of contacting
surfaces. Two major ways to address the problem evolved. It is done either by
enrichment of macro models of full brakes by formulas accounting for wear [5–7],
or by development of micro-scale models [8, 9]. The common idea behind these
attempts is to find a way to account for changes in contact parameters caused by a
change of surface layer geometry. Unfortunately, wear processes are very complex,
which lead to a vast number of simplifications used in these models. Therefore,
none of the mentioned approaches was able to become commonly accepted method
or tool of wear modeling [10, 11].

In the paper the authors introduce yet another idea of the abrasive wear
modeling. The method is based solely on governing equations and commonly used
material models and therefore does not require extensive tribological tests. The idea
is to combine finite element method (FEM) with meshless description of continuum
implemented in smoothed particle hydrodynamics (SPH) environment. The reason
for combination of these two methods lies in limitation of FEM when dealing with
large deformations and elements numerical erosion (not to be confused with erosive
wear). Compared to FEM, a removal of the eroded particle does not introduce
geometry discontinuities. Moreover, SPH is better suited to handle large
distortions [12].

2 Adopted Modeling Method

Abrasive wear takes place in the surface layers belonging to contacting bodies in
relative motion. It becomes dominating wear mechanism in case of interaction of
surfaces with significantly different hardness, which is typical for lining and brake
disk. During the tangential motion the material is removed from softer surface by
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combined action of micro-ploughing and micro-cutting [13]. In other words, it is a
phenomenon connected with dynamic interaction between contacting bodies that
takes place in microscale and involves loss of material cohesion. Additionally, in
the case of brake operation, kinetic energy is changed to the heat and thus high
temperature strongly influences the process. From the point of view of numerical
methods all above translates to presence of material nonlinearities, geometrical
nonlinearities, thermal–mechanical coupling, boundary conditions nonlinearities
(contact), and loss of cohesion. The problem is nonstationary.

Looking at the capabilities of a numerical subroutines, finite element method—
the numerical method most common used today—can handle all of the
above-mentioned tasks, with some reservation relating to the decohesion process.
The real problems arise when we start to look at the dimensions.

As it was mentioned, abrasive wear takes place in the surface layer and its
“natural size” are micrometers at most [14]. On the other hand, typical size of the
whole brake is tens of centimeters. So, if we want to include effects of abrasive
wear in the FE model of the whole brake, we will have to make sure, that dis-
cretization level is sufficient for both scales. This can easily end up with the model
that is too big for the available hardware.

The other very unpleasant FE feature connected with the decohesion modeling is
that the most of the techniques adopted by FEM generates results that are element
size dependent and are introducing discontinuities. Figure 1 shows typical situation
during simulation with element erosion included. Empty spaces left after eroded
elements are clearly visible. Though the loss of cohesion is included, obviously we
are far away from the effects of abrasion.

One of the methods that could overcome these problems is the smoothed particle
hydrodynamics. It belongs to the family of so-called meshfree methods and therefore
it overcomes number of problems related to domain discretization using elements
with predefined geometry and finite dimensions. The basic concept behind SPH is
the representation of a body by an ensemble of particles i, each carrying mass mi,

Fig. 1 Erosion of a material in the FE domain
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momentum mivi, and other functions fi. The concept was developed independently
by Lucy [15] and Gingold and Monaghan [16]. They assumed that the values of a
function are obtained by a local averaging process using the expression (1) [17, 18]:

f ðxÞ≃ < f > ðxÞ=
Z
Ω

f ðx′ÞWðx− x′, hÞ dx′, ð1Þ

where f(x)—value of a function at x, <f>—local average (approximation) of f(x),
f(x′)—value of a function in the location other than x, W(x − x′,h)—smoothing
kernel, h—independent variable called smoothing length, Ω—domain.

The concept, that domain represented by points is replaced by a body repre-
sented by particles allows to transform integration into summation over discrete set
of particles

⟨f ⟩ðxÞ=
Z
Ω

f ðx′ÞWðx− x′, hÞ dx′ ≃ ∑
N

q=1
f ðxqÞWðx− xq, hÞΔVq, ð2Þ

where N—number of particles within W support, V—volume covered by W.
Taking density ρ as an example we obtain

⟨ρ⟩ðpÞ = ∑
q
mqWð xp − xq

�� ��, hÞ, ð3Þ

where p—particle for which density value is approximated, q—particle within the
W support and xp, xq describe particles coordinates.

It can be said, that the mass of each particle is smeared out over its kernel
function’s W support. The density of the particle p is obtained by summing over the
contributions of particles q. The graphic representation of particle p, q, and variable
h is presented in Fig. 2.

For the purpose of this article, it is important to notice that removal of one
particle from the set representing a body does not introduce any discontinuities to
the model.

Functions W are very often spherical or bell-like functions, just like the function
(4) used by Monagham and Lattanzio [19]:

WðR, hÞ= αd

2
3 −R2 + 1

2R
3, 0≤R<1

1
6 ð2−RÞ3, 1≤R<2

0, R≥ 2

8>><
>>:

, ð4Þ

where αd = 1
h ;

15
7πh2 ;

3
2πh3 for 1-D, 2-D and 3-D space, respectively. Figuratively

speaking, image of a small sphere that is very often connected to the word
“particle” is quite close to the actual mathematical description of a continuum
adopted in SPH. Coming back to the modeling of brake linings that are very often
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made from granular materials, it must be said that such “spherical in nature”
numerical representation of lining surface layer is much closer to the reality than
hexagons or tetragons used by FEM.

SPH features described above underlying the choice of the method to represent
surface layer in the numerical simulation of braking. It was decided, that most of the
model will be represented by FEM and a layer where abrasive wear is expected will
be represented by SPH. Both domains will be connected via kinematic constrains
forcing set of SPH particles to follow movement of set of FE nodes (see Fig. 3).

It was decided that the wear will be connected with the effective plastic strain
(see Eq. (5)), i.e., the particle where predefined value of effective plastic strain will
be achieved, will “erode,” that is its stiffness will be set to 0.

εpef =
Z t

0

2
3
ε ̇p

� �1
2

dt, ð5Þ

p
q

q
q

q

q

q

q

q

q

q

q

q

q

q

q

Ω

Fig. 2 Graphic representation of the particle approximation concept

Kinematic constraints

Fig. 3 FEM and SPH domains. Zone where kinematic constraints were introduced is marked
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where ε ̇p—plastic strain rate.
The mechanical part of the problem was solved by the integration of full

dynamic equation in time domain using explicit central difference method [20].
Thermal part of the problem was shrink to a conduction problem, described by

the Fourier’s equation (6)

dET

dt
=

1
ρ
∇ k∇Θð Þ, ð6Þ

where ET—thermal energy per unit mass ρ—density, Θ—temperature, k—thermal
conductivity. This applies for both methods, meaning that the Eq. (6) is the gov-
erning equation in FEM and in SPH. In case of FEM, above equation takes form
[21]:

C
dΘ
dt

+KΘ=R, ð7Þ

where C—heat capacity matrix, K—conductivity matrix, R—vector of heat sour-
ces, Θ—temperature, while in SPH Eq. (6) is approximated by [22]

dET

dt
= ∑

j

mj

ρiρj

ki − kj

xij
�� ��2 xij∇iWij, ð8Þ

where m—mass of particle, W—kernel function, x—location of particles.
So-called one-way thermal–mechanical coupling was used in analyses. Equa-

tions (7) and (8) were solved for the temperature Θ independently to the mechanical
part of the problem. Then displacement field and strain tensor are updated to
account for the thermal expansion.

3 Numerical Model

In general, numerical model used in simulations was the simplified version of the
FEM model of IL-68 machine [23]. The IL-68 machine was designed and built in
the Institute of Aviation located in Warsaw (Poland). It was created to test per-
formance of brake pads used by aero industry. General view of the testing stand is
shown in Fig. 4.

Basically, it consists of a rotating part with so-called counter sample mounted in
it, which is acting as brake disk and a head pushing against counter sample, where
lining samples are mounted. The special stand enabled the measurement of such
quantities as angular velocity of the rotating part, moment generated by friction
forces, braking time, and wear of lining defined as its thickness reduction. The
schematic explaining its principle of work is shown in Fig. 5.

The numerical model mapping work of the IL-68 machine is shown in Fig. 6.
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Initial boundary conditions are shown in Fig. 7 and listed in Table 1. Initial
angular velocity ω0 was defined for counter samples. Lining samples had prede-
fined linear velocity v(t) changing over time, so that they move toward the counter
samples up to the moment when spring k generates force pressing counter samples

Fig. 4 General view of IL-68
machine

Power supply
for rotations Press

Handle with
counter-samples Lining

Fig. 5 Schematic describing
the special stand IL-68
principle of work

Handle 

Lining sample

FEM domainSPH domain

Fig. 6 Numerical model
representing IL-68 machine.
Lining sample presented in
the bottom utilized hybrid
representation consists of FE
and SPH domains
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against lining. All elements had prescribed initial temperature Θ0. The model
consisted of 75612 nodes, 17407 elements, and 49000 particles. As it was men-
tioned earlier, SPH material had added failure criterion based on effective plastic
strain (see Table 2). Explicit algorithm was chosen to integrate equation of motion
over time. In thermo-mechanically coupled analysis heat generation by friction
forces was included.

Although the numerical model was built based on the IL-68 testing machine, it
should be stressed that its purpose was to develop methodology to include abrasive
wear in the macroscopic model of brake and not to validate results. Therefore the
surface layer modeled using SPH domain was relatively thick, to save computa-
tional time.

Counter-samples Lining

v(t)ω0

k

Θ0

Fig. 7 Schematics of
boundary conditions applied
to the numerical model of
IL-68

Table 1 Initial and boundary
conditions

Name Symbol Value

Prescribed velocity v(t) (mm/s) v = 200cos
(0.002t/π)

Initial temperature Θ0 (°) 20°
Initial angular velocity ω0 (rad/s) 628

Table 2 Material properties
of SPH domain

Name Symbol Value

Elastic modulus E (MPa) 2.2 × 105

Yield stress σy (MPa) 513.0
Poisson ration ν 0.3
Plastic strain at failure εf 0.1
Density ρ (t/mm3) 7.0 × 10−9

Specific heat cp (mm2/s2 deg) 4.8 × 108

Thermal conductivity k (t mm/s2 deg) 50.0
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4 Results

In the following figures, global view of the lining samples presenting temperature
and equivalent Huber–Mises–Hencky (HMH) stresses distribution is shown
(Figs. 8 and 9).

It can be noticed that temperature raise is very rapid. After 0.023 s of analysis
time maximum local temperature in the most loaded particles raised from initial 20°
to 314°. As it was shown in reference [23] such rapid temperature change is in line
with measurements using thermovision camera and results obtained using FEM
model. This shows that implementation of explicit time integration is the necessity
to accurately cover such rapid changes. Unfortunately, this is also one of the biggest
drawbacks of the proposed method. Keeping in mind that braking process usually
last a few seconds and average integration time step was Δt ≈ 4.36 × 10−8 s (with
taking into consideration stability condition), it is easy to realize that analyses run
times were extremely long.

Figure 10 shows one of the samples after t = 0.09 s of analysis time. Change in
surface geometry due to particles erosion is evident. Figure 11 shows HMH stress

Fig. 8 Temperature (°) distribution for moment t = 0.4 s
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Fig. 9 Equivalent HMH stress (MPa) distribution for moment t = 0.4 s

Fig. 10 Sample of lining in the analysis moment t = 0.09 s. Effects of numerically simulated
abrasion are clearly seen
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Fig. 11 HMH equivalent stress (MPa) in the sample of lining in the analysis moment t = 0.031 s

Fig. 12 HMH equivalent stress (MPa) in the sample of lining in the analysis moment t = 0.09 s
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value in the same sample in the moment t = 0.031 s, when there was no wear,
while Fig. 12 shows the sample in the moment t = 0.09 s, when wear process was
already in place. Comparison of the two figures proves that numerical model pre-
dicts stress redistribution caused by change of surface layer geometry, what is in
parallel with real-live observations [24].

5 Conclusions

The purpose of presented study was to develop methodology allowing to account
for effects of abrasive wear in global numerical models of brakes. To reach the goal,
the authors choose technique of hybrid modeling coupling the FEM and SPH
method. The latter caught the attention due to properties of the mathematical model
lying behind the concept of the body made of particles.

Obtained results show that the procedure can be used to describe abrasion. In the
presented numerical example, heat due to friction forces, together with normal
contact pressure generate strains up to the defined limit, causing particles erosion.
This leads to change of geometry of the surface layer and stress redistribution.

Although proposed method does not cover many physical phenomena accom-
panying braking (like melting of lining particles), but still it is closer to them, than
traditional FEM-based modeling methodology.

The only problem connected with the proposed approach is the necessity of
implementation of explicit time integration scheme that comes from the fact that
during brake process, change of such quantities like temperatures and material
erosion are characterized with very dynamic nature.

In future works authors will focus on validation of the developed methodology.
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A Mathematical Model for Robot-Indenter

Marat Dosaev, Yury Okunev, Ren-Chyuan Luo, Vitaly Samsonov
and Olga Vasiukova

Abstract A Dual Robot Arm manipulator for executing medical procedures is stud-

ied. An important stage of investigation is constructing a mathematical model that

takes into account useful torques produced by manipulator motors, friction of differ-

ent nature, etc., as well as effects of a contact interaction between manipulator sensi-

tive element and soft biological tissue, and allows to create and to numerically work

out algorithms for motor control torques. Video-tactile sensor is used as a sensitive

element of the manipulator. This sensor allows estimating mechanical characteristics

of soft tissue and providing control on active impact on soft tissue. During contact

interaction with soft tissue, it is necessary to provide special contact conditions, such

as smoothness of approaching, applied force restrictions, and so on. The control task

is to realize required indentation of sensor head into soft tissue under such restric-

tions on applied force and indentation speed as well as on the presence of available

observed data.
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1 Introduction

Currently, there is an active robotisation of medicine. This work is dedicated to the

robot-manipulator that contacts with a soft biological tissue. Such a device can be

used for massage, manual therapy, as well as in medical engineering to determine the

type of soft biological tissue. Development of intellectual robotic-manipulators for

medical purposes is very relevant. Robots, that equipped by tactile sensor, facilitate

and accelerate a process of determining the type of tissue and searching inclusions.

Using such robot for intellectual massage will make the medical massage wholesale

available, which will improve health and increase efficiency of people.

For the development of a robot-manipulator that contacts with a soft biological

tissue it is necessary to choose a type of a tool that generates pressure on the sur-

face of the tissue. In the capacity of such operating element of robot it would be

beneficial to use a sensor that can provide some contact interaction characteristics.

For the choice of such important part of medical manipulator it is necessary to pro-

vide a mathematical modeling of robot operation including description of contact

interaction between working element of robot and biological tissue.

Approaches used for the description of the mechanics of the robot-manipulator

are widely covered in [1]. Developments in modeling, simulation, and control of

robot manipulators are presented, for examples in [2]. Methods of control described

in [3] can be used to achieve more precise operation of the manipulator.

Methods of contact mechanics are widely used in the diagnosis of pathological

conditions of soft biological tissues. Survey of different models of contact problems

arising from the interaction of the working element of the instrument with a tissue is

covered in [4]. Manipulating robots can be used in regenerative medicine. A method

for position-force control of robot-manipulator designed for massage is proposed in

[5] with power training. Series of algorithms are suggested for implementing this

method. Classification of the existing types of tactile sensors is listed in paper [6]

with respect to technique of feedback control.

Video-tactile sensor proposed in [7, 8] allows determining the nature of tissue

by estimating its effective modulus of elasticity. The silicon sensor head can be also

used for executing an active pressing with a predetermined force, which will vary

depending on the particular type of tissue.

We consider a problem of performing a specified manipulator links motion that

will provide the determination of mechanical properties of the tissue at a given point

[9]. In this paper, we consider both the video-tactile sensor (VTS) and usual sensor

of longitudinal load (which costs much less than VTS) for determining a posture of

the last (operating) link of the manipulator.

In this paper, we examine the mode of operation of the manipulator, in which the

last link of the robot-manipulator performs a translational motion that is perpendic-

ular to the surface of the soft tissue. We propose an approach for restoring a normal

to the surface at the contact point, depending on the information obtained from the

VTS or from an axial load sensor. We find relations between the angles of orientation
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of the manipulator links needed for providing the motion of the sensor head along

the normal to the surface.

We present an algorithm for the estimation of small deviations from the normal

direction during the orthogonal indentation of the third link into the tissue using an

axial load sensor readings.

2 Formulation of the Problem

The three-link robot-manipulator that contacts with soft tissue is considered. All

joints of the manipulator are rotational. Manipulator control is carried out by the

torques at the joints that are implemented by applying voltages to motors. Operating

element is rigidly attached to the last link of the robot.

We use VTS (for example proposed in [7]) and longitudinal (axial) load sensor

(LLS) as the operating element of robot. VTS [7] is intended for determining effec-

tive Young modulus of the soft tissue. Consider a such sensor that contains a semi-

spherical elastic head contacting with soft tissue, a light source, lens, and a video

camera, which allows obtaining a visual representation of the area of contact between

the head and the tissue (Fig. 1). The sensor head is manufactured from silicon that is

suitable for contacting biological tissue.

For simplicity we assume that the robot is planar. We introduce an inertial fixed

coordinate system O1xyz with an origin point at a fixed hinge (Fig. 2). O1y -axis is

directed vertically upwards, O1z coincides with the axis of rotation of the first link.

Each link is considered as a rigid body. The links are connected with joints

at points O2,O3. We introduce coordinate systems O1x1y1z1, O2x2y2z2, O3x3y3z3,
rigidly connected with the links 1, 2, and 3 correspondingly. Axes O1z1, O2z2, O3z3
have the same direction with the axis O1z. Planes Oixiyi, i = 1, 2, 3 lie in a vertical

plane O1xy. Lengths of the links are introduced as follows: O1O2 = l1, O2O3 = l2,
O3P = l3.

Fig. 1 Longitudinal section

of video-tactile sensor

CameraSensor head
Circular light source
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Fig. 2 Scheme of a

three-link robot-manipulator
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Axes O1x1, O2x2, O3x3 directed along O1O2, O2O3, O3P respectively. Axes O1y1,

O2y2, O3y3 completed the corresponding coordinates systems as right-handed ones.

VTS is attached to the third link so that the axis of the sensor symmetry is directed

along O3P.

We denote masses of manipulator’s link with m1,m2,m3. The center of mass of

the i-th link in i-th coordinate system is defined by the vector 𝐫𝐢, i= 1, 2, 3. Moment

of inertia of the i-th link with respect to the axis Sizi is accordingly Ji, where Si is a

center of mass of i-th link.

As generalized coordinates describing the position of the system we introduce

angles 𝜃1, 𝜃2, 𝜃3, where 𝜃1 is the angle between axis O1x and O1x1, 𝜃2 is the angle

between axis O1x1 and O2x2, 𝜃3 is the angle between axis O2x2 and O3x3.

The gravity forces mi𝐠 and control torques Ui in the joints act to each i-th link.

Contact force 𝐍 = −q𝜀𝐞𝐱𝟑 is applied to the end of the third link, where 𝜀 is the depth

of the sensor head indentation into the tissue, q is a constant effective stiffness coef-

ficient.

The Lagrange’s equations for the given system are the following:

d
dt

𝜕(T − P)
𝜕�̇�i

− 𝜕(T − P)
𝜕𝜃i

= Ui +MFi
+ QNi

, i = 1, 2, 3 (1)

Here K is the kinetic energy of the manipulator, V is the potential energy of the

manipulator, MFi
are the friction torque, QNi

is the generalized force, in particular,

QN3
is a force of contact interaction of third link with a tissue.

Part of our task is to determine the motion of the links that would provide the

definition of mechanical properties of the tissue at a given point. Denote this contact

point by A. To estimate the effective Young modulus of tissue under consideration

at point A by video-tactile sensor, robot should perform an orthogonal indentation

of sensor head into the tissue at this point. This requires determining a configuration

of the manipulator that allows third-link motion along a normal to the tissue surface

at the point A of contact.
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3 Finding a Normal to the Surface at the Contact Point

For simplicity, let us assume that the surface of the tissue is planar in some neigh-

borhood of the contact point.

To study the mechanical properties of the tissue we want to ensure that the link

O3P of the manipulator contacted with the tissue surface, moving along a normal

line to this surface. Our objective is to find the normal to the surface in the point A
when the head of the manipulator reaches that point. Line l (see Fig. 3) models the

tissue surface. We model the surface of the sensor head with a semisphere of radius

R. Then d is a distance between the axis of symmetry of the sensor and point A. We

denote 𝛼 = 𝜃3 + 𝜃2 − 𝜃1 as an angle between the axis O1x and the axis O3x3.

Than angle 𝛽 between the line l and axis Ox is expressed by the following relation:

𝛽 = arccos d
R
− 𝛼 (2)

If robot perform an orthogonal indentation of sensor head into the tissue at point,

we have 𝛼 + 𝛽 = 𝜋∕2
Let us write down the equation of the line l in axes O1xy

y = tan 𝛽 x + yA − tan 𝛽 xA (3)

Here (xA, yA)-coordinates of the point A, which have the following form:

xA = l1 cos 𝜃1 + l2 cos (𝜃1 − 𝜃2) + l3 cos 𝛼 (4)

yA = l1 sin 𝜃1 + l2 sin (𝜃1 − 𝜃2) − l3 sin 𝛼 (5)

Fig. 3 Contact of the sensor

head and the surface
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The normal to the tissue surface in point A (orthogonal line to the line l) is given by

following expression:

𝐧 = (tan 𝛽, yA − tan 𝛽 xA) (6)

4 Sensor Head Translational Motion Along the Normal
to the Tissue Surface

When the normal to the tissue surface at the point A is found, we rotate the execu-

tive link of the manipulator so that it is directed along this normal. Then we assign

translational motion of the third link of the robot-manipulator along the normal at

the point of contact to determine the mechanical properties of the tissue. The angle

𝛼 between the third link and O1x is fixed during this translational motion. Two rela-

tions appear between the angles 𝜃1, 𝜃2 and 𝜃3 that provides constancy of the angle 𝛼

and the distance O1E (Fig. 4). Thus, we can assume that the system has one degree

of freedom during this motion.

Let us find the relations between the angles 𝜃1, 𝜃2 and 𝜃3 that provides the con-

stancy of 𝛼 and the distance O1E.

𝛼 = 𝜃3 + 𝜃2 − 𝜃1 = const (7)

There is a following geometric relationship:

O1E = O2C + l1 cos 𝜃1 +
l1 sin 𝜃1
tan 𝛼

= const (8)

Consider the triangle O2O3C to find O2C:

O2C =
l2 sin 𝜃3
sin 𝛼

(9)

Fig. 4 Case of motion of

the third link along the

normal to the surface l
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Thus, the relationship between angles 𝜃1 and 𝜃2, that provides the constancy of

the distance O1E, has a form

l2 sin 𝜃3
sin 𝛼

+ l1 cos 𝜃1 +
l1 sin 𝜃1
tan 𝛼

= const (10)

5 Deviation of the Working Element from the Desired
Normal Direction to the Tissue Surface

Consider the case when line O3P deflected from desired normal in the contact point.

We show that it is not necessary using the video-tactile sensor to find the error in

the angle of the third-link indentation. It is enough to use a longitudinal load sensor

rigidly attached to the last link.

We assume that we have already selected a specific point A on the tissue surface

and determined the normal direction for the surface in this point with some error.

The manipulator has a configuration in which the last link is oriented at a fixed angle

𝛼 to axis O1x (Fig. 5) and has performed small translational indentation into tissue

keeping this orientation. An angle 𝛿 is a small deviation of the third link from the nor-

mal direction to the tissue surface. One can estimate this deviation by LLS readings

using the following approach.

Consider an equilibrium of the mechanical system in position when the third link

is oriented along the normal direction to the tissue surface (𝛿 = 0). Equilibrium equa-

tions can be obtained from the torque balances of the external forces applied to the

system about the points O1, O2, O3

M1 − N(sin 𝛼 xA + cos 𝛼 yA) = U1, (11)

M2 − N(sin 𝛼(xA − l1 cos 𝜃1) + cos 𝛼(l1 sin 𝜃1 − yA)) = U2, (12)

M3 = U3, (13)

Fig. 5 The case of the

orthogonal indentation with

a small deviation of the

sensor into the tissue
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where M1, M2, M3 are moments of gravity of links about the points O1, O2, O3
respectively

M1 = m1gr1 cos 𝜃1 + m2g(l1 cos 𝜃1 + r2 cos(𝜃1 − 𝜃2)) +
+m3g(l1 cos 𝜃1 + l2 cos(𝜃1 − 𝜃2) + r3 cos 𝛼) (14)

M2 = m2gr2 cos(𝜃1 − 𝜃2) + m3g(l2 cos(𝜃1 − 𝜃2) + r3 cos 𝛼) (15)

M3 = m3gr3 cos 𝛼 (16)

From expressions (11), (12) we get two values for estimation of the contact force N

N1 =
M1 − U1

sin 𝛼 xA + cos 𝛼 yA
(17)

N2 =
M2 − U2

sin 𝛼(xA − l1 cos 𝜃1) + cos 𝛼(l1 sin 𝜃1 − yA)
(18)

The third value of contact force N3 we obtain from LLS sensor data. If |N1 −
N3| ≫ |N2 − N1| (and consequently |N2 − N3| ≫ |N2 − N1|) then angle 𝛿 is consid-

erably greater than zero. There exists tangential force 𝐓 applied to the end of the

third link. In this case Eq. (13) looks like the following:

Tl3 = U3 −M3 (19)

We propose a following algorithm for estimating the angle 𝛿. Consider the average

value of the contact force N

Na =
N1 + N2 + N3

3
(20)

Then value of angle between the normal to the working surface and third link axis

has the following form:

𝛿 = arctan T
Na

(21)

where the value of force T can be determined from expression (19).

6 Algorithm for Estimating an Effective Stiffness
of the Tissue

After the correction of the direction of penetration of the working element to point

A by the angle 𝛿 we can achieve the accurate orthogonal indentation of the work-

ing element into the tissue. According to the LLS readings, we can determine the
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Fig. 6 Two configurations

of the manipulator under the

orthogonal indentation

O1

11

21

31

A

x

y

stiffness of the tissue under consideration. Consider two different configurations of

the robot-manipulator. The first configuration corresponds to the robot position when

operating element just touches the tissue in the point A. In this case the contact force

is equal zero. The second configuration corresponds to robot position when it per-

forms orthogonal indentation of the sensor head into the tissue with small depth 𝜀

(Fig. 6).

The first configuration is set by the angles 𝜃11, 𝜃21, 𝜃31 and the second configura-

tion is given with angles values 𝜃12, 𝜃22, 𝜃32. Assume that 𝜃i2 − 𝜃i1 = 𝛿𝜃i, i = 1, 2, 3
are small values.

During the translational motion of the third link with the fixed angle 𝛼, relations

(7)–(10) must be satisfied. Then we have following equations:

𝜃31 + 𝜃21 − 𝜃11 = 𝜃32 + 𝜃22 − 𝜃12 (22)

l2 sin 𝜃31
sin 𝛼

+ l1 cos 𝜃11 +
l1 sin 𝜃11
tan 𝛼

=
l2 sin 𝜃32
sin 𝛼

+ l1 cos 𝜃12 +
l1 sin 𝜃12
tan 𝛼

(23)

Dependence of the indentation depth 𝜀 on angles characterizing the first and sec-

ond configuration looks as following:

𝜀 cos 𝛼 = l1 cos 𝜃12 + l2 cos(𝜃12 − 𝜃21) − l1 cos 𝜃11 − l2 cos(𝜃11 − 𝜃21) (24)

We substitute small increments of the angles 𝛿𝜃i, i = 1, 2, 3 to Eqs. (22)–(24).

Then Eqs. (22)–(24) at a first approximation take the following form:

𝛿𝜃3 + 𝛿𝜃2 − 𝛿𝜃1 = 0 (25)

l2 cos 𝜃32
sin 𝛼

𝛿𝜃3 + l1

(
cos 𝜃12
tan 𝛼

− sin 𝜃12
)
𝛿𝜃1 = 0 (26)

𝜀 cos 𝛼 = −l1 sin 𝜃12𝛿𝜃1 − l2 sin(𝜃12 − 𝜃22)(𝛿𝜃1 − 𝛿𝜃2) (27)
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We obtain 𝜀 from the (27). Knowing e and the force, which the tissue is exerting along

the axis of the third link, we find the estimation for effective stiffness coefficient

q = N
𝜀

(28)

Equations (25)–(26) can be used to acquire errors and to correct the operation

regime.

7 Conclusions

The problem of the motion of three-link robot-manipulator designed for medical

applications is considered. The mode of operation of the manipulator is studied,

in which the last link of the robot-manipulator performs a translational orthogo-

nal indentation into the surface of the soft tissue. Relations between the angles of

orientation of the manipulator links needed for providing the motion of the sensor

head along the normal to a tissue surface are found. The approach for restoring a

normal to the surface at the contact point is proposed, depending on the information

obtained from the VTS or from the LLS. The algorithm for the estimation of small

deviation of the third link from the normal direction is proposed using LLS readings.

The algorithm for determining the effective stiffness coefficient of the tissue at the

given point is developed.
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A Docking Maneuver Scenario
of a Servicing Satellite—Quaternion-Based
Dynamics and Control Design

Elzbieta Jarzebowska and Michal Szwajewski

Abstract The paper presents a quaternion-based dynamics formulation for a
servicing satellite approaching a client satellite. For understanding the dynamics
behavior of the satellite, the orbit dynamics is presented in the paper with focus on
the integration error for on-orbit dynamics. The mission scenario presented in the
paper is applicable for geostationary satellite servicing missions or conceptual
missions for a satellite of a modular structure, which allows changing components,
for example a broken sensor. Quaternion-based dynamics is used to omit problems
with Euler angle functions singularity during approaching maneuvers to a target
satellite. Investigation in space flight dynamics and control is an active research
area due to their practical and financial significance. Docking to well-known objects
with defined and cooperative interfaces is known and proved, for example docking
to International Space Stations. New areas of investigation are the non-cooperative
objects approaching and interception, like space debris, broken satellites, or pro-
longation of satellite operational functions. The quaternion-based dynamics model
presented in the paper describes functionality of all effectors, which allow orien-
tation of the satellite on its orbit. The orbit dynamics accompanying attitude
dynamics form a complete model for a satellite control design.

1 Introduction

From the first days of humans in space, modeling and prediction of behavior of a
spacecraft were a challenge for science. Main missions are focused on placing
objects on defined orbits. Very few tasks in space were performed to catch, service,
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or overtake functions of the spacecraft. Investigation in space flight dynamics and
control is an active research area due to their practical and financial importance.
Docking to well-known objects with defined and cooperative interfaces is known
and proved, for example docking to International Space Stations, were docking
interfaces and docking vehicles were specially designed. New areas of investiga-
tions are the non-cooperative objects approaching and interception, like space
debris, broken satellites, or prolongation of satellite operational functions. Analysis
and investigation of rendezvous maneuvers and formation flying is actually focused
on three main mission’s concepts. The first one is removing existing debris from the
LEO and middle attitude orbits. Actually, the space debris causes serious problems
for newly launched satellites. Removal space debris is under investigation of DLR
with the concept mission DEOS. This concept is now under implementation as
E-DeOrbit mission. A spacecraft with a dedicated robotic arm may catch debris and
deorbit them. The second area relates to formation flying maneuvers. The example
of such mission is PROBA 3. This mission is a formation of flying algorithms
technology proof mission. Two satellites on strongly elliptical orbits will create a
scientific instrument, a coronagraph. Satellites will be launched, connected, and
after release it will separate to create a formation and operate as an optical
instrument. In the scenario of the mission, it was taken into account that after the
operational time, the satellite will deorbit to not add debris on this orbit. The third
area of investigation is servicing missions. Servicing missions require precision
maneuvers and a rendezvous maneuver cannot impact on other operating systems of
a target satellite. The scenario of the mission has to be well defined and planned at
each step of the mission and flight away maneuvers.

Servicing missions are actively investigated by researchers because of their
complexity and planning requirements. The need of such missions is also under
investigation by the SENER Company, where analysis and analytical investigations
were performed. Missions for on-orbit servicing can be multifunction and multitask.
One of the mission scenario presented in this paper is servicing a satellite on a geo
synchronous orbit. The goal is to dock to a satellite and take over their functions.
Other mission concept, which the presented scenario can cover, is servicing a
building blocks concept satellite [1]. The servicing satellite would be equipped with
a functional iBOSS—intelligent building blocks for on-orbit-satellite servicing. In
this concept, the one servicing satellite could service a sort of satellites with
intelligent building blocks.

In this paper, a novel approach to the mission analysis is presented. The com-
plete concept with attitude and orbit dynamics equations is presented. The
quaternion-based dynamics model presented in the paper describes a complex
functionality of all effectors, which allow orientation of the satellite on an orbit. The
model includes reaction wheels, thrusters, and an influence of a drift caused by solar
radiation and by the atmosphere. The significant investigation is performed in
presenting the satellite body motion in the gravitational field. The standard Runge
Kutta or Rosenbrock integration procedures do not provide correct solutions to a
satellite dynamic equations. The reason is that the standard Runge Kutta or
Rosenbrock integration procedures do not conserve the satellite energy and it does
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not stay on the defined orbit but drifts away with an increasing integration error. For
the orbit dynamics, Gauss–Jackson Integration [2] has to be implemented. The
integration is a multistep predictor corrector method, which allows maintaining
potential of the satellite stable.

The theoretical development presented in the paper is illustrated by the simu-
lation study of potential servicing satellite approaching a target satellite. The sce-
nario presented in the simulation is limited to rendezvous and does not include
docking itself. The simulations also present trajectories of the satellites in the
inertial reference frame.

2 “Mission Protocol” Description

The starting point for the analysis is when a satellite is already at the geostationary
orbit. The target satellite is non-cooperative, what implies no motion for assisting
docking. This assumption is justified, taking into account a servicing telecommu-
nication satellite, which can still operate, but must be transferred to a graveyard
orbit in a short time period. For the mission analysis, a coordinate system fixed in a
target satellite is used, according to axes defined in [3]. In the literature such
coordinate system is also called LVLH—Local-vertical/Local-horizontal (Fig. 1).

For the mission analysis the geostationary orbit with the radius 42 164 km is
assumed.

The mission can be divided into three main phases. The first phase is to locate
the satellite as close enough on V bar, to allow detection of a target satellite. The
second phase is the flight around maneuver to change the location from V bar to R
bar to initiate the third phase, which is approaching the target satellite on R bar for
final docking. The summarized detailed protocol of the mission is presented in
Table 1.

Time defined for each maneuver can vary and depends on instruments used on
the satellite. The calculations presented in the Table 1 are based on the visual
navigation system defined by the SENER Company. The control points and tra-
jectories are presented in the section discussing simulation results.

Fig. 1 LV/LH coordinate
system
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2.1 Calculations of a Total Velocity Change for a Mission
Analysis

The preliminary mission analysis is performed to define the maximal velocity
change with respect to the time required for that change. For this simplified anal-
ysis, the Clohessy–Wiltshire model is adopted. The relative motion of a chaser with
respect to a target satellite can be described by the C-W equations of motion. They
require some specific nomenclature and concepts, which are defined in Fig. 2.

In the Table 2, the orbital elements are specified and described.
The first step to obtain the C-W equations is to define the position and velocity

vectors in the orbital coordinate system, i.e.,

ra =
h2

μ
*

1
1+ e* cos θ

*
cos θ
sin θ
0

0
@

1
A ð1Þ

vx =
μ

h
+

− sin θ
e+ cos θ

0

0
@

1
A ð2Þ

Table 1 Mission protocol description

Control Points Duration Description

A1 (+35 km on
Vbar)

6 h The satellite is on Vbar and is searching the target. The GNC
system is defining the orbit of target and servicing satellites

A1 to A2 12 h Transferring to A2 point. Approaching to the target
A2 (+2 km on
Vbar)

1 h Approaching to the target at 2000 m. Searching and defining
the satellite motion

A2–A3a (+400 m
on Vbar)

2 h Preparation to a spiral approach

A3a to A3b (−200
on V bar)

1 h Approaching and orbit determination

A3b to A3 (+100
on V bar)

1 h Motion form Vbar to R bar

A3–A4 (−500 m on
R bar)

6 h Approaching on R bar

A4 do A5 (−20 m
on R bar)

10 min Satellite is about 20 m from the target

A5 do A6 (7 m
from the target)

10 min At A6 point servicing satellite is at a distance of about 7 m
from the target

A6 (−7 m on Rbar) 10 min Servicing satellite is starting docking
A6 do A7 20 min Servicing satellite is ready to dock
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To express the location and velocity vectors in the Earth Centered Coordinate
system, a transformation matrix between coordinate systems has to be define as
follows:

QAa =
cosðωÞ sinðωÞ 0
− sinðωÞ cosðωÞ 0

0 0 1

2
4

3
5 1 0 0

0 cosðiÞ sinðiÞ
0 − sinðiÞ cosðiÞ

2
4

3
5 cosðΩÞ sinðΩÞ 0

− sinðΩÞ cosðΩÞ 0
0 0 1

2
4

3
5 ð3Þ

Inversing the above matrix and multiplying it by the position vector or the
velocity vector, the position and velocity vectors in the Earth Centered Coordinate
System can be derived as

rA =QaA * ra ð4Þ

vA =QaA * va ð5Þ

Fig. 2 Orientation of orbit in space (from Ref. 7)

Table 2 Orbital elements
description

Symbol Description

α Semi major axis
e Eccentricity
i Inclination
Ω Right ascension of ascending node
ω Argument of perigee
θ True anomaly
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When the position and velocity were defined in each of coordinate systems, the
velocity vector change can be derived. The change of the satellite position is
achieved by two impulses of forces. This assumption allows using a simplified
equation. To initiate the motion, a force should act on the satellite. In the equations
that follow, it will result with velocities denoted by a sign “+”. To stop the motion,
the force should act against this motion and velocities will be denoted by a sign
“−”. Figure 3 presents the rendezvous trajectory of the satellite B to reach a
point/satellite A.

According to Fig. 3, knowing velocity and a position of the satellite B and the
satellite A at the time t0 and using the C-W equations, the total velocity change can
be specified as

Δ vtotal = Δv0j jj j+ j Δvf
�� ��j ð6Þ

where

Δ v0 = δv+0 − δv−0 =
δu+

0
δv+0
δω+

0

0
@

1
A−

δu−
0

δv−0
δω−

0

0
@

1
A ð7Þ

and

δv+0 = −Φrv tf
� �− 1Φrr tf

� �
*r0 ð8Þ

δv−f =ϕvr tf
� �

δr0 +ϕvv tf
� �

δv+0 ð9Þ

Δvf = δv+f − δv−f ð10Þ

Fig. 3 Randevouz trajectory
in two impulse case (from
Ref. [7])
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The notation in Eqs. (6)–(10) is δv+0 is the velocity to initiate the start of motion
and δv−f is the velocity to stop the rendezvous maneuver. Based on Eqs. (6)–(10)
the total change of velocity can be determined. Lacking information are C-W
relations, which are presented below

Φrr =
4− 3 cosðntÞ 0 0
6ðsinðntÞ− ntÞ 1 0

0 0 cosðntÞ

2
4

3
5 ð11Þ

Φrv =

1
n sinðntÞ 2

n ð1− cosðntÞÞ 0
2
n ðcosðntÞ− 1Þ 1

n ð4 sinðntÞ− 3ntÞ 0
0 0 1

n sinðntÞ

2
4

3
5 ð12Þ

Φvr =
3n sinðntÞ 0 0

6nðcos ntð Þ− 1Þ 0 0
0 0 − n sinðntÞ

2
4

3
5 ð13Þ

Φvv =
cosðntÞ 2 sinðntÞ 0

− 2 sinðntÞ 4 cos ntð Þ− 3 0
0 0 cosðntÞ

2
4

3
5 ð14Þ

where n is the angular velocity for a circular orbit and it is expressed as

n=
v
r
=

ffiffiffiffi
μ

r30

r
ð15Þ

Based on the scheme of the satellite action sequences presented in this section,
the rendezvous mission scenario can be developed. A detailed description of dif-
ferent approaches to mission maneuvers such as continuous burn transfers can be
found in [4]. For a mission planning, a simplified calculation can be conducted to
assess the amount of fuel required for each maneuver. Each mission is assigned an
optimization function, in which selected factors are defined as the most efficient
ones. In case of a mission whose main purpose is servicing more than one satellite,
the main parameter is fuel. A servicing of building block satellite can be a good
example of this.

3 Servicing Satellite Dynamics

The satellite dynamics and orbit perturbation can be expressed in different coor-
dinate systems. For the purpose of this paper, inertial reference frame is used as
shown in Fig. 2. Other more sophisticated and accurate reference frames could be
used to define, for example the elliptical Earth, as the geodetic reference frame
described in [5], but it is not the purpose of this paper. In this section, a model of
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satellite dynamics is presented. It is developed in a body and inertial reference
frames with the use of quaternion. The attitude dynamics model describes effectors,
which can act on the satellite and torques which can change the satellite orientation.
Also, the model of an orbit perturbation is presented and simulation problems and a
solver selection for integrating the satellite dynamics is discussed.

3.1 Satellite Attitude Dynamics

The satellite dynamics is composed of translational and rotational motion equations.
A description of translation is discussed with the orbit perturbations taken into
account. Equations of rotation of the satellite are based upon the Euler equations,
i.e., that the time rate of change of an angular momentum is equal to the sum of
external moments applied to a body. In equations that follow, the upper case at each
variable indicates the reference frame, where a letter E stands for the inertial frame
and B specifies a body fixed reference frame. The satellite dynamics is based upon
the development presented in [5].

IB
dωBE

dt
= ∑MB ð16Þ

In Eq. (16) the right-hand side moments about the center of mass of the satellite
are the moments generated by reaction wheels, thrusters used for fast reorientation,
or perturbation moments that may act on the satellite.

Taking the Euler angle description, Eqs. (16) can be transformed to the satellite
body reference frame. Also, note that the change of the satellite inertia is negligible,
what results in the following rotational motion equations.

dωB

dt
= IB
� �− 1 −ΩB� �

IB
� �

ωB +mB
� �

, ð17Þ

where

ωB =
p
q
r

2
4

3
5 ð18Þ

ΩB =
0 − r q
r 0 − p
− q p 0

2
4

3
5 ð19Þ

Equation (17) consists of three first-order nonlinear differential equations. Due
to the well-known singularity problems related to Euler angle functions, the final
satellite dynamics is derived in Euler parameters, i.e., quaternion description.
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The four-dimensional space is the rotation quaternion, i.e.,

q= q0 + iq1 + jq2 + kq3 ð20Þ

The norm of the quaternion is to be

q20 + q21 + q22 + q23 = 1 ð21Þ

This norm can be treated as a constraint equation for the four parameters. It has
to be satisfied then and checked during an integration process, and corrected if
needed. Practically, due to the finite length of an integration step, the norm has to be
corrected by some factor in the same way as a constraint equation.

q½ �=
q0
q1
q2
q3

2
664

3
775=

cos ε
2

� �
sin ε

2

� �
n1

sin ε
2

� �
n2

sin ε
2

� �
n2

2
664

3
775 ð22Þ

Relations between the four Euler parameters and body fixed angular velocities
can be written as follows:

q0
.

q1
.

q2
.

q3
.

2
664

3
775=

1
2

0 − p − q − r
p 0 r − q
q − r 0 p
r q − p 0

2
664

3
775

q0
q1
q2
q3

2
664

3
775 ð23Þ

These differential equations are linear and are free of singularities. The initial-
ization for the equation could be done by Euler angles and using Eqs. (21) and (22),
which allow to define the initial quaternion. As mentioned, during the integration
process of Eq. (23), the unit norm of the quaternion could drift along the simula-
tion. To control the quaternion norm, we introduce a correcting factor following [5].
It can be selected based on simulation experiments.

q0
.

q1
.

q2
.

q3
.

2
664

3
775=

1
2

0 − p − q − r
p 0 r − q
q − r 0 p
r q − p 0

2
664

3
775

q0
q1
q2
q3

2
664

3
775+Kλ

q0
q1
q2
q3

2
664

3
775 ð24Þ

where λ=1− ðq20 + q21 + q22 + q23Þ is the correcting factor.
The satellite dynamics simulation results presented in quaternion description are

not easy to interpret, so the Euler angles as functions of quaternion are welcome.
The relations are as follows:

A Docking Maneuver Scenario of a Servicing Satellite—Quaternion … 189



tan ψð Þ= 2ðq1q2 + q0q3Þ
q20 + q21 − q22 − q23

ð25Þ

sin θð Þ= − 2ðq1q3 − q0q2Þ ð26Þ

tan ϕð Þ= 2*ðq2q3 + q0q2Þ
q20 − q21 − q22 − q23

ð27Þ

The quaternion-based dynamic equations for the satellite attitude consist of three
dynamic equations for the rate of change of the satellite angular velocities and four
kinematic differential equations in quaternion. Additionally, the transformation
matrix for expressing the quaternion in the inertial reference frame is as follows:

MBE =
q20 + q21 − q22 − q23 2 q1q2 + q0q3ð Þ 2 q1q3 − q0q2ð Þ
2 q1q2 − q0q3ð Þ q20 − q21 + q22 − q23 2 q2q3 + q0q1ð Þ
2 q1q3 + q0q2ð Þ 2 q2q3 − q0q1ð Þ q20 − q21 − q22 + q23

2
4

3
5 ð28Þ

3.2 Equations of the Satellite Perturbed Motion

The equations of motion for the satellite moving around the point mass planet is
given in the internal frame by the equation below

d2r
dt2

= −
μ

r3
r ð29Þ

where, r is the position vector of the satellite, µ is the gravitational constant, and t is
time. The position vector can be presented in a general function form or orbit
elements. To derive an equation of motion with perturbation, a resultant vector of
acceleration has to be added to the right-hand side of Eq. (29) as follows:

d2r
dt2

= − μ
r
r3

+ ap ð30Þ

The main perturbations in the solar system can be divided in two categories
according to [6], as gravitational and no gravitational. The sources of the gravita-
tional acceleration are third bodies as the sun or the moon and the no spherical
Earth. The sources for nongravitational acceleration are atmosphere drag, solar
radiation pressure, out-gassing, or the tidal friction effect. The other classification of
perturbations calls them conservative if they depend on positions only or
non-conservative when they depend on positions and velocities [6]. In the
non-conservative perturbation case, the energy transfer occurs. In the solar system
the perturbation acceleration for all satellite orbits is 10 times smaller than the
central force or two body accelerations.
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In this paper, we present a step-by-step numerical integration method called
“Special perturbation method” [6]. This is the straightforward method for a solution
of two body equations of motion with perturbation. Equation (30) is a second-order
nonlinear differential equation which can be reduced to two first-order differential
equations as presented in Eq. (31) or used directly in Gauss–Jackson method of
integration.

r ̇= v
v ̇= − μ

r3 r+ ap

�
ð31Þ

4 Simulation Study—a Satellite Motion and Approaching
a Target

In this section simulation studies are presented. They are based on the satellite
dynamics models (24) and (30). The simulation case study considers the servicing
mission of a telecommunication satellite. The servicing satellite moments of inertia
are Ixx = 2645, Iyy = 698, Izz = 2355 kg/m2. The orbit of the simulation is a
circular orbit with inclination 0 and altitude of 35786 km.

The first study is to simulate the servicing satellite approaching the telecom-
munication satellite. The analysis was performed according to the mission’s pro-
tocol collected in Table 1. The docking maneuver may start after reaching the
location A6. The coordinate system is located in the center of mass of the target
satellite. Simulation results are presented in Fig. 4.

The second simulation study is for the attitude dynamics in the quaternion
description. The quaternion norm is checked in each simulation time step. In this
simulation, torques generated by reaction wheels were introduced. Figure 5 shows
changes of the satellite angular velocities when the reaction wheels act during a
10 min long maneuver. Figures 6 and 7 present time changes of quaternion com-
ponents and the norm preservation along simulation, respectively.

Figure 8 presents changes of Euler angles during the simulation time.
The orbit motion of the satellite was simulated with the use of the Gauss–Jackson

method, which allows integrating second-order equations directly without the need
of reducing them to two first-order differential equations. The satellite unperturbed
motion on its orbit is presented in Fig. 9. The perturbed motion is depicted in
Fig. 10.
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Fig. 4 Approaching sequences to the target satellite
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Fig. 5 Changes of the satellite angular velocities under the action of reaction wheels

Fig. 6 Euler parameters changes in time
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Fig. 7 Quaternion norm along the simulation

Fig. 8 Euler angles changes in time
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5 Conclusions

The paper presents the development of the satellite dynamics for a servicing mis-
sion scenario. The mission is to approach and dock to a client non-cooperating
satellite. The attitude satellite dynamics is presented in quaternion description and
simulated with the action of the satellite reaction wheels. The satellite unperturbed

Position on orbit 
z 

[k
m

] 

y [km] x [km] 

Fig. 9 Unperturbed satellite motion on the orbit

y [km] 
x [km] 

z 
[k

m
] 

Position on orbit with perturbation on Y axis 

Fig. 10 Perturbed satellite motion on the orbit with the perturbation acting along Y axis
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and perturbed on-orbit motions are simulated using the Gauss–Jackson method. The
developed models of the attitude and on-orbit dynamics enable simulating the
docking maneuver. They can be incorporated with control algorithms for other
servicing missions, e.g., a satellite module exchanging.
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Nonlinear Dynamics of a Vibration
Harvest-Absorber System. Experimental
Study

Krzysztof Kecik and Andrzej Mitura

Abstract This paper presents experimental analysis prospect of using a vibration
absorber for possible energy harvesting results. To achieve this goal, a classical
pendulum-oscillator system (dedicated to vibration suppression) is modified by
adding an electromagnetic harvester device. The electromagnetic energy harvester
consists of a two fixed and one levitating magnets. The induced energy results from
relative movement between magnet and coil, which produces a voltage in the coil
by electromagnetic induction phenomenon. When an external excitation is applied
to the harvest-absorber system, the levitating magnet will start to oscillate due to the
magnetic repulsion of the two fixed magnets. The main goal of this work is to show
induced energy of a pendulum-oscillator system with added harvester device, near
the main resonance region. The influence of frequency of excitation and resistance
load is shown. Additionally, a mathematical model of magnetic levitating force is
proposed.

1 Overview of Energy Harvesting

Energy harvesting (EH) is commonly referred to as a process where a given amount
of ambient energy is transformed into electrical energy. The ambient energy could
be the kinetic energy of a moving or vibrating structure (vibrational harvesters), the
radiant energy of sunlight (photonic harvesters) or the thermal energy (radial har-
vesters), of a warm object [6]. The vibrational devices feed off motion produced as
a by-product in order to generate power, and so are natural AC power sources.
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Nowadays, there are several energy harvesting methods that convert mechanical
energy into electrical energy. The most popular are: electromagnetic energy har-
vesters (called induction energy harvesters), piezoelectric energy harvesters, mag-
netostrictive energy harvesters, and electrostatic energy harvesters.

The magnetic induction harvesters generate power through relative motion
between a coil of wire and a magnet [8, 15]. The motion of magnet causes the
magnetic flux, which leads to generation of a voltage [11]. The level of recovered
energy depends mainly on the size of the system and velocity of magnet. The
magnitude of energy harvested can vary from milliwatts up to kilowatts [13].

The piezoelectric harvesters produce a voltage when deformed under an applied
stress. The magnitude of recovered energy from piezoelectric systems equal from
microwatts to watts [1, 14]. Similarly, a magnetostrictive harvester which is based
on properties of magnetostrictive material will produce a magnetic field when
deformed. The electrostatic energy harvesters use the vibration of a host structure to
vary the capacitance of an initially charged capacitor. This variable capacitor acts
like a current source that can power an electrical circuit [2]. Energy electromagnetic
harvesters based on magnetic levitation started to be studied in the last time [10],
especially due to their mechanical structure simplicity (lack of springs or other
mechanical elastic elements of suspension), which ensures a high reliability in
work.

Similar to harvest energy process is the suppression vibration phenomenon by
dynamic absorbers. Therefore, the combination of energy harvesting and vibration
suppression seems very promising. The conception of simultaneous vibration
suppression and energy harvesting can be found in the literature. Kecik and Bor-
owiec [7] proposed an autoparametric pendulum system to energy harvesting. They
propose the rotatory harvester mounted in the pendulum pivot. Energy harvesting
effectiveness due to different kinds of pendulum motion is analyzed. The obtained
results show that, the chaotic motion of the pendulum generates highest voltage.
Hassaan [5] proposes a novel concept for using the mass-spring vibration absorber
as energy harvester, and defines a new frequency depending on the mass ratio of the
absorber. Mitura et al. [12] proposed a numerical model of a pendulum system with
an added harvester device. The magnetic levitation force is treated as linear spring
force. Different kind of the pendulum behavior was studied from energy harvesting
point of view. The higher recovered energy is obtained for the chaotic motion.

In this paper, the prospect of using a vibration absorber for possible energy
harvesting from low frequency vibrations is presented. The studies are carried out
on a special laboratory rig. The influence of the excitation frequency and the
resistance load on recovered energy is presented. Additionally, the model of the
magnetic levitated force is proposed.
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2 Concept of Harvest-Absorber System

2.1 Pendulum Absorber System

The experimental study has been performed on a special laboratory rig at Lublin
University of Technology. General view of the experimental apparatus is shown in
Fig. 1. The main elements are: a mechanical system consists of the pendulum and
the oscillator (vibration suppression device), the electromagnetic harvester with
electrical circuit and the control-measured module. The system has three degrees of
freedom for the mechanical parts and one for the electrical circuit. The data
acquisition and control of the system is realized by platform module DSP module
and with the help of camera Phantom Miro120 (for magnet measuring).

The harvest-absorber system (Fig. 2) consists of: the pendulum (absorber, (1)),
the oscillator (2) and the levitating magnet of harvester device (3). Inside the
pendulum the magnetic harvester consist of three magnets is mounted. The detailed
description of harvester is presented in the next section. The pivot of the pendulum
is connected with an encoder MHK 40 (4). The oscillator (called main system) can
be fitted for required dynamical conditions by changing of mass (5). The spring
which connects mass of the oscillator and base is linear. The different spring
stiffness can be applied depending on dynamical conditions. The dynamics of the

Fig. 1 General view of the experimental apparatus
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system is investigated for two dampers variants: a classical linear viscous damper
(6) which is controlled by a hydraulic valve connected to an oil tank (7), or a
nonlinear magnetorheological damper RD1097-01 (8) with a suitable control
system.

The motion of the system is realized by mechanism: a motor 1.5 kW (9), an
inverter (10), and a special system which changes rotation of the DC into trans-
lational motion of the slider (11). The slider is connected to the main system by the
linear spring (12), (kinematic excitation). The mounted spring transmitting motion
from motor to oscillator is linear. To verify the harmonic motion of excitation, the
slider motion was measured by high-speed camera.

2.2 Electromagnetic Induction Device

A schematic diagram and a photo of the electromagnetic harvester are presented in
Fig. 3. From a functional principle point of view, electromagnetic generator is
similar to a shaker, but the conversion process is reversed [4]. The electromagnetic
harvester device (Fig. 3a) consists of a circular permanent neodymium magnet
NdFeB (1), (known as Neo) with axial direction of magnetization and anticorrosion

Fig. 2 The oscillator-pendulum system with energy harvester
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coat levitating between two fixed magnets. Two permanent neodymium magnets,
top (2) and lower (3) are rigidly fixed to the tube and are oriented such that the
middle, unfixed magnet levitates in an equilibrium position. The magnets are placed
in such way that all of the magnets facing the surface have the same oriented pole
(Fig. 2b). The magnets are a type of strong, and are made of an alloy composed of
neodym, iron, and boron to form Nd2Fe14B tetragonal structure. This levitating
magnet is free to move vertically within the tube (practically no friction). The
position of the lower magnet can be regulated (6), and equilibrium position of the
middle magnet is possible to set. The harvester housing is made as a cylindrical
piece of tubing (4) from plexiglass material. Transparent material of the tube
enables observation motion (displacement and velocity) of the magnet by a camera.
In order to ensure free motion, the holes in the tube housing are made (to reduce
compressed air).

The both fixed magnets are ring shaped with outer diameter of 20 mm and
height of 5 mm. At the outside of the pendulum a wire-wound copper coil (5) is
wrapped around outside of the inner tube connected to the resistance load. It can be
set by the precision potentiometer from the range of 0–10 kΩ.

The circuit dissipates the produced energy across a load resistor and it is not
capable of storing energy. The parameter lists of the magnetic harvester device are
presented in Table 1.

When an external excitation is applied to the harvest-absorber system, the
middle magnet (levitating) will start to oscillate due to the magnetic repulsion of the
two fixed magnets, so a voltage is induced and flows through the circuit.

This relative oscillating motion causes a variation magnetic flux inside the coil.
Using Faraday’s law the voltage induced in the coil is obtained

Fig. 3 The view of magnetic
pendulum harvester system
(a) and its scheme (b)
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ε= −
dϕ
dt

, ð1Þ

where ε is the voltage induced and dϕ is the magnetic flux. The residual flux density
for a neodymium magnet is around 1.15 T [9]. This value depends on the separation
distance between the magnet and the coil.

The induced voltage strongly depends on the position and velocity of the levi-
tating magnet relative to the coil. Therefore, the current through the coil will depend
upon the position and velocity of the magnet.

The relationship between the magnet velocity and current for system with an
active pendulum in Fig. 4 is presented. The peak harvest current equals 6 mA, for
the magnet velocity 0.15 m/s. In Fig. 4a presents the velocity–current phase, for
time period 5 s, while in Fig. 5b, only for one cycle (0.5 s). Note, that this figure
shows a magnetic hysteresis.

Table 1 Measured
parameters for the magnetic
harvester

Magnet

Height 35 (mm)
Diameter 20 (mm)
Mass 98 (g)
Coil
Coil resistance 1150 (Ω)
Coil inductance 1463.6 (mH)
Wire diameter 0.14 (mm)
Turn of winding 12740 (-)
Tube
Total length 340 (mm)
Mass with two fixed magnets 350 (g)

Magnet velocity (m/s)
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Fig. 4 Experimental results: the levitating magnet velocity versus induced current, for time period
5 s (a) and 0.5 s -one cycle (b). The frequency of excitation 1.9 Hz, the resistance load
1.15 kΩ, the amplitude of kinematic excitation 20 mm
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The numerical model of the laboratory rig is presented by authors in paper [12],
where equations of motion (three for the mechanical parts and one for the electrical
circuit) are obtained by the Lagrange’s approach. In this model assume that mag-
netic force is linear function of the magnet’s displacement.

3 Results and Discussion

3.1 Static Analysis of Levitating Magnet

Free vibration test was performed to identify the dynamic properties of the harvester
device. The natural frequency of the pendulum was identified to 6.47 rad/s. The
viscous damping coefficient equals 0.012 Nms.

In the literature, usually levitation of the magnet is treated as magnet suspended
on the linear or nonlinear spring [3]. The simply force-displacement test (Fig. 5a)
shows that relationship between static force and displacement exhibits strongly
nonlinear behavior, especially for large displacements (Fig. 5b). Only, in the small
range of displacement it can be assumed as linear characteristics. This test was done
with help of high-speed camera Phantom Miro 120 (with resolution 256 × 1024
pixels). In Fig. 5b, blue points mean experimental results, while the continuous line
(red) presents a proposed model of the magnetic force.

We proposed the mathematical model of the magnetic force F(Δx), based on
approximation of the experimental data based on power function

Fig. 5 Photo of the levitating magnet (a) and the magnet restoring force F(Δx) (b) plotted as a
function of the separation distance between the movable and bottom magnet (Δx)
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F Δxð Þ= a1 +
a2
Δx2

, ð2Þ

where a1 and a2 are the estimated parameter from experiment.
Optimal value of a1 and a2 can be found by minimization of index W

W a1, a2ð Þ= 1
n
∑
n

i=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

Fexp − a1

r
−Δxexp

����
����, ð3Þ

where n is number of experimental points, Fexp, Δxexp are experimental measured
restoring force and displacement. In our case the model of magnetic force has a
form shown in Fig. 5b.

3.2 Energy Recovery Analysis

The first step of energy harvesting analysis is to find resonance region. The reso-
nance curves are obtained by experimental study of effective power versus the
frequency of excitation. In Fig. 6a, b, the resonance responses for the load resis-
tance of 1.15 and 6 kΩ are presented. The amplitude of the excitation was 20 mm.
The resonance region where the pendulum executes swings, in both cases, exists in
the same range of 1.65–2.05 Hz. The red line corresponds to the nontrivial solution
(the oscillator and pendulum oscillates, denoted NT), while the black line indicates
semi-trivial solution (only the oscillator vibrates, denoted ST). The black points are
experimental results obtained from the laboratory rig.

Fig. 6 The power response of the harvest-absorber system for the load resistance 1.15 kΩ (a) and
6 kΩ (b)
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The maximal recovered power is observed for pass to nontrivial solution and
equals about 24 mW, for the resistance load 1.15 kΩ (Fig. 6a). Interestingly, that
swinging of the pendulum recovered higher energy (compared to semi-trivial
solution) for the frequency smaller than 1.85 Hz (“effective pendulum region”).

After crossing this value, induced energy is higher, if the pendulum stays in
equilibrium. Similar results are observed for 6 kΩ, but the region of “effective
pendulum” is smaller. The recovered energy for ST solution increases together with
frequency of excitation, especially for the large load resistance (Fig. 6b).

A load resistance circuit is used to experimentally assess the performance of the
harvester. The level of damping in the energy harvester can be modified by
increasing or decreasing the load resistance. In order to illustrate the energy har-
vesting consideration, a series of experimental tests have been done. The experi-
mental relationship between the load resistance and response of a nonlinear
magnetic harvester is shown in Fig. 7. These results were done in two variants: for
ST (Fig. 7a) and NT (Fig. 7b) solutions.

The blue line (with triangle markers) means induced voltage, the red line (circle
markers) denotes generated current, while the black line denotes (with cross
markers) power. The displacement of the pendulum is described by the green line
with square markers. Please note that pendulum in Fig. 7a is inactive (stopped in
lower equilibrium position). The increase of the load resistance causes growth of
voltage up to 12 V (for 10 kΩ), for ST solution (Fig. 7a). The maximal power
corresponds to the resonance peak for the load resistance 6 kΩ and yield 17 mW.
Note that higher power differs from the literature suggestion, where usually the
power peak is located nearly the coil resistance [6].

The next diagram shows similar results, but in this case of an active absorber
(Fig. 7b). In this case, maximal induced power is about 7.5 mW, for the resistance
load peak of 3 kΩ.

Interestingly, that displacement of the pendulum practically is independent of the
resistance load. The pendulum executes swinging with the same amplitude (the
green line has identical level).

Comparing the results of Fig. 7a, b we observe that recovered voltage for the
semi-trivial solution is much higher, especially for the resistance load higher than
4 kΩ. However, for lower resistances, the pendulum induces higher power.

Note that for high frequency and/or certain values of load resistance, the magnet
jumps out of the coil, what can essential influence on energy harvesting.

The exemplary time histories of the harvest-absorber system in Fig. 8 are pre-
sented. The harmonic kinematic excitation with amplitude 20 mm and period
0.525 s is shown in Fig. 8a. The angular pendulum displacement in Fig. 8b is
presented. The frequency ratio between the pendulum and the excitation is ½. Note
that pendulum executes large swings about 65°.
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The velocity of magnet (Fig. 8c) and induced current (Fig. 8d) shows different
motion compared to the pendulum. The magnet shows much more complicated
behavior compared to the pendulum. This can be the results of impact in the air
cushion and small friction of magnet in the tube.

Fig. 7 The induced: power, voltage and current displacement versus the load resistance, for the
inactive (a) and active (b) pendulum, for frequency 1.9 Hz
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4 Conclusions

The paper delivers an energy harvesting analysis focused on experimental results.
The harvester device based on the levitating magnet inside the vibration absorber
(the pendulum), which is attached to the main system (the oscillator). The concept
is dedicated to the pendulum swings. This motion usually is dedicated for dynamic
absorbers. The analysis was done near the main parametric resonance, where the
pendulum cannot stay in the equilibrium point.

If the pendulum executes a swinging, induced power can be lower or higher and
the stay in equilibrium depends on the frequency of excitation and the resistance
load. The maximal power obtained for frequency 1.65 Hz and load resistance
1.15 kΩ is about 24 mW. However, the analysis of load resistance influences show
that maximal induced power exists for 3 kΩ.

If the pendulum stopped in equilibrium, then the highest recovered power was
25 mW for 2.1 Hz. However, the resistance analysis shows that resonance peak is
located for 6 kΩ.
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Fig. 8 Experimental results: excitation of the oscillator (a), the pendulum (b) displacements,
velocity of levitation magnet (c) and recovered current (d), for the frequency 1.9 Hz, the load
resistance 1.15 kΩ
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For the vibration suppression, the lower frequencies and the load resistances are
recommended. In our case, the frequency and the load resistance should be lower
than 1.8 Hz and 4 kΩ. The activation of the pendulum influences on the power
peak location. Interestingly, that load resistance not influences on the pendulum’s
amplitude. The recovered energy strongly depends on the magnet’s velocity.

Additionally, we propose the model of the magnetic force based on power
function.

The next step will be the numerical simulations of harvest-absorber system.
Additionally, to find the compromise between energy harvesting and vibration
suppression is one of the aims.
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Three-Chamber Model of Human
Vascular System for Explanation
the Quasi-Regular and Chaotic Dynamics
of the Blood Pressure and Flow
Oscillations

Natalya Kizilova

Abstract Arterial blood pressure P(t) and flow V(t) curves measured by ultrasound
or other technique exhibit quasi-regular dynamics with clear patterns of the P(V)
loops. In this paper, the curves measured in central aorta, upper, and low extremities
of young healthy volunteers and patients with cardiovascular disorders are studied.
Both quasi-regular and chaotic dynamics of the P(t) and V(t) signals are found.
A mathematical model of a series connection of three nonlinear viscoelastic
chambers representing central (1) and peripheral arterial (2) and peripheral venous
(3) compartments are proposed. The pressure and flow oscillations in each com-
partment are computed at different model parameters such as resistivity of the
microcirculatory bed, elastic and viscous parameters of the arterial and venous
walls. It was found the quasi-regular dynamics with different patient-specific pat-
terns of the P(V) attractor are proper to variations of the material parameters within
the physiological limits, while the chaotic dynamics appear when wall compliance
and/or resistivity of the chambers (2) or (3) are too high. Those variations are proper
to deep vein thrombosis, microcirculatory disorders, and age-related degradation of
the blood vessel wall.

1 Introduction

Blood flow in the blood vessels is pulsatile that is determined by periodic heart
contractions [1]. The heart provide mechanical work to pump an ejected volume of
blood against the aortic pressure, gravitation (in the upper arteries and veins) and
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accelerate the volume up to v = 60–80 cm/s in aortic root. Motion of the heart and
the valves produces small excitations of both pressure and flow velocity in the aorta
and other arteries. In that way, the blood flow is composed of the periodic com-
ponent pumped at the velocities v ∼ 20–80 cm/s depending on the diameter of the
artery, and the wave component propagating at the wave velocity in the fluid-filled
compliant tubes, which is c ∼ 5–8 m/s in the arteries of a healthy individual and
c ∼ 12–15 m/s in the elderly with more rigid arterial walls affected by
atherosclerotic plaques with calcium deposition [2].

The propagating waves are reflected at different nonuniformities in geometric
and mechanical properties, such as tapering of the tube, wall thickening and thin-
ning, lesions, stenosis, aneurism, twist, bends, and branching of the arteries.
Superposition of the propagated and reflected waves produces complex blood
pressure P(t) and flow V(t) waveforms that can be measured invasively via catheters
or noninvasively by ultrasound, plethysmography, magnetic resonance imaging,
and other techniques. At low wave velocities the reflected waves come back at
diastole and produce secondary (dicrotic) peak or peaks on the descending part of
the P(t) and V(t) waveforms. At higher wave velocities the reflected waves come at
the end- or even mid-systole that gives the waveforms without dicrotic peak but
with higher main (anacrotic) peak that gives higher pressure oscillations affecting
the vessel wall.

In that way, dynamics of the blood flow in the arteries is complex and may
exhibit either regular or chaotic nature [3, 4]. Chaotic spectra of the measured
signals have been detected in the renal [5], pulmonary [6, 7], brachial [8], epicardial
coronary [9], myocardial [1], central ear [10] arteries of humans and laboratory
animals, finger plethysmograms [9], and some other organs. Transitions to the
low-dimensional chaos have been observed. Some indexes of the chaotic dynamics
have been used in clinical diagnostics of mental disorders [11], lower extremity
peripheral arterial disease in diabetic foot [12], and some others [13].

Chaotic dynamics of the blood flow is determined by nonlinear viscoelastic
properties of the blood vessel wall [1], flow instability development due to
fluid-structure interaction [14, 15], non-Newtonian properties of the blood, non-
linear local and central regulation of the vessel lumen and rigidity with time delay
[1], heart rate variability which is chaotic small amplitude variations in the heart
rate (beat-to-beat) interval. The last phenomenon is inherent to normal healthy
heart, while the others are proper to pathological or age-related changes in the blood
and vessel wall properties. A detailed review of existing mathematical models
describing the regular and chaotic dynamics of the blood flow is presented in [4].

In this paper the results of experimental study of the blood flow dynamics are
presented and importance of the venous compartment of the blood circulation
system in development of the chaotic dynamics is shown. A simple mathematical
model describing the influence of the viscoelastic properties of the compartments
on the blood flow dynamics is developed.
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2 Materials and Methods

A series of measurements has been carried out on a control group of young healthy
volunteers (11 male, 14 female, age = 23 ± 4 years). Arterial blood pressure curves
P(t) in thoracic aorta PaðtÞ, femoral PflðtÞ,PfrðtÞ and brachial PblðtÞ,PbrðtÞ arteries
(both right and left) have been computed from the blood vessel oscillation curves
D tð Þ measured by ultrasound scanner Elegra Advanced (Siemens). The procedure
has been described in [3]. The group of patients with age-related cardiovascular
diseases (hypertension, atherosclerosis, deep veins thrombosis) consisted of 12
males and 13 females (age = 64 ± 6 years). The measured signals have been
treated by Bayesian filter.

Heart rate variability and the phase curves D′ðDÞ, where D′ = dD d̸t have been
studied. Some preliminary results of the study have been reported in [4]. Different
types of the measured signals have been distinguished (Figs. 1, 2 and 3). The
control group demonstrated regular dynamics with high synchronization of the
blood pressure oscillations in aorta and peripheral arteries. The example is pre-
sented by the curves 1 (PaðtÞ) and 2 (PflðtÞ) in Fig. 1. The time shift between the
peaks of the anacrotic and dicrotic waves in PaðtÞ and PflðtÞ is almost constant and

Fig. 1 Pressure oscillations in the abdominal aorta (1), left (2) and right (3) femoral arteries in a
healthy young volunteer

Fig. 2 Pressure oscillations in aorta (1), left (2) and right (3) femoral arteries in an adult volunteer
with deep varicose veins in the left leg
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the end-systolic and end-diastolic blood pressure decay at the same attenuation rate.
This correspondence between the PaðtÞ, PblðtÞ,PbrðtÞ and PflðtÞ,PfrðtÞ has been
detected in 21 volunteers from the control group, while four others (two male and
two female) exhibited a discordance between one of the PblðtÞ,PbrðtÞ or
PflðtÞ,PfrðtÞ curves with others. For instance, the data presented in Fig. 1 show
good correspondence between PaðtÞ and PflðtÞ while the PfrðtÞ curve possess earlier
anacrotic peak provided by the higher pulse wave velocity due to the more rigid
arterial walls and faster end-systolic and end-diastolic decay with a series of small
amplitude peaks determined by the complex peripheral wave reflection and high
compliance of the microcirculatory system. The reported discordance may serve as
early index of developing vascular pathology in young individuals.

In the group of elderly patients, good synchronization has not been found. One
subgroup demonstrated smooth and regular central aortic pressure with low peak
pressure and late dicrotic wave that corresponds to normal compliance of the
arterial wall, while the shape of the blood pressure curves measured in the low
extremities did not correspond to PaðtÞ (Fig. 2). The amplitude of the waves was
low and in some cases the dicrotic wave produced by the wave reflection was
bigger than the anacropic wave with noticeable and varying time delay between the
two waves (curves 2 and 3 in Fig. 2). The delay may be connected with enormously
high compliance of the periphery vascular bed and nonlinear properties of the walls.
The patients who exhibited this behavior of the measured signals were diagnosed
deep varicose vein problems.

The patients with age-related degeneration of the blood vessel walls,
atherosclerosis, and thrombosis of deep veins demonstrated very complex discor-
dant high oscillating pressures (Fig. 3). The phase curves D′ðDÞ for that subgroup
of patients exhibited chaotic dynamics as it was reported in [4]. In the control group
the clear quasi-regular dynamics has been detected even in those individuals who
possessed asymmetric signals on their left and right extremities. Involvement of the
state of the veins in different blood pressure dynamics means that the mathematical
model of the studied system must include not only arterial but also the microcir-
culatory and venous compartments.

Fig. 3 Pressure oscillations in the left (1) and right (2) femoral arteries in an adult volunteer with
deep vein thrombosis and atherosclerosis

212 N. Kizilova



The very good correspondence between the pressures in aorta and left femoral
artery (Fig. 4a), and in the left and right brachial arteries (Fig. 4b) in healthy young
volunteers also demonstrates quasi-regular dynamics. The systolic parts of the
pressure curves correspond to the parallel straight and curved lines in Fig. 4, while
the diastolic part may vary from beat-to-beat but with insignificant deviations.
Those deviations are practically absent when the arterial junctions are well matched
and produce almost zero wave reflection, so the arterial system between aorta and
brachial artery serves as optimal waveguide (Fig. 4a). The correlation between the
pressure oscillations in the left and right extremities (both upper and low) is not so
clear and the straight lines in the PblðPbrÞ and PflðPfrÞ loops are absent even in the
young healthy subjects. In the elderly the arterial junctions are not well matched and
produce many reflected waves while the incident wave generated by the heart is
propagated along the arterial waveguide. Big area of the loops PaðPlÞ and PblðPbrÞ
in Fig. 4 corresponds to high compliancy of arteries in young individuals [16].

The elderly patients with atherosclerosis and varicose veins demonstrated
chaotic dynamics in the dependences between different pressure signals. For
instance, in the PflðPfrÞ curve presented in Fig. 5a there is a short linear part at the
beginning of systole when the arterial wall is not stretched (below the gray straight
line), but the dynamics of the pressure oscillations demonstrate irregular jumps
between the subpart of the plane below and over the straight line. This dynamics
correspond to uncoordinated variations when the anacrotic or dicrotic peaks of one
curves may be lower or higher than the same peaks in the second curve, like in the
curves 2 and 3 in Fig. 2. In the studied group those cases corresponded to the deep
varicose veins in one or both legs. The beat-to-beat study of separate loops revealed
that in some cases a series consequent beats could locate below the grey straight
line (in the linear region), but then beat one or a chain of beats jumps into the
chaotic region (above the straight line). The jumps between the two regions are
irregular and unpredictable. Correlation analysis did not reveal any regularity.

The dependence PblðPbrÞ is almost linear but has random deviations within
narrow limits of pressure (Fig. 5b). The small area of the loop corresponds to high

Fig. 4 Dependence between the pressures in aorta and left femoral (a) and two brachial
(b) arteries in a healthy young volunteer
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rigidity of the arterial wall caused by atherosclerosis. The elderly patients with
complex cardiovascular diseases demonstrated the chaotic dependencies with
large-amplitude high-frequency oscillations (Fig. 6a, b). The small areas of the
loops corresponded to high rigidity of the blood vessel wall and noticeable chaotic
time delay between the pressures in the symmetric extremities produced by high
compliance of the venous compartment.

3 Three-Chamber Mathematical Model

As it was shown by the foregoing measurement data, the compliance of the venous
compartment may influence the blood flow dynamics and provide transition from
quasi-regular to chaotic behavior. The simplest model describing the pulsatile
nature of the blood flow is the Windkessel model [1] that was found useful for

Fig. 6 Dependences between the pressures in left and right brachial (a) and femoral (b) arteries in
an adult volunteer with deep varicose veins in both legs and atherosclerosis

Fig. 5 Dependence between the pressures in left and right femoral (a) and brachial (b) arteries in
an adult volunteer with deep varicose veins in the left leg
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explanation of the main features of blood circulation as well as for preliminary
modeling and qualitative estimations of regularities in interaction different arterial
and venous compartments (Fig. 7). Recently, the novel approach based on super-
position of the reservoir (Windkessel) and the wave flows has been proposed [17].

The more complex two-dimensional models of the blood flow in compliant ducts
and axisymmetric wave propagation with fluid-wall interaction shows complexity
of the flow and appearance of the fluid-based and wall-based unstable modes than
could influence the flow stability and lead to transition from the regular to chaotic
dynamics [14, 15]. The two-dimensional and one-dimensional models describe the
blood flow in separate vessels as compliant tubes and direct computations on the
multi-vessel models of arterial vasculatures couples with venous systems is
time-consuming and strongly depends on geometry of the organ and vasculature
[18, 19]. In that way, the simple Windkessel model (Fig. 7) is considered for
quantitative estimations of interactions between the compartments with different
compliance of their walls. The model has been tested in [4] for the elastic walls and
here the generalization for the viscoelastic wall is proposed.

The Windkessel equations for the viscoelastic walls have the form [1, 4]

dVjðtÞ
dt

=Qin
j ðtÞ−Qout

j ðtÞ,
Qin

j+1ðtÞ=Qout
j ðtÞ,

Qout
j ðtÞ= PjðtÞ−Pj+1ðtÞ

ZjðtÞ ,

ð1Þ

where Vj, Pj are volume and pressure in the j = 1, 2, 3 chambers, ZjðtÞ are resis-
tivity of the chambers, Qin

1 ðtÞ≡QðtÞ is known as blood ejection function.
The wall rheology is described by the Kelvin–Voigt viscoelastic body

τj
dVjðtÞ
dt

+VjðtÞ=FjðPjÞ+ λj
dPjðtÞ
dt

, ð2Þ

where τj and λj are strain and stress relaxation parameters, FjðPjÞ is the elastic law
for the passive wall which in a general case is a nonlinear function. The parameters
τj and λj are pressure dependent because the wall thickness, elasticity, and viscosity
depends on the pressure in the chamber, but in this model the constant values for τj
and λj are accepted for simplicity.

Fig. 7 The model of 3 viscoelastic chamberw in a series connection
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In the commonly used Windkessel models Zj = const, τυ = τp = 0,
FðPÞ= kP, k is the wall rigidity.

Substitution of (2) into (1) gives three ODEs for the pressures

d
dt

F1ðP1Þ+ λ1
dP1

dt

� �
= I + τ1

d
dt

� �
QðtÞ− P1 −P2

Z1ðtÞ
� �

,

d
dt

F2ðP2Þ+ λ2
dP2

dt

� �
= I + τ2

d
dt

� �
P1 −P2

Z1ðtÞ −
P2 −P3

Z2ðtÞ
� �

,

d
dt

F3ðP3Þ+ λ3
dP3

dt

� �
= I + τ3

d
dt

� �
P2 −P3

Z2ðtÞ −
P3

Z3ðtÞ
� �

,

ð3Þ

where I is the unit operator.
The system (3) may be reduced to the six-order nonlinear ODE for any Pj. The

final form is not presented here due to complexity. The main sources of nonlin-
earities are nonlinearity of the vessel walls FjðPjÞ, time-dependent resistivity ZjðtÞ
that may be time delay function Zjðt− ςÞ and the time delay ς determined by active
respond of the vessel wall or/and central nervous and humoral regulation is different
in young healthy and elderly individuals. Introduction the pressure-dependent
functions τjðPjÞ and λjðPjÞ, as well as more complex active resistivity Zjðt,Pj,Pj+1Þ
determined by the influence of the pressures in the adjacent chambers will add new
sources of nonlinear behavior of the system.

Solution of the nonlinear system (3) as expansion over a small parameter has
been proposed in [20] for the case λj =0. When the walls are pure elastic and the
rheological law FjðPjÞ is the same in the three chambers, (3) can be reduced to the
third-order ODE [4].

Since numerical estimations on (3) accounting for time and pressure-dependent
parameters are senseless for medical applications because the dependencies τjðPjÞ,
λjðPjÞ, Zjðt,Pj,Pj+1Þ are not known for the compartment, the simplified model with
λj =0, τj,Zj = const is considered. When FjðPjÞ are linear functions (linear elasticity
of the chamber walls) then (3) can be reduced to the third-order linear ODE with
constant coefficients

½ℑ2�½ℑ4�+ ½ℑ2�½ℑ5�− ½ℑ3�½ℑ6�ð Þ½ℑ1�P2ðtÞ=

= ½ℑ2�½ℑ5� QðtÞ ⋅ I + τ1
dQðtÞ
dt

� �
,

ð4Þ

where ℑ1½ �= 1
Z1
I + τ1

Z1
d
dt, ℑ2½ �= Z2 + Z3

Z2Z3
I + ðZ2 + Z3Þτ3

Z2Z3
d
dt, ℑ3½ �= 1

Z2
I + τ3

Z2
d
dt,

ℑ4½ �= − 1
Z1
I + τ2

Z1
d
dt, ℑ5½ �= Z1 + Z2

Z1Z2
I + ðZ1 + Z2Þτ2

Z1Z2
d
dt, ℑ6½ �= 1

Z2
I + τ2

Z2
d
dt.

Equation (4) describes regular dynamics of the blood pressure oscillations in the
three chambers. To describe the influence of the nonlinear wall on the blood flow
dynamics, let us introduce the rheological law for the chamber wall in the form [21]
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FjðPjÞ= 4
3π

3fjð1− σ2j ÞðPjðtÞ− gjÞ
4
ffiffiffi
π

p
Ejhj

 !3

, ð5Þ

where fj, gj are constants, hj,Ej, σj are thickness, Young modulus, and Poisson ratio
of the walls.

Solution of the nonlinear system (3), (5) can be found using the method of
expansions developed in [21]. Then the first-order approximation can be found
from the linearized model. Here the consecutive approximation method has been
used for numerical computations on the nonlinear model. The characteristic values
fj, gj, τj, hj,Ej, σj proper to the arterial (j = 1), microsirculatory (j = 2), and venous
(j = 3) compartments. The physiological limits for the normal and pathological
walls [1] have been used to describe the blood dynamics in young healthy indi-
viduals and elderly persons. Since the resistivity Zj reflecting the net effect of the
resistive blood vessels of the compartments are not well estimated in the literature,
the characteristic value Z* has been introduced and the difference in the young and
elderly systems has been described by relatively low (young) and high (elderly)
values. The influence of the dimensionless parameters Zj Z̸* has been studied in
numerical computations. The averaged arterial, capillary, and venous pressures
have been used as initial approximation. The periodic function
QðtÞ=α sinð2πt T̸Þ+ βcosð2πt T̸Þ has been used in order to apply the model to any
measured input function QðtÞ by its Fourier expansion. Convergence of the iterative
process has been controlled by comparison of the difference in the consecutive
solutions.

4 Results and Discussions

The computations have been aimed at determination of the model parameters
responsible for transition from the regular to chaotic dynamics, especially the wall
compliance and viscosity determined by Ej and τj, and relative resistivity
Z1 Z̸2,Z2 Z̸3. The regular input signal QðtÞ may produce chaotic dynamics in the
PjðtÞ,QjðtÞ when the system is not linear and described by ODE of order ≥ 3.
Validity of the model has been checked by comparative analysis of dynamics of the
systems with high and low compliance of the chamber walls. The computed
dimensionless pressure-flow rate PðQÞ loops in the arterial chamber (j = 1) in the
case of high E* ∼ 105Pa (Fig. 8a) and low (Fig. 8b) distensibility. When the
chamber walls are more rigid, the bigger pressure is needed to provide the even
smaller flow rate (Fig. 8b) than in the chamber with more compliant wall (Fig. 8a)
The tangent tanα= dP d̸Q that determines the pulse wave velocity in arteries is
smaller in the compliant (Fig. 8a) and bigger in the rigid (Fig. 8b) chambers that
correspond to theoretical derivations for the fluid-filled compliant tubes. The
smoothness of the upper parts of the loops is determined by the wall viscosity. For
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the pure elastic wall τj =0 the loops have acute part (Fig. 8b). The presence and
size of the secondary small loops in the pressure-decaying part of the loops is
determined by differences in τ1 τ̸2, τ2 τ̸3 (Fig. 9a, b).

5 Conclusions

The phenomena of quasi-regular blood flow dynamics in young healthy individuals
and chaotic dynamics in the elderly have been studied by experimental measure-
ments of the pressure signals in aorta, brachial, and femoral arteries. The chaotic
dynamics connected with varicose and thrombosis of deep veins is studied. The
mathematical model describing the circulation system as a series connection of
arterial, capillary, and venous chambers with nonlinear walls is formulated. The

Fig. 8 PðQÞ loops in the chamber with compliant (a) and more rigid (b) wall

Fig. 9 PðQÞ loops for the regular (a) and chaotic (b) dynamics
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model is based on three nonlinear ODEs for the pressures P1− 3ðtÞ. Numerical
computations for the model parameters corresponded to the physiological data
revealed the transition from regular to chaotic dynamics when the chamber wall
compliance and resistivity differs 2–3 orders of magnitude that corresponds to the
physiological measurement data.

References

1. Nichols, W., O’Rourke, M., Vlachopoulos, C.H. (Eds.): McDonald’s Blood Flow in Arteries:
Theoretical, Experimental and Clinical Principles. Hodder Arnold (2011)

2. Milnor, W.R.: Hemodynamics. Williams & Wilkins, Baltimore (1989)
3. Kizilova N., Philippova H., Zenin O.: A realistic model of human arterial system: blood flow

distribution, pulse wave propagation and modeling of pathology. In: Korzynskiego, M.,
Cwanka, J. (eds.) Mechanika w Medycynie, vol. 10, pp. 103–118. Rzeszow (2010)

4. Kizilova, N.: Blood flow in arteries: regular and chaotic dynamics. In: Awrejcewicz, J.,
Kazmierczak, M., Olejnik, P., Mrozowski, K. (eds) Dynamical Systems. Applications,
pp. 69–80. Lodz Politechnical University Press (2013)

5. Wagner, C.D., Persson, P.B.: Nonlinear chaotic dynamics of arterial blood pressure and renal
blood flow. Am. J. Physiol. 268(2), H621–H627 (1995)

6. Glenny, R.W., Polissar, N.L., Mckinney, S., Robertson, H.T.: Temporal heterogeneity of
regional pulmonary perfusion is spatially clustered. J. Appl. Physiol. 79, 986–1001 (1995)

7. Venegas, J.G., Galletti, G.G.: Low-pass filtering, a new method of fractal analysis: application
to PET images of pulmonary blood flow. J. Appl. Physiol. 88, 1365–1373 (2000)

8. Shirouzu E., Tsuda Y., Sugano H.: Nonlinear analysis of pulse waves measured at brachial
artery. In: Proceedings of 1st Joint BMES/EMBS Conference, vol. 2, p. 901 (1999)

9. Trzeciakowski, J., Chilian, W.: Chaotic behavior of the coronary circulation. Med. Biol. Eng.
Comput. 46(5), 433–442 (2008)

10. Shlesinger, M.F.: Fractal time and 1/f noise in complex systems. Ann. N. Y. Acad. Sci. 504,
214–228 (1987)

11. Oyama-Higa, M., Miao, T.: Representation of a physio-psychological index through
constellation graphs. Lect. Notes Comput. Sci. 2610, 811 (2005)

12. Li, Ch-M, Du, Y-Ch., Wu, J.-X., et al.: Dynamic analysis with a fractional-order chaotic
system for estimation of peripheral arterial disease in diabetic foot. Meas. Sci. Technol. 24(8),
1–11 (2013)

13. Chen, H.-K., Lee, Ch-I: Anti-control of chaos in rigid body motion. Chaos, Solitons Fractals
21(4), 957–965 (2004)

14. Hamadiche, M., Kizilova, N.N.: Temporal and spatial instabilities of the flow in the blood
vessels as multi-layered compliant tubes. Int. J. Dyn. Fluids 1(1), 1–23 (2005)

15. Kizilova, N., Hamadiche, M., Gad-el-Hak, M.: Mathematical models of biofluid flows in
compliant ducts: a review. Arch. Mech. 64(1), 1–30 (2012)

16. Kizilova, N.N.: Pulse wave reflections in branching arterial networks and pulse diagnosis
methods. J. Chin. Inst. Eng. 26(6), 869–880 (2013)

17. Tyberg, J.V., Davies, J.E., Wang, Z.h., et al.: Wave intensity analysis and the development of
the reservoir–wave approach. Med. Biol. Eng. Comput. 47, 221–232 (2090)

18. Zenin, O.K., Kizilova, N.N., Philippova, E.N.: Studies on the structure of human coronary
vasculature. Biophysics. 52(5), 499–503 (2007)

19. Kizilova, N.: A detailed digital model of the human arterial system. In: Proceedings of the 1st
International Conference on Complex Medical Engineering, pp. 287–292. Japan (2005)

Three-Chamber Model of Human Vascular System for Explanation … 219



20. Kizilova, N.: A novel model for explanation the regular and chaotic dynamics in arterial blood
flow. In: Dynamical Systems and their Applications, p. 30. Book of abstracts, Kiev (2015)

21. Alastruey, J., Khir, A.W., Matthys, K.S., et al.: Pulse wave propagation in a model human
arterial network: assessment of 1-D visco-elastic simulations against in vitro measurements.
J. Biomech. 44, 2250–2258 (2011)

220 N. Kizilova



Maximization of Average Velocity
of Vibratory Robot (with One Restriction
on Acceleration)

Maria Golitsyna and Vitaly Samsonov

Abstract The subject of the study is control synthesis for a vibratory robot, which is

presented by a rigid box with a pendulum inside it. The robot can move forward and

backward and there is a Coulomb friction between the box and the surface. There are

considered certain constraints of motion of the robot and limitations of control. In

this paper, there is shown that the proposed control not only provides motion within

the constraints and limitations but also maximizes average velocity of the robot. This

control contains two phases on each period: resting phase where the box is standing

still and gliding phase where the robot is moving forward. To show the advantages

of the proposed solution there is provided numerical comparison between differ-

ent types of control. Numerical experiments also show that the considered control

appears to be energetically efficient.

1 Introduction

Lately, the theme of vibration-driven robots has drawn interest of scientists both from

Russia and other countries. Vibratory robots are usually presented by mechanisms

that can transform oscillations into linear motion and turning of the robot.

The main advantage of vibratory robots compared to robots with wheels, legs,

caterpillar treads, and other outer manipulators is that the considered class of robots

can be represented by solid capsule, so that no interaction with outer world is guar-

anteed. Such robots can be used in aggressive environment as their vehicles are hard

to damage.
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Fig. 1 Considered model of

vibratory robot

The dynamics of plane motion of vibratory robots was investigated in papers [7–

10, 15–17]. One-dimensional motion with movable inner masses is considered in

studies [1–6, 9, 11–14]. Robots can be presented by several bodies connected with

each other by a spring [14] or by a single body with internal oscillating elements [1–

13, 15–17]. Several authors solve the problem of search of control, assuming that

the movement is made in viscous environment and that there is either quadratic or

piecewise smooth friction law [3, 4, 16]. In most papers devoted to the theme one-

dimensional motion of the main body is provided either by horizontal movement of

one mass [2–6, 13] or by two masses, one of which is moving along horizontal axis

and the other—along vertical [1, 5, 9].

In this paper, a research of the control synthesis for a vibratory robot is provided.

Consider the movement of the system to be in two dimensions, and the robot to be

presented by a rigid box with a pendulum inside it. Assume the mass of the rigid

box to be denoted as M and of the pendulum—m, respectively (see Fig. 1). The box

can move along Ox axis forward and backward, and there is a Coulomb friction

between the box and the surface. In study [11] viscous friction in the joint is taken

into account, in the current paper we will ignore it.

The unicity of the considered model is that, provided by rotation of the inner mass,

the control moment can impact not only on the sign of the tractive force but also on

the value of the normal support reaction force and the friction force, respectively.

2 Problem Definition

There are two coordinates, that define the state of the system: x—corresponds to the

coordinate of center of mass of the box and𝜑—the angle of pendulum deviation from

the direction of the gravitational acceleration (𝜑 is measured counterclockwise). We

will consider the motion class that corresponds to the following conditions:

1. The size of the box guarantees nontoppling of the system.

2. Value of the normal support reaction force is nonnegative (this condition ensures

that there will be no hopping of the box).
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The task is to find the control law in the considered class of motion such that:

1. The control of the robot is represented by a choice of angular acceleration �̈� of

the pendulum.

2. There are two phases on one revolution of the pendulum: gliding phase, where

ẋ > 0 and resting phase, where ẋ = 0.

3. Angular velocity of the pendulum �̇� > 0.

4. The motion of the robot is 2𝜋-periodic.

5. There is a restriction on the maximum value of angular acceleration �̈�max. This

restriction corresponds with technical characteristics of the DC motor that pro-

vides rotation of the pendulum. In the current problem definition, we will assume

that there is no restriction on the minimum value of angular acceleration, consid-

ering that the system can slow down using other mechanical elements (friction in

joint, etc.).

6. The chosen control law should provide maximum average velocity of the box.

Let us write down the equation of motion of center of mass along Ox axis for the

case when ẋ > 0:

(m +M) ̈Xcr = −𝜇N, (1)

where Xcr =
Mx+m(x+lsin𝜑)

m+M
is the coordinate of center of mass of the whole system,

N—the normal support reaction force. The expression of N can be derived from the

principle of motion of center of mass projected on the vertical axis:

N = (m +M)g − ml(cos�̈�) (2)

Let us introduce dimensionless and characteristic quantities:

x̃ = x
𝜂

, t̃ = t
𝜏

, �̃� = 𝜑

𝜙

, (3)

From now on, let (𝜂, 𝜏, 𝜙) denote the characteristic quantities, and (∙̃) the dimen-

sionless quantities. Let’s define the characteristic quantities in the following way:

𝜂 = ml
m+M

, 𝜏 =
√

𝜂

g
, 𝜙 = 1 rad.

After substituting Eq. 2 into Eq. 1, considering Eq. 3, we will get

(x̃ + (sin�̃� − 𝜇cos�̃�))′′ = −𝜇, (4)

Equation 4 is the motion equation of the gliding phase. It is clear that in the dimen-

sionless quantities, the motion of the robot depends on only one parameter −𝜇.

Similarly, the equation of motion of center of mass projected on Ox axis for the

case ẋ = 0 can be written down. Bellow, there are presented the equations of motion

of the pendulum, that provide its maximum acceleration (when the value of the fric-

tion is at its maximum in absolute value, and its vector is directed along the growth
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of the x coordinate) and maximum slow-down (when the value of the friction is at

its maximum in absolute value, and its vector is directed along the descent of the x
coordinate):

(sin�̃� + 𝜇cos�̃�)′′ = 𝜇 (5)

(sin�̃� − 𝜇cos�̃�)′′ = −𝜇 (6)

3 Gliding Phase

Assume that at t̃ = 0, the robot starts its gliding phase. Suppose that Eq. 4 is valid.

The second motion equation must be defined, such that it would enforce effective

motion of the robot in positive direction.

Lemma 1 If the second motion equation for the gliding phase would be the
following:

̃N = 0, (7)

then the resulting motion would appear to have maximum value of center-of-mass
velocity.

The proof of the lemma can be obtained from Eq. 1, because in the right part of

the equation there is a non-positive quantity that reaches its maximum when ̃N = 0.

Such choice of the second motion equation on the gliding phase provides move-

ment of the robot without friction with constant center-of-mass velocity. Constancy

of velocity is provided by zero value of the forces projected on Ox axis.

If we solve Eq. 7 for vertical position of the pendulum (�̃� = 𝜋) then we can derive

respective value of angular velocity (�̃�
′ = 1). Therefore to get initial and terminal

angular velocity–angle relationship, we should integrate Eq. 2:

�̃�
′
0 =

√
2(1 + cos�̃�0)∕csc𝜑0, (8)

where �̃�0 and �̃�
′
0 denote starting angle and angular velocity, respectively.

Assume that there is a minimum acceleration constraint �̃�
′′
> �̃�

′′
min, where �̃�

′′
min

is a parameter.

If there are acceleration constraints of the form �̃�
′′
min < �̃�

′′
< �̃�

′′
max, than initial

and terminal values of angle and angular velocities can be uniquely determined from

Eq. 7, after substitution of the constraints and expression of angular velocity Eq. 8.

Taking as initial (terminal) value of angle something different from the given above

will lead to breaking one of the restrictions. For instance, if initial value of angle is

below �̃�0 then the restriction on maximum value of angular acceleration would be

broken and if the value of initial angle would appear to be above �̃�0 then the normal

support reaction force would become negative.
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Given the fact that there are the restrictions on maximum and minimum values of

angular acceleration, the gliding phase would consist of three parts:

1. movement provided by rotation of the pendulum with its’ minimum angular

acceleration (�̃�
′′ = �̃�

′′
min) up to the moment when the angle would become equal

to �̃�0;

2. motion defined by Eq. 7 that is movement without friction up to the moment when

the restriction on the maximum value would be reached;

3. motion is provided by rotation of the pendulum with maximum angular acceler-

ation �̃�
′′ = �̃�

′′
max up to the moment when the box of the robot will stop (x′ = 0).

The choice of the part without friction was reasoned above already, so it is nec-

essary now to explain the choice of the first and the third part of the phase. It is not

possible to stop the motion of the box of the robot on the second part of the phase

as there is the restriction on maximum angular acceleration �̃�
′′
max. This means that it

is necessary to change the law of movement. After running several numerical tests

it was shown that if on the first and the third part of the phase angular acceleration

would appear less then restrictions allow, then average velocity of the robot x′ would

also appear less then in case when moving along restrictions.

Lemma 2 Absolute freedom in choice of angular acceleration allows achieving infi-
nitely large average velocity of center of mass of the robot.

Proof Let us derive angular acceleration from Eq. 7:

�̃�
′′ = −1 − �̃�

′2cos�̃�
sin�̃�

This expression implies that achieving angles equal to 𝜖 or 2𝜋 − 𝜖, where 𝜖 is a

small quantity, can be provided by angular accelerations, which are of order
1
𝜖
3 . If it

will be considered that there are no restrictions on angular velocity, then the loop (by

loop here we mean one cycle) can be closed and hence movement without friction

can be provided. This lemma combined with Eq. 1 implies that angular velocity of

center of mass of the robot is always equal to zero and thus any value of average

velocity can be maintained (even infinitely large velocity).

Note 1 Maximum value of average velocity of center of mass of the robot is defined

by restrictions on angular acceleration of the pendulum.

Note 2 Lemma 2 also implies that restriction on angular acceleration can be derived

in order to provide any predefined average velocity of center of mass of the robot.

Hence, if the system can be optimized by choosing restrictions on angular accel-

eration of the pendulum (both maximum and minimum value), then it would lead to

infinite values.
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4 Resting Phase

It is necessary to maximize average velocity of the robot throughout the cycle, for

resting phase it means to maximize average angular velocity

delta�̃�

t̃
(9)

There will be used two considerations to find optimal control on the resting phase:

1. Maximization of average angular velocity of the pendulum.

2. The movement has to be 2𝜋-periodic.

Let us denote by 𝜏1 the time, when the box of the robot is moving forward, while

the pendulum is rotating with minimum angular acceleration �̃�
′′ = �̃�

′′
min (from start-

ing point up to the moment when it is possible to move without friction (�̃� = �̃�0)).

𝜏1is a parameter of the system, so if 𝜏1 and �̃�
′′
min are given then both starting and

terminal conditions of the resting phase are determined.

Let us prove the following lemma:

Lemma 3 To provide maximum average angular velocity of the pendulum on the
resting phase laws of control should be chosen as follows:

1. First part—motion, provided by maximum possible angular velocity along cone
of friction (Eq. 5) up to themoment when the restriction onmaximum acceleration
�̃�
′′
max is reached.

2. Second part—motion with �̃�
′′ = �̃�

′′
max.

3. Third part—motion with �̃�′′ = �̃�
′′
min.

4. Forth part—motion, provided by minimum possible angular velocity along cone
of friction (Eq. 6) up to the moment when starting conditions of the gliding phase
are reached.

Before proving the lemma let us make the following note:

Note 3 The moment of switching from the second part to the third part of the resting

phase can be defined uniquely, given the knowledge that the motion has to be 2𝜋-

periodic and that starting and terminal conditions of the phase are determined.

Proof of Lemma 3.

In Fig. 2, angular velocity–angle dependency curve is drawn. The crosshatched

region corresponds to the resting phase and numbers above correspond to the parts

of the phase with respect to the numbers given in the lemma.

�̃�e and �̃�b, are starting and terminal angles of the resting phase. If any other law

of control was chosen, then corresponding line would lie within the crosshatched

region, this means that provided control law for every angle between �̃�e and �̃�b
ensures maximum angular velocity and this, in turn, proves that the chosen control

provides maximum average angular velocity on the resting phase.
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Fig. 2 Angular velocity

versus angle curve

Note 4 In previous research, the optimization of the control by choosing right para-

meter 𝜏1 was already conducted. It turned out there that 𝜏1 should be increased up to

its maximum value. Maximum value of the parameter is defined by condition of 2𝜋-

periodicity. This optimization leads to shortening of the resting phase by two parts,

so that optimal control on the phase would consist only from the first and the second

part, defined in the Lemma 3, respectively.

In Fig. 3, angular velocity angle curve is shown for the case where the value of 𝜏1
is optimal in terms of maximization of average velocity of the robot.

Thus, in this part of the paper, a core principle of control synthesis for the resting

phase that maximizes average velocity of the box was shown.

Fig. 3 Angular velocity

versus angle curve
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5 Numerical Experiments and �̃�

′′
min Optimization

Let us take the following characteristic parameters for the numerical experiments:

𝜇 = 0.05, 𝜂 = 0.04 (For instance, these parameters can correspond to these values

m = 1 kg, M = 4 kg, l = 0.25 m, g = 9.8 m/s
2
).

Let us consider that the restriction on maximum acceleration is �̃�
′′
max =

100
49

(respective dimensional value is 500 rad/s
2
), and the restriction on the minimum

value �̃�
′′
min = −100

49
, then the optimal value of the parameter 𝜏1 = 0.47.

Figure 4 demonstrates angular acceleration time dependency, where orange par-

allel lines correspond to the restrictions on angular acceleration (�̃�
′′
max and �̃�

′′
min). The

diagram shows that throughout all the time of motion all restrictions are met. Below

main diagram there is a detalization of one period, numbers there correspond to dif-

ferent parts of motion. Numbers from 1 to 3 correspond do gliding phase: motion

with minimum angular acceleration, motion without friction and motion with max-

imum angular acceleration. Numbers 4 and 5 correspond to resting phase and these

parts conform to 1 and 2 part of the phase, described in Lemma 3.

Figure 5a illustrates dependency between time and angle modulo 2𝜋. The gray

line corresponds to 2𝜋 value. This diagram shows that angle is time periodic, and this

means that considering that the system is 2𝜋-periodic is equivalent to considering

that it is time periodic with some period T .

In Fig. 5b the normal support reaction force time dependency is drawn. This dia-

gram illustrates that the normal support reaction force is always non-negative and

that there are phases when ̃N is equal to zero.

Fig. 4 Angular

acceleration–time

dependency
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Fig. 5 a Angle modulo 2𝜋-time dependency, b normal support reaction force–time dependency

Lemma 4 Average velocity of the box of the robot increases as the restriction on
the minimum angular acceleration �̃�′′

min goes down.Maximum average velocity of the
box of the robot with the chosen control synthesis can be achieved with the restriction
on minimum angular velocity such that

∙ There is 2𝜋-periodicity.
∙ Optimal 𝜏1 is equal to zero, so that the gliding phase would consist from 2 parts:
movement without friction and movement with maximum angular velocity.

To show the validity of the statement there was numerically performed several

experiments and average velocity of the box versus absolute value of the restric-

tion on minimum angular acceleration dependency was drawn (Fig. 6a). The starting

restriction on minimum angular acceleration was chosen equal to the restriction on

maximum angular acceleration in absolute values, after that every calculation was

made with step
1
10

up to the moment when the first hypothesis of the lemma stopped

to be true. This diagram shows that indeed the average velocity of the box of the

robot increases with growth of the restriction on minimum angular acceleration in

absolute values.

Fig. 6 a Average velocity–absolute value of minimum angular acceleration dependency, b angular

acceleration–time dependency on one period
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Figure 6b depicts angular acceleration time dependency calculated for the opti-

mal choice of the restriction on minimum value of angular acceleration. In Fig. 6b,

the dependency is drawn for only one period, as it can be seen, the gliding phase

now consists form only two parts, so that there is no part of the phase where the

robot is moving with minimum angular acceleration, thus optimal 𝜏1 here is equal to

zero. This condition determines the choice of the optimal restriction on the minimum

angular acceleration. If the restriction on the angular velocity will be less than its

optimal value, than the condition of 2𝜋-periodicity would not be fulfilled, because

beginning the gliding phase with minimum value of angular acceleration requires

higher angular velocity then it could be provided on the resting phase.

Hence, following equations can represent optimal control synthesis:

⎧⎪⎨⎪⎩

̃N = 0 if �̃�0 < �̃�(mod2𝜋) < �̃�1
�̃�
′′ = �̃�

′′
max if �̃�1 ≤ �̃�(mod2𝜋)

⋃
x̃′ ≥ 0

(sin �̃� + 𝜇 cos �̃�)′′ = 𝜇 if �̃�
′′ ≤ �̃�

′′
max

�̃�
′′ = �̃�

′′
max if �̃�(mod2𝜋) ≤ �̃�0

(10)

In the system Eq. 10 starting and terminal angels of the part, where robot is moving

without friction, are denoted by �̃�0 and �̃�1, respectively. The first two equations of

the system correspond to the gliding phase and the second two—to the resting phase.

For this set of parameters optimal value of the restriction on minimum value of

angular acceleration �̃�
′′
min = −15.2.

In Fig. 7, a comparison between different types of control synthesis is shown.

There is drawn coordinate of center of mass of the robot versus time dependency for

following control laws:

1. Orange curve corresponds to a relay control, which ensures periodic motion.

2. Blue line corresponds to a control law similar to the described above. The main

difference of the control method lie in the fact that in place of the condition of 2𝜋-

periodicity there is a condition of symmetry of the resting phase. This solution is

described in more detail in paper [12].

3. Velvet line corresponds to a control law with equal in absolute values restrictions

on maximum and minimum angular acceleration (|�̃�′′| ≤ �̃�
′′
max) and with non-

optimal choice of the parameter 𝜏1 = 0.25.

4. Brown line corresponds to a control law same as previous but with optimal choice

of parameter 𝜏1 (𝜏1 = 0.47).

5. Black line corresponds to a control law with both optimal value of parameter 𝜏1
and optimal value of the restriction on minimum value of angular acceleration.

The restrictions on maximum angular velocity and initial conditions for all simu-

lations were the same, thus such comparison is legitimate. In dimensional quantities

the time of simulation is equal to 10 s, and black control law allows the robot to cover

15.8 m, brawn—11.8 and velvet—9.5 m, respectively, which is more then twice as

much as can be covered by orange control law. This diagram shows that every step

of optimization allows significant improvement of solution of the optimization prob-

lem.
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Fig. 7 Comparison of

several control law on a

diagram of center of masses

of the robot–time

dependency

Solution described in this paper and similar solutions (2–4) described in papers

[12] and the other previous research also show energy efficiency in comparison with

relay control law (1). This conclusion could be made from detailed part of Fig. 7,

where it could be seen that orange curve has its ups and downs (this corresponds to

moving forwards and backwards, respectively), while all other curves do not have

intervals, corresponding to moving backwards. This means that for control laws (2–

5) all energy is used to move the robot forwards, while in orange control law some

energy is wasted on moving backwards.

6 Conclusion

In this article, there has been found optimal control for the vibratory robot, repre-

sented by a box and a pendulum within it.

Optimal control here is defined in terms of maximization of average velocity of

the robot along Ox axis and the chosen class of motion.

It is also important to point out that according to Eq. 10 to implement this con-

trol it is necessary to measure not only the angle of the pendulum, but also angular

acceleration and velocity of center of mass of the robot.

There has been made several numerical experiments that illustrated that chosen

control law provides movement of the robot within all restrictions. There has been

also provided numerical comparison between different control laws and it demon-

strated that chosen control ensures fastest motion.
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It has been also shown that such control laws (represented by (2–5) in Fig. 7) are

more energetically efficient then the relay control law.
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Asymptotic Solution of the Problem
to a Convective Diffusion Equation
with a Chemical Reaction Around
a Cylinder

Rustyam G. Akhmetov and Natalya V. Maksimova

Abstract We consider the convective diffusion around the cylinder streamlined
cross-flow of fluid at low Reynolds numbers, in view of the volume of the chemical
reaction. The characteristic peculiarity of the task is the presence of the large
number dimensionless parameters: Peclet numbers and constants of chemical
reaction. The relation of these of parameters is supposed to be constant. The leading
terms of the asymptotic solution around the cylinder are constructed. The method of
matched asymptotic expansions is used for solving the problem.

1 Introduction

Let the cylinder with radius a streamlined cross flow of ideal fluid with velocity
U at infinity. The study will be carried out in a cylindrical coordinate system with
the origin on the axis of the cylinder, where the angle is measured from the
direction of the flow at infinity. The distribution concentrations in dimensionless
variables satisfies to the equation (e.g., see., [1], ch. 5, (6.1)−(6.3))

ε2Δ u−
1
r

∂ u
∂r

∂ψ

∂θ
−

∂ u
∂θ

∂ψ

∂r

� �
− μFðuÞ=0, ð1Þ

Where μ= kν
Pe is a constant, ε=Pe− 1 2̸ is a small parameter, Pe= aU

D is Peclet
number, D is the diffusion coefficient of the substance in the outer phase, kν is a
parameter depending on the chemical reaction rate.
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The boundary conditions are the form

u=1 at r=1, u→ 0 at r→∞. ð2Þ

The velocity field of fluid out of the cylinder is determined by the expression [2]

υr =
1
r
∂ψ

∂θ
, υθ = −

∂ψ

∂ r
, ð3Þ

ψðr, θÞ= r−
1
r

� �
sin θ, ð4Þ

where ψðr, θÞ—is a stream function (e.g., see., [3], ch. 6, Sect. 5, (39)).
It is assumed that FðuÞ is continuous and satisfy the conditions of

F:R1 →R1,Fð0Þ=0,F′ðuÞ>0,FðuÞ∈C∞ðRÞ. ð5Þ

In the vicinity of a cylinder, one has to consider several boundary layers. In each
region new independent variables are introduced, then Eq. (1) is recorded in these
variables, and the solution is constructed by the method of matched asymptotic
expansions (Fig. 1). For convenience, we introduce the mutually overlapping
region, we assume that α, β, γ satisfies the inequalities 0 < α< β< γ <1.

Fig. 1 e—is the exterior domain: DðeÞ = ε≤ r− 1, ε≤ψf g, 0—is the diffusion boundary
layer: Dð0Þ = 0≤ r− 1≤ 2ε1− α, εβ ≤ θ≤ π

� �
, 1—is the convective boundary layer:

Dð1Þ = ε1− α ≤ r− 1≤ 2εα− 1, εγ +1 ≤ψ ≤ 2εγ
� �

, 2—is the internal domain of the diffusion trail:
Dð2Þ = ε1− α ≤ r− 1≤ 2εα− 1, 0≤ψ ≤ 2εγ +1

� �
, 3—is the rear stagnation point domain:

Dð3Þ = 0≤ r− 1≤ 2ε1− α, 0≤ θ≤ 2εβ
� �

, 4—is the mixing domain: Dð4Þ = fεα− 1 ≤ r, ψ ≤ 2εγg
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2 The Diffusion Boundary Layer

The asymptotic solution of the diffusion boundary layer is built in variables
t= ε− 1ðr− 1Þ, θ, for the main term of the expansion we obtain the following
equation:

∂
2uð0Þðt, θÞ

∂ t2
− 2t cos θ

∂ uð0Þðt, θÞ
∂ t

+2 sin θ
∂ uð0Þðt, θÞ

∂θ
− μFðuð0Þðt, θÞÞ=0, ð6Þ

uð0Þð0, θÞ=1; uð0Þðt, θÞ→ 0 as t→∞,
∂ uð0Þ

∂θ
ðt, πÞ=0. ð7Þ

Construction of the solution of the problem (6), (7) are first performed together
with the construction of the asymptotic expansion of the solution at θ→ π, in
particular, in the region fðt, θÞ: t≥ 0, δ1 ≤ θ≤ πg for some α1 > 0, δ1 > 0 and sat-
isfies the estimate (see [4, 5])

0 < uð0Þðt, θÞ≤ expð− α1 t2Þ.

The structure of the asymptotics of uð0Þðt, θÞ at θ→ 0 is different for small and
large values of ψ . For small ψ asymptotic expansion is constructed in the variables
t, θ, and if the values ψ are separated from zero in the variables ψ0, τ, where
τ= 1

2 ð1+ cos θÞ .
The asymptotics of the function uð0Þðt, θÞ as θ→ 0 is sought in the view

u0ðtÞ+ oðθÞ,

where the function u0ðtÞ is constructed [6] for small μ as the solution for the
problem

∂
2u0ðtÞ
∂ t2

− 2 t
∂ u0ðtÞ
∂ t

− μFðu0ðtÞÞ=0, ð8Þ

The boundary conditions have the following form

u0ð0Þ=1; u0ðtÞ→ 0 at t→∞. ð9Þ

The study [6, 7] gives the following.

Theorem Let FðuÞ satisfy condition (5), then the solution of the Eq. (8) for
t→ +∞ has the following asymptotic expansion
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u0ðtÞ= ∑
∞

i=1
∑
∞

k=0
ck, it − iδ− 2k, ð10Þ

where δ= μ
2 and ck, i have the form: c0, 1 = const, c1, 1 = −

δ2 + δ

4
c0,

1, c0, 2 =F2c20, 1, c1, 2 =
1

δ+1 ð2 δF2c0, 1c1, 2 − δ c0, 2ð1+ 2 δÞÞ, c0, 3 = 1
2 ð2 F2c0, 1c0, 2 +

F3c30, 1Þ, . . . .
The idea of the proof is similar to works [8, 9].
In [6, 7] the coefficients ck, i are found numerically.

In Eq. (6) the function Fðuð0Þ0 Þ can be represented as a Taylor series with
remainder term and linear part are left on the left side, the rest move to the right side
of the equation. Then we get the following equation:

L uð0Þ − μ1 u
ð0Þ = f0ðuð0ÞÞ, ð11Þ

where L u≡ ∂
2u
∂ t2 − 2t cos θ ∂ u

∂ t +2 sin θ ∂ u
∂θ, f0 = μ F uð Þ−F′ 0ð Þu� �

= μ
2 F

′′ðu ̃ÞðuÞ2 and
μ1 = μF′ð0Þ. For convenience, we set F′ð0Þ=1.

In Eq. (11) we make the following change of functions and variables [10]

ψ0 = t sin θ, τ=
1
2

1+ cos θð Þ, u= g V =
1+ τ

1− τ

� �− μ 4̸

V . ð12Þ

Then (11) takes the form

∂
2Vðψ0, τÞ
∂ψ2

0
−

∂Vðψ0, τÞ
∂τ

= qðνÞg− 1ðτÞf0 Vðψ0, τÞ
� �

, ð13Þ

where qðτÞ=Oðτ− 1Þ as τ→ 0, qðτÞ=Oðð1− τÞ− 1Þ as τ→ 1 and f1 = g− 1ðτÞf0.
The boundary conditions have the following:

V =
1+ τ

1− τ

� �μ 4̸

, ψ0 → 0, τ>0, ð14Þ

V → 0 asψ0 →∞. ð15Þ

We consider the auxiliary problem

∂
2Vðψ0, τÞ
∂ψ2

0
−

∂Vðψ0, τÞ
∂τ

=0. ð16Þ
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The solution of (16), (14) and (15) are described by the expression:

Vðψ0, τÞ=
1

2
ffiffiffi
π

p
Zτ

0

1 + t
1− t

� �μ 4̸ ψ0

ðτ− tÞ3 2̸ exp −
ψ2
0

4ðτ− tÞ
� �

dt. ð17Þ

Then the solution of the problem (11), (14), (15), when f0 ≡ 0 will have the form

gð0Þðψ0, τÞ=
1

2
ffiffiffi
π

p 1− τ

1+ τ

� �μ 4̸Zτ

0

1 + t
1− t

� �μ 4̸ ψ0

ðτ− tÞ3 2̸ exp −
ψ2
0

4ðτ− tÞ
� �

dt. ð18Þ

In the case when the function F uð Þ is a linear formula analogous of (18) is
obtained in [7]

uð0Þðt, θÞ= gð0Þðψ0, τÞ+Oðε2δ− γ0Þ. as y=Oðε− δ 4̸Þ for a certain γ0 > 0. ð19Þ

3 The Rear Stagnation Point Domain

The solution is constructed in the area of the rear stagnation point in the variables
ξ= θ

ε, t=
r− 1
ε , for the main member we have the following equation:

∂
2uð3Þðξ, tÞ
∂ t2

+
∂
2uð3Þðξ, tÞ
∂ ξ2

− 2 t
∂ uð3Þðξ, tÞ

∂ t
+2 ξ

∂ uð3Þðξ, tÞ
∂ ξ

− μFðuð3Þðξ, tÞÞ=0,

ð20Þ

the boundary conditions

uð3Þðξ, 0Þ=1;
∂uð3Þðξ, tÞ

∂ξ
=0 as ξ=0 ð21Þ

and matching condition as ξ→∞

uð3Þðt, ξÞ− u0ðtÞ→ 0. ð22Þ

The function defined by uð3Þðt, ξÞ= u0ðtÞ is the solution of problem (20)–(22)
where u0ðtÞ has the form (10) constructed in Theorem.
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4 The Convective Boundary Layer

The solution of the convection-diffusion boundary layer region is sought in the
following variables γ = ψffiffi

ε
p = f ðyÞ sin θffiffi

ε
p , y= r− 1. Then Eq. (1) is reduced to the form

f ðyÞ
y+1

∂ uð1Þðy, γÞ
∂y

+ μFðuð1Þðy, γÞÞ=0. ð23Þ

The solution should satisfy the following matching condition

uð1Þðy, γÞ− uð0Þðt, θÞ→ 0 at y→ 0. ð24Þ

in the area Dð0Þ ∩Dð1Þ.
We consider the equation

f ðyÞ
y+1

∂ uð1Þðy, γÞ
∂y

+ μ uð1Þðy, γÞ= f0ðuð1Þðy, γÞÞ, ð25Þ

where the right side is the same as in (11).
The solution of the homogeneous equation has the form

uð1Þðy,ψ1Þ= cðψ1Þy−
μ
2e− μ y− ln

ffiffiffiffiffiffiffi
y+2

pð Þ, ð26Þ

Function cðψ1Þ is obtained from a function

cðψ1Þ=
c0, 1expð− μ ln

ffiffiffi
2

p Þ
2

ffiffiffi
π

p δ0
2− δ0

� �μ 4̸Z 1− δ0

0

1 + t
1− t

� �μ 4̸ ψ1

ð1− tÞ3 2̸ exp −
ψ2
1

4ð1− tÞ
� �

dt,

ð27Þ

passing to the limit when δ0 → 0, where ψ1ðr, γÞ= r− 1
r

� �
γ, and c0,1 is the same

constant that in Theorem. Then the solution of the problems (23)–(24) takes the
form

uð1Þðy,ψ1, εÞ= ε
μ
2y−

μ
2e− μðy− ln

ffiffiffiffiffiffiffi
y+2

p Þcðψ1Þ+Oðε2δ− γ0Þ for a certain γ0 > 0. ð28Þ
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5 The Internal Domain of the Diffusion Trail

The solution of the internal region of the diffusion trace is sought in variables
ρ= ε− 1ψ = ε− 1f ðyÞ sin θ, y= r− 1. The equation for the field has the form

f 2ðyÞ
ðy+1Þ2

∂
2uð2Þ

∂ ρ2
=

f ðyÞ
ðy+1Þ

∂uð2Þ

∂ y
+ μFðuð2ÞÞ. ð29Þ

We construct a solution of Eq. (29) satisfying the following conditions:

∂ uð2Þ

∂ρ
ðy, ρÞ=0 as ρ=0 ð30Þ

and matching conditions

uð2Þðε, y, ρÞ− uð3Þðε, t, ξÞ→ oðεδ+ λÞ at y→ 0 in the areaDð2Þ ∩Dð3Þ, ð31Þ

uð2Þðε, y, ρÞ− uð1Þðε, y, γÞ→ oðεδ+ λÞ at ρ→∞ in the areaDð2Þ ∩Dð1Þ ð32Þ

for some 0< λ< 1
2.

In Eq. (30) we make the change of variables z= y+ 1
y+1 , ρ. Then Eq. (29) with

the conditions (29) takes the form

∂
2uð2Þðz, ρÞ
∂ ρ2

−
∂ uð2Þðz, ρÞ

∂z
= μ qðzÞFðuð2Þðz, ρÞÞ, ð33Þ

where qðzÞ= ffiffiffiffiffiffiffiffiffiffi
z− 1

p
+Oðz− 1Þ at z→ 1, qðzÞ= z+Oð1Þ. at z→∞.

We construct a solution of Eq. (33) satisfying the condition ∂ uð2Þðz, ρÞ
∂ ρ =0 at ρ=0,

and matching conditions

uð2Þðε, z, ρÞ− uð3Þðε, t, ξÞ→ oðεδ+ λÞ at z→ 1 in the areaDð2Þ ∩Dð3Þ, ð34Þ

uð2Þðε, z, ρÞ− uð1Þðε, y, γÞ→ oðεδ+ λÞ at ρ→∞ in the areaDð2Þ ∩Dð1Þ. ð35Þ

Then the solution of problem (33)−(35) takes the form

uð2Þðy, ρÞ= ε
μ
2y−

μ
2
c0, 1
2

ffiffiffi
π

p e− μ ln
ffiffi
2

p

eμ y− ln
ffiffiffiffiffiffiffi
y+2

pð Þ +Oðε2δ− γ0Þ. ð36Þ

It is necessary to explore the area mixing for sufficiently small values of the rate
constant of a chemical reaction. The function e− μ y → 1 for μ→ 0.
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6 The Mixing Domain

The solution is sought in variables υ= ε− 1 2̸f ðyÞ sin θ, η= ε ðy+1Þ. Then we obtain
the equation

∂
2uð4Þðυ, ηÞ
∂ υ2

−
∂uð4Þðυ, ηÞ

∂ η
=0. ð37Þ

The solution is constructed with the conditions

uð4Þðυ, ηÞ→ 0 at η→∞,
∂ uð4Þðυ, ηÞ

∂ υ
=0, at υ=0, ð38Þ

uð4Þðε, υ, ηÞ− uð1Þðε, y,ψ1Þ→ oðεδ+ λÞ at η→ 0, in the areaDð4Þ ∩Dð1Þ. ð39Þ

The solution (37)–(39) has the form

uð4Þðε, υ, ηÞ= 1
2

ffiffiffiffiffiffiffi
π η

p
Z∞

0

uð1ÞðxÞ e−
ðυ− xÞ2

4η + e−
ðυ+ xÞ2

4η

	 

dx+Oðε2δ− γ0Þ, ð40Þ

where uð1ÞðυÞ is the leading term of asymptotics uð1Þðε, y,ψ1Þ at y→∞.

7 Conclusion

This paper considers the problem of convective diffusion streamlined cross-flow of
an ideal fluid around the cylinder in the presence of volumetric chemical reaction.
The neighborhood of the cylinder is divided into several boundary layers, in each
region, and the independent variables are introduced. The solution of the problem is
constructed by the method of matched asymptotic expansions for the main terms.
Similar results were obtained in the flow drops. The linear problem of convective
diffusion of about a drop in the presence of the bulk chemical reaction where [10],
and in [6]—were considered nonlinear problems in the diffusion boundary layer.
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Assessment of Eigenfrequencies
of the Middle Ear Oscillating System:
Effect of the Cartilage Transplant
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Marina Maisyuk and Kirill Yurkevich

Abstract Finite-element models of the intact middle ear and the diseased one with

the eardrum subjected to retraction in the posterosuperior quadrant are proposed.

Because the natural frequencies of the middle ear oscillating system are the princi-

ple dynamic characteristics, finite-element calculations of eigenfrequencies for both

the normal middle ear and the middle ear with pathological changes of the tympanic

membrane in the posterosuperior quadrant are carried out. The geometrical model

of the middle ear consisting of the eardrum, malleus, incus, and stapes was obtained

on basis of the tomographic data. When the eardrum has a retraction pocket, a car-

tilage transplant superimposed on the posterosuperior quadrant is considered as a

reinforcing element. The optimal thicknesses of the cartilage transplant are defined

in such a manner that the natural frequencies of the reconstructed middle ear were as

close to those of the normal middle ear as possible. The obtained results can be used

to predict the thickness of the cartilage transplant needed to restore the functions of

the human middle ear.
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1 Introduction

The retraction pocket of the tympanic membrane (TM) is a clinical manifesta-

tion of atelectatic otitis media. For many reasons this pathology of the middle ear

deserves special attention. In particular, it is necessary to assess correctly the nature

of the pathogenesis and formulate a treatment strategy to repair the retraction pocket

formed as a result of the cholesteatoma growth in the middle ear [1, 11]. The retrac-

tion of the TM can be formed due to an imbalance of pressure in the middle ear cavity

(negative pressure conserved in the middle ear cavity for a long time) and changes

in the structure of the tympanic membrane (thinning and changing its physical prop-

erties) [5]. The process of retraction is accompanied with irreversible changes in the

TM structure and consequently, with a significant reduction of its elastic character-

istics. For this reason the weakened segment of the eardrum, more often the pos-
terosuperior quadrant of pars tensa, comes into contact with underlying auditory

ossicles (the long crus of incus, the incudo-stapedial articulation). This inevitably

leads to their erosion [3] and epidermal ingrowth into the middle ear cavity with

cholesteatoma formation. And the recent clinical study by Lee et al. [8] showed that

even a tiny retraction of the pars flaccida may results in attic cholesteatoma. Retrac-

tion pockets are therefore dangerous because they are asymptomatic for a long time

but ultimately lead to permanent irreversible hearing loss.

One of the preventive measures of the middle ear cholesteatoma is “early” surgical

approach in treatment of retraction pockets. This approach involves the installation

of a cartilage transplant in the posterosuperior quadrant of the pars tensa to increase

the rigidity of this TM part and preserve its auditory function [4, 10]. An average

thickness of the cartilage transplant for different techniques of myringoplasty is about

500 µm. The cartilage transplant of such thickness can prevent the TM retraction

and results in the good sound conduction. At the same time, objective advices on the

prediction of the optimal thickness of a cartilage needed to restore the basic function

of the middle ear are absent. The acoustic performance of eardrums reinforced with

cartilage grafting and their postoperative functions has not been also well analyzed.

The basic purpose of this study is an assessment of the geometric dimensions

of the cartilage transplant at various pathologies of the TM to create sound condi-

tions corresponding to functions of the normal TM. We aim to estimate the optimal

thickness of cartilage transplants which would result in the natural frequencies close

to those of the intact middle ear. Another goal is to formulate some recommenda-

tions for the operations envisaging a removal of the retraction pocket in the TM. The

finite-element method (FEM) will be used to reach these aims.

2 Geometric and Finite-Element Models

A solid 3D model of the TM was obtained by gluing different parts of the pars tensa
and pars flaccida. The thickness hpf = 30 µm of the pars flaccida was taken in our

study. The posterosuperior quadrant of the pars tensa of the thickness
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hps = 60 µm involves two layers, and the remaining part of the eardrum of the thick-

ness hrp = 90 µm composes three layers. The above geometrical data, hpf , hps, hrp,

are typical of an adult and may vary slightly. All the dimensions of the TM shown

in Fig. 1 are given in millimeters (mm).

The solid 3D models of the malleus, incus and stapes were generated in the Solid-

Works 2010 using a tomogram of the middle ear. The characteristic dimensions of

the middle ear model under consideration are shown in Fig. 2.

The finite-element segmentations of the eardrum and auditory ossicles as well are

presented in Fig. 3.

In order to simplify the FEM analysis, the effect of the cochlear liquid, ligaments

and muscles (4 malleus ligaments, musculus tensor tympani, stapedial tendon, and

stapedial annular ligament) are not taken into account in what follows.

(a)

(b)

Fig. 1 Geometrical dimensions of the TM: a external view, b plane section of the TM at x = 0
(0A1A2A3 is the posterosuperior quadrant of the pars tensa, A2A4A5 is the pars flaccida)

Fig. 2 Geometric model of the middle ear and its characteristic dimensions: a internal view;

b side view; c external view
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Fig. 3 Discrete models of the middle ear: a FEM models of the TM, malleus, incus and stapes; b
finite-element segmentation of the TM layers in the pars tensa segment; c the external surface of

the TM experiencing static pressure

The rigid clamp conditions at the tympanic ring were considered as the boundary

ones for the TM. Contact between the eardrum and the malleus handle as well as con-

tacts between the auditory ossicles were described by using ANSYS 15.0 ‘Bonded-

type’ (corresponding to absence of slip and penetration). For this type of contact all

gaps between contacting surfaces are closed, i.e., the contacting surfaces are bonded.

The finite-element segmentation was carried out in the semi-automatic mode. The

maximal dimensions of the finite-element rib for the auditory ossicles and eardrum

were 0.3 mm and 0.1 mm, respectively. The total number of nodes and elements used

for the FEM simulation amounted to 239379 and 149863, respectively.

We assumed homogeneous isotropic elastic material properties for all the audi-

tory ossicles with the average values of Young’s modulus Eb = 20 GPa, Poisson’s

ratio 𝜈b = 0.3 and density 𝜌b = 2 mg/mm
3

taken from references [2, 6, 12]. The

microstructure of the TM was taken into consideration by also anisotropic elastic

material properties with the elastic moduli Ept = 33 MPa, Epf = 11 MPa for the

pars tensa (excepting the posterosuperior quadrant 0A1A2A3) and the pars flac-
cida, respectively, and Poisson’s ratio 𝜈pt = 𝜈pf = 0.4 for these two segments [7, 12].

The elastic modulus of the normal posterosuperior quadrant 0A1A2A3 is about

Eps = 33 MPa. In the case of pathological changes of elastic properties of the pos-
terosuperior, its elastic modulus Eps were varied from 11 to 22 MPa. The densities

for the pars tensa and the pars flaccida were assumed to be the same, and were taken

to be [12] 𝜌pt = 𝜌pf =1.2 g/cm
3
.

When the TM has a retraction pocket in the posterosuperior quadrant 0A1A2A3, a

cartilage transplant superimposed on the weakened part of the TM was considered as

an additional element in our model. We considered cartilage slices having different

thicknesses hc = 250, 500, 750 µm, but covering all the region 0A1A2A3. Different

types of cartilage transplants from the cavum, conchae or tragus are usually applied

for restoration of an eardrum. Here, slices of transplant made from the tragal carti-

lage with Young’s modulus Ec = 3.4 MPa, Poisson’s ratio 𝜈c = 0.3 [9], and density

𝜌c = 1.1 g/cm
3

were considered. In what follows, we consider a rigid coupling
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Fig. 4 FEM model of the middle ear with the cartilage transplant on the posterosuperior quadrant:

a side view; b fragment of the posterosuperior segment with the cartilage transplant

between the cartilage transplant and TM, whereas the contour of the transplant along

the tympanic ring was assumed to be rigidly clamped. The FEM models of the middle

ear with the cartilage transplant of the thickness hc = 500 µm are shown in Fig. 4.

3 Static Model of Middle Ear with Negative Pressure
in Tympanic Cavity

Because the negative pressure in the tympanic cavity may be considered as a reason

leading to formation of retraction pockets, the first step in our study was to examine

the influence of this pressure on the static deflection of the eardrum for two different

cases: (1) elastic properties of the posterosuperior quadrant are typical of a healthy

middle ear, (2) the elastic modulus Eps is reduced because of pathological changes

in the TM microstructure.

The negative pressure in the tympanic cavity, leading to the eardrum retraction,

was simulated by the static normal pressure pS = 20 Pa (pSPL = 120 dB) applied to

the external side of the eardrum. Figure 5 shows the distribution of total deforma-

tions (displacements, mm) in the eardrum for the normal middle ear (a) and for that

with the reduced elastic modulus Eps = 11 MPa for the posterosuperior quadrant

subjected to pathologic changes (b) as well. It is seen, for both the normal middle

ear and the diseased one the greatest displacements of the TM under the standard

negative pressure is observed in the posterosuperior quadrant. For the normal mid-

dle ear with Eps = 33 MPa, the maximum deflection is equal to 3.0186 µm, while

for the middle ear with the reduced elastic modulus, Eps = 11 MPa, the maximum

deflection amounts to 8.0395 µm. As seen, the reduction of the elastic modulus Eps
of the posterosuperior quadrant from 33 to 11 MPa results in the increase of the TM

retraction up to about 3 times.



248 G. Mikhasev et al.

Fig. 5 Distribution of total deformations (displacements, mm) in the eardrum under action of the

external pressure pS = 20 Pa: a normal middle ear; b middle ear with the reduced elastic modulus

Eps = 11 MPa for the posterosuperior quadrant

Fig. 6 Distribution of total deformations (displacements, mm) in the reinforced eardrum with

the reduced elastic modulus Eps = 11 MPa of the posterosuperior quadrant under action of the

external pressure pS = 20 Pa at different thicknesses hc of the superimposed cartilage transplant: a
hc = 250 µm; b hc = 750 µm
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We examined also the influence of installed cartilage grafts of different thick-

nesses hc = 250, 750 µm on static deflections of the reinforced eardrum (with the

reduced modulus Eps = 11 MPa) under the same external pressure pS = 20 Pa (see

Fig. 6). It is seen that the attachment of the cartilage slice results in increasing the

total rigidity of the reinforced composite eardrum and, as a consequence, gives a

reduction of the TM retraction. The comparison of Figs. 5b and 6 shows that the

maximum retraction of the reconstructed TM with hc = 250 µm is 12 times less

then the retraction of the eardrum without a transplant, and for hc = 750 µm this

reduction amounts to 18 times. Apparently, the thinner cartilage transplant is, the

larger the total rigidity of the composite TM is, and the smaller probability of form-

ing retraction pocket becomes. However, it is also obvious that too high total rigidity

of an reinforced TM might lead to undesirable effects, such as desensitization of the

eardrum to the sound signal, decreasing the transfer function of the middle ear, and

the significant shift of the natural frequency spectrum. Therefore, it is very important

to define such optimal dimensions of the transplant which would result in mechanical

characteristics close to characteristics of the normal middle ear.

4 Eigenfrequencies of Diseased Middle Ear
with Reinforced Eardrum

In this section we perform the FEM simulation of free vibrations of the oscillating

system of the normal and diseased middle ear with pathological changes of elastic

properties of the eardrum in the posterosuperior segment. In the case of the diseased

middle ear, the model of the reconstructed middle ear with cartilage transplants of

different thicknesses attached to the eardrum in the region of the posterosuperior
quadrant is considered. In all calculations, the initial strain–stress state of the TM and

its initial deflections as well, caused by the standard negative pressure pS = 20 Pa,

are taken into consideration.

The eigenfrequencies 𝜔, kHz, of the normal middle ear as well as of the diseased

one with the reduced elastic moduli Eps = 11, 22 MPa for the different mode shapes

are shown in Fig. 7. As seen, the assumed reduction in the modulus Eps does not

influence the natural frequencies corresponding to the first three modes (n = 1, 2, 3).

However, this effect appears at n ≥ 4 and becomes noticeable for high eigenfrequen-

cies, including frequencies from the auditory range, 16Hz≤ 𝜔 ≤ 20 kHz. The reduc-

tion of Young’s modulus Eps in the posterosuperior quadrant results in the strong

decrease of all eigenfrequencies beginning with the 4th mode.

Note, in spite of the fact that all ligaments and muscles were not taken into

account, the eigenfrequencies found here for the normal middle ear turned out to

be very close to the data obtained by Mikhasev et al. [9]. This coincidence may be

treated as wholly satisfactory verification of our model.
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Fig. 7 Eigenfrequencies of the normal middle ear and the diseased one with pathological changes

of the TM elastic properties for different mode shapes: 1—normal middle ear; 2—middle ear with

the elastic modulus Eps = 22 MPa for the posterosuperior quadrant; 3—middle ear with the elastic

modulus Eps = 11 MPa for the posterosuperior quadrant

Fig. 8 Eigenfrequencies for different mode shapes: 1—normal middle ear; 2—middle ear with

elastic modulus of the posterosuperior quadrant of 22 MPa; 3, 4 and 5—middle ear with elastic

modulus of the posterosuperior quadrant of 22 MPa and the cartilage transplant thickness of 750

µm, 500 µm and 250 µm, respectively

In Fig. 8, the natural frequencies of the diseased middle ear with the reduced elas-

tic modulus Eps = 22 MPa versus the mode number are shown for different thick-

nesses of the attached cartilage transplant hc = 250, 500, 750 µm. The same plots,

but for Eps = 22 MPa, are presented in Fig. 9. In both Figures, curves corresponding

to the oscillating systems of the normal and diseased middle ear without a cartilage

graft are also drawn.

As expected, using cartilage transplants with the purpose of reinforcement of

the weakened posterosuperior quadrant does not allow to get the oscillated system

whose natural frequencies would be as much as possible close to those of the normal

middle ear for all modes. For thick laminas of a cartilage (at hc > 500µm), the men-

tioned closeness of eigenfrequencies is observed only for the first 15 modes, whereas
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Fig. 9 Eigenfrequencies for different mode shapes: 1—normal middle ear; 2—middle ear with

elastic modulus of the posterosuperior quadrant of 11 MPa; 3, 4 and 5—middle ear with elastic

modulus of the posterosuperior quadrant of 11 MPa and the cartilage transplant thickness of 750

µm, 500 µm and 250 µm, respectively

(a) (b)

Fig. 10 Diagrams “eigenfrequency of normal middle ear—thickness of cartilage transplant”; the

cartilage transplant is superimposed on the posterosuperior quadrant of TM with elastic modulus:

a Eps =22 MPa; b Eps =11 MPa

for high modes the divergence between frequencies for the normal and reconstructed

systems grows together with the mode number. Furthermore, the smaller the modu-

lus Eps is, the larger this divergence becomes (compare Figs. 8 and 9 for a large n).

The comparison of data presented in both the Figures allows to conclude that the

optimal thickness of the cartilage transplants under consideration should not exceed

500 µm.

More detailed information on coupling “eigenfrequency of the normal middle

ear—optimal thickness of cartilage transplant” is shown by the diagrams in Fig. 10.

The diagrams are plotted using the exponential regression functions on basis of the

date presented in Figs. 7, 8 and 9. Each of these diagrams gives the cartilage trans-

plant optimal thickness hc which has to be chosen for the oscillating system of the

reinforced middle ear to have the eigenfrequency close to that of the normal middle

ear. It is seen that the size of changing of the optimal thickness hc is too wide and

depends on the rate of destruction of the TM in the region of the posterosuperior
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segment. If Eps = 22 MPa, then this diapason is 40 µm ≤ hc ≤ 890 µm, and for

Eps = 11 MPa, it is as follows: 250 µm ≤ hc ≤ 1200 µm. When taking into account

the basic auditory range (spoken), 500 Hz ≤ 𝜔 ≤ 2 kHz, then the recommendations

are as follows: in the case of a minor destruction of the eardrum, with Eps ≈ 20 MPa,

the average thickness hc of the cartilage transplant should be about 200 µm, and for

the greatly weakened eardrum, with Eps ≈ 10 MPa, it is encourage to use more thin

graft with hc ≈ 400 µm.

5 Conclusions

Three-dimensional FEM models of the intact middle ear and the diseased one with

the eardrum subjected to retraction in the posterosuperior quadrant have been pro-

posed. The middle ear was considered as the oscillating system consisting of the

tympanic membrane, malleus, incus and stapes. Solid 3D models of the auditory

ossicles were generated in the SolidWorks 2010 on the basis of the tomographic

data of all elements of the bio-mechanical system. The functions of ligaments in the

tympanic cavity were not taken into account.

The retraction pocket in the posterosuperior quadrant of the TM was treated as a

result of initial deformations (retractions) of the eardrum with pathological changes

of elastic properties under action of the negative pressure in the tympanic cavity.

In order to reinforce the weakened eardrum, the diseased segment on the TM was

covered by a slice of the cartilage graft made from tragal cartilage. The cartilage

transplant attached to the TM was considered as an additional element (a thin shell)

coupling rigidly to the surface of the TM. All elements of the middle ear oscillating

system as well as the cartilage transplant were assumed to be homogeneous and

elastic with mechanical characteristics taken from available references.

On basis of the developed FEM models, the two different problems were studied

in the paper. First, the FEM analysis of the initial deformations of the diseased TM

with the reduced Young’s modulus Eps of the posterosuperior segment under sta-

tic external pressure pS = 20 Pa applied to the TM was performed. The static FEM

analysis has revealed that the reduction of the elastic modulus Eps of the posterosu-
perior quadrant from 33 to 11 MPa results in the increasing the TM retraction up to

about 3 times. The influence of imposed cartilage transplants of different thicknesses

hc = 250, 750 µm on static deflections of the reinforced eardrum (with the reduced

modulus Eps = 11MPa) under the same external pressure pS = 20 Pa has also been

studied. It was shown that the attachment of the cartilage slice may lead to the notice-

able decrease of the TM retraction. So, the maximum retraction of the reconstructed

TM with the attached cartilage transplant of the thickness hc = 250 µm turned out

to be 12 times less then the retraction of the eardrum without a transplant.

The second problem of our study concerned the FEM simulation of free vibrations

of the normal and diseased middle ear with the eardrum having the reduced Young’s

modulus in the posterosuperior quadrant. In the dynamic analyses, the initial static

strain–stress state of the TM caused by the standard negative pressure pS = 20 Pa
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were taken into consideration. Calculations have revealed that decreasing Young’s

modulus Eps from 33 to 11 MPa does not influence the natural frequencies corre-

sponding to the first three modes (n = 1, 2, 3). However, this effect becomes very

strong at n > 4: the reduction of the modulus Eps may result in very strong dropping

all eigenfrequencies from the auditory range.

In order to study the effect of the cartilage transplant superimposed on the weak-

ened posterosuperior segment, the FEM simulations of the reconstructed middle

ear with the reinforced TM have been performed. Use of the cartilage transplants

had not enabled us to get the oscillating system with eigenfrequencies close to those

of the normal middle ear for all modes. For instance, superimposing cartilage trans-

plants with thicknesses hc > 500µm resulted in very good coincidence of the natural

frequencies of the intact and reconstructed oscillating systems only for the first 15

modes, whereas closeness of the corresponding frequencies for higher modes turned

out to be not wholly satisfactory.

To select the optimal thickness of the cartilage transplant, the detailed analysis on

coupling “eigenfrequency of the normal middle ear—optimal thickness of cartilage

transplant” has been made. This analysis permits to give the following recommen-

dations:

(i) If an eardrum in the posterosuperior segment has minor destructive changes, and

is characterized by Young’s modulus Eps ≈ 20 MPa, then the average thickness

hc of the cartilage transplant should be about 200 µm.

(ii) When the pathological changes in elastic properties of the posterosuperior quad-

rant is too great, with Young’s modulus Eps dropped up to about 10 MPa, it is

required to utilize more thick slices of a cartilage with hc ≈ 400 µm.
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The Method of Modeling of Human
Skeletons Multi-Body System

Tomasz Miroslaw

Abstract The analyses of human movement are interesting subjects for medicine,
sport, or for bionics robots designers as well as people, who have been looking for
analytical tools for many years, and one of them is the multi-body system analysis.
In this paper, a short overview of different methods of analysis of multi-body
systems is presented. These methods are very important and effective for analyses
and designing of defined mechanical structures and their control. But during
physical movement the skeleton changes its structure from close to open. The
mechanical energy accumulated in skeleton’s bones and muscles are cyclically
converted from kinetic to potential and vice versa. Hence, the direct usage of
multi-body analyses does not appear to be effective enough. In this paper, the author
presents a new modification of the multi-body system modeling method which
enables dynamic analyses of changing structures. The model is a structure of stiff
branches (bones) as well as flexible and rotatable nodes (joints) with the branches
moving in accordance to forces and torques. The movement causes the relative
displacements of two elements generating reaction forces and torques in joints. This
force then flows to a particular element where it is added to others. This method was
used for force and movement modeling for low lamb exoskeleton designing. In
addition, the simplified model of human leg and the result of simulation are also
presented in this paper.

1 Introduction

The human body has been the subject of artists, medical practitioners, sportsmen,
and technicians for many years showing admiration for this study in ancient
sculpture, sketches, or drawings made by Leonardo da Vinci, Mikael Angelo, and
other artists.
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At present, the body structure and its movements for human body analyses play
very practical role in sports, healthcare, industry as well as safety and security or
defense systems. The ergonomics is autonomous science which helps to design:
tools, workplaces, houses, vehicles interiors, etc. Sportsmen analyze human body,
its movement mechanism, in order to devise ways to move better and quicker. That
is why specialists of ergonomics have been trying hard to find ways to realize work
with minimal effort, or how to design vehicles which will protect car passengers
during accidents etc. They all would like to know how the human body works or
how it would respond to various forms of stimulation. For finding the answers to
these questions, some real models have been built which imitate human. Of course
the range of imitation is optimized to find answer to the main question. So we have
many models depending on the question we would like to answer.

It is worth adding that the search for systems which could make us stronger,
quicker, happier has continued unabated. But currently, people are still exposed to
diseases, injuries which limit the human mobility skill. The population is becoming
older and the problems with walking have continued to limit people’s activities.
Another substantive problem worth pointing out is the amount of people injured in
accidents and recovery. Today’s level of technological advancement enables con-
struction of exoskeletons which can help people solve these problems. This idea,
since it appeared in the 1960s, has remained very attractive hitherto. In the medical
and technical magazines or the Internet there are a lot of exoskeleton examples. The
most exciting solutions are dedicated to the military, however, at a demonstrative
stage.

There are some exoskeletons on the market which are dedicated to rehabilitation.
They help with the recovery process from illness or accidents to start again,

getting people on their feet again [5–8]. They are carriers of human body which
carry and force its parts to move, thereby realizing the programmed pattern of
movement. Although the exoskeleton does not only propel the legs and arms but
also helps keep and maintain balance. It is quite a complicated and expensive
device used by qualified medics, rehabilitants, in special environments. This
equipment is very useful as it speeds up recovery process, though people might
need more, even as some old people have to use sticks or other devices to aid
movement––making them more active or self-sufficient when they could be sup-
ported by special exoskeleton. On the other hand this exoskeleton has to support the
human body, strengthen its muscles (only in needed range), maintain balance, and
protect the body against harm. Having such devices people will be able to feel
better and save a lot of money, though it is quite a long way toward building such
devices. The main problem in exoskeleton designing is the human body. All of us
differ from one to other and our way of movement is also different. We tend to
move in different ways depending on the weight of our outfit, the ground surface as
well as our mood, to name a few. Let me also add that our movements are not
repetitive so, if a self-movable man would like to be supported by such devices he
should be only assisted and supported by it only in required states. Should
exoskeleton do everything for us, it could end up hindering the development of
(human) skills and resulting in the loss of mobility. On the other hand exoskeleton
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cannot move the human body in a programed way, because it could cause harm
while trying to move by taking a step in a different way due to some obstacles or
change of mind during movement.

These problems are very strongly visible during designing exoskeletons for the
military. Contemporary battle field requires soldiers to carry more and more as well
as heavier equipment. Thanks to these exoskeletons, soldiers are able to stand
longer, walk long distance, and maintain the ability to take rapid unexpected
steps (Fig.1) [9, 10]. The exoskeleton for soldiers or disabled-assistants should be
imperceptible carrying its load and moving simultaneously with him and working
indefinitely [4].

When we are thinking about exoskeleton for soldiers, it should move in similar
way like man dose, and not cause any additional load for him and be similarly
efficient like soldier is.

To design such devices, we need to model how man is moving [8–10]. The most
interesting thing is efficiency of human moving way, what is still better than others
waking machines. Man intuitively set body in way what take advantages on gravity,
landform, muscle, sinew, and bones springiness. But the most important is there is
no universal pattern or rules of movement that will suit to all of us. Everybody
moves in their own way. The only common thing is we need to generate force to
overcome movement resistance and carry body load.

2 Remarks on Human Body Movement Analyses

As it was said, there is no universal model of human movement. Everyone is
moving in different way even in the same day. We can be recognized by our
relatives by our walk or running style. So what can we do to find the way to support
people in walking with load, or make this walk longer or faster?

Against above remark, some common features or rules of human movement
have been pointed. To find them analyses of sportsmen, soldier, and street people
movement were recorded and analyzed [1]. For analyses some typical actions have
chosen like standing (with burden), walking, running, and others like kneeling,
squat, or stars climbing.

2.1 Standing

Standing is quite tiring “activity” especially if you need to stay in one place and
carry some burden. Our body is uptight and we need to change muscles tension
from time to time changing our position by waving or move our body load from one
leg to other. The mass center is moved through the field between feet. (It is pre-
sented in Fig. 2). We keep it above this surface by all body muscle tensions and
configuration.
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We swing moving in our hips or bending knees. The high of mass center is
changing slightly. Our mechanical work is not too big, but the chemical process in
our muscles is running and we are getting tired. Some time we release our muscle
too much or by other disturbance we can lose balance during standing and we
automatically change position of one leg to change the support field. The graph
diagram of standing is presented in Fig. 3.

Fig. 1 Conceptual sketch of
a lower extremity human
exoskeleton [9, 10]

Fig. 2 The “support field”
between feet and mass center
track

State 
of balance

Mas center above  
surface betwen 

two legs

One leg 
support

Loss of 
balance

[T]

Body mass center 
movement without 
feet movement

[T]

Mass center is 
moved above 

one leg

[T]

Leg
movement

[Z]
disruption

Leg movement

[T]

Fig. 3 Graph diagram for
standing ([T] means operation
of body structure
transformation, [Z] external
disruption)
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2.2 Walking

This the most characteristic action and occurs in a individual way depending on
various conditions. During walking at least one leg is supporting us and the mass
center is swinging from one leg to other and rise and down.

We can have few types of walking. Below are the three most different styles are
presented.

The silent “cat’s walk” when man is moving on legs with knees and moves feet
low over the ground and step them slowly. The moving leg is always ready to
support body (Fig. 3).

Slow stable walk when man is moving stable, without losing the balance and the
mass center is always above or between supporting legs. In this style we can see the
“rolling triangle” presented in Fig. 4. The mass center is above standing foot. When
we move the second leg forward this center is moving but it is still above support
surface. When we put the second foot on the ground we move the weight over it.
This move is realized by hill erection calf caused by rotation of foot around toes
axle.

In this style the toes and feet rolling play important role. The calf muscles are the
main propellers.

When we speed up, the movement loses its stability and the mass center is not
always above support. The balance is temporarily lost which is used for speed up or
keep the speed of movement.

When we lengthen our steps we lose balance and our walk is quicker but we can
stop immediately. Our body fall down and its energy is partly absorbed by hill and
transform to thigh’s “muscle” which is accumulated and release in rising cycle. The
movement of mass center needs the energy so the “walker” set his legs in unnatural
way to reduce mass center with high changes. But “normal” walking people also
take advantage on gravity and use the falling cycle of walking to accelerate body

Fig. 4 “Cat’s Walking” movement phases with support surfaces and trace of mass center
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and the kinetic energy of it is accumulated in “muscles and sinews” and is released
during rising. Human during movement take advantage on gravity.

We can see that the waking is realized by combination of rotation of all body and
its parts in hill, knee, hip. The propelling torques come from gravity and muscles.
Depending on the style, movement is stable with the balance kept all the time or
with lose of balance. Normally our walking is a combination of many styles
(Figs. 5, 6 and 7).

Fig. 5 “Stable Walk” movement phases with rolling triangle; below relevant support surfaces and
“trace” of mass center

mg

Fig. 6 “Dynamic Walk”—movement phases with support surfaces and trace of mass center
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2.3 Running

Running is the action what is not in interest in medical exoskeletons or exoskele-
tons dedicated for load carrying. But it is very important for sportsmen soldiers. The
run phase study is presented in Fig. 8. To start running we bend our body to lose
balance and jump from one leg second. We take the balance back for a while by
setting the landing leg below mass center. We rotate around toes moving body
forward and push when mass center is forward supporting place. It gives us the
propelling force as the combination gravity and muscle force. When we our leg hits
on the ground it is slightly bent in knee. During landing some part of energy is
accumulated in thigh by extension of straightening muscles.

Fig. 7 The acceleration and braking during walking by gravity utilization—movement phase
with the body support surface

Fig. 8 Run phase study
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This energy is used back during taking off. When we do not land on the bent leg
we will feel pain in knee.

2.4 Summary of Analyses

Basing on these short analyses, we can assume that our movement is a combination
of body part rotation caused by muscles forces or by gravity.

The body structure and force acting points is various and it is very difficult to be
predicted.

The flexibility of our muscles helps us to recuperate energy and bounce from the
ground. The analyses pointed that lower limb model should consist of 4 elements
toes, foot, calf, and thigh as bodies and joints toes, hill, knee, hip. Some models do
not care about toes which they play important role in walking.

The main force what effect on human body is gravity, ground reaction or wing.
So we can analyze our movement in reference to the natural horizontal-vertical
frame of system.

We manage our mechanical energy by controlled conversion from gravity
potential energy by kinetic, to spring “muscle” and back to kinetic and potential
energy. The energy conversion model is presented in Fig. 9.

Chemical 
energy

Body mechancal 
energy

Muscle elastic 
strain energyi

sinew 
elastic strain 

energy
Muscle work

Mechanical 
Potential body 

mechanical 
energy

Heat energy

Energia 
kinetyczna ruchu 

obrotowego
ciała

Energia 
kinetyczna ruchu 

postępowego

Movement 
resistance

Fig. 9 The energy conversion cycle
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This energy transformation is the crucial problem in exoskeleton designing. To
do it we build the human body model whicht help us better understanding of its
behavior and predict its movement when we will affect on it external forces.

3 Human Body Models

Many computer models of human body are available, especially prepared for
computer games, movies etc. Those models are focused at movement visualization
based on videos recorded in real tests of body position data or on mathematical
model of body kinetics describing body part movement in time.

We can find models which help us to calculate forces or torques in particular
body elements and joints, for set structure. But it is very difficult to find the model
of body behavior as the response to the torques and forces generated in joints are
acting on body.

The theory of muti-body analyses is basing on mathematical matrix operations
what in author’s opinion does not describe the real phenomena in systems. When
we have the so long chain of bodies what could work in open or close structure the
matrix calculation especially the revers task (finding position as the force acting
result) is very difficult.

The modeling is the sequence of differential equation system solutions for one
parameter changing in the time. Some times this system is unsolvable.

Many models assume that the body structure is the mutli-body stiffness elements
structure. This assumption helps to use the matrix operation. But our body is not
stiff, we are flexible and our muscles could be modeled like it is presented in
Fig. 10.

So the human body which consist of stiff elements are propelled with flexible
muscles. So we can build model like in Fig. 11 [3].

But this model is not easy to be transformed into computer model. Because it is a
parallel system of stiff and flexible elements which effect one on others. So we need
other methods.

Fig. 10 Model of human muscle. It consists of three passive elements: a series elastic element
corresponding to tendon and connective tissue, parallel elastic element and damper [2]
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4 Methods of Multi-Body Modeling with Flexibility

4.1 Concept of Model

Basing on other models and provided research on human movement the new
concept of modeling is proposed. The main assumptions are that the model
structure should reflect human body structure as the mutli-body systems with bodies
and joints, the modeled body movement should be the effect of combination of
rotation in joints. The energy conversion should be reflected in model. It should be
as one universal model for open or close structure and reflect body behaviors when
it is supported on the ground or it is in the fly state. As the simplification the
structure of human body is modeled with 15-body model what are representing:
toes, feet, calves, thighs, hip, breast, arms, forearm, neck with had. Model is shown
in Fig. 12.

This model for movement analyses does not have palms. All bodies are joined
with joins which are responsible for relative bodies movement––rotations and
transfer forces between joined elements. This model was expanded with points

Fig. 11 Model o human
body as the stiff skeleton and
flexible muscles
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where supporting forces effects on system. These forces represent ground reaction,
or load weight force.

All bodies are modeled in the same way as a stiff stick with mass concentrated in
mass center C which has defined location in space C[x,y,z], the flexible ends A and
B in defined distance to C (model is presented in Fig. 13). The stick is oriented in
space by angles set between stick and axle of reference system set (in figure only

- 1axle rotation joint
(one degree of freedom

- spherical joint
(three degree of freedom)

-1axle rotation joint
- 3 spherical joint
- Support point

Fig. 12 Model of human body as the 15-bodies and joints system

(a)

m- body mass
C- Mass center
J -moment of inertia

LB

LA

A

C,m, J

B

(b) 

m- body mass
C- Mass center
JC -moment of inertia for C axle

LB

A

C,m, J

B

FNA

FSA

FSB

FNB

FSC=FSA+FSB

FNC=FNA+FNB

MC= FNA LA-FNB LB

dt
j

M c∫+= 0αα

FSC

FNC

α

Fig. 13 Model of element in multi-body system
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one “α” is presented). There are forces what effect on the mass center: the weight
force and force coming from terminates a and B (ends): the tangential and
axial/orthogonal/normal forces. These forces are summed in mass central causing
its movement. The orthogonal forces produces torques what are summed and
enforces retaliation of stich, changing the angle α and position of A and B.

In multi-body systems each element is joined at least to one other element (seen
at figure) and affects on it. The exchange reaction force, appears as the spring force
thanks to deformation difference between joined terminals positions. In this way so
the changes of position of terminals of one body causes forces acting on others.
Because of these forces bodies want to rotate around mass center but because the
tangential forces the mass center is pushed and centrifugal force appears, so the
body rotates around its end. In simplification we can say that in human body
muscles produce torques what drive elements rotation. Model with torques is
presented in Fig. 14b. If we have support only on one end, the second is free and
moves according to forces on the second end and C. So if our chain is not supported
on end it would like to move in this direction. If we support it the force will
“reflect” and propels system in opposite direction.

The place of bodies affecting can be simplified by introducing joint model
(presented in Fig. 15).

In these joins all reaction forces and torques appear and effects on the body by
propelling the mass center enforce rotations. For simplification the joint can be used
as the “gate” for (place of) acting of external forces and torques. Basing on this
assumption computer model of human body was build. As in others model the start
condition should be defined as the position of mass centuries and orientation of
each element, their masses (weights). The structure of human body system made in
Simulink is presented in figure. It consists of bodies and joints model and the
calculator of start parameters. This calculator is prepared only for simplification of
start bodies position estimation.

A2

B2

A1B1 C1

C2

A3

B3

C3

(a)

C1

C2

C3

M32

M21

AN

AS

B3(b)

Fig. 14 Multi-bodies system model built of three effecting on each other’s elements: a model of
acting forces coming from gravity and bodies’ reaction; b model of forces and torques produced
e.g. by human muscles
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4.2 Model Description

The model of human body was built according to rules mentioned above. The main
problem what was solved is the multi-body model which would generate and
transmit forces and torques as well as energy storage and conversion. The computer
gives new possibilities of modeling not only by solving the system of differential
equations, but can simulate bodies’ behavior in time.

To present methods of modeling three bodies system was created with structure
similar to lower limb. This model is presented in Fig. 16 In this example we have
three bodies and two joints between and blocks for start point calculations. The
lower body is resting on the ground which generates reaction force when the
coordinate Y is lower than 0. The upper body is free. All of them have some mass,
and start positions it means coordinates of their centers of gravity the angle of
bending to horizon, moment of inertia, and two distances of stick ends to center of
mass. The model of body is (presented in Fig. 17) quite universal. It consists of two
terminals A and B and mass center. The body block has inputs for forces repre-
sented by components in horizontal and vertical reference systems) for two
terminals a and B: FBXR (—terminal B component X Reaction force), FBYR
(—terminal B component X Reaction force) and external forces: FBXE and FBYE,
analogously FAXR, FAYR, FAXE, FAYE for terminal A. Mext—represents the
external torque for body rotation. Additionally the start position of mass center X0
and Y0 with start angle ALFA) and distances of terminals from the mass center
DLA and DLB are given. The outputs are: coordinated of real position terminal BX,
CY, AX, AY and mass center CX and CY and real angle. Additionally two outputs
of MA and MB representing torques generated in terminals are present for tests.

The structure of terminal model is presented in Fig. 18. This model consists of
terminal position calculator market as DBXY (its structure presented in Fig. 19).
The effect of calculation is given to outputs EY and EX. Forces from inputs Fx, FXr

C1

C2

C3

M32

mg

N2

S2

AS2

BS2

AN2

BN2

Joint2

Joint1

AN3
AS3

M21

α2

Fig. 15 Model of affecting
bodies with marked
reaction joint
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and Fy, FYr are summed and given together with real angle to XY2SN transfor-
mation block, where XY components are converted to SN component. The
orthogonal force component is used for torque calculation. This Forces and torque
are sent to mass center model.
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Fig. 16 The structure of three-bodies system
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Model of mass center is presented in Fig. 20. In this block the weight force
appear and is transformed into SN components basing on actual rotation angle. This
force is summed with forces coming from terminal and after dividing by mass value
appears the acceleration in axles N and S. This acceleration is converted to XY
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coordinate and integrated for real speed and XY position. The real speed is
reversely converted to SN coordinates for damping force calculations. The CX and
Y position is estimated in reference to Y0, X0—start position.

In this block the toque is calculated as the sum torques coming from both
terminals and from external. This torque accelerates the rotation proportionally to
inversion of body inertia moment. After its double integration we get real angle of
body bending.
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The structure of joint is presented in Fig. 21. It consist of two blocks: Torques
and reaction force generator. Their structures are shown in Figs. 22 and 23. The
forces and torque are calculated in reference to displacement or bending flexible
elements. So the forces are generated in place of displacement not as the free vector.
In torque generator input Gamma the reference angle is added to move the zero
torque point. Each force and torque are multiplied by “−1” to give the action and
reaction force which are sent to both cooperating bodies.

One of important reaction block in general model is the ground reaction model.
This reaction appear only when Y position component overcome the bound of
ground. Structure of its model is presented in Fig. 24.

4.3 Model Verification

As the verification of model the experiment of falling body on the ground was
chosen for presentation. It seems to be important because of kinetic energy and
dynamically changed system structure. In this experiment free body was falling
down from height of 0.5 m. In model the damping were set to imitate the human
body landing.

In Fig. 25 the diagram of movement of free terminal and mass center highest
body is shown. We can see that after landing this body is bending and rising. In
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Fig. 26, we can see the way of mass centers of lower and middle part of system.
They are moved almost on straight line.

In Fig. 27 we can see the position of bodies’ mass centers. The highest body has
biggest displacement and oscillations. In Fig. 28 we can see displacements of
terminals and mass center of lowest bodies what imitated the food. It was set
parallel to ground.

These results are in accordance with expectations. This experiment together with
others confirmed quite good quality of this method.

Using this method the author build model of all body and simulate its behavior
in responds to external forces and internal torques.

Fig. 25 Diagram of highest body movement

Fig. 26 Diagrams of mass centers movement for a middle and b lowest s
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Fig. 27 Bodies’ mass centers
positions in time. Yellow
highest, magenta middle,
blue-lowest body

Fig. 28 Displacements of
foot parts: magenta- mass
center, yellow terminal B
(hill) blue terminal A (toes)
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5 Conclusion

The analyses of human body movement are still attractive and important for
medicine, sport, and army.

There are many model of human movement, basing on measurement or theory of
multi-body systems. But it is almost impossible to find universal model for human
walking or running scenarios.

The author in this paper focused on model which will reflect the energy con-
version during movement. Proposed model based on introduction of flexibility and
force generation are the displacement effects.

Presented in paper method multi-body simulation seems to be quite simple and
effective. The bodies displacement and deformation are the source of forces and
torques gives advantages of positioning the forces actions and its flow from support
to weight center. The differential equation system is built behind model ant the
solution is done in time domain. Because of flexibility the system adjust itself its
structure, positions and angles in accordance to its stiffness and always find
solution.

Model respects the energy conversions, what is very important in analyses of
human body movement mechanism.
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Fragility Estimation and Comparison
Using IDA and Simplified Macro-Modeling
of In-Plane Shear in Old Masonry Walls

Eduardo Charters Morais, László Gergely Vigh and János Krähling

Abstract The estimation of fragility functions associated with dynamic structural

analysis provides the probability of a certain damage state given an intensity mea-

sure. The presented paper discusses this technique regarding its application to a

method to estimate the magnitude of historical seismic events relying on the behav-

ior and damage in real historical structures. A bin of 50 seismic records is selected

matching the Komárom hazard spectrum and applied with Incremental Dynamic

Analysis to generate the damage state points of a 2D one-story frame numerical

model developed using Opensees code and calibrated to simulate the in-plane shear

behavior of historical old clay and adobe masonry infilled walls. A scaling technique

is applied and a damage type identification strategy adapted to the material model

are developed to perform Incremental Dynamic Analysis and efficient fragility func-

tion fitting in MATLAB. Results highlight considerable uncertainties regarding the

calibration of the numerical model, material and geometric nonlinearities and seis-

mic record selection in this procedure. Despite efficiency, the methodology applica-

tion and overview suggest that a full probabilistic approach fragility function fitting

using the background of seismic hazard analysis and reliability theory, providing a

concomitant sensitivity analysis, is important to proceed with variables weight eval-

uation and account for uncertainties.
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1 Introduction

Most of old masonry buildings have nowadays the status of cultural heritage, and

despite being used as residences, offices, hotels, etc., their importance transcends

mere usage. As symbols they connect us to culture, and to a sort of common history

(political/economic history, architectural history, etc.) but as entities every single

structure is as unique as its own singular history (construction materials, technol-

ogy and philosophy, usage, loading history, damage history, etc.). Although these

two perspectives are usually unseparated in historical study, the effort of studying

structures as such or in the context of recalcitrant phenomena (i.e. shear or bending

in structures, or structural elements, in the context of earthquakes historical earth-

quake effects) obliges us to a relative effort of abstraction and generalization in order

to conveniently characterize both the structure, phenomena and the associated dam-

age in a consistent and multifaceted transdisciplinary methodology.

A method of that kind is associated with the estimation of the magnitude of histor-

ical seismic events relying on the behavior and damage in real historical structures

[1]. An early approach regarding this methodology [2] considered the identifica-

tion of critical points in a late Romanesque church, in Zsámbék (Fig. 1a, b), which

collapsed due to the historical earthquake of Komárom, in the June 28, 1763. In

that paper a bilinear material model was used with shell elements representing the

assumed homogeneous behavior of the medieval three-layered ashlar masonry walls

and the general aspects of the design response spectrum were applied considering

the hazard map of Hungary and local soil type [3]. Modal Response Spectrum and

nonlinear Pushover Analysis suggested maximum stresses in key elements in the

structure, maximum displacements in the towers and extensive plastification of the

walls. Although, some difficulties for the application of [1] could be pointed: the

complexity of both local and global scales mechanisms can be misleading, the dif-

ficult account for uncertainties and analysis time makes it prohibitive for the future

development of the full methodology (see Fig. 2). Therefore, further developments

should reduce the previous numerical model complexity by relying both on wall

model simplification and failure modes selection. Although, the complexity of the

local mechanism of the three-leaf medieval masonry wall will not be addressed here

as the load transfer mechanisms and cyclic behavior need for considerations that fall

from present scope.

1.1 Damage History Remarks

The Komárom 1763 historical earthquake left extensive damage near its epicenter

[4, 5] despite some opposition regarding the reliability of the portraits [6] (Fig. 1c).

In the city of Komárom, out of 1169 houses in total, 279 ended completely destroyed,

353 partially collapsed, 213 needed expensive repair and 219 cheap repair [4]. As

most of the affected buildings (91 % of total) were typically composed of masonry



Fragility Estimation and Comparison Using IDA and Simplified Macro-Modeling . . . 279

Fig. 1 Pictures a and b Zsámbék church ruin in 1857 and c Komárom after the 1763 earthquake

Fig. 2 Conceptual map with work steps systematization

walls (made of stone, clay or adobe with mortar infills) arches, vaults and/or wooden

roofs, before assessing the earthquakes magnitude using the methodology in [1] it is

important to develop structural and numerical models matching the structural types

of the region, evaluate the specific damage, select the appropriate failure modes
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(shear compression failure as arguably suggested in Fig. 1c) for verification and then

address the generation and calibration of fragility functions. Here, only the in-plane

shear with compression failure mechanism of unreinforced masonry walls subjected

to the action of lateral loads will be discussed [7] and the shear tests experimen-

tal results of both clay [8, 9] and adobe [9–12] old masonry infill panels will be

addressed here.

The majority of the houses of the town belonged to local peasants. These build-

ings were built of adobe and possibly with flexible willow-twigs; their constructions

might be mud wall (sárfal) [13]. The foundation structure on which the walls were

built was just the well-rammed level of soil. The typical peasant’s houses were built

with open chimney covering the kitchen in the middle therefore there were smoke-

free living rooms as their stoves were heated from the kitchen. Their typical layout as

seen from the street consists of room, entrance hall with doors to the rooms and con-

nected to the kitchen, kitchen, room and pantry. The houses had beam ceiling, a gable

roof or a hip roof, with thatch-roofing or covered with straw. Parallels to the rural

houses can be seen at model plans of the region [14]. According to the records of the

earthquake made by the eye-witness Johann Grossinger, the peasant’s houses with

their simple structures and one-story showed more resistance against the impacts of

the earthquake then the brick-built public, ecclesiastical or civil houses of the town

with possibly multiple stories, more embellishment and vaulted constructions [15].

2 Methodology

The methodology in [1] is rooted in the apparatus of Probabilistic Seismic Hazard

Analysis (PSHA) and it presupposes the use of structural fragility functions in the

form P(dmi|im,m,r) associated to one or more structure and/or damage types (dmi),

given an intensity measure (im), magnitude (m) and distance (r). Quantitative analy-

sis of the structural damage record and the computation of attenuation relationship

fIM|M,R (im|m,r), prior distribution of distance fR (r) and prior distribution of mag-

nitude fM (m) are also required. In this early step the estimation of fragility func-

tions associated with Dynamic Structural Analysis (DSA) is addressed. It provides

the probability of occurrence of a certain damage state (DM = dmi) given an inten-

sity measure (IM) [16]. Thus, DSA tools as Incremental Dynamic Analysis (IDA)

and Multiple Stripes Analysis (MSA) provide the statistical means to study struc-

tural damage due to seismic demand in structures. Fragility Functions are usually

assumed to be represented by a lognormal cumulative distribution function:

P(DM|IM) = 𝛷

(
ln(x∕𝜃)

𝛽

)
(1)

The usual procedure consists of the estimation of function (1) parameters 𝜃 and

𝛽, respectively, the median of the fragility function and the standard deviation of

ln(IM). DSA involves the time-history analysis of a global macro-model charac-
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terizing the nonlinear behavior of a global macro-model calibrated to behave as a

masonry infill wall, resorting to previously selected seismic/ground motion records

[17] and using IDA and MSA for fragility function fitting. Considering present pur-

poses, this work can be summarized in a conceptual map (Fig. 2). Issues related to the

mainframe of the method [1] as the general method theoretical apparatus, account for

uncertainties, ground motions (GM) selection, characterization of the seismic area,

attenuation relationships, the nature and variability of damage descriptions will not

be addressed here.

3 Experimental Sources

Old masonry subjected to in-plane shear with compression generally reveals highly

nonlinear pinching behavior and considerable cyclic degradation [7, 8, 10]. Obser-

vations of the cyclic testing of an old clay masonry panel 590× 680× 290 mm
3

(with

290× 140× 65 mm
3

bricks) with a three ramp dynamic horizontal deflection loading

[8] show initial elasticity followed by nonlinear hardening, and softening behavior

after the 10 mm deflection (envelope, Fig. 3a, and cyclic behavior, Fig. 3b). Its cyclic

behavior can be described as initially pinching with hysteretic behavior, strength

degradation, unloading stiffness degradation but not clear, or perhaps inexistent,

reloading stiffness degradation (Fig. 3).

Masonry shear behavior highly depends on confinement conditions and compres-

sive normal forces largely affect the Young’s modulus and therefore the shear mod-

ulus. To extend the model to larger wall panels cyclic parameters from empirical

studies of [8] can be used. Despite the EC6 recommendation for shear modulus esti-

mation, G = 0.40×E [18], an empirical study suggests G = 0.10×E to be a better

match for experimental results [7], also appropriate to the experiments in [8] (see

Fig. 4). As to the adobe masonry, its hysteretic curve layout (Fig. 4c) is not qualita-

tively very different from that of the old clay masonry, and so, a similar configuration

with different material strength parameters can be applied.

4 Numerical Modeling

Usually masonry modeling resorts to Finite Elements (FEM) or Discrete Elements

(DEM) methods associated with micro- and macro-modeling techniques, and model

calibration regarding experimental results. These models can either be constituted

by small discretized blocks or rectangles with or without mortar infills where inter-

faces are contact elements (micro-models), by a homogeneous shell or plate ele-

ments or by a reticular frame built and calibrated to simulate the behavior of the

whole wall (macro-models). The composition of such simpler models constitutes

the global model.
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Fig. 3 Clay masonry wall a hysteretic behavior, b envelope curve [8] and c adobe masonry wall

hysteretic curve [10]

Fig. 4 a Simplified micro-model, b simplified macro-model [19], and c simplified macro-model

4.1 Structural Modeling

The structural model developed for calibration, a simplified macro-model (Fig. 4c),

which represents the old masonry infill wall panel (L = 685 mm, h = 590 mm and

d = 290 mm) in [16], tries to capture the idea of the common usage of masonry walls,

generally pinched inside a concrete frame and wall intersections, or in older times

between rigid ashlar columns and cornerstones.
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Fig. 5 Typical peasants house and structural models for the a front/Back wall (panels 3, 1 and 2,

respectively) and b lateral walls (panel 3)

The present model (Fig. 4c) consists on an isostatic system composed by truss

elements associated to uniaxial material models, where the trusses from (1) to (7)

have a very high rigidity so that the zero length element [20] (8) be mostly respon-

sible for the actual behavior of the frame as well as the rigidity of the system. The

illustration of Fig. 5c schematically represents element 8 (as nodes 3 and 4 coincide

in the coordinates (L/2, h/2)). The global mass is considered to correspond to half of

the panel weight (𝛾 = 20 kN/m
3
) and roofing portion (approx. 0.25 kN/m

2
), as shear

behavior is addressed, and it is distributed by the nodes 5 and 6. The GM ought to

be inputted in horizontal direction as condition for both nodes 1 and 2.

Following the preliminary model results other structural models were devel-

oped with reference on a traditional peasant house typology (Fig. 5) of the sort

affected by the 1763 Komárom earthquake and requiring minor repairs [21]. Effec-

tive length of each wall was calculated as Li = Lspan + (ti + tf )∕2, with constant

thickness t = 500 mm for all walls and resulting in L1 = 5200 mm, L2 = 3300 mm,

L3 = 4300 mm, L4 = 5200 mm, and a constant height h = 2300 mm. Therefore two

global-models are considered (Fig. 6) composed by panels 1, 2 and 3, respectively

with 3300× 2300× 500 mm
3
, 4300× 2300× 500 mm

3
and 5200× 2300× 500 mm

3
.

The dimensions and openings are used to determine the strength parameters of the

walls. Despite great difference between these values in the literature [22] a Young’s

modulus of 1380.80 MPa, shear modulus of 138.08 and shear strength of 230 MPa

are used for clay masonry [8]; and for adobe masonry (𝛾 = 15 kN/m
3
), usually more

flexible but with lower strength, a shear modulus of 39.80 MPa and shear strength

of 0.026 MPa are adopted [12].
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4.2 Material Modeling

The Pinching4 uniaxial material model can be found in OpenSees [20] catalogue.

Along with a multilinear backbone it allows the simulation of cyclic degradation,

mostly associated to the old masonry panel behavior in [8]. For the implementation,

shown in Fig. 4 calibration of the model requires 16 parameters (8 as symmetric

behavior is assumed) to define the response envelope (bold lines in Fig. 6), 6 para-

meters to define the two unload-reload paths (grey lines in Fig. 6), and 12 parameters

to define the hysteretic damage rules. The present model is implemented by defining

the four material states (both positive and negative loading, unloading and reload-

ing), the rules, the control changes between states and the rules that govern evolution

of the states [23].

The model application requires multilinear representation of the nonlinear back-

bone curve and the choice of its significant points (from Fig. 3a represented in Fig. 7)

and the outline of the cyclic behavior (Fig. 3b) of the wall relating horizontal force

and displacement. For the application of the material model and damage interpre-

tation linear elastic range is considered between the points (ePd1, ePf1) and (eNd1,

eNf1), no damage is attained. Plastification of the cross-section starts in the second

linear steps (positive and negative sides) finishing in (ePd2, ePf2) and (eNd2, eNf2),

meaning low damage (dm1). The third step, finishing in (ePd3, ePf3) and (eNd3,

eNf3), is interpreted as medium damage (dm2), after which severe damage (dm3)

is considered. Total collapse (dm4) occurs after (ePd4, ePf4) and (eNd4, eNf4).

Fig. 6 OpenSees pinching4 uniaxial material model [20]



Fragility Estimation and Comparison Using IDA and Simplified Macro-Modeling . . . 285

Fig. 7 a Backbone curve and b simulated cyclic response for material model pinching4

4.3 Calibration and Validation Procedures

The model calibration is taken in two main steps: adjustment of the backbone curve

to the outline curve (Fig. 3a) and degradation parameters estimation to fit the hys-

teretic curve (Fig. 3b). Both steps rely on a trial-error procedure associated with sta-

tic pushover analysis of the model (Fig. 1c). The backbone shaping was carried out

using 0.25 mm increments until reaching 20 mm displacement. Some difficulty in

calibrating the pinching and hysteretic behavior was observed, as the reloading stiff-

ness degradation distorts the originally fitted backbone.

As the simulated response generally fits the experimental results (Fig. 3), the

2D pinching numerical model, a linear elastic SDOF and 2D versions were com-

pared to check model consistency. With SDOF lateral rigidity equal to initial rigid-

ity (k0 = 32000 N) the structure was studied using a GM record and compared using

varying mass (PGA = 0,617g) and PGA (mass of 233 kg) routines. The models

behaved similarly until 1.25 mm deflection (linear range limit) where nonlinearities

start to appear. For the present model (not representative of a real structure) to work

in the range, where shear-based damage occurs it would require a mass between 13

and 16 tons or a PGA between 60 and 100 g.

The same calibration procedure was used to match the mechanical characteristics

of the walls models (Fig. 5). To calculate their material model coordinates the basic

equations of strength of materials were applied: shear strength 𝜏 = G×𝛾 , 𝜏 = F/Aw,

shear strain 𝛾 = 𝛿x/h, and initial lateral rigidity K0 = G×Aw/h (where G is the shear

modulus, 𝛾 the shear strain, F the horizontal force, Aw the shear area, 𝛿x the hori-

zontal displacement, and h the wall height). It was also assumed that the tendency

of rigidity degradation during loading is material and wall dimensions independent

(Table 1).
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5 Dynamic Structural Analysis

To perform DSA a new algorithm for transient analysis with GM input was written.

The calibration process and PGA parametric study were repeated and a bin of GM

[24] matching the target spectrum for Komrom region (PGA = 0.15 g, EC8-1) was

used for fragility function fitting. A PGA estimation for the Komrom earthquake is

given by a GM model [24]: for m = 6.5, r = 10 km, strike-slip fault mechanism [4]

soft/stiff soil on site, the PGA estimate for the seismic event is 0.223 g.

5.1 Incremental Dynamic Analysis

The structural model and the newly calibrated material model were adapted to a

new code. In DSA, IDA is carried out scaling each GM until the structure collapses.

Four damage states are assessed and used to calibrate the probability distribution

parameters used to fit each of the lognormal CDF, or fragility functions. The lateral

1 and back clay and adobe masonry walls (without openings) will be analyzed first:

Clay masonry (Figs. 8a and 9a), as expected (Fig. 8), generally offers much more

resistance than the adobe masonry (Figs. 8b and 9b). In result the specter of accel-

erations necessary to achieve damage states are very high and a null probability of

damage given a seismic event with PGA = 0.233 g. Despite revealing lower related

to damage PGAs the adobe walls still do not reach even a small probability. The

models of Figs. 8 and 9 did not take into account the wall openings (which reduce

the strength and rigidity of the wall), although the reduction of damage related PGA

is expected. The two front and lateral walls have openings in all spans, for which

the results were presented in Fig. 10. The median and standard deviation values for

Fig. 8 Lateral wall 1 fragility function for each damage states, both for a clay and b adobe
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Fig. 9 Back wall fragility functions for each damage state, both for a clay and b adobe

Fig. 10 Fragility functions for a the lateral 2 and b front adobe walls for each damage state (con-

sidering openings, see Fig. 5)

multiple damage states were calculated for the front, back and lateral clay and adobe

masonry walls. The results are summarized in the following table (Table 2).

With the generation of the fragility functions it can be seen that within the range

of wall structures tested for shear a probability of less than 10 % that a dm1 damage

type happens (Fig. 10a) given PGA of 0.223 g (m = 6.5; r = 10 km; Soft/Stiff soil

and S-S fault type). The previous statement can be formalized as P(dm1|0,223g) =

6.98 %. The significance of this result does not agree with the observations of Johann

Grossinger regarding the light damage (here assumed to correspond to dmi) in peas-

ant houses. Despite the results support that it is most likely that those houses were

not made out of clay masonry (because of high PGAdmi
values), it is possible that

they were made out of adobe, as the shear strength and shear modulus values used

here are still relatively high, and it is definitely possible that they were made out of

sárfal (for which no structural cyclic data was available).
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6 Conclusions

Regarding the results it can be stated that peasant houses were probably not made of

clay masonry when the 1763 Komárom historical earthquake, and possibly made of

adobe or srfal. Masonry is a highly complex composite material and this complex-

ity increases with the complexity of the composition creating global mechanisms

that locally depend on the relative strength of bricks and mortar resistance, on their

assembly and L/h aspect ratio: there is a great deal of uncertainty on the masonry

behavior to account for. This difficulty can be overcome resorting to simplified micro

modeling techniques together with DEM analysis, which can enable the establish-

ment of simplified macro-models of these walls. Although, the appropriate cyclic

parameters for the materials is still a begging question, a sensitivity analysis would

help to enlighten it. Another pendent question is that given the lack of precise damage

descriptions, if the light damage on peasant houses is associated to a mechanism in

shear walls. Nonetheless, a better material model calibration can be achieved through

optimization, using a genetic algorithm [25].

Regarding the method for magnitude estimation described in [1], its full method-

ology requires applying fragility functions of the type P(DM|IM,M,R) and the devel-

opment of MSA with enhancement of results [16] is relevant. Also, accounting for

uncertainties can provide considerable shift in the fragility function parameters. In

the present case damage description, material model and strength parameters, struc-

tural model, weight, earthquake direction and duration, intensity measures, wall con-

struction, structural elements to analyze, etc. are all uncertainties weighting on the

reliability of results. So, and despite efficiency, the methodology application and

overview suggests the development of a full probabilistic approach to fragility func-

tion fitting using the background of reliability theory [19], providing a concomitant

sensitivity analysis and variables weight evaluation.
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Analytical Model of Dynamic Behaviour
of Fatigue Test Stand—Description
and Experimental Validation

R. Owsiński and A. Niesłony

Abstract In this paper, an analytical model to describe the dynamic characteristics
of the test system was presented. Test system, which was the object under con-
siderations, is designed for fatigue life determination of structural materials using
bending moment resulting from inertia forces. Therefore, the test system was
modelled with regard to one and two degrees of freedom system. The general
analytical equations were solved and simulated in Matlab-Simulink using general
method and symbolic method based on Laplace transforms field. Moreover, it was
also presented further experimental determination of the logarithmic damping
decrement based on measurement of acceleration using uniaxial accelerometers.
Finally, dynamic characteristics of the test system was determined based on the
finite element method and confirmed experimentally the correctness of all
assumptions according to the number of degree of freedom and damping behaviour.

1 Introduction

Mechanical systems in dynamics are being described using displacements and their
derivatives related with deformations and causing them forces. In mechanical
systems, following mass components can be distinguished: material points—de-
formable and non-deformable solids, elastic and damping solids—such as springs
and dampers. Dynamics of machines refer to conjugate variables describing sys-
tem’s state changes over time as signals. Regarding the complexity of mechanical
systems with various number of degrees of freedom determining the degree of
complexity of the machine, following can be distinguished:
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• single degree of freedom system;
• systems with finite number of degrees of freedom (discrete systems);
• systems with infinite number of degrees of freedom.

For modelling mechanical systems fundamental magnitudes are being used, such
as: mass, stiffness and damping factors [1].

With regard to the Newton’s second law of motion, the acceleration of the mass
of a solid object being equal to x

..
is directly proportional to the resultant of all forces

F acting on the body.

F =mx
.. ð1Þ

If rotational motion is described in terms of angular displacement φ of an object
and the angular acceleration magnitude is expressed in rad

s2 , then the proportionality
constant is the moment of inertia I of the object rather than its mass.

M = I φ
.. ð2Þ

In the system, stiffness means a spring with k coefficient expressing the ratio of F
force gain and the spring deflection as Δx.

k= −
ΔF
Δx

ð3Þ

The minus sign indicates that the force F is in opposite direction to the
displacement.

In real physical systems being subject to dynamic forces, the amplitude of
system response has a damping character, which results from the fact that real
materials—due to the inhomogeneity of the structure and material defects—dissi-
pate part of the excitation energy. This phenomenon is known as damping.
Damping of mechanical systems can be interpreted as drag of the damper for which
the dependence between the force and velocity is as follows:

FD = − cx ̇ ð4Þ

This is the basic dependence used by estimating the oscillation decay rate or the
resonant model response. The substitute damping of the test system can be des-
ignated experimentally by signal excitation of the system. Exemplary image of the
response is presented in Fig. 1.

Formulation of equations in dynamics for a system of material points without
any degrees of freedom is more complicated because of the necessity to consider
additional conditions derived from equations of bonds. This entails the need for
introducing the reaction forces into the equations of dynamics. They constitute
additional unknowns that are often difficult to displace. These difficulties can be
eliminated by shifting from Cartesian coordinates to generalized coordinates. The
generalized coordinates constitute a minimum number of independent coordinates
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clearly describing the in space position of the system. Most frequently, the gen-
eralized coordinates adopt the form of displacements. They can be either linear
(translational) displacements or angular (rotational) displacements.

1.1 The Lagrangian Formalism

The formalism is based on the principle of least action. For the purpose of mod-
elling, the Lagrange’s equation of the second kind is being used, thus a description
is derived as a system of differential equations. Depending on the type of inter-
actions on the examined mechanical system, the Lagrange’s equation of the second
kind assumes the form of:

• Conservative and autonomous systems—without the impact of external forces;

d
dt

δLk
δ qi

.

� �
−

δLk
δqi

=0 ð5Þ

• Non-conservative and autonomous systems—energy dissipation occurs during
movement of the system;

Fig. 1 Graphical chart of decreasing vibrations
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d
dt

δLk
δ qi

.

� �
−

δLk
δqi

+
δFR

δ qi
. = 0, ð6Þ

where FR—the Rayleigh’s dissipation function—power dissipation in a linear
dissipative element expressed through the dependence:

FR = ∫
q̇

0
Rvdq ̇=

1
2
cq ̇2, ð7Þ

where Rv—viscous drag force, c—viscous drag coefficient.

• Nonautonomous systems—being subject to external forces.

d
dt

δLk
δ qi

.

� �
−

δLk
δqi

+
δFR

δ qi
. =Qi, ð8Þ

where Qi—external generalized force corresponding to the generalized force,
described as:

Qi = ∑
n

j=1
Pjx

δxj
δqi

+Pjy
δyj
δqi

+Pjz
δzj
δqi

� �
, i=1, . . . , s, ð9Þ

where s—number of degrees of freedom in the analysed system.

1.2 Dynamic Characteristics of Mechanical Systems

At the stage of designing mechanical systems, there should be performed their
comprehensive analysis taking into account dynamic interactions and their fre-
quency characteristics. A critical aspect of any mechanical system is its resonant
frequency by which interactions are being intensified in mechanical systems [1, 2].

At present, in order to determine the dynamic characteristics for industrial prac-
tices, electromagnetic inductors are used, which facilitate test performance, which
provide accurate information about the frequency response of the test object to the
extortion. Bymeans of these devices it is possible to determine the range of occurrence
of free vibrations. More and more frequently, they are components of test stands for
testing durability on laboratory test pieces and on complex structural elements [3].

2 Test System

During the operation period elements of machinery and equipment are subject to
complex loads being changed. These loads can result from ongoing work move-
ments, or they also can be the result of external forces. Therefore, it is important to
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be familiar with changes in the strength properties of the material in relation to the
number of load changes [4]. There are many hypotheses on fatigue that enable the
reduction of a complex state of stress into an equivalent uniaxial strain allowing for
reproducing it at the test stands. None of the hypotheses take into account all factors
determining formation of fatigue cracks.

In the specialized literature, there can be found a number of works in which the
authors [5, 6, 7] review the criteria for multiaxial fatigue. There are a large number
of criteria related to the accumulation of damage in a loaded element. It can be
distinguished fatigue criteria based on stress [8], strain [9] and energy parameters
[10]. In addition, there can be also distinguished a group of criteria based on the
concept of critical plane [11–14]. Because the computations in the time domain are
very time-consuming, more often, computations on the fatigue are performed in the
frequency domain [15–17].

An interesting idea seems to be performing fatigue testing at higher frequency
ranges of load changes. This results in significant reduction of time needed for
performing a series of fatigue tests. The proposed test stand required deeper
dynamics analysis, which would allow for proving the results obtained experi-
mentally. The test stand is presented in Fig. 2.

3 Analytical Model of Single Degree of Freedom System

Adopted for the analysis test system consists of mounting bracket fixed to an
actuator of the electromagnetic inductor with the test piece and additional load in
the form of a square profile of specified dimensions. The system subjected to
kinematic excitation is presented in Fig. 3. A deflection from the equilibrium
position of the centre of gravity of a loader moved away at the distance of b from
working cross section of the test piece was designated as wc and illustrated in
Fig. 4.The motion of the loader subjected to kinematic excitation with assumed

Fig. 2 Overview of the test stand
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single degree of freedom system was described by differential equations. Differ-
ential equations of motion are written in the form of (10).

EK = 1
2m ⋅ ẇ2

c + 1
2 ⋅ Iyφ

2̇

EP = 1
2 kg ⋅ wc − ξð Þ2 + 1

2 ks ⋅φ
2

R= 1
2 cg wc

. − ξ ̇ð Þ2 + 1
2 cs ⋅φ

2̇

8><
>: ð10Þ

In the scheme presented in Fig. 4, there can be observed a close relationship
between the vertical displacement of the centre of the loader mass wc and the angle
of rotation φ:

wc =w+ bsinφ ð11Þ

The dependence (11) of small angles can be expressed as (12):

wc =w+ bφ, ð12Þ

where w is a vertical displacement of the final (free) cross section of the test piece
due to its deflection, while φ is the angle of rotation of this cross section. It is
therefore desired to perform diffraction analysis of the test piece with inertia load B
and the moment of inertia M in cross section connecting the test piece with loader

Fig. 3 Scheme of the test system

Fig. 4 Test system deflection
from the equilibrium position
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—Fig. 5. Calculations were carried out for the static load, so instead of B force,
P= const was introduced, and M tð Þ →M = const, where the M moment can be
written as the product of P ⋅ b.

By applying the differential equation of the deflection curve of the test piece for
small deflections, the computations were performed:

w
00
⋅EI xð Þ =P ⋅ x+M ð13Þ

for the adopted dependence: M =P ⋅ b, so the differential equation of the cross
section deflection can be expressed as

EI xð Þ ⋅w
00
=Pðx+ bÞ ð14Þ

Value of the deflection angle of cross Sect. (15) is obtained by integrating the
dependence (14), and the cross section dependence (16) is derived after
two-dimensional integration of the dependence (14):

Deflection angle of cross section:

w
0
xð Þ =

P
E
⋅ ∫

x+ b
J xð Þ

dx+D1

� �
ð15Þ

Cross-section deflection:

w xð Þ =
P
E

∫ ∫
x+ b
J xð Þ

dx
� �

dx+D1x+D2

� �
ð16Þ

If the designation w
0
x=0ð Þ =φ is adopted, then for the analysed cross section of

the test piece in the connection point with loader mass, it can be expressed as

Fig. 5 Overview of the test
piece with load scheme

Analytical Model of Dynamic Behaviour of Fatigue Test Stand … 299



φ=w x=0ð Þ ⋅
∫ x+ b

J xð Þ
dx+D1

∫ ∫ x+ b
J xð Þ

dx
� �

dx+D1x+D2

������
x=0

ð17Þ

by substituting

F x=0ð Þ =
∫ x+ b

J xð Þ
dx+D1

∫ ∫ x+ b
J xð Þ

dx
� �

dx+D1x+D2

������
x=0

ð18Þ

Finally, the following is obtained:

φ=w ⋅F ð19Þ

The designated dependence is being introduced into a system of Eq. (10), which
is in the form of (20):

EK = 1
2m ⋅ ẇ2 1 + bFð Þ2 + 1

2 Iy ⋅ ẇ
2F2

EP = 1
2 kg w 1+ bFð Þ− ξð Þ2 + 1

2 ks ⋅w
2F2

R= 1
2 cg ẇ 1+ bFð Þ− ξ ̇ð Þ2 + 1

2 cs ⋅ ẇ
2F2

8>>><
>>>:

ð20Þ

By ordering the system of Eq. (20), finally the following was obtained:

EK = 1
2m ⋅ 1+ bFð Þ2 + 1

2 IyF
2

� �
⋅ ẇ2

EP = 1
2 kg w 1+ bFð Þ− ξð Þ2

� �
+ 1

2 ks ⋅F
2w2

R= 1
2 cg ẇ 1+ bFð Þ− ξ ̇ð Þ2

� �
+ 1

2 cs ⋅F
2ẇ2

8>>>>><
>>>>>:

ð21Þ

The components of the Lagrange’s equation are determined by the dependence
(21):

d
dt

∂EK

∂ẇ

� �
= m 1+ bFð Þ2 + IyF2
� �

w
..

∂EP

∂w

� �
= kg w 1+ bFð Þ− ξð Þ ⋅ 1+ bFð Þ+ ksF2 ⋅w

∂R
∂ẇ

� �
= cgðẇ 1+ bFð Þ− ξÞ ⋅ 1+ bFð Þ+ csF2 ⋅ ẇ

.

ð22Þ

300 R. Owsiński and A. Niesłony



Finally, a differential equation of oscillating motion was derived in the form of

m 1+ bFð Þ2 + JyF2
h i

⋅w
..
+ kg w 1+ bFð Þ− ξð Þ ⋅ 1+ bFð Þ+ ksF2 ⋅w

+ cgðẇ 1+ bFð Þ− ξÞ ⋅ 1+ bF ̇
	 


+ csF2 ⋅ ẇ=0
ð23Þ

Oscillating system can be presented as (24)

w
..
+

kg 1+ bFð Þ2 + ksF2

m 1+ bFð Þ2 + IyF2
⋅w+

cg 1+ bFð Þ2 + csF2

m 1+ bFð Þ2 + IyF2
⋅ ẇ=

=
kg 1+ bFð Þ

m 1+ bFð Þ2 + IyF2
⋅ ξ tð Þ +

cg 1+ bFð Þ
m 1+ bFð Þ2 + IyF2

⋅ ξð̇tÞ

ð24Þ

which, after arranging it according to the highest order derivative

w
..
= −

kg 1+ bFð Þ2 + ksF2

m 1+ bFð Þ2 + IyF2
⋅w−

cg 1+ bFð Þ2 + csF2

m 1+ bFð Þ2 + IyF2
⋅ ẇ+

+
kg 1+ bFð Þ

m 1+ bFð Þ2 + IyF2
⋅ ξ tð Þ +

cg 1+ bFð Þ
m 1+ bFð Þ2 + IyF2

⋅ ξð̇tÞ

ð25Þ

the excitation ξðtÞ adopts the form of harmonic, which can be expressed by the
dependence of (26):

ξ tð Þ = ξasinðvtÞ ð26Þ

3.1 The Level of Stresses in the Analysed Cross
Section as a System with Single Degree of Freedom

For such described test system a relationship between arising stresses occurring in
the given cross section of the test piece and its deflection can be formulated, as well.
Knowledge on the level of stresses being generated in the test system is crucial from
the perspective of experimental verification of the proposed system description.

As a function of (27)

B tð Þ =m ⋅ wc
.. ð27Þ

and after adopting (28), and consequently (29):

wc =w+ bφ=wð1+ bFÞ ð28Þ

Analytical Model of Dynamic Behaviour of Fatigue Test Stand … 301



wc
..

= w
.. ð1+ bFÞ ð29Þ

The equation describing the bending moment at lower cross section is as
follows:

M tð Þ=B tð Þ ⋅ b=m ⋅ b ⋅ w
..
1 + bFð Þ ð30Þ

If the bending moment arising in the cross section is known, the values of
stresses in any cross section can be determined (based on data in Fig. 5):

σðxÞ =
Mg xð Þ
WyðxÞ =

32
π
m 1+ bFð Þ b+ x

dp3ðxÞw
.. ð31Þ

4 Analytical Model of the System Regarding
Two Degrees of Freedom

The test system—subject of the research study—was analysed in the aspect
regarding two degrees of freedom in it. The second degree of freedom is an addi-
tional deflection of the analysed cross section due to the forces of inertia acting on
the system. The assumption is presented in Fig. 6.

Table 1 contains derivation of geometrical relationships for the purpose of fur-
ther analytical considerations. By performing proper substitutions (32)–(34), the
relationship for total deflection of the test system (35) during excitation is obtained.

Fig. 6 Graphical illustration of values describing the adopted two degrees of freedom test system
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AB=2 ⋅ b ⋅ sin
1
2
δ

� �
cos

1
2
δ

� �
= b ⋅ sinδ ð32Þ

wc =wk + bsinδ ≈ wk + b ⋅ δ for small δ δ<0, 1 radð Þ ð33Þ

δ=φk +ψ ð34Þ

And finally

wc =wk 1+ bFð Þ+ψ ⋅ b ð35Þ

By adopting generalized coordinates as q1 =wk, q2 =ψ of the differential
equation describing the motion of the analysed system under kinematic excitation
can be written as (36).

EK = 1
2m ⋅ ẇ2

c + 1
2 ⋅ Jyδ ̇

2

EP = 1
2 kg ⋅ wk − ξð Þ2 + 1

2 ks ⋅ δ
2

R= 1
2 cg ⋅ ẇk − ξ ̇ð Þ2 + 1

2 cs ⋅ δ
2̇

=

8>><
>>:

=

1
2m ẇk 1+ bFð Þ+ ψ ̇bð Þ2 + 1

2 Jyc ψ ̇+ ẇk Fð Þ2
1
2 kg wk − ξð Þ2 + 1

2 ks wkF +ψð Þ2
1
2 cg ẇk − ξ̇ð Þ2 + 1

2 cs ẇkF +ψ ̇ð Þ2

8>><
>>:

ð36Þ

Based on the system of Eq. (36), components of the Lagrange’s equation for
generalized coordinates of wk andψ adapt the form of (37) and (38), respectively.

d
dt

∂EK

∂ẇ

� �
=m wk

..
1 + bFð Þ+ ψ

..
bð Þ 1+ bFð Þ+ Jyc ψ

..
+ wk

..
Fð Þ ⋅F

∂EP

∂w

� �
= kg wk − ξð Þ+ ks wkF +ψð Þ ⋅F

∂R
∂ẇ

� �
= cg ẇk − ξ̇ð Þ+ cs ẇkF +ψ ̇ð Þ ⋅F

ð37Þ

Table 1 Geometric
relationships of values from
Fig. 6

wc =wk +AB γ =90− α

AB=AC
0
cos γ, α=90− 1

2 δ

AB=AC
0
cos 1

2 δ
	 


, AC
0
=2 ⋅ b ⋅ sin 1

2 δ
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d
dt

∂EK

∂ψ ̇

� �
=m wk

..
1 + bFð Þ+ ψ

..
bð Þb+ Jyc ψ

..
+ wk

..
Fð Þ

∂EP

∂ψ

� �
= ks wkF +ψð Þ

∂R
∂ψ ̇

� �
= cs ẇkF +ψ ̇ð Þ

ð38Þ

And this—after ordering the variables—yields to the system of differential
Eq. (39) describing the deflection from the equilibrium position during kinematic
excitation.

wk
..

m 1+ bFð Þ2 + JycF2
� �

+ kg + ksF2
	 


⋅wk +

cg + csF2
	 


ẇk + mb 1+ bFð Þ+ JycF
	 


ψ
..

+ ksFψ + csFψ ̇= kgξ+ cgξ ̇

wk
..

m 1+ bFð Þ+ JycF
	 


+ ksFð Þ ⋅wk +
csFð Þẇk + mb2 + Jyc

	 

ψ
..
+ ksψ + csψ ̇=0

8>>>>>>><
>>>>>>>:

ð39Þ

The excitation ξðtÞ undertakes the form of harmonic, which can be presented as
Eq. (40), which is the same as the adopted analysis of single degree of freedom (26).

ξ= ξa sinðνtÞ ð40Þ

4.1 Stress Levels at the Analysed Cross Section by Assuming
Two Degrees of Freedom System

Deviation from the equilibrium position of the system by kinematic excitation
causes arise of bending moment in the analysed working cross section of the test
piece (41).

Mg xð Þ =B b+ xð Þ+ Iyk δ̈ ð41Þ

having regard to the relationships (42)–(44):

B=m ⋅ wc
.. ð42Þ

wc
..

= wk
..

1 + bFð Þ+ ψ
..
b ð43Þ

δ ̈= wk
..
F +ψ ̈ ð44Þ
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the expression for bending moment at any cross section of the test piece adopts the
form of (45):

Mg xð Þ =m ⋅ wk
..

1 + bFð Þ+ ψ
..
bð Þ b+ xð Þ+ ðIyc +mb2Þðwk

..
F + ψ

.. Þ ð45Þ

The value of bending moment arising in the cross section allows determining the
value of stresses in any desired cross section (based on Fig. 5) according to the
dependence (46):

σ xð Þ =
Mg xð Þ
Wy xð Þ

=

=
32ðm ⋅ wk

..
1 + bFð Þ+ ψ

..
bð Þ b+ xð Þ+ ðIyc +mb2Þðwk

..
F + ψ

.. ÞÞ
π ⋅ dp3xð Þ

ð46Þ

5 Simulation Model for Systems with Single
and Two Degrees of Freedom

Based on the formulated differential equations of motion, being presented in sec-
tions Błąd! Nie można odnaleźć źródła odwołania. and Błąd! Nie można
odnaleźć źródła odwołania. of this research paper, there was performed a simu-
lation of the system run. Simulations were carried out in the Matlab/Simulink
software environment. The equations written in order-based final forms for the case
regarding single degree and two degrees of freedom system ((25) and (39),
respectively) were modelled in the form of a block. For the purpose of additional
verification of the results obtained, the simulation was based on two methods:
general method and operator method with regard to the Laplace’s transformation of
integral to solve differential equation.

5.1 Dynamic Simulation of Single Degree
of Freedom System

Single degree of freedom system model is based on Eq. (25), as follows, which in
an unchanged form can be presented in the form of a block diagram.

w
..
= −

kg 1+ bFð Þ2 + ksF2

m 1+ bFð Þ2 + IyF2
⋅w−

cg 1+ bFð Þ2 + csF2

m 1+ bFð Þ2 + IyF2
⋅ ẇ+

+
kg 1+ bFð Þ

m 1+ bFð Þ2 + IyF2
⋅ ξ tð Þ +

cg 1+ bFð Þ
m 1+ bFð Þ2 + IyF2

⋅ ξð̇tÞ

ð47Þ
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On the basis of the general method for modelling differential equations, the
block diagram of the dynamic system is indicated in Fig. 7.

Amplification of signals contained in gain-type blocks correspond to the
respective quotients in Eq. (47). At this stage, zero coefficient of system damping
was adopted. Such undertaken action introduces a slight simplification of the
system, however, differential equations of motion consider the impact of damping
effects. After experimental verification, they can be substituted by numerical values.

Performance of the test system being modelled with single degree of freedom
was presented in Fig. 8. The waveform is in stable working position, however, in
turning points of the motion (extremes) additional harmonic component of the
motion can be clearly observed.

Fig. 7 Block diagram of single degree of freedom oscillator—general method

Fig. 8 Time waveform of the
model test system operation
(single degree of freedom)
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5.2 Dynamic Simulation of Two Degrees of Freedom System

The system was also simulated using two degrees of freedom system model in
accordance with (48)

wk
..

m 1+ bFð Þ2 + JycF2
� �

+ kg + ksF2
	 


⋅wk +

cg + csF2
	 


ẇk + + mb 1+ bFð Þ+ JycF
	 


ψ
..

+ ksFψ + csFψ ̇= kgξ+ cgξ ̇

wk
..

m 1+ bFð Þ+ JycF
	 


+ ksFð Þ ⋅wk + csFð Þẇk +
mb2 + Jyc
	 


ψ
..
+ ksψ + csψ ̇=0

8>>>>>>><
>>>>>>>:

ð48Þ

The above equation should be arranged according to the highest derivative (49),
so it would be possible to form adequate block diagram for the simulation. The
system of equations for the two degrees of freedom system is

wk
..

= − cg + csF2ð Þ
m 1+ bFð Þ2 + JycF2ð Þ ⋅ ẇk −

kg + ksF2ð Þ
m 1+ bFð Þ2 + JycF2ð Þ ⋅wk −

− mb 1+ bFð Þ+ JycFð Þ
m 1+ bFð Þ2 + JycF2ð Þ ⋅ ψ

.. −
csF

m 1+ bFð Þ2 + JycF2ð Þ ⋅ψ ̇−
ksF

m 1+ bFð Þ2 + JycF2ð Þ ⋅ψ
+ cg

m 1+ bFð Þ2 + JycF2ð Þ ⋅ ξ ̇+
kg

m 1+ bFð Þ2 + JycF2ð Þ ⋅ ξ
ψ
..
= − cs

mb2 + Jycð Þ ⋅ψ ̇−
ks

mb2 + Jycð Þ ⋅ψ −
m 1+ bFð Þ+ JycFð Þ

mb2 + Jycð Þ ⋅ wk
.. − csFð Þ

mb2 + Jycð Þ ⋅ ẇk

− ksFð Þ
mb2 + Jycð Þ ⋅wk

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

ð49Þ

Based on the general method for modelling differential equations, the block
diagram is presented in Fig. 9.

Analogously as in the block system of single degree of freedom system,
amplification of signals in gain-type blocks were introduced in their corresponding
quotients described by Eq. (49). Two degrees of freedom system model also con-
siders the issue of system damping, which at this stage of the study equals to the
value of zero. After designation of damping values by experiment, the values will
be updated.

Test system performance modelled by Eq. (48) and described in the block
diagram (Fig. 9) is presented by changes in waveforms of wk and ψ coordinates
in Figs. 10 and 11.

In order to exclude the possibility of error occurrence in the general model of the
modelling differential Eq. (48), the differential equations of motion were modelled
by operator method based on the Laplace’s transform of an integral (Fig. 12).
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Fig. 9 Block diagram of a two degrees of freedom oscillator—general method

Fig. 10 Time waveform of
the model test system
operation—wk coefficient
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Fig. 11 Time waveform of the model test system operation—ψ coefficient

Fig. 12 Block diagram of two degrees of freedom vibration system—operational method

Into the block-based solution model, a1 . . . a6 and b1 . . . b6 variables were
introduced that are numerators and denominators of quotients at derivatives of
corresponding rows in the system of Eq. (49). Waveforms derived from the solution
using this method are the same as results obtained using the general method
(Figs. 10 and 11).

6 Modal Analysis of the Test System Using FEA

Test system should be analysed using finite element analysis (FEA) to test before
experimental trials or analytical description is correct. With the help of appropriate
computer software, modal analysis and simulation of dynamic simplified model of
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the test system were carried out. For further analysis, kinematic extorsion in the
form of displacement has been adopted.

Determination of the dynamic properties of the object, i.e. the form and fre-
quency of vibrations, as well as a damping coefficient, is made by a modal analysis.
FEA environments using CAD (Computer Aided Design) simulation are possible to
identify the dynamic properties of the object. The test system (Fig. 2) subjected to
modal analysis was simplified. In a simplified model, the bracket to force generator
is omitted, because the withdrawal of degrees of freedom of the system can be
accomplished using appropriate bindings. The model adopted in the simulation is
shown in Fig. 13.

This model is tetrahedral finite elements (tetrahedral) of different magnitudes
depending on the sensitivity in terms of the solution. It is natural that the finite
element mesh is dense in the sample. The connector and loader with simple geo-
metric shapes were adopted a grid with elements of the default size. Differentiation
of finite elements is not critical in modal analysis, but its proper preparation for
future dynamics simulation is important. Below are presented selected mode shapes
and frequencies at which they occur (Fig. 14). The first and second modes occur at
similar frequencies, due to the fact that the examined object is symmetrical about

Fig. 13 Simplified model of
the test system

Fig. 14 Forms of natural
vibrations at frequencies of:
a 70.9 Hz, b 271.12 Hz and
c 3336.67 Hz
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two planes. Further, the third is in the form of rotation along the major axis of the
system. For exemplary purposes additional mode was presented, the character of
which is more complex and occurs at much higher frequency.

Determination of the resonance frequency, whose shape is compatible with the
direction of the vector force kinematic, indicates that the operating range and the
occurrence of dynamic located in the operating range of the electromagnetic
inductor which is a force generator.

7 Attenuation in the Test System

The forces that depend on velocity are in oscillations referred to as drag forces.
Their direction is opposite to the velocity. These forces cause the dissipation of
energy which causes damping. The dependence of the resistance forces of the
velocity is called damping characteristic. Determination of attenuation coefficients
is crucial to achieve the correct analytical solutions and numerical, however, it is
necessary to carry out the experiment and develop obtained results, respectively,
because the sensitivity of analytical models, even small changes in these factors is
significant for the solution.

The damped vibrations of a system can be registered during impulse output of
the test system of the equilibrium position. Direct measurement of the amplitudes of
displacement is not possible using acceleration sensors, built into the system under
consideration. Double integrating the acceleration waveform provides information
about the movement, however, it is decided to take advantage of changes in
acceleration amplitudes that are directly recorded. This procedure is required to
carry out mathematical proof, which would confirm the accuracy of the results. In
addition, it is guaranteed that inaccuracies resulting from numerical integration do
not affect the final outcome.

By assuming the characteristics of damping vibrations as (50)

x=Ae− ρt sin ωtð Þ ð50Þ

the first derivative, the characteristics of velocity can be described as (51),

x ̇=Ae− ρt − ρ sin ωtð Þ+ω cos ωtð Þð Þ ð51Þ

which after transformation can be written as (52)

x ̇=Ae− ρt ⋅
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ2 +ω2

p
⋅ sin ωt+ψð Þ ð52Þ
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because

− ρ=B cosψ

ω=B sinψ
ω

− ρ
= tgψ

ð53Þ

and

B2 = ρ2 +ω2

B=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ2 +ω2

p ð54Þ

Thus, the phase shift ψ can be expressed as (55)

ψ = arctan
ω

− ρ
ð55Þ

In this form of characteristics, the second derivative has the form (56):

x
..
=A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ2 +ω2

p
e− ρt ⋅ − ρð Þ sin ωt+ψð Þ

+ A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ2 +ω2

p
e− ρt ⋅ω cos ωt+ψð Þ

ð56Þ

And after simplification (57)

x
..
=A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ2 +ω2

p
e− ρt − ρð Þ sin ωt+ψð Þ+ω cos ωt+ψð Þð Þ ð57Þ

By implementing analogous mathematical transformation, the form of the sec-
ond derivative, the displacement amplitude as a function of time is (58):

x
..
=A ⋅ ρ2 +ω2	 


e− ρtsinðωt+ψ + δÞ ð58Þ

Thus, the amplitude of acceleration for subsequent maximum deviations takes
the form of (59)

A1 t1ð Þ=A ρ2 +ω2	 

⋅ e− ρt1 ⋅ 1

A2 t1 +Tð Þ=A ρ2 +ω2	 

⋅ e− ρ t1 + Tð Þ ⋅ 1,

ð59Þ

where

sin ωt1 +ψ + δð Þ=1 ð60Þ

312 R. Owsiński and A. Niesłony



Thus, the logarithmic decrement of attenuation takes the form of (62)

D= ln
A1

A2
= ln

A ρ2 +ω2ð Þ ⋅ e− ρt1

A ρ2 +ω2ð Þ ⋅ e− ρðt1 + TÞ ð61Þ

D= ln
Ae− ρt1

Ae− ρðt1 + TÞ ð62Þ

The derived dependence (62) is similar to the relationship based on system
displacement amplitude of damped-free vibrations. Thus, it is possible to use
amplitudes of acceleration to describe the system damping.

8 Discussion of Results

Numerical and experimental data obtained by means of analytical solutions allow to
understand the phenomena occurring in oscillating test system being applicable in
laboratory practice. The system shown in Fig. 2 can be presented in block diagram,
as shown in Fig. 15:

Test system uses electromagnetic exciters as a source of extortion and measuring
and control system developed for the position of using LabVIEW. Information on
the selected parameters load, such as the type of signal that forces the frequency and
amplitude and the level of amplification are selected from the graphical user
interface of the control system.

Fig. 15 Test stand diagram
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Then, as defined signal is transmitted to the controller cDAQ in the form of a
voltage, signal is sent to the driver amplifier TIRAvib TV 51 144 actuator that gives
a signal. Recorded signals using accelerometers placed on the test system, and an
optional strain gauge placed on the specimen after proper treatment are transferred
by cDAQ driver to control and measurement software, where the acquisition of the
waveform takes place.

Described test system was modelled using differential equations of motion, the
finite element method and experimental as presented in this study. The results of the
analyses must be discussed and verified. Impact of the attenuation coefficients on
the operation of the system is illustrated in Fig. 16.

The waveform of changes in the amplitude of deflection from the equilibrium
position described analytically is very sensitive to the damping parameter. A small
change in this parameter significantly affects the character of the course trowel.
Change in the parameter cs significantly affects the course of changes in generalized
coordinates. The amplitude of oscillation at non-zero attenuation starts to stabilize
after the first few deflections. By changing the value cg stabilization effect of the time
course is being obtained. The system is far less sensitive to change in the value of the
attenuation coefficient cg than it was in the case of cs coefficient. Determination of a
substitute damping factor requires additional experimental verification, which will be
the subject of further studies.

Fig. 16 The impact of changes in cs and cg attenuation coefficients on operating of the test system
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Registered experimentally, acceleration signal in the axis of excitation indicates
that the system stabilizes its operation immediately after the start-up. On the road
the signal processing acceleration is recorded and velocity amplitude displacement
of the test system is determined (Fig. 17). Knowing the amplitude of displacement,
it is possible to carry out a dynamic analysis using the finite element method
(FEM) to enable estimation of the stress generated in the operation section of the
test piece. For the purposes of simulation, the waveform of acceleration was sim-
plified to a sine wave with an amplitude of 0.3 mm, while the other signal
parameters are unchangeable.

Dynamic analysis using FEA software was carried out without taking into
account the damping factor, because it requires careful preparation and conducts an
experiment by pulsed force a dynamic and appropriate registration and further signal
processing system dynamic response. This problem is already being implemented.

By applying the FEM, the course of changes in the amplitude of free-end dis-
placement was obtained in respect to the waveform forcing the test piece, as pre-
sented in Fig. 18.

The model used in modal analysis was adapted for the analysis of system time
response under the influence of kinematic extortion. For this purpose, it was nec-
essary to abandon all of the relevant degrees of freedom that exclude faults of the
model in the restricted area. Extortion is defined as a function of the displacement,
variable in time, synonymous with the function used in block models of differential
equations.

x tð Þ =A ⋅ sinωt ð63Þ

Fig. 17 Recorded changes in acceleration amplitudes and designated amplitudes of velocity and
displacement
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The correct interpretation of the results obtained is an important aspect of
numerical analysis, which aims to show the authenticity of the mathematical model
of solution in the context of values of the derived stresses in the test material.

9 Findings

By comparing the results obtained experimentally to the analytical one, the atten-
tion should be particularly paid to the mathematical description of the phenomena.
The model test system which takes into account one degree of freedom can be used
in a simplified model, however, the use of a model based on two generalized
coordinates was adopted as an output. This is confirmed by the results simulation
(Matlab/Simulink) as obtained amplitude deflections in the model by 1 degree of
freedom are significantly lower than the registered experimentally. The two degrees
of freedom model indicates a much better correlation with experimental results. The
analytically derived amplitude of deflection for cg, cs =0 gives a good approxi-
mation to the experimental values of Aexp =0.3 mm, Aanl =0.49 mm. Whereas, at
non-zero values of attenuation coefficients, the correlation of results is even better.

The performed modal analysis (FEA) of the simplified system indicated the
presence of the first system free mode in the form of deflation in line with the
direction of excitation at the frequency of 70.9 Hz, the value of which is close to the
value derived experimentally (78 Hz). Modal identification was carried out by
swept-sine method based on excitation of the system with signal of increasing
higher frequency (linear gain) and registration of deflection amplitudes.

Performance limitations of the electromagnetic exciter can cause decrease of the
frequency at which there is the highest signal gain. This problem requires further
experimental verification on a device with a higher power.

Fig. 18 Excitation and
respond of numerical model
of the test system
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Particular attention should be given to proper and precisely accurate identifi-
cation of the system’s damping coefficient values to revise the mathematical model
based on the registered corresponding acceleration signals.

The Project was financed from a Grant by National Science Centre (Decision
No. DEC-2012/05/B/ST8/02520).
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Assessment of Modal Parameters
of a Building Structure Model

Przemysław Palenica, Bartosz Powałka and Rafał Grzejda

Abstract This paper relates to the field of vibrations of contemporary building
structures. The aim of this study is to develop methods to estimate the safety of use
of buildings subjected to dynamic loads. Calculations are carried out based on
selected computational models of the column-beam-plate system used at the design
stage of monolithic building structures. For modeling, the finite element method
(FEM) is used. The results of calculations are compared with laboratory tests of the
special model mapping of a building structure.

1 Introduction

With respect to building structures, assessment of the modal parameters can be
performed on the basis of experimental modal analysis [1, 3, 4, 7, 8] or numerical
modeling using the finite element method [2, 10, 11]. In both cases, modal analysis
is mainly applied for identification of modal shapes and natural frequencies.

One of the types of the structure currently used in the modern civil construction
is the column-beam-plate system (Fig. 1). During creating a new one or remodeling
an existing one of such structure [12], it is common to take into account a number
of criteria optimization. One of them relates to the optimization due to the material
consumption [6, 9]. Thanks to it, it is possible to gain a certain compromise
between the safe structure and the structure generating manufacturing costs at an
acceptable level.
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Designing an optimal structure at a given criterion of material consumption,
loaded by static forces applied in specific, unchanging locations and having
specific, constant directions, and values is a relatively simple task. However, in the
case of the building structure loaded by forces changing in time and having variable
locations, directions, and values, the optimization becomes a complex task, which
may have more than one valid solution.

One of the common cases solved by structural engineers is to adjust the existing
building structure for the new user needs. To make this happen, first thing to do is
determining a set of loads imposed on the structure. Basing on Eurocode standards
it is rather easy to increase its strength, size, etc. During this process, usually only
static analyses are provided. However, there can appear circumstances where
machines or cars are to be located on the structure. All of such devices causes
dynamic effects which cannot be ignored. Therefore, it is recommended to predict
the vibration response of the structure which is performed using computer simu-
lations [13]. After such computations, the structure can be properly adjusted.

Activities described in this paper are a part of research on development of
methods of safety assessment of building structures subjected to dynamic loads.
The aim of the work is to perform both modal analysis of the sample
column-beam-plate system using selected FEM-models with varying degrees of
simplification and assessment of the similarity of modal shapes and corresponding
natural frequencies. All analyses were carried out using the Midas NFX 2014
program. Results obtained numerically were compared with results of laboratory
tests.

2 Object of Research and Its Numerical Models

The object of research is the column-beam-plate system model shown in Fig. 2.
The tested structure is build from the plate resting on the frame formed by the

beams and supported by four column situated on the rigid foundation. For such a
structure the following two numerical models are prepared:

Fig. 1 Examples of the column-beam-plate system: a car park, b storage hall, c building
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• model A—the simplified model, in which the elastic flexibility of structural
nodes is not taken into account (Fig. 3a),

• model B—the advanced model, in which the elastic flexibility of structural
nodes is taken into consideration (Fig. 3b).

In practice, modeling of column-beam-plate systems is frequently carried out
using simplified models (similar to the model A), in which one introduces substitute
spring properties of the nodes (Fig. 4b). Some novelty is modeling of such systems
taking into account the structural joints (Fig. 4c). In the case of the model B, the
following types of connections are considered:

• bolted joints between the columns and the frame formed by the beams, built
with use of the rigid body bolt model [5], consisted of the flexible plain part of
the bolt and the rigid head of the bolt,

Fig. 2 Physical model of the
adopted column-beam-plate
system

Fig. 3 FEM-models of the adopted column-beam-plate system: a model A, b model B
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• bolted joints between the frame formed by the beams and the plate, replaced by
the welded type of the contact joint,

• contact connections between the columns and the frame formed by the beams,
modeled using the bidirectional sliding type of the contact joint.

3 Analysis of Research Results

Modal shapes received, respectively, for the adopted FEM-models are shown in
Figs. 5 and 6. The corresponding values of the natural frequency are specified in
Table 1.

Comparing the values of the natural frequency achieved numerically, it can be
concluded that in the case of the model A, they are lower than in the case of the
model B by 17.3–21.4 %. This is related to more detailed representation of the

Fig. 4 Modeling of the column-beam-plate system: a real system, b modeling of substitute
stiffness, c fragment of the type B of the FEM-model

Fig. 5 Modal shapes obtained in the case of the model A of the column-beam-plate system: a for
mode No. 1, b for mode No. 2
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model B, which reflects the real geometry of nodes occurred in the tested structure
and introduces additional stiffness to the system. In contrast, the corresponding
modal shapes for both models are similar.

Results of numerical investigations were compared with results of the laboratory
tests on the stand, a fragment of which is shown in Fig. 7. On the basis of this
summation, the following conclusions can be noted:

1. Applying traditional models of column-beam-plate systems can lead to under-
estimation of natural frequency values up to 18 % in relation to their real values.

Fig. 6 Modal shapes obtained in the case of the model B of the column-beam-plate system: a for
mode No. 1, b for mode No. 2

Table 1 Natural frequencies
obtained for adopted models
of the column-beam-plate
system

Results source Natural frequencies (Hz)
Mode No. 1 Mode No. 2

Model A 9.01 13.13
Model B 11.46 15.87
Experiment 10.96 15.79

Fig. 7 View of the test stand
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2. Taking into account the elastic flexibility of structural nodes between elements
of the system and occurrence of the bolted joints in the system can receive better
accuracy of the results. Natural frequency values are then overstated by about
5 % in comparison to their real values.

4 Summary

In the paper, a new approach to modeling of column-beam-plate systems is pro-
posed. It is based on the consideration in the process of modeling the real structure
nodes occurring in this types of systems, which are the bolted joints and the contact
joints. Due to this complement, it is possible to obtain numerical modal test results
close to their experimental results. This particularly applies to designation of the
natural frequency values.

In the case of analysis of modal shapes of column-beam-plate systems, the
assessment can be conducted also with use of traditional (simplified) models. Their
use ensures results that are comparable to results obtained with more advanced
models.

In the next step of the research, it is planned to perform similar tests in order to
assess the behaviour of the models in a wider range of frequencies. The aim of this
research will be substantive evaluation of the suitability of the developed models to
modal analysis of arbitrary column-beam-plate systems.
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Simplified Model of City Bus Dynamics
as a Tool of an Energy Consumption
Estimation

Tomasz Pałczyński

Abstract This paper presents a model of city bus dynamics as a tool of energy
consumption estimation. This tool can provide preliminary parameters which
enable estimation of transient states of the main elements of energy flow, especially
the ones which are possible to be recovered (exhaust, cooling and brakes). The
introduction describes the current state of affairs in simplified models of city bus
dynamics. A concept of easy-to-use procedure of acquiring a real driving cycle as a
velocity at time domain is presented. By combining this information with city bus
dynamics model it is possible to build a model of this system in Matlab/Simulink
environment. The influence of the main assumed parameters on accuracy of esti-
mated parameters has been considered here. Measured average fuel consumption
and producer data (maximum vehicle speed, time of acceleration) was used as the
reference parameter. Then a procedure of tuning the simulation model according to
the reference parameters is explained. In the following chapter there were presented
simulation results based on real measurements of Lodz city traffic parameters and
main groups of the city bus energy consumption possible to be recovered have been
estimated.

1 Introduction

Energy consumption is a significant parameter of present-day means of transport,
especially city buses. Considerable part of the energy supplied to IC engine is
wasted as heat via coolant (30 %) and exhaust (40 %) systems [1–3]. Approxi-
mately 70 % of heat is irrevocably wasted. There is a similarity between the
mentioned loses of engine energy and the energy generated by braking system
during normal city driving cycle. City buses’ producers had to take into consid-
eration global energy flow balance during vehicle operation. The factor which
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mostly affects energy consumption is vehicle dynamics, which is determined by the
driving cycle, especially in case of city buses, according to traffic and bus stops
[4, 5]. Therefore knowing transient states of the analysed vehicle as accurately as
possible is crucial for conscious operation of such a means of transport. GPS
technology has created new possibilities for vehicle dynamic reconstruction
because of their availability and accuracy [6–8]. Thanks to that, it is possible to
acquire real city driving data which consist of actual vehicle position (speed and
acceleration can be calculated) at the time domain. The measured data is used to set
vehicle position, and energy consumption parameters are estimated for this purpose.
On the other hand, it is easy to construct quite a simple model of vehicle dynamics
at the Matlab/Simulink environment which can estimate the above-mentioned
quantities of wasted heat. Finally, an application of system based on Organic
Rankine Cycle for the recovery of indicated waste heat has been proposed. The
research was carried out as a part of Maciej Idowski BSc degree engineering project
and Łukasz Michalski MSc degree project, with the consent of MPK Łódź city
transport company.

2 Conception of the Numeric Model

Numerical model of City Bus Dynamics (CBD) can be defined as a mechatronic
system because it contains mechanically and thermodynamically coupled units with
feedback control system. The model below presents the flow of information by
means of signals linked to steering systems; the flow of mechanical power between
the engine, gearbox and the identified vehicle, mainly by mass in forward motion.
The main idea of the model was based on procedure of presented at [9, 10].

The main idea of the model presented in this article was described in the
introduction, and can be summed up as follows:

• Downloading measurement data collected via GPS as a Vset as a simulation time
function;

• Comparison with actual value of vehicle velocity, estimation of control error;
• Selection of Driving mode on the basis value of set acceleration calculated as a

derivate of the set velocity. Driving mode is selected between acceleration and
braking. Driving mode block also transports control error defined as a difference
between actual and set vehicle velocity eV =Vset −Vactual;

• Powertrain control block is a control loop feedback mechanism. It consists of
three independent feedback loops dedicated to control degrees of engine load
and braking. Powertrain control blocks also realize shift logic based on shifting
lines whose switches required gear ratio ib;

• Engine block estimates engine torque as the function of engine load and their
angular velocity including engine inertia. There we can find two ways of energy
transport: mechanical (arrow dashed), thermodynamic (clear arrow), and signal
transmission (solid line);
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• Gear Box and Vehicle block estimates influence of automatically chosen gear
ratio and movement resistances (rolling, inertia of the masses at linear and
angular movement, aerodynamics).

3 Recording City Bus Movement Parameters in Real Life
Conditions

The objects of the research were city buses, (Lodz line 86), going between two
Lodz districts, Polesie (more specifically, between its two parts, Retkinia and Stare
Polesie) and Śródmieście downtown district. The registered cycles comprised
almost the whole route, from Maratońska St to Plac Dąbrowskiego terminal, and the
way back in opposite direction. The choice of a bus route was made based on the
following criteria:

• at least a part of the route is within the heart of the city centre (which is typical
of most bus routes in Lodz city region);

• the route cannot run along streets where major roadwork is being carried out, as
frequent traffic jams affect traffic flow and the measurement results;

• the route cannot run along streets with bus lanes (so-called ‘buspasy’) as they
only constitute a fraction of the city bus routes.

‘Logger GPS’ mobile phone application was used to record measurements. It is
an easy-to-use program which enables to register chosen movement parameters,
such as latitude and longitude, elevation above sea level, GPS time and speed, as a
GPS trace which is saved in the mobile phone memory. One of the advantages of
this kind of Logger device is its power independence, as opposed to other devices,
for instance car navigation which has a very short built-in battery time and thus
would require extra charging for the research purposes. The chosen application runs
on mobile phone battery and makes it possible to carry out measurements for up to
several hours without extra charging. Another reason why Logger system was
selected is the possibility of choosing sampling rate 1 Hz. The selected Logger
records a GPS trace in the well-known GPX format, which makes processing easier.

Additionally, it has been decided that given routes recordings will take place at
various times of the day and days of the week, so that they reflect a range of traffic
situations. Therefore research was carried out between Monday and Friday, except
for rush hour peak (because of traffic jams), from Monday to Friday at rush hour
peak, and at weekends (Saturday and Sunday, regardless of the time of the day).

4 Simulink Model of the CBD

According to the concept of the CBD presented above a Simulnik model shown in
Fig. 1 was built in Matlab R2014a environment, license number: 290564, Fig. 2.
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The proposed model was based on tutorial model, the so-called Modelling an
Automatic Transmission Controller [11]. This model consists of six equations,
which define: engine dynamics, vehicle dynamics and the other four describe how
the powertrain’s elements transmit power between one another.

Solaris Urbino 18 Bus is equipped with DAF PR228 engine with maximum
power of 231 kW and maximum torque of 1300 Nm available at CAV
115–178 rad/s. Curb weight of the bus is 16000 kg and GVWR is 28000 kg (for
further calculations, it has been assumed that the maximum mass of vehicle is
22 000 kg, which accounts for 79 % of maximum weight) [12].

Main gear ratio is 6.2 and gear ratios for subsequent gears of automatic gearbox
are, respectively: 3.43; 2.01; 1.42; 1.00; 0.83. Universal engine torque character-
istics Te have been implemented to the model as a 3D map versus engine ωe rad s̸ð Þ
and engine load α (%). It is a quasi-statistic characteristics and therefore it has been
extended with a dynamics model of the engine itself taking into account its inertia.
Universal engine torque characteristics have been based on external characteristics
of the engine assuming its linearity for fractional loads.

It has been assumed that the basic driving cycle of the research object is
torque-determined motion, transferred from the engine to the driving wheel. In such

Fig. 1 Model of city bus dynamics

Fig. 2 Simulink model of the city bus powertrain
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a case total indispensable energy expenditure, expressed with GL (dm3) product of
supplied fuel and its caloric value Wd (kJ d̸m3) called total energy intensity, is
defined by total energy consumption in motion and energy losses in engine and in
powertrain.

GLWd =E+ΔEe +ΔEp, ð1Þ

where E (kJ)—energy consumption of motion, ΔEe (kJ)—losses resulting from
transforming energy in the engine, ΔEp (kJ)—losses made during transmitting
energy from engine to driving wheels.

GLWd =
E
ηp

, ð2Þ

where ηp—driving efficiency, which is a product of engine efficiency ηe and
drivetrain efficiency ηt.

ηp = ηeηt ð3Þ

The engine model was built based on ‘2D look at table’, by downloading torque
universal characteristic. Input values for his block are α and ωe while output value
is Te.

Ieωė =Te −T1, ð4Þ

where Ie—engine moment of inertia (kg ⋅m2), ωė—angular engine acceleration
(rad/s2), Te—engine torque (Nm), T1—Torque at the pump of torque converter
(Nm).

The torque converter was modelled based on two zero-dimensional character-
istics: coefficient K and dynamic gear shift id (both via kinetic shift ik). The fol-
lowing characteristics have been formulated based on criteria of selecting a torque
converter as well as gear box producer data used in Voith Diwa D864.5 bus. The
following equations show correlations between torque converter basic parameters:

T1 =
ω2
e

K2 ð5Þ

Dynamic gear ratio id is illustrated with the following equation:

id =
T2
T1

, ð6Þ

where T1—is torque on input shaft torque converter (Nm), T2—torque on output
shaft torque converter (Nm). K factor and id are the function of an transmission ratio
between input and output torque converter shafts.
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Gear shifts are realized with gears which have the following effect on relations
between input and output parameters:

Tout = igear box ⋅ Tin, ð7Þ

where igearbox—gear box ratio, Tin—gear box input torque (Nm), Tout—gear box
output ratio (Nm). Powertrain total gear, vehicle inertia as well as changes resis-
tance affect vehicle dynamics as shown by the equation below:

Ivωẇheel = itotalðTe −TloadÞ, ð8Þ

where Iv—is vehicle inertia with reduced mass ratio versus gear (kg ⋅m2), ωẇheel—

wheel angular acceleration (rad/s2), itotal—drivetrain overall gear, Tload—vehicle
load moment (Nm), which contains braking moment (which is a percentage of
maximum braking force) and resistance: inertia which is reduced mass to forward
motion, rolling resistance and aerodynamic resistance via vehicle speed squared as
well as its aerodynamic parameters.

Fuel consumption GL for distance L in movement forced by driving force F is:

GL =
1

ηpWd
∫
L

0
Fdx ð9Þ

while mileage fuel consumption Q (i.e. for a unit of the distance travelled) is
illustrated with the following equation:

Q=
E

ηpWdL
ð10Þ

5 Procedure of Tuning the Simplified Model of CBD

The proposed model has been tuned with the use of two independent tools to ensure
its possibly high adequacy to real life conditions. The two tools are a method of
setting in motion time and fuel consumption method. The author proposed to use a
similar method in one of his papers [9, 10] as a part of the process of creating CVT
drivetrain steering maps. Therefore it has been decided that the following param-
eters available in reference books or provided by the producer must be taken into
account while working on the vehicle under analysis:

• Reduced masses ratio versus the subsequent gear shift changes cycle;
• Real vehicle inertia moment reduced to masses in forward motion;
• Simplified fuel consumption characteristic.
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The gist of the two methods consists of the following procedure:

• Analysis, identification and selection of the model’s key parameters in view of
final results accuracy estimation. In this case, it has been decided that the
parameter must be energy consumption in the analysed vehicle defined as in (2).

• Introducing a referential parameter (a real one) which will enable ‘tuning the
model to real life conditions’. In this case they are as follows:

– Acceleration time from stopped start to velocities 16.6 and 22.2 m/s;
– Average monthly mileage fuel consumption, which was, respectively: July

2013—54.77 dm3 ̸100 km, August 2013—23.79 dm3 ̸100 km;
– Average mileage fuel consumption for a selected route from an on-board

computer. For C2 route it was 54 dm3 ̸100 km;
– Registered movement trajectories in real-life conditions classified as C1–C6

routes.

• Multiparameter optimization with the use of Simulink Signal Constraint. Thanks
to his device, a matrix of probable solutions can be searched obtaining specific
values relevant to real life conditions.

Optimization process was performed in several stages.
Stage I.
Choice of drivetrain parameters
During the simulation procedure of setting the vehicle in motion to the speed of

16.6 and 22.2 m/s the parameters determining the object’s dynamics were ‘tuned’.
During this test automatic regulation system α (%) and B (%) was disconnected.
Constant α = 100 %, was introduced, which was relevant to the maximum engine
load while for the braking system 0 % constant was set, resulting in its deactivation
in the simulation test. During the test the vehicle accelerated in 18 s to the speed of
60 km/ h (as stated in the producer’s data information), and then reached a maxi-
mum speed of 80 km/ h and stayed at this speed as a constant. The outcome of the
procedure provided carefully selected and adjusted simulation model parameters
defining reduced masses ratio and reduced vehicle inertia. In this way the model
was made more real as far as its dynamics are concerned.

Stage II.
Choice of Powertrain Control system parameters
In the proposed simulation model two PID regulators have been used (one for

engine load degree regulation automatic system α %ð Þ and braking power steering
ratio B (%) in order to realize the downloaded driving cycle (C1–C6) as a parameter
defined by a steering signal. In order to improve regulation quality it was necessary
to perform value tuning of the six PID regulator parameters (three for each regu-
lator). An indicator of regulation quality is maximum difference between set value
and realized value, relevant to requirements for exhaust tests, i.e. below 5 % (1 m/s)
maximum speed value was defined.
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Stage III.
Choice of parameters related to fuel consumption
For this purpose a simplified characteristic was correlated with the following

data: average monthly fuel consumption and mileage fuel consumption for C2
route.

6 Selected Results of Simulations

Based on the model presented above and a hybrid procedure of implementing
research results in real life conditions, a number of tests related to further opti-
mization of the created model have been carried out. Interest areas were: choice of a
faster solver, more efficient time frame enabling fast and accurate calculations. As a
result solver mode 45 and variable step have been selected, which enables making
calculations for one route consisting of 3500 s real time test during a simulation
lasting no longer than several minutes. Simulation tests have been carried out for all
the six defined routes (C1–C6). Figure 3 presents example cycles of RMP changes,
vehicle speed and estimated energy consumption (cycles and average ratio calcu-
lated from the start of the cycle) for first 200 s of cycle C2.

Figure 4 shows a 3D map of instantaneous energy consumption via engine speed
and engine load. Dark spaces on the map are the individual simulation tests results
for C3 route along its whole length. The map presents areas in which the engine
runs most frequently during normal operation. It also makes it possible to use those

Fig. 3 a Energy consumption, b engine speed, c vehicle velocity
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results without the very time-consuming construction of a simulation model for
estimating vehicle energy consumption.

6.1 An Energy Consumption Analysis of the City Bus Based
on CBD Model

Simulation tests results have been divided into the following groups:
Group I
This group comprises bus cycles realized from Monday to Friday, with excep-

tion of the so-called rush hour. This group (cycles C2 and C6) reaches higher
mileage energy consumption values due to higher traffic congestion levels, as
compared to weekends. That, in turn, results in more frequent stops (apart from
regular bus stops, which number is the same in each cycle) which result in extra fuel
consumption due for setting the vehicle in motion again (initial acceleration phase).

Group II
This group comprises bus cycles realized from Monday to Friday, with excep-

tion of the so-called rush hour. This group (cycles C2 and C6) reaches higher
mileage energy consumption values due to higher traffic congestion levels, as
compared to weekends. That, in turn, results in more frequent stops (apart from
regular bus stops, which number is the same in each cycle) which result in extra fuel
consumption due for setting the vehicle in motion again (initial acceleration phase).

Fig. 4 Instantaneous city bus consumption via engine speed and engine load
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The final group (cycles C4 and C5) comprises only the rush hour cycles
(mornings from 7 to 9 a.m. and afternoon from 3 to 5 p.m.) from Monday to Friday.
Energy consumption for this group is the highest.

Table 1 illustrates estimated mileage energy provided at fuel consumption for
individual cycles (for registered route). An analysis of all groups energy con-
sumption proves that total energy consumption in cycles run from Monday to
Friday with the exception of rush hour peak is approximately 25 % higher than in
cycles run at weekends and approximately 16 % lower than in rush hour routes.
Introducing dedicated bus lanes results in the fact that total energy consumption in
rush hour cycles is up to approximately 55 % higher than at weekends, if they are
not installed. It is also worth observing that the bus current fuel consumption can
reach values up to over 600 kJ.

After the analysis of average energy consumption and fuel consumption in all
above-mentioned groups, a route named Urban City Bus 86 Lodz operating
Monday to Friday (except rush hour) was chosen as the most representative cycle
for route 86 buses in Lodz city region. Two factors influenced the choice of the
route. First, the chosen group, of the three accounts for the highest percentage of all
cycles run during the whole week. Second, mileage energy consumption ratios and
fuel consumption in this group are very close to averaged results between the two
other groups (cycles registered at weekends and in rush hour compensate each other
to a level marked as representative). Figure 5 shows the representative driving cycle
Urban City Bus 86 Lodz.

Total energy intensity of a representative cycle is 84 kJ and falls into: motion
energy intensity (27.7 kJ), cooling system losses (25.2 kJ), exhaust system losses
(21 kJ) and other losses (10.1 kJ). The sum of cooling system losses and exhaust
system losses is approximately 46 kJ while mileage fuel consumption is roughly
521/100 km.

6.2 Example Calculation of ORC Waste Heat Recovery

The Rankine cycle is a thermodynamic cycle which converts heat into work, where
heat is supplied externally to a closed loop, which usually uses water as working

Table 1 Mileage energy provided at fuel consumption for individual cycles

Cycle nr t (s) L (km) aaver (m/s2) Average energy provided at
fuel (kJ)/mileage energy
provided at fuel (kJ/m)

Mileage fuel
consumption
(l/100 km)

C1 3274 16.5 0.57 70/21 48
C2 3066 16.9 0.60 92/30 54
C3 3172 17.5 0.55 62/20 49
C4 2919 18 0.64 105/36 60
C5 2941 17.3 0.62 99/34 58
C6 3019 16.8 0.59 84/28 52
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fluid. The organic Rankine cycle (ORC) is a Clausius–Rankine Cycle in which an
organic working fluid is used instead of water, namely steam. In recent years it has
become popular in energy production processes, due to the fact that it gives the
possibility to use exhaust heat of low energy and temperature [1–3, 13]. Figure 6
illustrates a pattern of changes in electric power recovered on the turbine of the
ORC system. They were obtained as a result of simulation tests carried out on a
model built in a manner similar to the CBD model presented in this paper. Input
values are [1–3, 13, 14]: turbine efficiency; pump efficiency; source properties
(Temperature (K), mass flow (kg/s), pressure (kPa)); coolant properties (Temper-
ature (K), mass flow (kg/s), pressure (kPa)); Cycle liquid properties: R245fa (from
CoolProp software). Output values: thermal efficiency (%), heat input and output
kg ⋅m2 s̸2ð Þ; Work generated by the turbine and the pump (J); cycle fluid flow
(kg/s); temperature (K), entropy (kJ/kg), enthalpy (kJ/kg/K), pressure (kPa). The
results are presented in coordinate systems typical of his kind of processes, namely
T-s and p-h. The model was a subject to a tuning process similar to CBD.
Experimental research test result carried out at MPK Lodz city transport terminal in
Nowe Sady St. were used for that purpose. They included key data on temperature
distribution along the length of the exhaust system (thermal imaging), exhaust gas
flow versus engine load ratio (flowmeters), exhaust gas temperature changes in
front of and behind catalytic convertor versus engine load and torque (diagnostic
computer from DAF engine producer). As a result of simulation model
hybridization with the use of the above-mentioned experimental data, a model of
waste heat recovery from exhaust fumes was constructed. In this model vehicle
dynamics is estimated in CBD model and implemented to ORC model. As can be
seen in Fig. 6 illustrating changes in electric power generated on ORC system
turbine (d), it is possible to estimate those parameters for individual driving cycles
(a, b, c).

Fig. 5 Urban city bus 86 Lodz driving cycle
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7 Conclusions

The presented tool enables easy analysis of a given vehicle’s energy consumption,
taking into account real life changes in movement variability registered with a
simple, readily available GPS device. The proposed method makes it possible to
adjust the model to real life conditions, thus creating a hybrid model, which
combines the advantages of simulation with experimental research reflecting real
life conditions in which the investigated phenomenon or process takes place.

The proposed CBD model enables creating resultant 3D maps, which in turn
makes it possible to use those results without the need to organize time-consuming
activities devoted to the construction of a simulation model for estimating an
influence of vehicle energy intensity on the emission of waste heat which comes
from the cooling system and the exhaust system in a compression ignition engine.
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Modeling of Buildings Behavior Under
Blast Load

Jarosław Siwiński and Adam Stolarski

Abstract The work concerns the modeling of the behavior of buildings of
reinforced concrete structures under blast load. On the basis of the properties of
concrete and steel rebar, as well as the effective reinforcement ratio, we determined
the parameters of homogenized substitute material model. Verification of the
material model was performed for the beam and deep beam under dynamic load-
ings. All the structural elements and buildings were modeled using Abaqus system
including the model of substitute material as the model of concrete with properly
modified parameters. Subsequently two types of buildings were modeled. The first
one was of the slabs—columns type of structure, and the second one—walls type of
structure. Each of buildings was loaded by variable pressure in time caused by
explosive charge located inside the room at the lowest level. The analysis of dis-
placement, stress, and strain states was performed. The solutions adopted at the
work are the basis for development of procedures for modeling of the failure
mechanism of buildings under blast load and concerns the problems of safety
assessment of buildings. Developed method of analysis enables determination of
the failure area resulting from detonation of explosive charge, both for reinforced
concrete simple structural elements as well as complex structures.

1 Introduction and Literature Survey

Modeling the failure mechanism of explosive loaded buildings has a significant
influence on the design processes and the safety assessment of the structure.

In bibliography, there are two basic methods for analysis of explosive actions on
structures: analytical and numerical, characterized by diversified levels of modeling
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explosive loads and modeling of construction. With regard to modeling of complex
and spatial structures, only Finite Elementary Method is practically applied with
available software system, e.g., ABAQUS, AUTODYN, LS-DYNA, ANSYS,
NASTRAN, MARC, and SAP2000.

Because of difficulty in modeling the properties of complex structural systems of
buildings in the form of a heterogeneous reinforced concrete structure, an approach
consisting in homogenization of reinforced concrete is applied. Approach based on
homogenization of reinforced concrete structure was described among others in
work [3]. Authors of the study applied the division of reinforced concrete element
into the layers with different strength properties. However, it should be noted that
with such approach, the model of substitute material is still heterogeneous. Other
homogenization approach was applied in work of [8], who, in turn, referred on
work of [12]. In these works, the substitute homogeneous material was applied with
increased tensile strength and increased deformation modulus in comparison to the
starting material (reinforced concrete). Procedure for determining the parameters of
substitute material consisted in determination of deformation—strength character-
istics of material in each case for examined object. In carrying out detailed cal-
culations of the selected element recognized as the most critical element of the
structure, the parameters of a substitute material were adapted so as to achieve the
similar stress and strain distributions as in the reinforced concrete element.

In bibliography with regard to reinforced concrete structures under blast loading
it is possible to distinguish slab—column systems, among others [7, 6], slab—
column with external stiffening walls systems, [4], column—ribbed slab systems,
[2], or slab—beam framed structures, [13]. However, solutions for slab—wall
structures are rare. Analysis of destruction mechanism for buildings of this structure
is reduced to numerical experiments of reinforced concrete deep beams (walls) and
slabs (floors). It should also be noted that in none of these studies concerning on
modeling of buildings of reinforced concrete structure, the modeling of progressive
destruction mechanism was not presented.

In work of [12], an analysis of the progressive destruction mechanism until
complete collapse of the structure is developed using a homogeneous substitute
material model. Material model was used, taking into account the change of
principal stress limit, without direct considering of the strain rate effect. However,
in work of [8], the methodology of homogeneous substitute material was also
applied, but with use of material model including strain rate effect by modification
of yield limit. It should also be noted that depending on the capabilities of the
applied software, the effect of strain rate under dynamic load is included directly in
the material model, among others see work of [8], or—which is most frequently
found—in a form of dynamic factor increasing material strength even twice. In case
of reinforced concrete structures a value of dynamic strength factor is most often
applicable in range of 1.0–1.5. For example in work of [2] it is 1.17 and 1.19, in
work of [13] it is 1.2, in work of [4] it is 1.25, or in work [7] in which the dynamic
strength factor values were separately applied for concrete 1.5 and for rebar 2.0. It is
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also worthwhile to notice that some authors do not at all take into account or do not
include any information on the influence of the strain rate effects on the dynamic
behavior of the structure, e.g., in paper of [6].

2 Objective

Based on the performed literature review, we can formulate the following con-
clusions. In the all numerical experiments on the analysis of spatial structures
software FEM were used, most often LS-DYNA, SAP2000 i ABAQUS. None of
studies concerning the proceeding with use the homogeneous substitute material
model represent a universal procedure for determining the deformation and strength
parameters for this material. In case of explosive loads, the significant impact on
final results has the application of strengthening the dynamic strength of material.
The way for taking account of this effect is dependent on the material model used in
a particular software system. The few software systems contain material models that
enable directly taking into account the strain rate. A commonly used method is to
increase the strength parameters through the use of constant coefficient of dynamic
strength.

The aim of the work is to perform the effort analysis of large size, spatial,
reinforced concrete building structures, subjected to action of explosive load, as the
structures modeled with a use of hypothetical homogeneous substitute material
model.

The following basic assumptions were adopted in the paper: (1) modeling of
failure mechanism of buildings explosively loaded was applied to the buildings of
reinforced concrete, (2) initial processes of forming of the failure mechanism of the
building structure are subjected to analysis; (3) model of homogeneous substitute
material that simulates the behavior of reinforced concrete, is characterized by the
unlimited ductility, (4) areas of failure are treated as the areas in which the largest
values of principal strains or principal stresses exceed the respective limit strains or
dynamic strengths of concrete.

3 Homogenized Substitute Material Model

As substitute material model, the continuum plastic damage model for concrete was
adopted, developed by [11], modified by [9], and included into the ABAQUS
software, in which all of the deformation and strength parameters have been
replaced by analogous substitute model parameters, determined in accordance with
the assumptions of the homogenization theory, refer, e.g., [16].
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Figure 1 shows a scheme of the homogenization of reinforced concrete leading
to determine the substitute material parameters.

The basis for determining the substitute material parameters, describing the
reinforced concrete, is the following homogenization function:

Pz =Pc +FH ⋅Ps, ð1Þ

where Pz—parameters of substitute material after homogenization, Pc—basic
parameters of concrete, Ps—basic parameters of reinforced steel, FH—homoge-
nization coefficient.

The basic parameters Pc for concrete were adopted: initial compressive
strength—fc0, initial tensile strength—fct0, initial deformation modulus—Ec0, and
volume weight—γc.

The following basic parameters for steel Ps were adopted: maximum yield stress
fy, max =max fyi

� �
as the greatest yield stress among the yield stresses fy, i =max

fy1, fy2, fy3
� �

occurring in the reinforcing steel for the distinguished directions
i=1, 2, 3, deformation modulus—Es, and volume weight—γs.

Homogenization coefficient was adopted in the form of effective reinforcement
ratio:

FH = ρeff , y ð2Þ

Effective reinforcement ratio was assumed as the resultant function of varied
reinforcement ratios ρi =max ρ1, ρ2, ρ3f g in distinguished reinforcement directions
i=1, 2, 3 and varied dimensionless coefficients of yield stresses in this reinforce-
ment φyi = fyi ̸fy, max:

Fig. 1 Scheme of the
homogenization of reinforced
concrete
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ρeff , y =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ1 ⋅φy1

� �2 + ρ2 ⋅φy2

� �2 + ρ3 ⋅φy3

� �2q
ð3Þ

After homogenization, we obtain the following parameters Pz of substitute
material: initial compressive strength—fzco, initial tensile strength—fzto, initial
deformation modulus—Ezo, and volume weight—γz.

In the substitute material model it is also possible the simplified taking into
account the strain rate effect by introduction the generalized dynamic strength
coefficient kd >1, which modify the compressive and tensile strengths of a sub-
stitute material

f dzc = kd fzc0, f dzt = kd fzt0, f dzb = kd fzb0. ð4Þ

Figure 2 shows a modified, “dynamic” limit function (red line) in the stress
plane for the substitute material model, taking into account the generalized dynamic
strength coefficient (4).

Considering the stress–strain idealizations for concrete it is possible the deter-
mination of the strength and deformation parameters describing the segmental
idealizations of uniaxial compression and tension functions for substitute material
model, Fig. 3.

In Fig. 3, accentuated areas denote the fracture energy of substitute material
equal to the fracture energy of concrete. It can be seen that the area corresponding to
the fracture energy under the stress–strain relations in case on the substitute material
defines the different values of limit strains than in the case of concrete.

Fig. 2 “Dynamic” limit
function in the stress plane for
the substitute material model
taking into account the
dynamic strength coefficient
kd
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4 Verification of a Material Model

The subject of numerical analysis in the range of dynamic actions is to compare the
results obtained based on the numerical analyses for beam from substitute material
with experimental results of reinforced concrete beam obtained by [5], marked in
the experiment as a TEST 115, and with results of other theoretical analyses, [1].
Numerical model of the beam was developed using cubic finite elements type of
C3D8R (eight node elements). In the model the division was used for finite element
mesh for solid elements of HEX type and of 30 × 30 mm dimensions.

Based on numerical analysis, in Fig. 4 were presented the graph of displacement
changes over time and a change of displacement velocity in the measuring point at
the mid-span of the beam.

In the figure, the analysis results for the dynamic strength coefficient kd =1.1
were marked with the green line, and for kd =1.15—with a blue line, and for
kd =1.2—with a red line.

As the result of comparative analysis a very good agreement of the obtained
results using the beam model from homogeneous substitute material for dynamic
strength coefficient kd =1.15 was stated with the experimental results for reinforced
concrete beam of [5], and with results of numerical analysis of [15], as well as with
the numerical results of experiment authors [5] obtained using ADINA program of
finite element method, and with numerical results of [1] obtained using finite dif-
ference method.

Conducted analysis for dynamically loaded beam indicates a very good com-
patibility of results obtained using Abaqus program with parameters of homoge-
neous substitute material model modified by taking into account the dynamic

Fig. 3 Stress–strain idealizations for concrete. a Uniaxial compression, b uniaxial tension
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strength coefficient, in comparison with experimental results, as well as with results
of other numerical solution taken from literature.

Dynamic analysis was also applied for reinforced concrete deep beam, which
was the subject of static experiment carried out by [10], and described as WT3
experiment.

The aim of analysis was to compare the results obtained according to method-
ology of modeling of the deep beam from a homogeneous substitute material, with
numerical results obtained by [15].

Dynamic analysis was carried out for different values of the intensity factor of
the dynamic load in relation to the first load level of the deep beam P0 = 1031 kN,
determined in work of [15] for solution indicated as L0:

α=
P
P0

, ð5Þ

where P= p ⋅ l—total load of deep beam, p—and uniformly distributed on the upper
edge of deep beam dynamic load constant over time, l—the length of the upper
edge of deep beam.

Figure 5 shows the influence of strain rate effect by applying the dynamic
strength coefficient for the substitute material kd =1.05 (green lines) and kd =1.1

Fig. 4 Changes of displacement and displacement velocity over time at the mid-span of the beam
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(blue lines) on the dynamic displacements of the xd point located at the center of the
bottom edge of the homogeneous deep beam, for the load level α=0.6, with
reference to the numerical result of [15].

5 Numerical Modeling and Analysis of Results

The purpose of the numerical experiments is to analyze the behavior of reinforced
concrete building structures type of slab—column (A) and slab—wall (B) under the
accidental action resulting from detonation of explosive charge placed in a room on
the ground floor.

Three-aisled structural system of the skeletal building (A) is characterized by
outer dimensions in a horizontal projection of 20.0 × 39.5m and total height of
51.7m. The height of over ground storeys is 2.5m. The load-bearing structure of
the building is of monolithic reinforced concrete floors of 0.25m thickness, sup-
ported on the columns with the cross-sectional dimensions of 0.5 × 0.5m arranged
in axial spacing in both directions equal 6.5m. Building is built on the plate
foundation with a thickness of 1.45m. The structural system of three aisle, corri-
dor’s building (B), with outer dimensions identical as in the building (A), has the
crosswise walls system with inner walls of 0.25m thickness, outer walls of 0.375m
thickness, in axial spacing equal of 6.5m, see Fig. 6.

The monolithic reinforced concrete structure is made of concrete strength class
C30/37 of the compressive characteristic strength fc =30MPa, tensile strength

Fig. 5 The influence of strain rate effect by applying the dynamic strength coefficient for the
substitute material in the deep beam

348 J. Siwiński and A. Stolarski



fct =3.8MPa, and a deformation modulus of Ec =32GPa, as well as of reinforcing
steel RB500 W of the yield stress fy =500MPa and deformation modulus of
Es =200GPa.

The parameters of homogeneous substitute material were determined on the
basis of the developed homogenization method of reinforced concrete, assuming an
average reinforcement ratio ρ=0.017 in all elements of the entire structure and they
were taken as follows: fzc =38.5MPa, fzct =12.3MPa, Ezc =35.4GPa. The dynamic
strength coefficient kd =1.15 for compressive and tensile strength of a substitute
material was used in the numerical analysis.

The numerical model of building was developed using cubic 8—nodes HEX
type finite elements marked as C3D8R of 12.5 × 12.5 cm dimensions.

Building A was loaded with overpressure varying in time, caused by the deto-
nation of TNT charge with a mass ofm=10 kg, placed inside the room on the ground
floor, situated eccentrically in the outer room row (of front), at the distance of
r=3.0m from the inner walls of the structure of this room. On the basis of consid-
erations relating to the determination of the shock wave parameters on the structure
surface from an internal explosion presented in the paper of [14], the function of
pressure changes over time pðtÞ according to Baker’s approach, the value of maxi-
mum pressure pQS =4.67MPa and time duration of overpressure phase tk =20ms,
were determined. Building B was loaded with overpressure varying in time, caused
by the detonation of TNT charge with a mass of m=5 kg, placed inside the room on
the ground floor, situated eccentrically in the outer room row (of front), at the distance
of r=3.25m from the inner walls of the structure of this room. Analogously to for
building A, the following shock wave parameters were determined: the value of
maximum pressure pQS =2.4MPa, and time duration of overpressure phase
tk =27ms.

Figures 7 and 8 show distributions of the largest values of maximum and
minimum principal strains in time instant t=0.07 s with reduction of the tensile
strain to the limit value εct,G =0.00031 and with reduction of the compressive
strains to the limit value εc,G =0.0054. The tensile deformation zones with the
exceeded limit tensile strains were marked with gray color.

Fig. 6 Building structures of
slab—column type (A) and
slab—wall type (B) with
placement of explosive charge
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6 Conclusions

Analysis of beam under dynamic load was carried out based on Emrich, Herter, and
Puffer experiment. Graphs of displacement changes over time were appointed using
three values of dynamic strength coefficient kd, as well as comparative analysis was
conducted with experimental and numerical results taken from the literature. It was
stated that the largest compliance of results in displacement and displacement
velocity changes over time, obtained in solution for numerical model of beam from

Fig. 7 Distributions the largest values of maximum and minimum principal strains in time instant
t = 0.07 s with reduction of the tensile strains to the limit value εct,G =0.00031 and with reduction
of the compressive strains to the limit value εc,G =0.0054 for building of type A

Fig. 8 Distributions of the largest values of maximum and minimum principal strains in time
instant t = 0.07 s with reduction of the tensile strains to the limit value εct,G =0.00031 and with
reduction of the compressive strains to the limit value εc,G =0.0054 for building of type B
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substitute material, with experimental results and other numerical solutions taken
from literature, was achieved for dynamic strength coefficient value kd =1.15.
A very good compatibility of results, which were obtained in the dynamic analysis
for deep beam of homogeneous substitute material, was stated in comparison with
numerical results of reinforced concrete deep beam obtained by [15]. In the case of
the analyzed deep beam the most accurate results were obtained using a dynamic
strength coefficient value kd =1.05.

Inference about failure mechanisms was conducted on the basis of observations
of the greatest values of maximum and minimum principal strains in compression
and tension zones. The areas of strains with exceeded limit strain energy corre-
sponding to the failure of concrete in tension, were regarded as the areas of potential
failure (cracking areas).

The carried out considerations on the substitute material and numerical test
results indicate the effectiveness of the numerical method enabling the analysis of
the behavior mechanism of building structures under the explosive load.

The solutions applied in the paper are the basis for the further development of
modeling procedures of failure mechanism of explosively loaded building structures
and brings closer the issues of safety assessment of buildings.

The developed method of analysis enables to determine the range of the potential
failure of the structure, resulting from the detonation of an explosive charge, as well
as the assessment of the maximum resistance to blowing wave, both in terms of
simple structural elements as well as more complex structures and buildings made
of reinforced concrete.
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Force Effect of Strike and the Possibility
of Causing a Skull Fracture of a Human
Head

Svoboda Martin, Soukup Josef, Jelen Karel and Kubový Petr

Abstract First, the article describes the force strike measurement of an athlete who
performs competitively combat sports. Second, there are the results of scientific
studies that deal with the human head injuries due to impacts of various kinds.
These results were determined on the carcasses. During the actual measurement
were determined time courses of forces impinging on the dynamometer plate,
including size and the direction of the force. Dynamometer spanned forces up to
10000 N, frequency was set up at 1000 Hz, the accuracy of the estimate was 0.5 %
of measured value. A composite plate was attached to a dynamometer which has a
special steel construction. If we compare the results of force effect, we can find out
that combat sports can cause fractures of the facial bones or other injuries of a
human head or cervical vertebrae.

1 Introduction

The human head is the most studied problem of biomechanics. It is solved
experimentally or by FEM methods. The works mostly deal with the causes of head
injuries in the car accidents. Other works deal with the workplace injuries and how
to reduce them by using protective equipments. There are also some works
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discussing the question of the direct strike to the head especially in combat sports.
The aim is always to reduce the extent and number of injuries.

The impacts to the head are common element in contact sports. Look at the
collision of opponent’s heads in football or ice hockey matches, then falls to the
ground or hitting the obstacles (cycling, horseback riding) and finally in combat
sports where the opponents are trying to strike and kick the rival’s head. Some
adjustments of the rules or the necessity of using protective equipment are very
often in these sports. The paradox is the AIBA’s (International Boxing Association)
regulations which came into effect on the world championship of boxing—
November 2013. It was about removing the protective helmets even in amateur
boxers especially in men’s elite category. They wanted to increase the attendance of
amateur gala evenings, tournaments, and boxing matches to make them attractive
for the spectators. But this is in conflict with the reduction of number and the extent
of injuries in athletes.

There is no objective measure that would evaluate brain degeneration due to the
frequent impact of a different type. Other types of impacts also fall on a firm
surface, hitting of the human head in car accidents, and so on. In this study we focus
only on the force effects that can cause fractures of the skull bones of a human head.
We will summarize here the results of major scientific works that dealt with this
issue. Then we will describe the measuring of the force effects in combat sports—
the direct punch.

2 Force Effect of Boxers

In this work [1] there was used the Hybrid III dummy for measuring of an impact
dynamics. There were placed five accelerometers on the Hybrid II dummy. Sensors
were used for the calculation of translational and rotational accelerations. Two
accelerometers were placed on the palms of a boxer’s hands and the overall
dynamics of the hand was recorded. They were attached in right angle to each other.
The lateral movement of the hand was neglected. Everything was fixed by boxing
bandages to the hands.

To measure the loading of a neck and force impulses, there was used six axis
sensor module, which was installed in the upper part of the neck. The switch
identifying an initial contact between bowing gloves and the dummy’s head was
installed on the head of the dummy. That switch provides accurate ignition signal
indicating the start of the countdown. The system IDDAS (somatic, Urbana, IL)
was chosen as the primary data collection system. Data were collected on a sam-
pling frequency 14.7 kHz.

The pressure sensor was installed between the surface of breakable dummy’s
head and the layer imitating the skin. The system registered the pressure and
determined the contact area of the impact of the strike in each segment of a sensor.
For the purpose of this study they used very thin (0.1 mm) Tescana sensor (model
9500). The scanning area was 71 × 71 mm and the sampling frequency of the
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system was 1.4 kHz. This study monitored the strikes of 18 boxers. The impact
force ranged from 1990 to 4741 N. The average impact force of those 18 boxers
was 3427 N. The standard deviation out of average was 811 N.

3 Force Effects Leading to the Fractures of the Skull
Bones

This chapter is a summary of the results of the scientific studies that dealt with the
force effects causing skull fractures. Stated values were obtained by effecting of an
impactor (area equals 6.45 cm2) on the carcasses head [2]. Cadaver has been used
only once. The impact always interfered at a specific location. The results con-
firmed that impact forces from around 1000 N to the face area are clinically relevant
(more severe than hitting of the scalp). The average force for the fracture of the
cheekbone is 1770 N.

The data of Nahum et al. [3] were obtained by the same wave. They examined
the facial bones by the impactor size 6.5 cm2. All experiments were carried out
always on one sample, soft tissues included. The average force effects leading to the
fracture of the upper jaw is 1150 and 2840 N for the lower jaw.

They also used five cadaver heads to find out their impact load by their fall on the
horizontal surface. The impact velocity was in the range from 6.08 to 7.14 m.s−1.
The impact was headed to the chin from below. The result was a fracture of mandible
condyle, in four of the experiments even on the both sites.

In the following chart there are impact forces causing the fractures of the facial
bones.

4 Parameters Measurement of the Punch

Determination of the influence and the effects of the head load depend on the
finding of the most accurate parameters of possible strikes. We have chosen the
direct type of strike (headed mainly to the facial region) which is the most common
in combat sports. The aim was to measure and determine the most important
parameters to estimate the effects of the strike to the body of the opponent. We
selected maximal operating power, speed of the limb during the impact, duration of
the impact, and total energy passed by the strike.

The punch was scanned by dynamometric plate Kistler 9281 and by high speed
camera Redlake HG 100, kinematics of the impact was measured by Qualisys
system.

The results of experimental measurements should confirm the results of the
major scientific papers dealing with the measurement of the force effects in combat
sports or impacts of various kinds on the human head.
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For the measurement they worked with a product usually used at the Taekwondo
competitions. It is about two composite plates associated with the grooved lock,
by this opening you can measure the impact energy. They asked only one Taek-
wondo athlete of the Czech national team to realize the measurement. So this is not
a statistically significant sample. It is establishing of a good estimation of possible
impact power. It was done in 10 punches (to do more strikes was not effected—
indisposition of sportsmen). Only three of them were valid. These three punches
did not open the lock of composite plates. The result of this was the accuracy of
measured parameters because there was no force and speed reduction (Table 1
[2, 4–16]).

Composite plate was fixed by steel construction to the dynamometer. The
stiffness of the dynamometer and construction is much higher than the stiffness of
boards. This arrangement has a negligible effect on the measurement. From the time
the record course of action of force was determined by its maximum value and
duration of the impact and the work performed during the impact (Figs. 1, 2 and 3).

The results of the measurements are summarized in Table 2. The maximum
force of punch is the maximum from the vector sum of the forces acting on the plate
at the time of impact (formula 1). Impact velocity was calculated, numerical dif-
ferentiation by time kinematic data is measured by the Qualisys system. The
duration of impacts has been deducted from the graphs of force versus time mea-
sured with a dynamometer. Transmitted energy was calculated by numeric inte-
gration as the area under the curve of force versus time also from data measured
with a dynamometer.

Table 1 The forces of facial bone fractures [2, 4–16]

Bone Range (N) Average (N) Number of samples Area of impact (cm2)

Lower jaw 1980–4110 2840 6 6.5
Lower jaw 818–2600 1570 6 25.8
Lower jaw 4460–6740 5390 5 127
Upper jaw 623–1980 1150 11 6.5
Upper jaw 1100–1800 1350 6 ø20 mm
Upper jaw 788 788 1 ø25 mm
Facial 970–2850 1680 6 6.5
Facial 910–3470 1770 18 6.5
Facial 1120–1660 1360 4 6.5
Facial 1600–3360 2320 6 33.2
Facial 2010–3890 3065 4 ø25 mm
Facial 900–2400 1740 8 ø20 mm
Facial 1499–4604 2390 13 ø25 mm
Facial 1452–2290 1739 4 volant
Nasal 1875–3760 2630 5 ø25 mm
Face – >6300 5 181

Eye arch 4780–11040 8000 19 ø41 mm
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On Fig. 4 is the graph of force action on the board at the time t of the second
valid strike. The three curves show the force components in the directions x, y,
z. Absolute force component was obtained using the vectorial sum.

Fig. 1 Example of very hard
hitting of a boxer in the head

Fig. 2 Accelerometers in the
palm of a boxer
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Fig. 3 Sample of high speed camera Redlake HG 100th

Table 2 Measured values of impact

Number of
measurements

Max. impact
force Fmax (N)

Impact
velocity v
(m.s−1)

Duration of
impact t (s)

Transmitted
energy E (kJ)

1 1970 8.4 0.0109 13.1
2 2192 7.7 0.0129 14.7
3 2292 8.0 0.0119 15.7
Average 2151 8.0 0.0119 14.5

Fig. 4 Time course of force action on the board—first valid attempt
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5 Conclusions

From these results, it is clear that the work of the boxing punches or blows and
other combat sports (Karate, Taekwondo, etc.) can cause skull fractures.

It is not yet determined how much it changes size and circuitry of the brain after
strokes collected during their boxing career, and what effect it has on brain
degeneration. It is not known how these changes cause brain diseases such as
Alzheimer disease or dementia (this measurement at present progress).

The intensity of the blow to the head of a live opponent may vary depending on
different condition impacts (stiffness of tissues, inertia opponent’s responses,
volitional control, and motivation of the attacker, etc.). All these corrections tend to
reduce our impact as measured by the possible intensity.

My personal opinion, after more than ten years of active boxing career, is that
the main reasons are the approach, the coach and boxer in training, and the type of
equipment that is used when a boxer in sparring. In training a great number of
boxers did not use helmets. The coach should teach a technique that goes primarily
to dodge blows against opponents. When blocking the force of the blow of course
transmitted to the human head. Boxer should also be physically well prepared to
match the entire period (training) and concentrated coordinately to manage
defensive techniques.

Another important aspect is the weight of the boxer, affecting hardness and
impact strength by the effect on the degeneration of brain tissue.

Thanks to modern technology the materials are better than before. For example
helmets absorb more punches. The paradox is that all sports are trying to protect the
health of athletes and boxing, the opposite happened. Profits are more important.
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Hydraulically Driven Unit Converting
Rotational Motion into Linear One

Olga Szymanowska, Gabriel Szymkiewicz, Donat Lewandowski,
Dariusz Grzelczyk and Jan Awrejcewicz

Abstract The contribution concerns a unit which can be implemented in driving
hand prostheses, surgical manipulators and other equipment, the operation of which
is based on linear motion. The state-of-the-art research presents several medical
devices usually driven by means of electric or hydraulic, complex elements. The
primary purpose of this work is to provide a solution that, due to simplicity of its
design, will be an alternative to existing expensive devices. Simultaneously, the
goal of the efforts is to ensure high precision and repeatability of linear movement.
The proposed device comprises two hydraulic actuators driven by a stepper motor.
Apart from presenting the design of the unit, the following work comprises
description of modelling of the unit operation supplemented with presentation of
the constructed prototype and results of initial experimental evaluation. Eventually,
conclusions are drawn, pointing several amendments which are recommended for
implementation in the future work.

1 Introduction

Extremity and limb amputations have been known to humans for centuries.
Archaeological findings show that people have been trying to replace missing parts
of their bodies with artificial substitutes already in the Ancient Egypt [1]. Despite
many ages that have passed accompanied by development of technology, still,
replacing the lost body part with an artificial one, being able to resemble natural
functioning, is one of the most challenging aspects in the field of rehabilitation and
prosthetic technology.
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Many attempts have been made throughout years to solve the abovementioned
problem and mimic the movement of, for instance, a human hand, the prosthesis of
which will be the concern of this work.

Prosthetic extremities are met in a variety of forms and applied technologies. The
simplest designs are purely cosmetic and are used to mimic the shape of the missing
hand. However, one of the biggest needs of amputees is to have the functioning of
their extremities resembled to the possibly greatest extent. This is the reason that led
to many efforts aimed at creating prostheses allowing to perform movements in a
manner similar to the one of the natural hand. Most of hand prostheses are com-
prised of body-powered devices, including hooks or multi-fingered devices
employing cables to manipulate their elements. The patient is supposed to wear a
dedicated harness and manipulate the hand by means of moving the opposite
shoulder. However, due to unsatisfactory and uncomfortable operation of such
units, the improvement in the field of extremity prosthetics is one of the topics
which is still under investigation.

The breakthrough in the design of such devices may be hard to achieve, since, as
mentioned in [2], only few major enhancements have been observed since the early
1960s. Employment of external power was one of the hand prosthesis improve-
ments which aimed at aiding the body-powered device. One of the examples of
artificial hands is the Utah-MIT hand, being the robotic, four-fingered end effector
powered pneumatically and using tendon-like cables [3]. Tendons have been also
employed in the Salisbury hand [4], where they have been supplemented with
electric drive motors as well as potentiometers and accelerometers to manipulate
three fingers. Another example can be the BarrettHand [5]. All the aforementioned
devices were capable of grasping and other manipulatory tasks, however, their
operation was still far from the one of a human extremity. Among modern devices,
the one referred to as the IOWA hand should be mentioned, the fingers of which are
spring-like. The hand has been described in [2]. Special attention should be paid to
the HANDLE project [6] conducted by researchers from the European Union. The
project has resulted in a device being equipped with a number of sensors, including
pressure sensors, and elements of artificial intelligence. The hand not only mimics
movements of a human extremity, but also resembles its appearance. Modern
prostheses comprise also hydraulic devices. Fluidhand [7] and i-limb [8] are
hydraulically driven hand prostheses resembling both the appearance and func-
tionality (manoeuvrability) of a human extremity to a large extent. i-limb has been
successfully introduced onto the market by Touch Bionics Inc. Another interesting
design of a hydraulic prosthesis, the Delft Cylinder Hand, has been proposed by
Delft University of Technology [9]. The prosthesis is claimed to be about 50 %
lighter than corresponding electrical instruments.

The aforementioned hydraulic devices are a competitive alternative for electric
and, undisputedly, also for cosmetic prostheses. However, other solutions should be
still taken into consideration in order to develop devices of simpler (less complex)
and thus less expensive design. Development of the device fulfilling the afore-
mentioned requirements is the goal of our efforts.
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The solution presented in this work is intended to be introduced also into sur-
gical manipulators, since the demand for such specialistic devices is constantly
growing. Both the surgical manipulators and their drive units must be sufficiently
tight and resistant to corrosion. They must be made of materials (e.g., surgical steel)
that do not negatively influence living organisms. High precision is necessary while
constructing devices which are intended to get into contact with an organism, since
lack of tightness may lead to leakage of body fluids to the inside of a device, and
vice versa.

To drive medical equipment, such as the abovementioned manipulators, the
operation of which is based on linear motion, electric actuators are usually used.
However, their main disadvantage is, as in the case of electrically driven hand
prostheses, complex design accompanied by the fact that the drive unit cannot be
placed in close vicinity of the piston executing the linear movement. Thus, the drive
unit has to be located at a distance from the surgical site and be connected to the
piston by means of special rods and tension members. As a result, the range of
motion that can be achieved by the device is limited.

Apart from the above mentioned applications, the design presented in this work
can be also implemented in other devices that require precise movement and
stiffness accompanied by reproducibility of performed linear motion.

The presented paper comprises supplementary information basing on the former
work [10].

2 The Idea

The proposed unit converting rotational motion into linear motion is chosen to be
hydraulically driven, since the authors claim that such a solution is favourable over
typical electric drives. In hydraulic actuators, the drive unit is used only to produce
pressure and to force the fluid flow through the tube to other parts of the device. In
such a way, it can be separated from the end actuator, what is desired in the case of
both hand prostheses and surgical manipulators. Furthermore, elements of the unit
are connected with each other by means of elastic tubes, what ensures greater range
of motion than in the case of electrically driven devices and possibility of reaching
hardly accessible locations. If small enough, tubes can be placed inside patient’s
body.

The idea implemented in the unit is to use a stepper motor connected to a driving
actuator which, in turn, is linked with an executing actuator by means of an elastic
tube. As a result of rotational motion of the stepper motor’s rotor, hydraulic fluid is
pushed through the driving actuator and further, through the tube, in a linear
manner causing linear motion in the executing actuator.

Two propositions of the unit design have been provided. In the first concept (see
Fig. 1a), the stepper motor is intended to be fixed to the foundation. An internally
threaded piston is incorporated inside the driving actuator while the shaft connected
to the stepper motor has an external thread. The shaft screws the piston into the
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actuator and the pressure generated by the moving piston causes the fluid to flow
out of the actuator, inducing in this manner motion in the executing actuator. Both
actuators are single acting, i.e. they are comprised of springs, the role of which is to
facilitate backwards motion of the pistons during their withdrawal from the
actuators.

The second concept (see Fig. 1b) assumes having the stepper motor placed on a
linear type roller guideway. Due to implementation of such solution, the drag of the
stepper motor is reduced and its movement is possible. The design of the driving
actuator is simplified in comparison to the first concept. The spring is removed, and
so is the piston. The role of the latter is taken by the motor’s shaft which, in this
variant, is ended with an element the shape of which corresponds to the internal
thread of the actuator. In this manner, the element connecting the motor and the
actuator is a shaft and a piston at the same time. In addition, both concepts comprise
the presence of a compensation container. Due to improved simplicity of design, the
second concept has been chosen for further investigations.

Elements presented in Fig. 1 are supplemented with a power supply and a
controller of the stepper motor. In addition, a metal bellow is located at the interface
between the stepper motor and the driving actuator in order to create a proper
connection between the shaft and the piston.

Fig. 1 Conceptual drawings of the unit: a variant with fixed stepper motor, b variant including a
roller guideway. 1 stepper motor, 2 driving actuator, 3 compensation container, 4 hydraulic tube, 5
executing actuator, 6 roller guideway, φ rotation of the stepper motor shaft, x, y position of the
actuators [10]
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3 Modelling

As the concept of the unit has been chosen, its behaviour could have been also
modelled. For this purpose, mathematical as well as simulation models have been
developed and, on their basis, an analysis has been conducted.

First of all, a model comprising all necessary physical variables has been created
as shown in Fig. 2.

In Fig. 2 x and y indicate linear motion of actuators; p1 and p2 stand for pressure
of the hydraulic fluid inside the driving actuator and the executing actuator,
respectively; V10 and V20 describe initial volumes of the actuators; E is the bulk
modulus of the hydraulic fluid; S1 describes the area of the piston of the driving
actuator; S2 and m2 stand for area and mass of the piston of the executing actuator,
respectively; c2 and α represent viscous damping coefficient and Coulomb damping
ratio between the piston and the cylinder of the executing actuator, respectively;
k describes capacity of the hydraulic tube, k2—stiffness of the spring inside the
executing actuator, while F indicates external force.

In the next step of modelling, a mathematical model of the unit has been created,
consisting of three differential Eq. (1), based on the information provided in Fig. 2.
Two of these equations are related to the hydraulic balance in the system, i.e. the
first equation of (1) describes the output of the driving actuator while the second
represents the input to the executing actuator. The last equation of (1) gives
information concerning the force balance in the second actuator.

V10

E
−

S1
E
x

� �
p1̇ = S1x ̇+ kðp1 − p2Þ,

V20

E
+

S2
E
y

� �
p2̇ = − S2y ̇+ kðp1 − p2Þ, ð1Þ

m2 y
..
+ c2y ̇+ k2y= S2p2 − αS2p2sgny ̇−F,

where meaning of the symbols follows the description provided below Fig. 2.
Having the mathematical model, a simulation model could have been developed.

For this purpose, Matlab Simulink environment has been employed.

Fig. 2 Physical variables describing the considered unit [10]
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The simulation has been performed for the first second of operation of the unit
(τ = 1 s). Velocity of the first actuator (x ̇) has been used as an exciting factor
having the most significant influence on the mathematical model. It has been chosen
as a sinusoidal signal x ̇ = 0.01 + 0.005 sin(1000 t) m/s. The areas of both pistons
and initial volumes of the actuators have been chosen to be identical (S1 = S2 =
201 × 10−6 m2, V10 = V20 = 7.6 × 10−12 m3) in simulations in order to illus-
trate simultaneous operation of the actuators in a more convenient way. Capacity of
the tube has been found with the employment of the Hagen–Poiseuille equation and
equals to 7.9 × 10−12 m4 s/kg. Other fixed parameters are: m2 = 0.03 kg,
c2 = 117.3 N s/m, k2 = 195 N/m, E = 1.4 × 109 Pa, α = 0.1. External force
acting on the executing actuator F = 10 N. Simulation results are depicted in
Figs. 3, 4, 5, 6 and 7.

What should be emphasized, an assumption regarding the driving actuator has
been made while creating the mathematical model, i.e. resistance of the piston and
the guideway against motion is assumed to be compensated by appropriate power
of the stepper motor.

The difference between pistons position at the end of the simulation is at the
level of c.a. 0.03 mm, as shown in Fig. 4. Such a value can be treated as almost
negligible and stands for good correlation between actuators movement.

Figure 5 indicates that velocity of the piston of the executing actuator undergoes
rapid changes in the initial part of the simulation (close-up of this part of the plot
can be found in Fig. 6) and when external load F is applied. However, the curve
reaches its final, stable trajectory within less than 0.005 s. Velocities are shifted in
phase by 0.001 s.

Fig. 3 Time versus position of the driving actuator piston (x) and the executing actuator piston (y)
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As it can be noticed by looking at Fig. 7, pressure in the first actuator is higher
than the one in the second actuator. Rapid increase in pressure is observed twice,
i.e. when the driving actuator begins to operate and when the external load F is
applied. In the latter case, pressure inside the unit raises by 0.3 MPa. Thus, velocity
of the piston of the second actuator can be stabilised.

Fig. 4 Time versus position of the driving actuator piston (x) and the executing actuator piston
(y) in the final part of the simulation

Fig. 5 Time versus velocity of the driving actuator piston (x ̇) and the executing actuator piston (y ̇)
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Furthermore, for the purpose of future analysis, transformation of Eq. (1) can be

conducted in a manner as follows. Assuming dimensionless: time τ= t ̸
ffiffiffiffi
m2
k2

q
,

positions X = S1
V10

x, Y = S1
V10

y, and pressures P1 =
p1
E , P2 =

p2
E as well as dimensionless

Fig. 6 Time versus velocity of the driving actuator piston (x ̇) and the executing actuator piston (y ̇)
in the initial part of the simulation (0.01 s)

Fig. 7 Time versus pressure of the hydraulic fluid inside the driving actuator piston (p1) and the
executing actuator piston (p2)
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parameters: β= S2V10
S1V20

, a1 =
ffiffiffiffi
m2
k2

q
kE
V10
, a2 =

ffiffiffiffi
m2
k2

q
kE
V20
, d= c2

ffiffiffiffiffiffiffi
1

m2k2

q
, g= S1S2E

k2V10
, α (as given

before) and functions: sgn V10
S1

ffiffiffiffi
m2
k2

q
Y ̇

� �
=SgnY ̇, S1

k2V10
F2

ffiffiffiffi
m2
k2

q
τ

� �
= f ðτÞ, the coun-

terpart dimensionless form of Eq. (1) is as follows:

1−Xð ÞP1̇ =X ̇+ a1ðP1 −P2Þ,

1 + βYð ÞP2̇ = − βY ̇+ a2ðP1 −P2Þ, ð2Þ

Y
..
+ dY ̇+Y = gP2 − αgP2SgnY ̇− f2ðτÞ.

Eventually, the system depending on 10 parameters is reduced to the one
depending on only 6 parameters. In both dimensional and dimensionless forms one
function is also present, i.e. FðtÞ and f ðτÞ, respectively.

4 The Prototype

To study real behaviour of the developed unit converting rotational motion into
linear one and compare the results with the outcome of modelling, a prototype has
been created. For this purpose, a driving actuator has been manufactured according
to the drawing depicted in Fig. 8 and connected to a ready-made hydraulic exec-
utive actuator.

The actuator can be tested in two variants, i.e. in the configuration shown in the
above figure, corresponding to the concept being under consideration as well as in
the configuration supplemented with additional elements used to provide better
sealing of the actuator (see Fig. 9). In the first variant the sealing is assumed to
result from tight fit of threads of both the piston and the cylinder.

As far as the configuration presented in Fig. 9 is considered, the principle of its
operation is as follows. Motion of the threaded piston into the cylinder induces

Fig. 8 Schematic diagram of the driving actuator. 1 Piston, 2 cylinder [10]
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motion of the intermediate piston which accompanied by a lip seal (or, in other
words, radial shaft seal). The spring facilitates backwards motion of the interme-
diate piston during its withdrawal while the role of the metal ball is to reduce
friction between pistons. The cylinder is manufactured of bronze due to low ratio of
friction between the bronze cylinder and steel pistons. The prototype of the unit,
including the abovementioned actuator, is shown in Fig. 10.

Experiments conducted with the use of both configurations of the driving
actuator have shown that the first variant (Fig. 8) does not provide satisfactory fit of
the internal thread of the cylinder and the external thread of the piston. As a result,
hydraulic oil has leaked out of the actuator, what is the reason why further func-
tional tests have been conducted for the configuration comprising additional
internal elements (Fig. 9).

Fig. 9 Schematic diagram of the driving actuator in the second configuration. 1 Threaded piston,
2 cylinder, 3 intermediate piston, 4 spring, 5 seal, 6 metal ball [10]

Fig. 10 The prototype of the hydraulic unit converting rotational motion into linear one. 1 Power
supply, 2 stepper motor control panel, 3 driver of the stepper motor, 4 stepper motor on a roller
guideway, 5 driving actuator, 6 executing actuator [10]
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5 Testing

5.1 Unit Precision Test

To test the precision of conversion of rotational motion into linear one a scale wheel
has been mounted to the shaft linking the stepper motor with the driving actuator
(or, in other words, to the threaded piston of the driving actuator), see Fig. 11. In
addition, a dial gauge has been installed on the surface of the piston of the executing
actuator. Investigation of rotation of the scale wheel was facilitated by means of
video capture and checking the recording frame by frame.

Conducted tests have shown that, for 1 mm thread pitch of the piston, one
rotation of the stepper motor’s rotor corresponds to the displacement of the exec-
utive actuator piston by 1 mm. The difference between positions of actuators has
not exceeded 0.03 mm, what coincides with the results of numerical simulation.

5.2 Stiffness Test

Stiffness of the developed unit has been tested by means of applying external load
to the piston of the executing actuator and measuring response of the unit with the
use of a dynamometer. To measure displacement of the piston the dial gauge has
been employed.

Response of the piston to the load of 10 N was equal to 0.01 m. Further increase
in the acting force by 10 N has resulted in displacement of the piston by another
0.01 m. On the basis of these results the stiffness of the unit has been found which

equals to k=1 × 106 N
m

� �
.

Apart from the conducted tests, further evaluation regarding response of the
device to different load is supposed to be conducted.

Fig. 11 Setup for precision test including a scale wheel (1) and a dial gauge (2)

Hydraulically Driven Unit Converting Rotational Motion … 371



6 Conclusions

Design of a hydraulically driven unit converting rotational motion into linear
motion has been developed. Behaviour of the device has been modelled. A proto-
type has been constructed and experimentally evaluated. The first tests have given
promising results regarding both precision and stiffness of the device. As far as the
former is considered, the outcome also coincides with results of numerical
simulation.

After implementation of further amendments, the device can be potentially used
to drive hand prostheses, surgical manipulators or industrial manipulators. The
design of the unit allows to place the driving actuator at a desired distance to the
executing actuator, i.e. they can be separated in a way the driving actuator is placed
outside the patient’s body while the executing actuator—inside. The device can be
also used in industrial manipulators, ensuring high stiffness and precision.

In future work, it is necessary to conduct tests evaluating the correctness of the
positioning following a series of runs with different values of applied load. In
addition, the variant of the prototype including driving actuator without any
additional internal elements should be amended by means of tightening the thread at
the interface between the piston and the cylinder. To reduce leakage to the mini-
mum, the fissure between these threads should be less than 5 μm. Operation of the
unit, in which the corrected actuator will be used, should be also tested.

Furthermore, to implement the unit in the medical equipment, material of which
the actuators are manufactured should be changed to, e.g. surgical steel that can be
used in direct contact with body fluids. Hydraulic oil should be replaced with some
fluid that will not do harm to the patient in case of leakage—saline can be used for
this purpose. However, it should be mentioned that, due to different bulk modulus,
the stiffness of the unit will be changed, and thus tests of the device should be
repeated. Last but not least, the unit must have its size changed (minimised) in order
to use it for medical purposes—this conclusion applies in particular in the case of
applying the unit to manipulate fingers of hand prostheses.
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The Recognition of Human
by the Dynamic Determinants of the Gait
with Use of ANN
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Abstract In this paper human recognition method is based on dynamic parameters
of the human gait. In the method the artificial neural network algorithm is
employed. Some parameters of the gait are defined in order to describe and rec-
ognize characteristics of gait for each considered individual. In classical approach to
human recognition, description of the gait pattern is based on sequence of images
analysis and biometric parameters. In this paper we present method based on
determining some dynamic characteristics of the gait, which together with other
kinematic determinants should allow to describe the unique gait pattern for each
individual. Necessary data were obtained from system of motion analysis BTS and
force plates, commonly used in biomechanics. All considered gait parameters were
calculated from data which were obtained for 15 persons with different character-
istic of the gait. To implement the recognition process the back-propagation neural
network algorithm was used. In the paper three configurations of the input data
(only kinematic parameters from the BTS system, only dynamic parameters from
the force plates and both types of parameters together) are investigated and
compared.
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1 Introduction

The gait is defined as the coordinated, cyclic combination of movements that result
in human locomotion [6]. Healthy human gait is a periodic motion. The movements
of each leg are repeated in each gait cycle in the same way. Thus the human gait has
a pattern of movements which can be characteristic for each individual. In similar
way, other kind of motions like running, jogging or climbing stairs can be
described. Moreover, human motion analysis has many challenging issues, because
of the difficulties occurring in description process of the structure of the human
body. Human gait is also known to be one of the most universal and complex from
all human activities. For that reason, the study of human gait has been increased
extensive interests in various fields such as clinical analysis, biomechanics,
robotics, and biometrics [2, 6, 13, 16, 21].

Mathematic description of human gait usually consists of kinetic or kinematic
parameters, which are obtained from simple mechanical models. In those models
the body’s segments are assumed as pendulums and are characterized by simple
harmonic motion. One should notice that those parameters could describe some gait
patterns and it was observed that, each individual appears to have different and
unique characteristics of gait. It implies a possibility to identify person on the base
of its own gait [10, 11, 16]. It could be also useful in identifying of improper or
pathological gaits.

In this paper presented approach for recognizing humans by their gait is based on
using artificial neural network (ANN). The application of the ANN in biomechanics
and gait analysis has received a quite extensive attention over the years in the
literature. There are two comprehensive review articles on this topics [4, 14].
However the authors of the paper highlighted some new and important papers in
this area. Barton and Lees applied the ANN for distinguishing patterns on the basis
of hip-knee joint angle diagrams [3]. The main advantage of the ANN application in
this case was that it combine quantitative and qualitative information from the
diagrams. The presented ANN classified human gait into three categories: normal
walking, simulation of leg length difference and simulation of leg weight asym-
metry. Su and Wu used the genetic artificial neural network (GANN) for gait
pattern recognition [17]. In this paper the GANN and the ANN were compared for
classification problem of the gait patterns of patients with ankle arthrodesis and
normal subjects. The authors used parameters of the reaction forces as inputs for the
ANN and the GANN. In conclusions they suggested that the GANN is more
suitable than the ANN to exploit the patient’s gait pattern. The comparison of gait
analysis using the ANN on the basis of time discrete or time continuous data sets
was performed by Schöllhorn et al. [15]. They concluded that time continuous
approach using the ANN is an effective tool for identifying subject and group
specific locomotion characteristics. Hahn et al. [5] used the ANN for mapping gait
measurements onto motion of whole body center of mass (COM) in the frontal
plane. Alaqtash et al. [1] applied the ANN to distinguish between healthy, cerebral
palsy, and sclerosis subjects. As the inputs for the ANN the authors used different
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parameters obtained from three components of the GRF (mediolateral, anterio-
posterior and vertical). In the paper the ANN classifier was compared with the
nearest neighbor classifier (NNC). The results obtained by the authors show the
same range of classification accuracy both for the NNC and the ANN. Application
of the ANN for classification of knee osteoarthritis was presented by McBridge
et al. [8]. The authors used kinetic and kinematic features for each leg (including
ankle angle, ankle angular velocity, hip angle, hip angular velocity, and ground
reaction force). The presented results show strong correlation between gait kinetics
and joint deterioration and level of pain in osteoarthritis individuals. Michalski et al.
[9] analyzed individual human gait symmetry based on vertical component of
ground reaction force. The authors compared gait classification in female and male
groups by means of the ANN and the authors’ own quantitative index. The results
of this study can be helpful for determination of ranges of physiological gait
asymmetry. The comparison of two different classifiers, namely, the ANN and the
support vector machine (SVM), for identification of patients with Parkinson disease
was performed by Tahir and Manap [19]. The authors concluded that the SVM as
classifier performed better as compared to the ANN. The human gait parameters are
categorized in three groups: spatiotemporal, kinematic and kinetic. The results
presented in the paper show that the basic spatiotemporal parameters as the inputs
to classifier give better results both for the ANN and the SVM. Oh et al. [12]
applied successfully the ANN to estimate ground reaction forces based on kine-
matics parameters. However the authors highlighted that the study of ground
reaction forced estimation was performed only for normal gait. Thus it would be
valuable to perform this study also for pathological gait.

Another problem is human recognition which in the literature is performed on
the base of parameters obtained from human motion images. Application of the
ANN for human gait recognition was presented for example by Yoo et al. [20] The
input data come from 10 features extracted from images. The results obtained by the
authors present high gait recognition performance. Tafazzoli and Safabakhsh [18]
employed the NNC for this purpose. The parameters which were the inputs to the
classifier were calculated from the human motion images. The authors computed
the parameters based on the rotation variation of three articulated parts of the body:
hip, knee, and arm. The presented results show promising performance in com-
parison to other similar methods of human gait recognition. Lee et al. [7] used the
parallel genetic algorithm in combination with the selective neural network
ensemble to improve gait recognition based on the features acquired from the
images. The presented experimental results show that the performance of the
proposed algorithm is much higher than for other gait recognition methods avail-
able in the literature. To the best knowledge of the authors there are not published
works in which for human recognition problem the ANN with biomechanical data
(ground reaction forces, kinematic, and kinetic parameters) is employed.

In this study the authors proposed three research approaches to compare which
one would give the best results in human recognition based on gait parameters. The
input data come from biomechanical measurements. These three approaches which
are presented in the paper differ in the kind of data used to teach ANN. The first one
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involves teaching ANN with use only of the parameters derived from GRF. In the
second approach the authors used only these parameters that were derived from data
form motion capture system. The last one approach involves a combination of
earlier studies—ANN has been taught based on two earlier used kind of parameters.
As a result the authors will present comparison of root mean square errors (RMSE)
for each proposed way of learning.

2 Research Methods

Fifteen volunteers took part in this study, seven females, and eight males, in the
Biomechanical Laboratory at Poznan University of Technology. Average ± SD
values and ranges (min ÷ max) for selected characteristics of women amounted to:

• Age: 24 ± 3.9 (21 ÷ 33) years
• Height: 168.6 ± 3.8 (165 ÷ 176) cm
• Body mass: 60.1 ± 6.9 (54.6 ÷ 76) kg.

Male subjects information:

• Age: 25 ± 9.9 (18 ÷ 51) years
• Height: 181.6 ± 3.9 (176 ÷ 190) cm
• Body mass: 83.3 ± 14 (69 ÷ 113) kg.

The group comprised the subjects who did not suffer from any lower extremity
pain or musculoskeletal disorders. Participants were asked to walk barefoot with
self-chosen velocity and step frequency through 10-m-long walkway with two built
in dynamometric platforms, monitored by six IR cameras. During this study subject
was asked to step one foot on the one platform (always in the same configuration to
differentiate left and right foot) to record ground reaction forces during one cycle of
walk. Three-dimensional GRF were measured by AMTI BP400600 force plates
(600 × 400 × 82.5 mm) with the 400 Hz sampling rate.

Prior to data collection eleven reflective spherical markers (five on the both side)
were attached at eleven anatomical landmarks: sacrum, above greater trochanter, in
the middle of knee (lateral side), heel, ankle, big toe (according to the previously
prepared model). All markers, were placed in three-dimensional space with coor-
dinates in the middle of walkway, between two force plates. The motion was
repeated at least one hundred times and recordings that did not meet the require-
ments were rejected. The requirements applied to continuity of the data. If at least
one recorded point was disappearing in the space for so long time, that there was no
possibility to approximate the trajectory of this point in the right way, the recording
was rejected. Kinematic data (position of the anatomical landmarks in 3D space)
were collected by six IR cameras by the BTS Smart DX system at a sampling rate
of 100 Hz (resolution 1400 × 1000px). Both signals, from dynamic and kinematic
data, were recorded simultaneously, directly to the computer with SMART Capture
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software. Afterwards, recorded 3D points were ascribed to the previously prepared
model. Then all recorded trajectories of the markers were approximated, to avoid
discontinuity of the data.

3 Indicators of the Human Gait

In this study authors proposed a set of the indicators, which were calculated for
each person, based on data collected in way described previously. These parameters
were divided into two groups according to the source data. First group contains
parameters calculated from GRF (dynamic indicators), the second is based on
position of the markers in 3D space recorded by motion capture system (kinematic
indicators).

3.1 Dynamic Parameters

First considered group of indicators taken into consideration to describe gait pat-
terns, contains the parameters obtained from forces characteristics measured by
dynamometric platforms. One could observe that the force with which any indi-
vidual is acting on the floor during the gait, has unique character. Generally, vertical
component of this force has always two local maxima and one minimum, what is
presented in the Fig. 1.

Fig. 1 Vertical components of ground reaction forces with parameters
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To describe the characteristic shape of considered curves as accurate as it is
possible, we have proposed a list of different parameters calculated for both legs in
the time and force domain. One should also noticed, that all obtained data were
firstly normalized by weight of each individual.

Vertical force parameters

• maxima of loading response phase for both feet f L1 , f
R
1 ,

• minima of midstance phase for both feet f L2 , f
R
2 ,

• maxima of terminal stance phase for both feet f L3 , f
R
3 ,

• f L1 ̸f L2 , f L1 ̸f L3 , f L3 ̸f L2 and f R1 ̸f R2 , f R1 ̸f R3 , f R3 ̸f R2 ratios,
• the areas determined between curves and time axis for three gait phases: from

start to maximum of loading response, between maxima and from maximum of
terminal phase to the end of stance phase: pL1, p

L
2, p

L
3, p

R
1 , p

R
2 , p

R
3 respectively,

• the ratios of those areas p1 ̸p2, p2 ̸p3 calculated for both legs,
• coordinates of the geometrical curve center for both feet,
• number of inflection points (artifacts) occurring on the both curves, determined

on the curve characteristic sections bounded by times t1, t2, t3 with the curve
smoothing factor s = 10−6,

• height of artifact on the rising edge—ARH. The maximum vertical distance
analyzed curve and theoretical, smoothed curve with curve smoothing factor
s = 10−1.

• width of artifact on the rising edge—ARW. The time interval in which there are
inflection points on the curve, with curve smoothing factor s = 10−1,

• artifact index on the rising edge—ART. Time of occurring the maximum height.
• artifact width and index on the falling edge—AFW, AFT,
• curve steepness (S) between maxima defined by the formulae:

S=
∑n

i=1 yi − yi+2j j
n

,

where n is number of samples. For time parameters we have chosen characteristic
times when occurred the local maxima and minima and duration times of gait
phases.

Time parameters

• times of contact with floor of both feet TL, TR,
• time of gait cycle T,
• occurrence times of characteristic vertical force parameters: tL1 , t

L
2 , t

L
3 , t

R
1 , t

R
2 , t

R
3 ,

• duration times measured for both feet in stance phase:
tL2 − tL1 , t

L
3 − tL1 , t

R
2 − tR1 , t

R
3 − tR1 ,

• duration of double support phase: TD = TR + TL- T.
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From the biomechanical point of view, the anterior-posterior component of
considered force is also important and it is often taken into account by many
researchers during the gait analysis. The example of curve representing this com-
ponent is presented in the Fig. 2.

One should observe, that this curve is not as smooth as the vertical component.
Only regularities that are characterized this kind of curves, could be described as
occurring one visible minimum and one maximum (signed in the Fig. 2).

Anterior-posterior force parameters

• maximum of acceleration force f LA , f
R
A , and minimum of braking force f LD , f

R
D ,

measured for both feet (Fig. 3).

Time parameters

• time of occurrence of the maximum of acceleration force tLA, t
R
A , measured for

both feet,
• time of occurrence of minimum of braking force tLD, t

R
D, measured for both feet.

The total number of considered dynamic parameters that have been used in
recognition processes was 32 for each leg. Interesting fact observed during the
registration of data process was, that the values of considered dynamic parameters
could be completely different for different registration of the gait of the same
individual. One can conclude that the reason of occurrence of such varied values is
strongly dependence on gait speed. To improve accuracy of the recognition and to
test more classical approach to the gait description we have also defined some
kinematic indicators.

Fig. 2 Anterior-posterior component of ground reaction force with parameters
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3.2 Kinematic Parameters

Human gait observation convinces us that every person characterizes peculiar way
of moving. Sometimes it is feature connected with pelvis motility and sometimes it
is the way of putting the foot on the floor. Authors of this study tried to describe
these phenomenon as mathematical values named kinematic indicators. As a model
in indicators inventing served common used in human biomechanics determinants
of gait. All descriptions of proposed indicators listed below are based on desig-
nations in the Fig. 3.

The aforementioned kinematic parameters proposed by the authors are:

• velocity—time derivative of the Z coordinate of the S point [km/h] (medium
value),

• ankles lift height—the maximum difference between Y coordinates, separately
for the AR and AL point (right and left ankle),

• knees lift height—the maximum difference between Y coordinates, separately
for the KR and KL point (right and left knee),

• sacrum (S) lift height—the maximum difference between Y coordinates of the
point S,

• hips lift height—the maximum difference between Y coordinates, separately of
the HR and HL points (right and left hip),

• an angle between feet—maximum, minimum and medium angle between line
crossing TR, HeR points and line crossing TL, HeL points in XZ plane,

• an angle between knees—maximum, minimum and medium angle between line
crossing KR, HR points and line crossing KL, HL points in XY plane.

• dorsiflexion of the foot - maximum, minimum and medium angle between line
connecting toe (TL or TR) with heel (HeL or HeR) and line connecting knee
(KL or KR) with ankle (AL or AR)—separately for the right and the left leg; in
YZ plane,

Fig. 3 Anatomical
landmarks listed in considered
human gait model
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• knee angle—maximum and minimum angle between HR, KR, AR points and
separately for HL, KL and AL points; in YZ plane,

• maximum modulus of the angular velocity between feet and shank. The
derivative of the eighth parameter (maximum modulus of time derivative of the
angle KR, AR, TR and KL, AL, TL),

• maximum modulus of the angular velocity between shank and thigh. The
derivative of the ninth parameter (maximum modulus of time derivative of the
angle HR, KR, AR and HL, KL, AL),

• pelvic rotation—maximum angle between line crossing left and right hip (HR,
HL) and the line crossing the S point, parallel to the X axis; XZ plane,

• lateral movement of the pelvis—maximum and minimum cute angle between
line crossing left and right hip (HR, HL) and the line parallel to the Z axis,

• pelvic tilt—maximum angle between line crossing left and right hip (HR, HL)
and the line parallel to the Y axis.

Total number of kinematic indicators used to describe gait patterns was 38. It
should also be mentioned that one can choose much more kinematic parameters to
describe gait. Some additional ones, could be based on positions of the head, the
left and right shoulder or C7 (last cervical vertebrae), what should guaranteed
recognition by, for example, unconventional head movement during the gait. In this
paper we concentrate only on the characteristic kinematic parameters of lower limbs
of human body.

4 Results and Conclusions

To examine the possibility of recognizing human by their gait, three neural net-
works were built in standard Matlab NN toolbox. First network was build only for
dynamic parameters, where input vector has size of 33. One additional input was
used to signed, for which leg the input vector contains data. It allow as to reduce the
size of ANN. Two-layered perceptron was used, with 15 neurons included in
hidden layer and 15 in output layer, where every output is connected with one
considered individual. In similar way second network used for recognition just by
kinematic parameters was built. Only difference was the size of the input vector—in
that case was 38 with no additional input to mark a leg. The third considered ANN
contained 102 inputs (both kinematic and dynamic indicators) with 18 neurons in
hidden layer. It should be mentioned that in all cases the neural activation function
was defined as ‘tansig’ for hidden layer and ‘purelin’ for output layer. The
Levenberg–Marquardt algorithm was used in the learning process, where half of
collected data were used. What is obviously, learning time was the longest in the
case of third network, however all networks were learned with relatively small
value of error.
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Recognition tests were done for all recorded data unused in learning process.
There were checked the networks responses for input data for all examined 15
persons, where proper answer for every output was either 0 or 1. Then, the
root-mean-square errors (RMSE) of the recognition measured for three defined
neural networks were calculated (presented in Table 1).

Analyzing data included in Table 1, one can conclude that in all three considered
approaches it is possible to recognize person with relatively small recognition error.
The values of calculated RMSE for each person should also guarantee satisfactory
results and good accuracy of recognition for other individuals. If we take into
consideration fact that maximum proper value of output in any case is 1, we can
conclude that average recognition error is less than one percent in the case of ANN
based on only dynamic parameters and in the ANN containing all of the parameters.
One can observe that worst results were obtained in the case of recognition only by
kinematic parameters. This was expected because the kinematic data need to be
smoothed and they are strongly depend on measurement conditions. However the
first tested approach, where only dynamic parameters were used to recognition of
human gait was surprising. For almost all persons (excluding persons 5, 6, and 8),
network based on dynamic indicators leads to the best results of the recognition.
The RMSE of human recognition is very small and it leads to conclusion, that the
level of human recognition based on the data obtained from dynamometric plates
and the ANN with use of parameters proposed in this paper is very high. Proposed
method of gaits description and its recognition could be also used and it should be
helpful in clinical practices.

Table 1 Result of recognitions: RMSE calculated for each person in three considered approaches

Person RMSE of recognition
with use of dynamic
parameters

RMSE of recognition
with use of kinematic
parameters

RMSE of recognition with use
of both dynamic and kinematic
parameters

1 0.0041 0.0628 0.0110
2 0.0036 0.1791 0.0056
3 0.0028 0.0599 0.0039
4 0.0028 0.0715 0.0094
5 0.0060 0.0363 0.0055
6 0.0069 0.0680 0.0046
7 0.0071 0.0452 0.0286
8 0.0044 0.0197 0.0002
9 0.0037 0.0535 0.0060
10 0.0071 0.1113 0.0171
11 0.0050 0.0452 0.0319
12 0.0042 0.0506 0.0063
13 0.0058 0.0800 0.0078
14 0.0039 0.0552 0.0169

15 0.0028 0.0557 0.0042

384 T. Walczak et al.



References

1. Alaqtash, M., Sarkodie-Gyan, T., Yu, H., Fuentes, O., Brower, R., Abdelgawad, A.:
Automatic classification of pathological gait pattern using ground reaction forces and machine
learning algorithms. In: Proceedings of the 33rd Annual International Conference of the
IEEE EMBS, pp. 453–457 (2011)

2. Bartlett, R.: Artificial intelligence in sports biomechanics: new dawn or false hope? J. Sports
Sci. Med. 5(4), 474–479 (2006)

3. Barton, J.G., Lees, A.: An application of neural networks for distinguishing gait pattern on the
basis of hip-knee joint angle diagrams. Gait Posture 5(1), 28–33 (1997)

4. Chau, T.: A review of analytical techniques for gait data. Part 2: neural network and wavelet
methods. Gait Posture 13(2), 102–120 (2001)

5. Hahn, M.E., Farley, A.M., Lin, V., Chou, L.-S.: Neural network estimation of balance control
during locomotion. J. Biomech. 38(4), 717–724 (2005)

6. Inman, V.T., Ralston, H.J., Todd, F.: Human Walking. Williams & Wilkins (1981)
7. Lee, H., Lee, H., Kim, E.: A new gait recognition system based on hierarchical fair

competition-based parallel genetic algorithm and selective neural network ensemble. Int.
J. Control Autom. Syst. 12(1), 202–207 (2014)

8. McBridge, J., Zhang, S., Wortley, M., Paquette, M., Klipple, G., Byrd, E., Baumgartner, L.,
Zhao, X.: Neural network analysis of gait biomechanical data for classification of knee
osteoarthritis, Biomech. Sci. Eng. Conf. (BSEC) 1–4 (2011)

9. Michalski, R., Wit, A., Gajewski, J.: Use of artificial neural networks for assessing parameters
of gait symmetry. Acta Bioeng. Biomech. 13(4), 65–70

10. Narasimhulu, V.G., Jilani, S.A.K.: Back propagation neural network based gait recognition.
Int. J. Comput. Sci. Inf. Technol. 3(5), 5025–5030 (2012)

11. Nixon, M.S., Tan, T., Chellappa, R.: Human Identification based on Gait. Springer (2006)
12. Oh, S.E., Choi, A., Mun, J.H.: Prediction of ground reaction forces during gait based on

kinematics and a neural network model. J. Biomech. 16(14), 2372–2380 (2013)
13. Perl, J.: Artificial neural networks in motor control research. Clin. Biomech. 19(9), 873–875

(2004)
14. Schöllhorn, W.I.: Application of artificial neural nets in clinical biomechanics. Clin. Biomech.

19(9), 876–898 (2004)
15. Schöllhorn, W.I., Nigg, B.M., Stefanyshyn, D.J., Liu, W.: Identification of individual walking

patterns using time descrete and time continuous data sets. Gait Posture 15(2), 180–186 (2002)
16. Shukla, R., Shukla, R., Shukla, A., Sharma, S., Tiwari, N.: Gender identification in human gait

using neural network. Int. J. Mod. Educ. Comput. Sci. 11, 70–75 (2012)
17. Su, F-Ch., Wu, W.-L.: Design and testing of a genetic algorithm neural network in the

assessment of gait patterns. Med. Eng. Phys. 22(1), 67–74 (2000)
18. Tafazzoli, F., Safabakhsh, R.: Model-based human gait recognition using leg and arm

movements. Eng. Appl. Artif. Intell. 23(8), 1237–1246 (2010)
19. Tahir, N.M., Manap, H.H.: Parkinson disease gait classification based on machine learning

approach. J. Appl. Sci. 12(2), 180–185 (2012)
20. Xiao, Q.: A note on computational intelligence methods in biometrics. Int. J. Biometrics 4(2),

180–188 (2012)
21. Yoo, J.-H., Hwang, D., Moon, K.-Y., Nixon, M.S.: Automated human recognition by gait

using neural network. First Workshop on Image Processing Theory, Tools and Application,
pp. 1–6 (2008)

The Recognition of Human by the Dynamic Determinants … 385



Optimization of Micro-Jet Selective
Cooling After Low Alloy Steel Welding

Tomasz Węgrzyn, Jan Piwnik, Aleksander Borek
and Wojciech Tarasiuk

Abstract The paper focuses on low alloy steel after an innovative welding method
with selective micro-jet cooling. Weld metal deposit (WMD) was carried out for
MIG process with micro-jet cooling. This method is very promising mainly because
of the high amount of acicular ferrite in low alloy steel WMD. That structure
corresponds with high impact on the toughness of welds. Dynamical systems of
micro-jet cooling just after welding can find application in automotive industry.

1 Introduction

Micro-jet technology gives the chance to obtain a weld that corresponds to a much
better impact toughness of WMD compared with actual welding processes [1–5].
Generally speaking good mechanical properties of weld corresponds with
low-nitrogen and low-oxygen processes. The amount of nitrogen and oxygen has a
strong influence on the metallographic structure because of the influence on the
acicular ferrite (AF) formation. The amount of AF must be treated as the most
beneficial structure in low alloy steel WMD that directly corresponds with high
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impact toughness of weld [6–8]. Acicular ferrite is formed with nonmetallic oxide
inclusion contact inclusions of welds. In standard processes it is only possible to get
maximum 50 % of AF in weld [9, 10]. Micro-jet cooling just after welding gives a
new chance to increase the amount of AF in weld and consequently could affect the
impact toughness of weld [11–15]. The micro-jet cooling was tested for low alloy
steel with various micro-jet gases: argon, helium and nitrogen.

2 Aim and Plan of the Research

This paper aims to outline the micro-jet innovations in MIG welding process which
represent steps ahead to achieve the following objective:

• a high amount of acicular ferrite in WMD,
• an increase in the impact toughness of WMD.

The weld metal deposit was prepared by welding by micro-jet cooling, with
varied gases, and mixtures for MIG welding and dynamic micro-jet cooling pro-
cess. To obtain various amounts of acicular ferrite in the weld, a welding process
with a micro-jet injector was installed. The main parameters of micro-jet cooling
were slightly varied:

• cooling steam diameter was varied twice (40 and 50 µm),
• number of cooling jets was varied twice (1 and 2),
• gas pressure was varied twice (0.4 MPa until 0.5 MPa),
• micro-jet gases were varied.

Figure 1 illustrates the assembly of the welding head with the micro-jet injector.

B

A

Fig. 1 Montage of welding
head (B) and micro-jet
injector (A) [4]
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3 Materials to Research

The basic material to research was S355J2G3 steel. Argon was chosen as the
shielded gas for MIG welding. Micro-jet gases were varied (argon, nitrogen,
helium, a gas mixture containing 79 % Ar and 21 % CO2 and finally a gas mixture
containing 90 % Ar and 10 % CO2). A typical weld metal deposit has rather similar
chemical composition in all tested cases, except for the amount of oxygen
(Table 1).

4 Research and Discussion

Various welds of standard MIG welding process with and without micro-jet cooling
were compared. Micro-jet gas has an influence on the intensive dynamic cooling
conditions, but it does not have serious influence on chemical WMD composition.
The oxygen amount in the WMD was counted only for the main micro-jet
parameters:

• Diameter of micro-stream (40 µm),
• Number of jets (1),
• Gas pressure (0.4 and 0.5 MPa).

A typical weld metal deposit had rather similar chemical composition in all the
tested cases, except for the amount of oxygen (Table 2).

For standard MIG welding, various amounts of oxygen in WMD were observed.
It is easy to deduce that micro-jet cooling with gas mixtures after welding has a
strong influence on the amount of oxygen in WMD. After chemical analyses, the
metallographic structure analysis was carried out. The various amounts of acicular
ferrite are shown in Table 3.

Tables 2 and 3 show that in all cases argon is the most beneficial micro-jet gas.
Also, the experiment with a gas mixture of 90 % Ar and 10 % CO2 can be
understood to be a good choice. Helium must be taken as a very intensive cooling
gas. Nitrogen as micro-jet gas could be considered as a wrong choice. In standard

Table 1 Chemical
composition of WMD without
micro-jet cooling

Element Amount

C 0.08 %
Mn 0.79 %
Si 0.39 %
P 0.017 %
S 0.018 %
O 380 ppm
N 50 ppm

Optimization of Micro-Jet Selective Cooling … 389



MIG welding process, i.e., without micro-jet cooling there are higher amounts of
grain boundary ferrite (GBF); there are also usually observed and site plate ferrite
(SPF) fraction meanwhile after welding with micro-jet cooling both GBF and SPF
structures were not so dominant. In all tested cases, MAC (self-tempered marten-
site, retained austenite, carbide) phases on the level of 3 % were also observed.
Acicular ferrite with above 70 % could be obtained only in two cases: after MIG

Table 2 Oxygen and nitrogen in WMD after MIG welding with micro-jet cooling

Welding process Diameter of
micro-stream (µm)

Gas
pressure (MPa)

Number
of jets

Oxygen
amount (ppm)

Without micro-jet cooling – – 0 380
He as micro-jet gas 40 0.4 1 375
Ar as micro-jet gas 40 0.4 1 375
N2 as micro-jet gas 40 0.4 1 385
Gas mixture of (79 % Ar
and 21 % CO2)

40 0.4 1 530

Gas mixture of (90 % Ar
and 10 % CO2)

40 0.4 1 465

He as micro-jet gas 40 0.5 1 375
Ar as micro-jet gas 40 0.5 1 375
N2 as micro-jet gas 40 0.5 1 385
Gas mixture of (79 % Ar
and 21 % CO2)

40 0.5 1 570

Gas mixture of (90 % Ar
and 10 % CO2)

40 0.5 1 485

Table 3 Acicular ferrite in WMD after welding with various micro-jet cooling

Micro-jet gas Micro-jet gas pressure (MPa) Micro-jet diameter (µm) Ferrite AF (%)

– – – 55

He 0.4 40 60

He 0.5 40 61

Ar 0.4 40 71

Ar 0.5 40 73

N2 0.4 40 53

N2 0.5 40 50

79 % Ar and 21 % CO2 0.4 40 64

79 % Ar and 21 % CO2 0.5 40 68

90 % Ar and 10 % CO2 0.4 40 68

90 % Ar and 10 % CO2 0.5 40 71
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welding with argon micro-jet cooling and after MIG welding with argon gas
mixture (90 % Ar and 10 % CO2) micro-jet cooling (shown in Fig. 2 and in
Table 3).

After the microstructure studies, the Charpy V impact toughness test of the
deposited metal was carried out (5 specimens). The Charpy tests were only carried
out at temperatures of −40 and +20 °C. The impact toughness of WMD was
determined only for the same micro-jet parameters:

• Diameter: 40 µm,
• Number of jet: only one,
• Gas pressure: only 0.4 MPa (however structure was studied also for 0.5 MPa).

The impact toughness results are given in Table 4.
It is possible to deduce that impact toughness at ambient and negative temper-

ature (−20 and −40 °C) of weld metal deposit is apparently affected by different

Fig. 2 High amount of
acicular ferrite in weld (73 %)
after an Ar micro-jet cooling

Table 4 The impact toughness of WMD after welding with various micro-jet cooling

Welding
method

Micro-jet
gases

Impact toughness
KCV, J (at −40 °C)

Impact toughness
KCV, J (at −20 °C)

Impact toughness
KCV, J (at +20 °C)

MIG – 43 65 181
MIG with
micro-jet

Ar 59 81 195

MIG with
micro-jet

He 51 64 182

MIG with
micro-jet

N2 below 40 46 155

MIG with
micro-jet

79 % Ar and
21 % CO2

53 76 191

MIG with
micro-jet

90 % Ar and
10 % CO2

56 79 193
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types of micro-jet cooling. Micro-jet technology always has a strong effect on the
impact toughness of WMD. Argon and gas mixture of 90 % Ar and 10 % CO2

might be considered as proper micro-jet gases.

5 Conclusion

The results confirm that for low alloy steel welding there are two general types of
tests performed: impact toughness and microstructure. Acicular ferrite and MAC
phases (self-tempered martensite, upper and lower bainite, retained austenite, car-
bides) were fully analyzed and counted for each weld metal deposit. The innovative
micro-jet technology was first recognized successfully for MIG welding. In this
paper dynamic micro-jet cooling technology was also precisely described and tested
for MIG welding process with various micro-jet gases: argon, helium, nitrogen, and
various gas mixtures of argon and carbon dioxide. On the basis of investigation it is
possible to deduce that micro-jet technology could be an important complement of
both welding methods: MIG and MAG. An important part of this article was to
analyze impact toughness of welds after dynamic micro-jet cooling. Final conclu-
sions are as follows:

(a) micro-jet cooling could be treated as an important element of MIG welding
processes,

(b) micro-jet cooling after welding can prove a significant amount of ferrite AF,
the most beneficial phase in low alloy steel WMD,

(c) argon or gas mixture of argon and carbon dioxide could be considered as
optional micro-jet gases for low alloy steel welding processes for MIG
process,

(d) helium and nitrogen could not be considered as a a good choice for low alloy
steel micro-jet welding; however, micro-jet helium cooling gives better results
than simple MIG/MAG welding without micro-jet cooling.
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Modelling of Thermoelectric Processes
in FEM Environment Based
on Experimental Studies

Michał Wikary, Stanisław Radkowski, Jacek Dybała
and Kamil Lubikowski

Abstract Finite Element Method (FEM) is an effective and productive tool which
is able to deal with sophisticated engineering requirements and successfully cal-
culates expected output values often based on advanced boundary conditions and
solution settings. The paper refers to modelling of thermoelectric generators in
FEM environment (ANSYS software) which are based on popular Peltier modules
that are frequently used in energy cogeneration branch of industry. The modelling
process consists of geometry design, sensitivity study which focus on solver set-
tings, discretization level and their impact into results (optimization of solution
process total time). Last step engages parameter of Seebeck coefficient. Its modi-
fication allows adjusting the FE analysis to experimental data. The verified ther-
moelectric module will be able to reflect real capabilities of the commercially
available thermoelectric devices. The main purpose of the process development is
creation of Peltier modules (accessible in industry) FE models database. The
devices from the database could easily be used in sophisticated FE analysis which
consists of various physics systems (coupled) where simplified approach or indirect
method will be limited or impossible to use.
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1 Introduction

Poland as a member of European Union is obligated to meet requirements related to
climate protection (40 % reduction of CO2 emission, in comparison to year 1990)
and development of Renewable Energy Sources systems (contribution up to 27 %,)
and their efficiency (27 %) in the energy industry up to 2030 year. According to the
mentioned data, the reduction of greenhouse gas emissions (40 % in comparison to
year 1990) and the natural environment protection is very important aspect of
modern technology progression in the near future. Industrial companies from var-
ious market sectors (automotive, military, electronic, etc.) direct their attention to
distributed generation of energy sources [1–4]. Nowadays, so-called energy
cogeneration becomes more and more popular not only in the industry market but
also among private individuals. One of the common group of innovative tech-
nologies is Renewable Electricity Production. Examples of mentioned subject are
systems which are based on solar energy, wave movements, piezoelectric devices,
Peltier modules, etc. The last from specified subgroup is able to work as a ther-
moelectric generator (TEG). The main effect which allows electricity production in
this case is Seebeck phenomenon (common usage of the modules refer to Peltier
phenomenon) [5–7]. The thermoelectric generators are transforming heat energy
from heat flow to pure electric energy. While heat flows in direction from hot to
cold, free charge carriers, electrons or holes in the material are also driven to the
cold end. The resulting value of voltage is proportional to the temperature differ-
ence multiplied by the Seebeck coefficient. Figure 1 presents structure of standard
Peltier module [8–11]. Advantages such as low prize, availability, stability, pre-
dictability, reliability make the thermoelectric generator valuable in Renewable
Electricity Production. There are many types of the product with wide range of

1. Ceramic plate (top)
2. Ceramic plate (bottom)
3. N type element
4. P type element
5. Strap (connector between n and p elements)

Fig. 1 Structure of standard Peltier module
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capabilities in the market. Unfortunately most of the specifications added to the
commercially available Peltier modules contain limited work characteristics range
and information about Seebeck or Peltier coefficient. Considering the fact that the
efficiency of thermoelectric generators is relatively low, all activities which could
increase accuracy in determination of real efficiency should be considered. Espe-
cially that the Peltier module input values presented by companies are hard to be
achieved in laboratory environment.

2 Laboratory Examination, Model Creation

The general approach of the algorithm was presented in Fig. 4. At the beginning of
the procedure a commercial Peltier Module need to be examined in a laboratory. It
enables to specify an output data (electromotive force) which will be a reference
point for FE thermoelectric model. Next step refers to finite element model creation.
Selection of finite elements allows determining a range of phenomena, which
software shall include during solution process. In this case, SOLID90 and
SOLID226 were selected. Figure 2 presents finite elements and their assignment to
CAD model.

SOLID90 SOLID226

SOLID90

SOLID226

Fig. 2 Finite element and assignment to CAD model (ANSYS workbench) [13]
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Both finite elements are higher order three-dimensional elements with additional
midside nodes. Additional Gauss points are available which increase results in the
accuracy without extra finite elements. It makes the calculation more time-effective
[12]. Capital letters in the figure above indicate nodes distribution, the value in the
circle number faces which creates a single finite element. SOLID90, as was men-
tioned, is a higher order element with 20 nodes and single degree of freedom
(temperature) [13]. Solid226 consists of 20 nodes with maximum five degree of
freedom (DOF). They may model such effects as elasticity, plasticity, viscoelas-
ticity, viscoelasticity, creep, large strain, large deflection, stress stiffening effects,
prestress effects, Seebeck, Peltier, Thomson effects, Joule heating, piezocaloric
effect in dynamic analyses, and Coriolis effect. Its wide DOF capabilities cause the
finite element valuable for coupled field analyses (coupled various physics) [13].
Next step determines discretization level. If the mesh quality will be too high the
results accuracy may be changed beyond reasonable value (in comparison to
measurement devices during laboratory examination) and impact in total time
calculations. Figure 3 presents arrangement of three levels of model discretization
which were used in the sensitivity study. The third option was considered as a
proper balance between results and time of solution process. Apart from the
investigation of total number of elements, additional check was carried out of one
by one of Finite Element Quality based on Mesh Metric Options (Mesh Quality,
Jacobian Ratio, and Maximum Corner Angle). The approach ensured the high
quality of elements.

Last step of the model creation requires definition of boundary conditions. For
thermoelectric coupled field analysis both temperature of hot and cold side of the
thermoelectric generators were modelled and electrical potential. The analysis

Discretization level 1 Discretization level 2 Discretization level 3

elements – 10298, nodes 
67182, analysis did not con-
verge

elements – 26181, nodes 
154273, time 315 sec.

elements – 50240, nodes 
276244, time 690 sec.

Fig. 3 Discretization level of thermoelectric generator (ANSYS workbench)
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consisted of several loadsteps to allow suitable monitoring of solution process.
Sparse Direct Solver was chosen for immediate solution of defined problem (ade-
quate for time effective nonlinear solutions). It is based on the direct elimination of
equation. Direct elimination requires the factorization of an initial very sparse linear
system of equations into a lower triangular matrix followed by forward and
backward substitution using triangular system [12]. The space required for the
lower triangular matrix factors is typically much more than the initial assembled
sparse matrix, hence the large disk or in-core memory requirements for direct
methods [14, 12].

Considering the fact that sensitivity study was carried out before main calcu-
lation process, the Newton–Raphson residuals are not required in this approach
[15]. The thermoelectric generator FE model was verified against discretization
level and numerical instability (solution convergence) hence additional solution
monitoring tools were excluded from primary analysis in order to optimise the total
solution time. HEAT and AMPS convergence criterion was selected. Successful
solution is indicated when the out-of-balance loads are less than the specified
convergence criteria.

3 Parametrization, Model Adjustment

Completion of model creation stage allows moving on to next activity, parametriza-
tion. This step specifies what feature will be set as the parameter. Considering the fact
that the fundamental effect in cogeneration (Renewable Electricity Production)

Fig. 4 General approach (Autors own work)
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Fig. 5 Boundary condition of thermoelectric generator (ANSYS workbench Autors own work)

Fig. 6 Parameter definition process (ANSYS workbench)
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performed by thermoelectric generator is Seebeck phenomenon, the Seebeck coeffi-
cient was selected as parameter in FE analysis. Additional information is required to
absolutely define the variable, a parameter range. The span value directly affects total
calculation time because solver takes into account all coefficient numbers and for them
solution process is repeated in loop (Figs. 4 and 5).

If the procedure is carried out first time it is recommended to set parameter range
based on maximum and minimum acknowledged material Seebeck coefficient (e.g.
−0.000200–0.000250 V/(°C) with step −0.00010 V/(°C) [16–22]). Figure 6 pre-
sents parameter definition process in ANSYS Workbench.

Fig. 7 Results for selected parameter range (ANSYS workbench)
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The parametrization process is completed when the solver finish analysis in full
range of parameter and output data are available (electromotive force). The model
adjustment stage requires comparison between output values obtained for defined
Seebeck coefficient range and reference measurements of laboratory examination.

Based on the experimental reference output points adequate value of calculated
thermoelectric generator model should be selected. As has been mentioned in
previous section, the analysis was divided into several load steps mainly in order to
readout output values for gradually cumulated temperature difference between hot
and cold side of analysed FE model Peltier module. Figure 7 presents results
(electrical voltage) for selected range of the parameter (full range of loadsteps).

In Fig. 8 statement of laboratory results (reference point) and FEM output data
for thermoelectric generator FE model was shown. The adjustment has been
implemented and the commercial Peltier model is ready to use in more advance
coupled field analyses for considered working range.

4 Conclusion

The examined and adjusted Peltier modules according to the presented methodol-
ogy can be used in more sophisticated test stands designed in CAD software with
accuracy which reflects laboratory results (without need to create physical test
stand). It is dedicated for coupled field analyses in ANSYS Workbench. The
advantages allow for fast examination of Peltier modules (commercial) and con-
tinuation of the researches in FE environment with corrected or extended work
characteristics (in regard to original specification added to commercial Peltier
module by manufacturer).

Fig. 8 Model adjustment (ANSYS workbench)
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The Modeling of Nonlinear Rotational
Vibration in Periodic Medium with Infinite
Number of Degrees of Freedom

Artur Wirowski and Paweł Szczerba

Abstract The subject of the work is hypothetical 2D periodic medium with an
infinite number of beams, each with a single degree of freedom, which allows on
the rotation of the single plate around its center of gravity. Interaction by electro-
static forces of beams to each other, so that rotation of any of them induces rotation
of the adjacent beams has been assumed. The motivation to undertake research in
this field and adoption of such assumptions are potentially possible mechanism of
optical phenomena in the atmosphere. Thus, in case the physical atmospheric
phenomena, the hypothetical beams would be implemented by electrically charged
plates of ice crystals. The aim of the work is to obtain the continuous nonlinear
vibration model of such a medium. Large angle of rotation of plates was assumed,
however each beam interacts with a 4-neighbors. The finite difference method and
certain heuristic assumptions about the superposition of interactions have been used
for modeling. As a result, the differential equation describing the behavior of such a
medium in a continuous manner has been obtained. It is shown that under those
conditions obtained final model equation is similar to the sine-Gordon equation.
The next part of the work is possible examples of solutions coming from such a
model for different sets of input data.

1 Introduction

The issues of nonlinear rotational vibrations are not completely new. Rotary dis-
crete systems, such as: Josephson Junction Ladder (JJL) were modeled by several
authors, for example: [1, 2]. It has been widely shown, such that systems can be
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described by the continuous equations of type sine-Gordon [3]. This leads to a
number of mechanical phenomena, such as solitons and breathers [4], which may
be present in these types of systems.

1.1 An Overview of Issues

In this paper, we model the medium mathematically similar to the JJL, but with
completely different physical principles. Let us consider two-dimensional discrete
system consisting of an infinite number of beams, with only one degree of freedom
each. We assume that all the beams are equally charged electrically. Interactions
between adjacent beams are induced by electrostatic forces. Therefore, the rotation
of one beam causes a rotation of adjacent beams. As will be shown in this work, the
model equation is similar to sine-Gordon equation. As in the case JJL, some
solutions of obtained equations may have a form of solitons. However, despite the
similarities with existing nonlinear mechanical equations, the resulting equation is
completely new. Theoretical attempts to description this medium, appears in the
papers on atmospheric optics [5–7]. However, in the works [5, 6] are more stringent
assumptions, which consequently lead to a much simpler models. In paper [7] the
author, have started from the same assumptions, however have made a few mistakes
at the modeling stage, so resulting in a wrong equation model.

The theoretical system analyzed in this study may have important physical
meaning. The most interesting application of this model is the atmospheric physics.
In this case, we assume that our mathematical beams correspond to the electrically
charged ice crystals. The resulted dynamic model of the cloud of such crystals can
be used in the analysis of varying optical properties of such a medium [5]. Another
example of application may be vibrations of crystal lattice. By assuming that our
beams are the charged particles, proposed model describes the dynamics of such a
medium on a macroscopic scale. Due to the relatively simple physical assumptions,
the proposed model will be able to have many applications in other dynamic
structures in future [8].

1.2 Aim of Contribution

The main aim of the contribution is to obtain continuous model describing the
dynamic behavior of the analyzed medium. Next, for thus-formed equation we
show and discuss exemplary solutions.
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2 The Modeling

The nonlinear two-dimensional model has been presented in this paper. This
chapter includes assumptions of this model, derivation the equation of rotational
motion of individual crystal and outputting the continuous model of the vibrating
periodic medium. In Sect. 2.5 authors have proved correctness of condition of
synchronization of beams made during derivation the equation of rotational motion.
At the end of this chapter authors have given exemplary solutions of derived
equation, both analytical and numerical.

2.1 The Assumptions

Let us suppose, that it is given two-dimensional space R2. In this space, we con-
sider a cloud of one-dimensional identically electrostatically charged beams in Ω
area (Fig. 1). Let us introduce the following modeling assumptions:

• A homogeneous cloud of identical, electrically charged beams is given,
• beams are prismatic with a square cross-section,
• the beams are evenly distributed in the cloud both vertically and horizontally,
• we assume that the beams have only one degree of freedom that allows on the

rotation of each of them around their center of gravity,

Fig. 1 The infinite cloud of charged beams. The inset shows a single beam with its neighbors
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• the electric charge of the beams is uniformly distributed on its surface,
• we assume that the synchronization occurs between the beams, i.e., the differ-

ence between the rotation of adjacent beams is negligible.

2.2 The Equation of the Rotational Motion of an Individual
Crystal

Our considerations aimed at obtaining differential equation, we start by writing the
equations of motion for a single beam:

M⃗ = Iε ⃗ ð1Þ

where:
I = 1

12 h
2aρ a2 + h2ð Þ the moment of inertia for the axis of beam’s rotation, the

beam has a square cross-section with side h, and the length of
the beam a,

M⃗ the total resultant moment acting on the beam,
ε ⃗ the angular acceleration in the rotational motion,
ρ density of beam’s material

Due to the continuous charge distribution on the beams, in the following modeling
we consider the moments derived from the interaction between the appropriate surfaces
of adjacent beams. Then, we can expand the resultant moment as (Fig. 2):

Iε ⃗= ∑
γ
∫
a
2

− a
2

∫
a
2

− a
2

r ⃗ ηð Þ×F ⃗ η, ξγ
� �

dξγdη γ =1..4 ð2Þ

where:
r ⃗ ηð Þ conductive vector of an infinitely small segment of the surface of the

analyzed beam,

F⃗ η, ξγ
� �

forces of the electrostatic interaction between the infinitely small
segments of the surface of adjacent beams, respectively dη and dξγ,

η, ξγ local coordinates, running respectively on the surfaces of the center and
adjacent beams and adopting the values from −½a to ½a for the extreme
edges of the beam and 0 in the midst of each surface (Fig. 2)

The resistance force, in accordance to the assumptions, is proportional to the

linear velocity of segment dη, forces F⃗ η, ξγ
� �

are Coulomb forces and therefore:

F ⃗ η, ξγ
� �

=
dq ⋅ dq
4πεrε0

⋅
PγO
��!
PγO
��!��� ���3 ð3Þ
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where:

PγO =
− d β sin φ0ð Þ+ α cos φ0ð Þ− ξγ cos Δφγ

� �
+ η

� �
d α sin φ0ð Þ− β cos φ0ð Þ− ξγ sin Δφγ

� �� �
2
4

3
5 vectors of begin-

nings and ends at the points Pg and O, respectively (Fig. 2), which are the points of
the analyzed segments of beams’ surfaces dη and dξγ,
Δφγ =φγ −φ0 differences between the angles of beams’ rotations respectively for

g-th and central beam,
dq charge of the analyzed segment of the beam’s surface,
εr relative dielectric constant of air,
ε0 dielectric constant of vacuum,

Fig. 2 The electrostatic forces between the infinitely small segments of the surfaces of the
analyzed beams
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γ=1→ α=0∧ β=1, γ=2→ α=0∧ β= − 1,

γ=3→ α=1∧ β=0 , γ=4→ α= − 1∧ β=0.

By substituting these relations into Eq. (2) and expanding the vector product we
obtain:

Iε ⃗=
1

4πεrε0
∑
γ

Za
2

− a
2

Z a
2

− a
2

η d α sinφ0 − β cosφ0ð Þ− ξγ sinΔφγ

� �
dqð Þ2dξγdη

− d β sinφ0 + α cosφ0ð Þ− ξγ cosΔφγ + η
� �2
+ d α sinφ0 − β cosφ0ð Þ− ξγ sinΔφγ

� �2
 !3

2
ð4Þ

The Eq. (4) may be subject to certain simplifications. Let us note that due to the
uniform charge distribution on the surface of each beam, we have:

Q=
Za

2

− a
2

dqdξγ =
Za

2

− a
2

dqdη, γ =1, 2, 3, 4 ð5Þ

Due to the assumption of the synchronization of the beams, which means that the
adjacent beams are rotated by almost the same angles, we have:

Δφγ < <1⇒ sinΔφγ =Δφγ , cosΔφγ =1 ð6Þ

Due to these relations, the Eq. (4) can be simplified after some transformations
to the form:

Iε ⃗=
Q2

4πεrε0
∑
γ

Z a
2

− a
2

Z a
2

− a
2

η d α sinφ0 − β cosφ0ð Þ− ξγΔφγ

� �
dξγdη

d2 + ξγ − η
� �2 + 2d ξγ − η

� �
β sinφ0 + α cosφ0ð Þ+

− 2ξγdΔφ α sinφ0 − β cosφ0ð Þ

 !3
2
ð7Þ

2.3 The Derivation of the Discrete Equation
of the Rotational Motion of the Crystal

Although the solution of double integrals (7) exists in the general case, it is very
complicated. In view of the fact that it is also a discrete equation of the rotation
angle, which subsequently will be subject of conversion into a continuous form, the
use of the exact solutions of the Eq. (7) for this purpose is impossible. To solve the
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given problem we can find the approximate solution of double integrals (7) with a
reasonable accuracy. We use the assumption of the synchronization of beams, i.e.
the fact that the differences between the rotation angles of adjacent beams are
relatively small. In this case, we try to share a moment described by integral Eq. (7)
on the moment induced by the rotation of adjacent beams with identical angles—we
call it K0γ and on the moment depended from small difference in angles between
the adjacent beams—we call it KAγ . The correctness of this assumption we will
check a posteriori in Sects. 2.6. Let us denote the integrals from Eq. (7) as Kγ:

Iε ⃗=
Q2

4πεrε0
∑
4

γ =1
K ⃗γ ð8Þ

With the according to that we said above, we split the moment Kγ with the
following formulas:

∑
4

γ =1
Kγ = ∑

4

γ =1
K0γ +KAγ
� � ð9Þ

K0γ =Kγ

��
φ0 =φγ

ð10Þ

KAγ =Kγ

��
φ0,φγ =φ0 +Δφγ

−K0γ ð11Þ

First we calculate the moments K0γ . In this case we have φγ =φ0 and Δφγ =0 for
γ =1 . . . 4:

K0γ =
Za

2

− a
2

Z a
2

− a
2

ηd α sinφ0 − β cosφ0ð Þð Þdξγdη
d2 + ξγ − η

� �2 + 2d ξγ − η
� �

β sinφ0 + α cosφ0ð Þ
� �3

2
ð12Þ

After performing a integration (12) we simplified the exact solution to the form:

K0 = ∑
2

κ =1
− 1ð Þκtrig − κ,φð Þ 2d ̂− p±κ − p∓κ

� �
+ − 1ð Þκtrig κ− 1,φð Þ ln d

2̂
trig κ,φð Þ− 1ð Þ2

l±κ l∓κ

 !

ð13Þ

where:

trig κ,φð Þ=
sin φð Þ if κ=0∨ 2
cos φð Þ if κ=1
tan φð Þ if κ= − 1
cot φð Þ if κ= − 2

8>><
>>: ,
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p±κ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
±2trig κ,φð Þd ̂+ d

2̂
+ 1

q
,

l±κ =1+ trig κ,φð Þd ̂+ p±κ .

This solution we can approximate with great accuracy in case where d ̂ this is
sufficiently large as follows:

K0 = ∑
4

γ =1
K0γ =

7

24ad
5̂ sin 4φ0ð Þ ð14Þ

It should be noted that formula (14) is the exact transformation of formula (13)
for d ̂→∞ and that in practise for d ̂=4 we obtain accurate approximations of
1.5 %, which is a sufficient condition from a practical point of view. The calculation
of integrals KAγ is a more difficult task, because the moment KAγ depends on the
difference of the angles Δφγ and the angle φ0 too. The direct integration of Eq. (7)
is not possible in this general case, so we apply a numerical integration of formula
(7) for different angles φ and we obtain moment Kφγ . Next, from these formulas, we
subtract the part derived from the rotation of beams with identical angles φ.

KAγ
��
φ0 =φ

=Kφγ −K0γ
��
φ0 =φ

ð15Þ

When analyzing the obtained numerical relationship for d ̂≥ 4, we notice that,
analogically to the case of K0, we can find a very simple, elegant and a very
accurate approximation according to the following formula:

KA = ∑
4

γ =1
KAγ =

1

4ad
3̂

sin φ0ð Þ2 φ1 −φ0ð Þ+ sin φ0ð Þ2 φ2 −φ0ð Þ+
+ cos φ0ð Þ2 φ3 −φ0ð Þ+ cos φ0ð Þ2 φ4 −φ0ð Þ

" #
ð16Þ

Finally, the equation of the crystals’ rotation takes the form:

I
∂
2φ0

∂t2
−

Q2a2

16πd3εrε0

7a2

6d2
sin 4φ0ð Þ+ sin φ0ð Þ2 φ1 +φ2 − 2φ0ð Þ+

+ cos φ0ð Þ2 φ3 +φ4 − 2φ0ð Þ

0
B@

1
CA=0 ð17Þ

The Eq. (17) will provide us a basis for further deliberations aimed at obtaining
continuous model equation for analyzed medium.
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2.4 The Continuous Model of the Vibrating Periodic
Medium

In order to achieve continuous model of infinite number of vibrating beams, we use
finite difference method (FDM). Let us create a FDM grid, in analogous form to the
beams distribution in the medium as shown in Fig. 3.

By denoting Eq. (17) for our grid we obtain:

I
∂
2φ0

∂t2
−

Q2a2

16πd3εrε0

7a2

6d2
sin 4φi, j

� �
+ sin φi, j

� �2
φi− 1, j +φi+1, j − 2φi, j

� �
+

+ cos φi, j

� �2
φi, j+1 +φi, j− 1 − 2φi, j

� �
0
B@

1
CA=0

ð18Þ

We use the classic FDM formulas for the second derivatives of the function [9].

∂
2φ

∂x2
=

1

d
2̂ φi+1, j − 2φi, j +φi− 1, j

� � ð19Þ

∂
2φ

∂y2
=

1

d
2̂ φi, j+1 − 2φi, j +φi, j− 1

� � ð20Þ

φ=φi, j ð21Þ

Next we substitute formulas (19), (20), (21) into Eq. (18), and we assume, that
the beams have a square cross section with a side h, and they are made of a material
having a density ρ, and therefore theirs moment of inertia is given as:

Fig. 3 The FDM grid
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I =
1
12

h2aρ a2 + h2
� � ð22Þ

and finally after the mathematical transformation, we obtain the differential equa-
tion describing the analyzed medium as follows:

8h2ρ a2 + h2ð Þπd3εrε0
Q2a

∂
2φ

∂t2
−

7a2

d2
sin 4φð Þ+

− 6d2 sin2 φð Þ ∂
2φ

∂x2
+ cos2 φð Þ ∂

2φ

∂y2

	 

=0

ð23Þ

The Eq. (23) describes the nonlinear vibrations of the infinite cloud of the
electrically charged beams in the continuous form in two dimensions. It takes into
account their rotation by large angles. Denoting:

α2 =
8h2ρ a2 + h2ð Þπd3εrε0

Q2a
ð24Þ

We finally obtain:

α2
∂
2φ

∂t2
−

7

d
2̂ sin 4φð Þ− 6d2 sin2 φð Þ ∂

2φ

∂x2
+ cos2 φð Þ ∂

2φ

∂y2

	 

=0 ð25Þ

The resulting Eq. (25) is the highly nonlinear partial differential equation, similar
to the sine-Gordon equation [10]. The exact analytical solution of this equation may
not exist. In the next part of the paper, we will make attempts to finding analytical
and numerical solutions of special cases of Eq. (25).

2.5 Discussion on the Condition of Synchronization
of Beams

In the course of deriving the equation of the model (25) we have made assumption
about the synchronization beams. This assumption means that every adjacent beams
are rotated relative to each other with a relatively small angle. This makes possi-
bility of computing integrals (7), and the use of FDM as formulas (19), (20), (21).
Failure to meet this assumption would result in chaotic solutions and the inability to
use Eq. (25). It is therefore important to check for what angles the assumption of
synchronization of adjacent beams is met.

These conditions we will check with the following reasoning. Let us consider the
static case in which torques acting on the beam is balanced. By using the formula
(18) we obtain:
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7a2

6d2
sin 4φ0ð Þ+ sin φ0ð Þ2 φ1 +φ2 − 2φ0ð Þ+ cos φ0ð Þ2 φ3 +φ4 − 2φ0ð Þ=0 ð26Þ

For simplicity further evaluation in this section we assume that:

φ1 −φ0 =φ2 −φ0 =φ3 −φ0 =φ4 −φ0 =Δφ ð27Þ

Then we can calculate the angle Δφ which is needed to provide balance as:

Δϕ= −
7

12d
2̂ sin 4ϕ0ð Þ ð28Þ

In Sect. 2.3 we have assumed condition d ̂≥ 4. For this assumption we obtain:

Δφ≤
7

192

����
����< <1 ð29Þ

Therefore, the condition of synchronization is satisfied for any angle φ0.
The above reasoning has been conducted for static issues. For dynamic issues,

the problem is more complicated. However, if we accept the initial conditions, close
to the equilibrium condition of the beams, and on this way we provide preliminary
fulfillment of the synchronization condition, the resulting solution will be certainly
correct.

2.6 The Solutions of the Differential Equation Model

The Eq. (25) is nonlinear partial differential equation of second order with respect
to space and time. Unfortunately, in the general case, there are no analytical
solutions. We can only solve it analytically in specific cases. However in the
general case we can obtain a numerical solution.

The Analytical Solution of the Simplified Equation

The analytical solution can be found, among others in the following special case:
we assume that all the beams are rotating at every moment for the same angle:

φ0 =φ1 =φ2 =φ3 =φ4 =φ ð30Þ
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In this case, the spatial derivatives in Eq. (25) disappears and the equation
simplifies to the form:

α2
∂
2φ

∂t2
−

7

d
2̂ sin 4φð Þ=0 ð31Þ

In the general case, the solution of the above equation provides, inter alia, a
function of the form:

φ tð Þ= arctan

− JacobiSN C1 t+C2ð Þ, 2
ffiffiffi
7

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−

1

α2dĈ2
1

s !
,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− JacobiSN C1 t+C2ð Þ, 2

ffiffiffi
7

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−

1

α2dĈ2
1

s !2
vuut

0
BBBBBB@

1
CCCCCCA

ð32Þ

However, even in this case, problem of finding the constants C1 and C2 for any
initial conditions is difficult, because of the form of a solution. In general, function
(32) is in every case of periodical function. Sample form for a few selected com-
binations of fixed C1 and C2 shown in the Figs. 4 and 5.

In practice, these analytical solutions have not practical meaning, but it give us
some insight on the solution of Eq. (25).

The Numerical Solution

The numerical solution of Eq. (25) has been found in program Mathematica 10.2.
Runge−Kutta method had been used to solve this equation (Fig. 6).

Fig. 4 The solution of the Eq. (32) for C1 = 0.0001 and C2 = 1
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Model properties had been set to:

• t∈ 0, 15ð Þ,
• x∈ − 5π, 5πð Þ,
• y∈ − 5π, 5πð Þ,
• approximate a numerical integral to at least 5 digits of accuracy,
• approximate an integral to at least 4 digits of precision
• Boundary and initial conditions had been specified as:

Fig. 5 The solution of the Eq. (32) for C1 = 2 and C2 = 0

Fig. 6 Initial conditions of
Eq. (25) presented in (33)
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for yj j≤ π

2
and xj j≤ π

2
φð0, x, yÞ= cos xð Þ cos yð Þ ð33Þ

for yj j> π

2
and xj j> π

2
φð0, x, yÞ=0

φðt, ±5π, yÞ=0 and φðt, x, ±5πÞ=0 ð34Þ

∂φð0, x, yÞ
∂t

=0 ð35Þ

Fig. 7 Approximate solution of Eq. (25). a t=0; b t=2; c t=5; d t=8; e t=11; f t=15
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At Fig. 7 presented function φðt, x, yÞ which is approximate solution of Eq. (25)
to the conditions (33)−(35).

Approximate solution of Eq. (25) is a self-sustaining isolated wave caused by
nonlinear effects occurring in the material, where this wave is spreading. Noting the
fact that this is solution of nonlinear partial differential equation and it is of per-
manent form this solution can be named two-dimensional soliton. The difference
between spreading the wave in two dimensions is caused by different effect on
considered beam by horizontally adjacent beams and vertically adjacent beams
(Fig. 2).

3 The Conclusions

It has been shown in this paper that medium consisting of an infinite number of
electrically charged and interacting beams can be described with nonlinear partial
differential equation of second order with respect to time and space. In general case,
there are no analytical solutions of this equation, but we can solve it numerically,
and we can find their soliton solutions. The resulting equation can be successfully
used for the analysis of optical phenomena in the atmosphere, vibration analysis of
some crystal lattice, and many other applications. During further research the
authors will plan to expand discussed in this paper model from the two-dimensional
to three-dimensional space.
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Numerical Model of Femur Part

Wiktoria Wojnicz, Henryk Olszewski, Krzysztof Lipiński
and Edmund Wittbrodt

Abstract The aim of the study is to create a new more accurate method of femur
part modelling by using the finite element method. According to this new method, a
femur part is treated as a complex structure composed of trabecular bone (internal
part) and cortical bone (external part). The internal part is modelled as a scaffold,
thus the external part is modelled as a coat (i.e. covering). Applying the programme
ABAQUS, there were created four numerical models of trabecular femur part
(regular shell bar-connected scaffold, regular solid bar-connected scaffold, irregular
shell bar-connected scaffold, irregular solid bar-connected scaffold) and four
numerical models of femur part composed of trabecular and cortical bone areas
(regular shell bar-connected scaffold covered by shell coat, regular solid
bar-connected scaffold covered by solid coat, irregular shell bar-connected scaffold
covered by shell coat, irregular solid bar-connected scaffold covered by solid coat).
Applying similar boundary conditions and similar load affected by muscles’ forces
and external moments, presented numerical models had been tested. Considering
stress (strain) fields obtained from numerical researches of presented models, there
were drawn conclusions about influence of material nonlinearity and geometry
nonlinearity and application of proposed new method in clinical biomechanics.
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1 Introduction

A long bone of the human is composed of two types of bone tissue: cortical tissue
(more dense structure) and trabecular tissue (less dense structure). The cortical
tissue is composed of roughly cylindrical laminas that form a bone cortex. The
trabecular tissue is composed of bone trabeculae formed a non-regular spatial
scaffold (porous network) named spongy bone. This trabecular tissue is only
located inside of a long bone epiphysis. From the mechanical point of view the
cortical tissue and the trabecular tissue are nonlinear anisotropic materials. More-
over, each of these tissues is a nonlinear (irregular) geometric structure, which is
formed through modelling and remodelling processes caused by an external load
and adaptation of the human body skeletal system to this load.

To predict behaviour of the chosen skeletal fragment there are applied two
approaches. The first approach treats a chosen bone fragment as a solid structure
[7, 8]. The second approach models’ behaviour of very small part of cortical tissue
or trabecular tissue [2, 3]. Each of these approaches can be solved by applied
principles of continuum mechanics and finite element method (FEM). Behaviour of
the chosen skeletal fragment is estimated as a stress (strain) field that depends on:
initial state of bone tissue, boundary conditions (BC), load, material properties,
geometric structure and mesh model. It is worth noticing that meshing of chosen
bone fragment is problematical due to its irregular structure since it causes
obtainment a mesh with errors nodes (i.e. numerical nonlinearity).

The aim of the study is to create a new more accurate method of femur part
modelling by using FEM approach. According to this new method, a femur part is
treated as a complex structure composed of trabecular bone (internal part) and
cortical bone (external part). The internal part is modelled as a scaffold, thus the
external part is modelled as a coat (i.e. covering).

2 Modelling Principles

Numerical models of chosen skeletal parts were created by using the programme
ABAQUS and the approach described in [6, 9]. It was assumed that a bone tissue is
an isotropic material described by the Young modulus E equals 10 GPa and the
Poisson’s ratio ν equals 0.25) [1, 5].

Chosen skeletal parts were treated as shell structures (shell models) and solid
structures (solid models). To model shell structures the quadratic triangular ele-
ments STRI65 were used. The STRI65 element is a 6-node triangular thin shell with
thickness equals 0.2 mm (each node is described by five degrees of freedom). Also,
this element imposes the Kirchhoff constraint numerically. To model solid struc-
tures the quadratic tetrahedral elements C3D10H were used. The C3D10H element
is a 10-node quadratic hybrid tetrahedron with constant pressure (each node is
described by three translation degrees of freedom).
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To model a trabecular femur part there were created two types of scaffolds:
regular scaffold structure and irregular scaffold structure. The first one was created
according to approach described in [6]. The second one was created by taking into
consideration a real trabecular structure, which is composed of bearing components
(trabeculae) arranged along to the mechanical principal loading directions.
A femur part composed of trabecular and cortical bone areas was modelled as a
connection of cortical bone model and trabecular scaffold model. To avoid prob-
lems caused by nonlinear geometry of modelled structure and limited computer
capacity, a segment of this connection were taken into consideration. This segment
is composed of cortical stripe (cortical bone model) and one part of trabecular
scaffold (trabecular bone model). The cortical stripe was obtained by using outline
of half of solid model of femur upper part (Fig. 1a, b). This cortical stripe was
modelled as a shell model and solid model (Fig. 1c, d).

3 Numerical Models of Trabecular Femur Part

To model behaviour of trabecular bone of femur part there were created four
numerical models: regular shell bar-connected scaffold (A1), regular solid
bar-connected scaffold (B1), irregular shell bar-connected scaffold (A2) and irreg-
ular solid bar-connected scaffold (B2).

Fig. 1 a Solid model of femur upper part; b Solid model of half of femur upper part obtained from
cutting in frontal plane; c Shell model of cortical bone (its thickness equals 0.2 mm); d Solid
model of cortical bone (its thickness equals 0.5 mm)
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3.1 Regular Shell Bar-Connected Scaffold (A1)

The FEM model of regular shell bar-connected scaffold (A1) is composed of 49217
nodes and 26136 elements of STRI65 type (Fig. 2).

3.2 Regular Solid Bar-Connected Scaffold (B1)

The FEM model of regular solid bar-connected scaffold (B1) is composed of 94311
nodes and 58342 elements of C3D10H type (Fig. 3).

Fig. 2 Model of regular shell bar-connected scaffold (A1)

Fig. 3 Model of regular solid bar-connected scaffold (B1)
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3.3 Irregular Shell Bar-Connected Scaffold (A2)

The FEM model of irregular shell bar-connected scaffold (A2) is composed of
48941 nodes and 23933 elements of STRI65 type (Fig. 4).

3.4 Irregular Solid Bar-Connected Scaffold (B2)

The FEM model of regular solid bar-connected scaffold (B2) is composed of 77085
nodes and 48119 elements of C3D10H type (Fig. 5).

Fig. 4 Model of irregular shell bar-connected scaffold (A2)

Fig. 5 Model of irregular solid bar-connected scaffold (B2)
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4 Numerical Models of Femur Part Composed
of Trabecular and Cortical Bone Areas

To model behaviour of femur part composed of trabecular and cortical bone areas
there were created four numerical models: regular shell bar-connected scaffold
covered by shell coat (C1A1) (type 1 and type 2), regular solid bar-connected
scaffold covered by solid coat (C2B1) (type 1 and type 2), irregular shell
bar-connected scaffold covered by shell coat (C3A2) and irregular solid
bar-connected scaffold covered by solid coat (C3B2).

4.1 Regular Shell Bar-Connected Scaffold Covered by Shell
Coat (C1A1)

The type 1 FEM model of regular shell bar-connected scaffold covered by shell coat
(C1A1, type 1) is composed of 28681 nodes and 15902 elements of STRI65 type
(Fig. 6). The type 2 FEM model of regular shell bar-connected scaffold covered by
shell coat (C1A1, type 2) is composed of 44814 nodes and 24683 elements of
STRI65 type (Fig. 7).

Fig. 6 The model of regular shell bar-connected scaffold covered by shell coat (C1A1, type 1)

Fig. 7 The model of regular shell bar-connected scaffold covered by shell coat (C1A1, type 2)
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4.2 Regular Solid Bar-Connected Scaffold Covered by Solid
Coat (C2B1)

The type 1 FEM model of regular solid bar-connected scaffold covered by solid
coat (C2B1, type 1) is composed of 40564 nodes and 19733 elements of C3D10H
type (Fig. 8). The type 2 FEM model of regular solid bar-connected scaffold
covered by solid coat (C2B1, type 2) is composed of 79869 nodes and 43428
elements of C3D10H type (Fig. 9).

4.3 Irregular Shell Bar-Connected Scaffold Covered
by Shell Coat (C3A2)

The FEM model of irregular shell bar-connected scaffold covered by shell coat
(C3A2) is composed of 28845 nodes and 14619 elements of STRI65 type (Fig. 10).

Fig. 8 The model of regular solid bar-connected scaffold covered by solid coat (C2B1, type 1)

Fig. 9 The model of regular solid bar-connected scaffold covered by solid coat (C2B1, type 2)
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4.4 Irregular Solid Bar-Connected Scaffold Covered
by Solid Coat (C3B2)

The FEM model of irregular solid bar-connected scaffold covered by solid coat
(C3B2) is composed of 81996 nodes and 48076 elements of type C3D10 (Fig. 11).

5 Discussion

Applying the programme ABAQUS, proposed four numerical models of trabecular
femur part (part 3) and four numerical models of femur part composed of trabecular
and cortical bone areas (part 4) were examined. Using zero initial conditions,
similar boundary conditions and similar external load these models had been tested.
Numerical simulation results of trabecular femur part models are presented in the
Table 1, thus numerical results of femur part models—Table 2.

Applying pinned boundary conditions, each model of trabecular femur part was
loaded by compress force equals 1 N (this value was associated with the unit load).
Obtained deformed structures are shown in the Figs. 12, 13, 14 and 15.

Fig. 10 The model of irregular shell bar-connected scaffold covered by shell coat (C3A2)

Fig. 11 The model of irregular solid bar-connected scaffold covered by solid coat (C3B2)
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Table 1 Numerical simulation results of models of trabecular femur part

FEM
model

Maximum mises
stress, Pa

Maximum
displacement, m

Load BC

A1 1.660 × 109 5.123 × 10−4 100888 Pa Pinned
u1 = u2 = u3 = 0B1 2.033 × 105 8.633 × 10−8 123335 Pa

A2 1.771 × 106 2.402 × 10−7 36 N/m
B2 2.028 × 106 1.992 × 10−7 123335 Pa

Table 2 Numerical simulation results of models of femur part composed of trabecular and
cortical bone areas

FEM model Maximum
mises stress,
GPa

Maximum
displacement,
mm

Load,
MPa

BC

C1A1 type 1 1.086 1.587

80

Encastre
u1 = u2 = u3 = 0
ur1 = ur2 = ur3 = 0

C1A1 type 2 3.378 2.474
C2B1 type 1 2.648 2.623
C2B1 type 2 2.785 2.160
C3A2 0.908 1.188
C3B2 4.394 3.502

Fig. 12 Results of A1 model: stress field (left) and strain field (right)
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Applying encastre (fixed) boundary conditions, each model of femur part
(composed of trabecular and cortical bone areas) was loaded by compress pressure
equals 80 MPa that results from one-legged load acting on the femur head [4].
Obtained deformed structures are shown in the Figs. 16, 17, 18, 19, 20 and 21.

Analysing results of models of trabecular femur part (Table 1), one can conclude
that the less stiff structure is a regular shell bar-connected scaffold (A1) (because it
is the most deformed structure). On the other hand, the most stiff structure is a
regular solid bar-connected scaffold (B1) (because it is the less deformed structure).

Fig. 13 Results of B1 model: stress field (left) and strain field (right)

Fig. 14 Results of A2 model: stress field (left) and strain field (right)
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It is worth noticing that two irregular scaffolds (irregular shell bar-connected
scaffold (A2) and irregular solid bar-connected scaffold (B2)) deform in the similar
way.

Analysing results of models femur part (composed of trabecular and cortical
bone areas) (Table 2), one can conclude that the less stiff structure (i.e. the most
deformed structure) is an irregular solid bar-connected scaffold covered by solid

Fig. 15 Results of B2 model: stress field (left) and strain field (right)

Fig. 16 Results of stress field of C1A1 model (type 1)
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coat (C3B2), thus the most stiff structure (i.e. the less deformed structure) is an
irregular shell bar-connected scaffold covered by shell coat (C3A2). On the other
hand, deformations of the regular structures are similar. However, arrangement of
trabecular part scaffold at the different angles (for the type 1 this angle equals 0°,
thus for the type 2 this angle equals 45°) caused that:

Fig. 17 Results of stress field of C1A1 model (type 2)

Fig. 18 Results of stress field of C2B1 model (type 1)
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1. the type 1 of regular shell bar-connected scaffold covered by shell coat (C1A1)
is more stiff comparing with the type 2 of this C1A1 scaffold;

2. the type 1 of regular solid bar-connected scaffold covered by solid coat (C2B1)
is less stiff comparing with the type 2 of this C2B1 scaffold.

Fig. 19 Results of stress field of C2B1 model (type 2)

Fig. 20 Results of stress field of C3A2 model
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6 Conclusions

The purpose of the paper is to present a new more accurate method of femur part
modelling and present new FEM models of: (1) femur trabecular part; (2) femur
part composed of trabecular and cortical bone areas. The femur trabecular part is
modelled as a spatial scaffold. The femur part (composed of trabecular and cortical
bone areas) is modelled as a connection of cortical stripe (cortical bone model) and
one part of trabecular scaffold (trabecular bone model). This simplifying is mainly
caused by a limited computer capacity since FEM models have many degrees of
freedom.

Assuming that trabecular bone is an isotropic material, numerical models of
femur trabecular part and models of femur part are implemented as

1. shell models and solid models;
2. regular structure models and irregular structure models.

It is worth noticing that an irregular structure of trabecular bone is created on the
base of real trabecular network.

Considering stress (strain) fields obtained from numerical researches, we con-
clude that

1. irregular structure is more resistance to deliver external spatial load than the
regular structure;

2. shell models are more suitable to describe a behaviour of bone tissue since this
tissue is modelled as thin-walled and lightweight structures (like bone tissue);

3. modelling of irregular geometric structure causes an appearance of numerical
nonlinearity (i.e. mesh model with errors);

Fig. 21 Results of stress field of C3B2 model
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4. modelling of chosen bone fragment and taking into consideration its material
nonlinearity, geometric nonlinearity and numerical nonlinearity results to create
a very complex numerical model, which solving cannot be achieved.

Numerical models proposed in this paper can be used to growing artificial bone
fragments by using 3D printing. After that, by applying methods of bioengineering,
one can grow an artificial bone tissue, which spatial structure will be function as a
real bone tissue. Moreover, proposed numerical models can be applied to study
implant-bone phenomena occurring during artificial joint wearing.

Acknowledgments The numerical simulations had been performed using computers of “Centrum
Informatyczne Trójmiejskiej Akademickiej Sieci Komputerowej” in Gdansk, Poland.
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FEA-Based Design of Experiment
for the Damping Determination
of Thermoplastic-Rubber Compounds

Mario Wuehrl, Matthias Klaerner and Lothar Kroll

Abstract In terms of recycling, polymer blends with rubber crumb filler material

offer a high potential in adjusting both static and dynamic material properties. While

the influence on stiffness and strength is considerably treated in literature, there are

minor examinations on the damping of such compounds. Combining the properties

of thermoplastics and elastomers, these materials tend to show a wide range of non-

linear influences such as frequency, temperature and amplitude dependency. Espe-

cially the amplitude dependency is critical due to the transferability of the results

between different stress states, loads and part geometries as well as the applicability

in FEA simulations. In detail, the average strain energy per volume has been chosen

as a physical measure for the amplitude dependency. This study provides extensive

results of the influence of recycled rubber crumb filler on the stiffness and damp-

ing of Polyamide 6. A FE-based experimental design was developed to assure the

comparability of the strain energy related dynamic properties. For the different test-

ing conditions the average strain energy is not directly measurable and thus needs

to be determined numerically. Cyclic tension and bending in a dynamic mechani-

cal analyses, free decay of cantilever beams as well as modal analysis of plates have

been analysed experimentally and numerically for validation. In addition, the bound-

ary conditions have been varied to generate different stress states in the specimens.

The results show perspectives and limits of the transferability of the results.
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1 Introduction

The insolubility and infusibility of elastomers make their recycling process diffi-

cult. According to The European Tyre and Rubber manufacturers’ association ∼4.67
million tonnes of tyres were 2013 produced in the EU, which makes it the biggest

application for elastomers [3]. Due to the mentioned impossibility of direct material

recycling of elastomers, the most common way today of material recycling for used

tyres is granulation [3]. The result of this recycling is referred to as rubber crumb

or specifically ground tyre rubber (GTR) in literature [4]. The most cost-effective

method of reusing the grinded rubber is to blend it with polymers.

A large overview of the literature about rubber-crumb-polymer blends is given

by Karger-Kocsis et al. [5]. While this overview mainly focuses on static charac-

teristics such as stiffness and strength, the investigation on the effect of GTR on

dynamic properties of polymers stays untreated. On the one hand, some prior stud-

ies investigate the effect of GTR on dynamic and acoustic properties of ethylene

vinyl acetate [9], styrene–butadiene–styrene copolymer compound [10] and high-

density polyethylene [6]. On the other hand, the influence of powdered rubber on

Nylon 6 (Polyamid 6, PA6) was investigated considering the blend’s crystallisation

behaviour and its mechanical properties [2]. However, no studies of a blend con-

sisting of PA6 and unmodified GTR considering its dynamic mechanical properties

have been found in literature. Although, the mentioned articles show an increase on

damping raising the polymers suitability for acoustic applications. Therefore, PA6

with different fractions of GTR were examined in this study.

2 Experimental Damping Determination

Rubber, in general as well as the used recycled rubber powder, has viscoelastic prop-

erties. Thus, the material remains in a constant shape after deformation while it

absorbs mechanical energy [8]. This leads to the phase angle 𝛿 which represents the

phase displacement of stress and strain in the material under sinusoidal load. When

it comes to the determination of material damping represented by tan(𝛿), which is

equal to the loss factor 𝜂, [8] different methods are used.

2.1 Classification and Comparability of Damping Measuring
Methods

These methods can be sorted by different criteria. The first criterion to distinguish

different dynamic mechanical tests is the excitation. First, the specimen can be either

analysed while it performs a free vibration with its natural frequency after an initial

excitation or the vibration is under continuous excitation with a forced frequency.
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Secondly, damping determination can be performed under different mechanical

stress states (bending, torsion, tension, compression, shear) in the specimen.

The third distinguished criterion is the specimen geometry. The last criterion to

mention by which test methods can be sorted is the load type. For dynamic tension

tests a preload is common, to prevent buckling, which leads to a pulsating force. In

contrary, the free vibration testing has to be performed in alternating form.

The damping of polymers is dependent on frequency and amplitude [7]. The dis-

placement and respectively the applied force of different testing methods cannot be

compared directly. For example, the same amplitude in free vibration bending as in

longitudinal tension leads to different stresses and stress distributions in the material.

The above mentioned damping values tan(𝛿) and 𝜂 of a material can be written

as [1]

tan(𝛿) = 𝜂 = 𝜋

𝛥U
U

. (1)

With U representing the maximum stored strain energy and 𝛥U the energy dissipa-

tion per cycle, material damping is an energy related quantity. Therefore, the strain

energy was used in this study to achieve comparability between the different tests.

The strain energy itself cannot be measured directly and was thus calculated in an

FE simulation (see Sect. 3.1) of the following tests.

Experimental Designs in This Study

For this study mainly two different one dimensional testing methods were used. The

first testing method was a dynamic mechanical analysis (DMA) under tension, which

was performed on an Instron ElectroPuls E10000. The applied force was recorded

by a 250 N force sensor.

The second test method is the free vibration of cantilever beams. The measuring

setup is shown in Fig. 1 and consists of:

∙ A Laser-Doppler-vibrometer (out-of-plane) with a single-point sensor head

Polytech OFV-503 (1)

∙ a specimen holder (2) with force sensor (3)

∙ a specimen (4) and

∙ an excitation coil (5).

As additional hardware a modular vibrometer controller Polytech OFV-5000 with the

digital broadband velocity decoder VD-09 was used. This hardware is connected via

a PXI 5922 A-D-converter from National Instruments to a PC, where data processing

is realised within National Instruments LabVIEW Software.

The cantilever beam specimens have been excited harmonically in their first nat-

ural frequency until a steady state vibration occurred. Then, the signal was inter-

rupted for measuring the decay curve. The excitation is realised inductively to avoid

influences of a contact stiffness. As the polymer is non-magnetic, a thin piece of

sheet metal with negligible mass was glued on the specimen.
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1

24

3

5

Fig. 1 Setup of experiment for free decay of cantilever beams

To avoid the influence of temperature on the damping, all tests were carried out

at room temperature (22
◦
C). It is well known that PA6 is highly hygroscopic, which

is the reason why all specimens were dehumidified prior to the experiments.

The frequency of the free vibration test can be calculated with:

𝜔i = 𝜆
2
i

√
EH2

12𝜌L4
= 2𝜋fi (2)

the YOUNG modulus E, the vibration length L, density 𝜌 and the height H of a rectan-

gular cross section. Using the first solution 𝜆1 ≈ 1.8751 of the frequency equation

of cantilever beams

1 + cos 𝜆 ⋅ cosh 𝜆 = 0 (3)

the vibrating frequency can be calculated.

Due to the frequency dependency of the damping both test methods have been

performed at equal material specific frequencies.

3 Strain Energy Based Experimental Designs

As already mentioned in Sect. 2.1 the strain energy was determined by a FE simu-

lation of the free decay of cantilever beams as well as of the dynamic tension test.

Below, the details of the used models are given.

3.1 FEA Models

The experiments were modelled using a beam with twenty-node brick elements with

reduced integration (C3D20R). The model consisted of ∼1600 elements with ∼6200
nodes. The dimensions of the volume were chosen according to the specimens used
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Table 1 Static properties of blends in this study

Blend fractions in m% 𝜌 in g/cm
3

YOUNG’s modulus in MPa

100 PA6 1.130 1712

90PA6+10GTR 1.140 1703

70PA6+30GTR 1.146 1103

50PA6+50GTR 1.154 518

in the experimental damping determinations. The different load cases were modelled

with force excitation. All calculations were done using Abaqus 6.14-1. The elastic

material characteristics were evaluated using a static tension test according to the

standard DIN EN ISO 527-1 and a density measurement according to standard DIN

EN ISO 1183-1. The determined values can be found in Table 1.

3.2 Strain Energy Determination

The strain energy shall be used in this study to gain comparability between the differ-

ent experimental setups. Thus, it has to be determined from the solved FE models of

the experiments, which was achieved by a Python post processing script calculating

the summation of the strain energy over all N elements by

Uij =
N∑
n=1

1
2
Vn𝜎nij𝜖nij with i, j = 1, 2, 3. (4)

For the used 3D elements the strain energy has six components which were summed

up to Utot
Utot = U11 + U22 + U33 + U12 + U13 + U23. (5)

There, 11, 22, 33 represent the strain energy in the three normal directions whereas

12, 13, 23 represent the shear strain energy.

For both tests a FE model with equal volume was used. In this case, the calculated

total strain energy is synonymous to the equal strain energy density.

In Sect. 2.1 the different testing methods were classified. One criterion used is the

load type (pulsating vs. alternating). Therefore, an algorithm calculating a rectified

value for each vibration cycle was developed. For the free vibration test the rectified

value can be calculated with

Urec =
1
2
̂Utot. (6)

However, for the dynamic tension test with preload the curve of the strain energy is

shown in Fig. 2. Clearly, the curve of the tension test is not symmetric at
𝜋

2
. Thus,
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Fig. 2 Strain energy under tension of one vibration cycle

the rectified value cannot be simply calculated but was determined by a BROYDEN-

FLETCHER-GOLDFARB-SHANNO optimisation algorithm, which searches for the min-

imum in

||||∫
𝜋

0
Utot(𝜑)d𝜑 − Urec

|||| −
|||||∫

2𝜋

𝜋

Utot(𝜑)d𝜑 − Urec

||||| → min(Urec). (7)

3.3 Derived Experimental Designs

As mentioned in Table 1, the investigated materials differ in their stiffness and den-

sity. Thus, different amplitudes for each test had to be used to achieve identical strain

energies. In Fig. 3 the influence of the YOUNG’s modulus on the determined strain

energy under static load is plotted. While the strain energy shows a linear behav-

iour with displacement excitation, it is highly nonlinear with force excitation. This

correlation can be observed for both tests and therefore for both stress distributions,

which leads to the assumption that the calculated strain energy as a function of the

YOUNG’s modulus depends on the excitation form (force vs. displacement) but not

on the stress distribution in the material.

Consequently, for neither of the two test methods the amplitude can be constant

for all investigated materials. Since the measurement of the cantilever beam is dis-

placement controlled, the displacement amplitude of the experiment increases with

decreasing material stiffness. In contrast, the tension test is force controlled and thus

the experimental force amplitude has to decrease with the decreasing stiffness of

higher elastomer fractions.
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Fig. 3 Influence of the YOUNG’s modulus on the strain energy

Table 2 Derived experimental amplitudes

Blend fractions in m% Amplitudes

Cantilever beam in mm Tension force in N

100 PA6 1.244 6 ± 5
90PA6+10GTR 1.245 6 ± 5
70PA6+30GTR 1.547 5 ± 4
50PA6+50GTR 2.255 3.5 ± 2.5

Considering the numeric strain energy estimates as well as restrictions due to

the experimental setups, the maximum strain energy per cycle of all tests has been

chosen at 0.045 mJ. This leads to the experimental designs listed in Table 2.

4 Experimental Results

All tests were performed with five specimens of each material. The results of the

damping determinations with the above mentioned amplitudes are shown in Fig. 4.
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Fig. 4 Experimental results

The results show good correlation for 50 % GTR only, which is the material with

the lowest stiffness. The mean difference between the determined damping increases

up to 43 % for pure PA6.

The results of the dynamic tension test show a significant influence of the frac-

tion of GTR on the viscoelastic behaviour. However, this cannot be stated for the can-

tilever beams. This leads to the assumption that either the stress distribution (constant

vs. linear over cross section) or the form of excitation (alternating in the cantilever

beams versus pulsating under tension) have high influence on the material’s dynamic

properties. Of course, also a combination of both factors could lead to the observed

differences of the evaluated damping.

For both tests the YOUNG’s modulus was ascertained. Using the vibration fre-

quency of the cantilever beams the YOUNG’s modulus was calculated according to

Eq. 2 and compared to the magnitude of the complex modulus of the tension DMA

tests.

According to Table 3 all dynamic results drop below the static tests. Within all

tests, a small elastomer content of 10 m.% does not affect the stiffness. Higher elas-

tomer fractions up to 50 m.% cause a compliance up to 70 m.% in static tests and

up to 50 m.% in all dynamic results. In detail, cantilever beam results are a bit over

the tension DMA representing quite similar effects of the elastomer fractions.

It should be stated that there was a time delay of static and dynamic testing past the

specimen production. We reasonably assume the material having significant ageing

effects after achieving these results.

In prior investigations, different factors of influence were observed. An amplitude

dependency has not been proven for the cantilever beams in an investigated range

of the initial elongation between 0.5 and 2.26 mm. In contrast, a strong frequency

dependency has been observed by the tension DMA with a frequency sweep from

1 to 50 Hz. For all investigated materials the damping drops about 20 % within this

frequency range.
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Table 3 YOUNG’s modulus in MPa measured of the dynamic tests versus static tension tests

Blend fractions in m% Forced tension DMA Free cantilever

bending

Static tension test

100 PA6 1126 1264 1712

90PA6+10GTR 1131 1264 1703

70PA6+30GTR 899 941 1103

50PA6+50GTR 589 626 518

5 Conclusion and Outlook

Polyamid 6 with different fractions of ground tire rubber was examined in this study

regarding the influence on the dynamic properties of the material using two different

test methods.

Using a prior FEA simulation of the experiments the overall strain energy was

calculated to achieve comparable amplitudes even though the specimens undergo

different stress distributions and load cases. Although, the results show good corre-

lation for the highest fraction of GTR, the evaluated damping and elasticity of the

other materials still deviate.

Even though the hygroscopic properties of PA6 were taken into account, the mate-

rials still show ageing effects that should be covered in further investigations. As

comparability for the different stress distributions was not achieved for all materi-

als as well as dynamic properties strongly differ from static properties the material

behaviour of GTR-PA6 compounds is under the influence of a large number of fac-

tors and has to examined in more detail.

However, the strain energy density should be taken into account as comparative

criterion for different stress states and load cases in damping measurements, espe-

cially when expecting an amplitude dependency. As this is an energy based property,

it enables the transfer of the amplitude dependent damping results to problems of

complex geometries and combined load cases.
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