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Preface

It is well known that dynamic phenomena dominate in nature and real-world
applications, and that static behaviour can be treated as a particular case of
dynamics. Analysis of dynamics can be performed in theoretical, numerical and
analytical ways or through experimental observations. This universality of the term
of dynamical systems becomes the driving force to make it possible for scientists
and researchers from different fields to meet in one place and share results of their
investigations. In this book, we provide a part of the results presented during the
13th edition of the conference series devoted to dynamical systems that took place
in Lodz (Poland) in December 2015. The comprised research allows to exchange
ideas from different branches of theoretical and applied sciences, including not only
applied mathematics, physics and mechanics, but also mechatronics, electrical
engineering, biomechanics and others.

In Chap. “On Dynamic Behavior of a Nonideal Torsional Machine Suspension
Structure”, a mathematical model of a nonideal torsional machine suspension
structure has been proposed. Natural frequencies of vibrations and the associated
modes have been computed. In addition, regions of stability, instability and chaos
have been reported.

Babich et al. (Chap. “Structural Probabilistic Modeling of Fatigue Fracture for
Piezoceramic Materials Under Cyclic Loading”) have developed a structural
approach aimed at construction of a statistical criterion of static and fatigue failure
for transversely isotropic piezoelectric materials. Daniel’s structural model of
micro-cracks accumulation as well as the statical criterion has been employed to
study fatigue failure under cyclic loading. The research includes derivation of
constitutive equations for a damaged material, the fracture criterion and the dis-
tribution of micro-damage load. The applied approach has allowed to estimate the
residual ultimate strength of the material and the conditional fatigue limit.

In Chap. “Numerical Analysis of Child Restraint System Equipped with Built-in
Belts Pretensioner During Frontal Impact”, a practical modelling methodology has
been proposed regarding the child restraint system equipped with built-in belts
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pretensioner during a frontal impact. The effectiveness of the proposed solution has
been validated through numerical and experimental tests.

Barros et al. have studied dynamic behaviour of a metallic steel tower supporting
a radar antenna, taking into account wind and seismic action (Chap. “Analysis
of the Dynamic Behavior of a Radar Tower”). The control of tower vibrations by
design and installation of tuned liquid dampers near the top of the radar tower has
been also proposed.

Chapter “Determination of the Fatigue Life on the Basis of Fatigue Test and
FEM for EN-MCMgY4RE3Zr with Rare Earth Elements” deals with both exper-
imental and numerical investigations of the fatigue wear of an alloy with rare earth
elements. Effects of appearance of fatigue cracks based on the alloy composition,
morphology and structure have been studied both numerically and experimentally.

Biesiacki et al. have studied dynamic forces in a human upper limb in a forward
fall (Chap. “Modelling of Forward Fall on Outstretched Hands as a System with
Ground Contact”), putting emphasis on the usually neglected inertia forces.
A simplified mechanical model of the human body biokinematic chain has been
constructed and then numerically validated.

Chapter “Micelle Confined in Aqueous Environment: Lubrication at the
Nanoscale and Its Nonlinear Characteristics” presents simulation results of the
constant pressure molecular dynamics of a micelle confined between the surfaces in
an aqueous environment. The carried-out analysis yielded an insight into lubrication
at the nanoscale of an articulating system.

Chapter “The Sensitivity Analysis of the Method for Identification of Bearing
Dynamic Coefficients” is aimed at the sensitivity analysis of the method for iden-
tification of bearing dynamic coefficients. The excitation signals and the corre-
sponding system responses have been employed to determine the mass, damping
and stiffness coefficients using the impulse excitation technique.

In Chap. “Investigations of Composite Panels Mounted in the Cargo Space of a
Freight Wagon”, investigations on composite panels mounted in the cargo space of
a freight wagon have been carried out. The stress/displacement has been measured
in the characteristic points of the side wall of a wagon using the displacement
tensors and templates for gap measuring.

Principles of construction of a laboratory stand for vibration testing of a freight
wagon have been given in Chap. “Project of Laboratory Stand, and Preliminary
Studies of Vibration Shell Freight Wagon”. The employed measuring system
consists of a drive unit with a freight wagon, a control unit with an inverter and the
programmable PLC. In particular, the control panel has been applied to perform
long-term studies by means of termination of the number of crossing between gates.

Chapter “Analysis of Dynamical Response of the Freight Wagon” presents the
CAD model of a freight wagon as well as its model analysis before and after
implementation of new composite materials. Measurements of vibrations have been
conducted using piezoelectric foils. The carried-out research is aimed at moderni-
sation of freight wagons during their periodic repairs.
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A numerical procedure for the generalisation of sets of synthetic acceleration
time histories compatible with an assigned target spectrum has been implemented
by Carli and Corina (Chap. “Evolutionary Model for Synthetic Spectrum
Compatible Accelerograms”). Both energy distribution in time and contemporary
variability of the frequency content have been taken into account.

Christov et al. have performed a parametric study of mixing in a granular flow a
bi-axial spherical tumbler in Chap. “A Parametric Study of Mixing in a Granular
Flow a Biaxial Spherical Tumbler”. The symmetric case has been considered in
which the flowing layer depth is the same for each rotation. It has been shown that
most choices of angles and most shells (concentric spheroids) throughout the
tumbler volume mix well, although there also exist examples of pathological
mixing.

Numerical simulation of abrasive wear using the FEM-SPH hybrid approach has
been carried out in Chap. “Numerical Simulation of Abrasive Wear Using FEM—
SPH Hybrid Approach”. The analysis is aimed at the dynamic interaction of counter
surface with lining samples rotating with an angular speed. The global model is
studied using the finite elements method (FEM), whereas abrasive wear is modelled
via the smooth particle hydrodynamics (SPH). In addition, thermal-mechanical
coupling and heat generation by friction forces are also included in the modelling
process and analysis.

Chapter “A Mathematical Model for Robot-Indenter” presents a study of a
dual-arm robot manipulator for executing medical procedures. The investigations
take into account torques produced by manipulator motors as well as friction and
contact interactions. The applied control aims at obtaining the required indentation
of the sensor head into a soft tissue under a few introduced restrictions.

Chapter “A Docking Maneuver Scenario of a Servicing Satellite—Quaternion-
Based Dynamics and Control Design” presents a quaternion-based dynamics and
control design for a servicing satellite approaching a client satellite. The presented
model consists of reaction wheels, thrusters, a drift caused by solar radiation and
atmosphere. The novelty of the research is illustrated by a simulation example
regarding orbit navigation, attitude control and direct satellite approaching.

The experimental study of the nonlinear dynamics of a vibration
harvest-absorber system is presented in Chap. “Nonlinear Dynamics of a Vibration
Harvest-Absorber System. Experimental Study”. In particular, an induced (with
added harvester device) main resonance region has been detected. The influence
of the excitation frequency and resistance load on the system dynamics is inves-
tigated as well as the mathematical model of the magnetic levitating force has been
proposed.

In Chap. “Three-Chamber Model of Human Vascular System for Explanation
the Quasi-Regular and Chaotic Dynamics of the Blood Pressure and Flow
Oscillations”, the arterial blood pressure and flow curves exhibiting quasi-regular
and chaotic dynamics have been analysed. It has been found that the quasi-regular
dynamics, consisting of different patient-specific patterns of the attractor, corre-
spond to variations of the material parameters within the physiological limits. On
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the other hand, it has been detected that the chaotic dynamics appears when wall
compliance and/or resistivity of the chamber is too high.

The control study for a vibratory robot modelled by a rigid box with a pendulum
enclosed inside has been proposed in Chap. “Maximization of Average Velocity of
Vibratory Robot (with One Restriction on Acceleration)”. It is assumed that the
robot moves forward and backward, and the Coulomb friction is taken into account.
It has been demonstrated how the proposed control not only provides motion within
the constraints and limitations, but also maximises average robot velocity.

Asymptotic solution to the problems of convective diffusion around the cylinder
streamline cross-flow of fluid at low Reynolds numbers has been proposed in
Chap. “Asymptotic Solution of the Problem to a Convective Diffusion Equation
with a Chemical Reaction Around a Cylinder”. The leading terms of the asymptotic
solution around the cylinder are constructed employing the method of matched
asymptotic expansions.

In Chap. “Assessment of Eigenfrequencies of the Middle Ear Oscillating
System: Effect of the Cartilage Transplant”, the finite element models of the intact
middle ear and a diseased one with eardrums subjected to retractions in the pos-
terosuperior quadrant have been presented. The geometric model of the middle ear
consisting of the eardrums, malleus, incus and stapes has been yielded by the
tomographic data. The optimal thickness of the cartilage transplant is chosen in a
way that the natural frequencies of the reconstructed middle ear are close to the
natural middle ear frequencies.

Chapter “The Method of Modeling Human Skeletons Multi-Body System” is
devoted to the modification of multi-body system aimed at force and moment
modelling for a lower limb exoskeleton design. The introduced modelling of a
human skeleton consists of stiff branches (bones) accompanied by flexible and
rotatable modes (joints).

It is shown in Chap. “Fragility Estimation and Comparison Using IDA and
Simplified Macro-Modeling of In-Plane Shear in Old Masonry Walls” how the
fragility function estimation combined with dynamic structural analysis yields an
estimation of the magnitude of historical seismic events relying on the behaviour
and damage in real historical structures. The employed type of identification
strategy resulted in incremental dynamic analysis and efficient fragility function.

An analytical model of the dynamic characteristics of the test system has been
proposed in Chap. “Analytical Model of Dynamic Behaviour of Fatigue Test Stand—
Description and Experimental Validation”. The test system modelled by one and two
degrees-of-freedom systems has been applied for fatigue life determination of structural
materials by using bending moment resulting from inertia forces.

The methods aimed at safety estimation of buildings subjected to dynamic loads
have been presented in Chap. “Assessment of Modal Parameters of a Building
Structure Model”. Results of the finite element modelling of the column-beam-plate
systems has been compared with laboratory tests.

A model of bus dynamics as a tool of energy consumption estimation has been
proposed in Chap. “Simplified Model of City Bus Dynamics as a Tool of an Energy
Consumption Estimation”. Measured average fuel consumption, maximum vehicle
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speed and time acceleration have been used as the reference parameters and then
been employed to tune the simulation model.

Chapter ‘“Modeling of Buildings Behavior Under Blast Load” concerns the
modelling of the behaviour of buildings of reinforced concrete structures under a
blast load. The material model has been verified using the beam and deep beam
under dynamic loadings. Two types of buildings have been investigated:
(i) slabs-column type of structure; (ii) walls type of structure. Displacements as well
as the stress—strain states have been computed.

Measurement of the force strike of an athlete who perform competitively combat
sports has been reported in Chap. “Force Effect of Strike and the Possibility of
Causing a Skull Fracture of a Human Head”. Then, the results regarding injuries of
a human head caused by impacts of various kinds have been given.

In Chap. “Hydraulically Driven Unit Converting Rotational Motion into Linear
One” a unit converting linear motion into linear one, consisting of a stepper motor
causing fluid flow through a driving and executive actuators, has been designed and
tested. The simulation results conclude very high stiffness and precision of the
system, regardless of the applied load.

In Chap. “The Recognition of Human by the Dynamic Determinants of the Gait
with Use of ANN”, a human recognition method based on dynamic parameters
of the human gait is presented. In the method development, artificial neural network
algorithm has been employed. All gait parameters have been calculated on a basis
of examination of fifteen people with different gait characteristics. Three configu-
rations of the input data have been investigated.

Chapter “Optimization of Micro-Jet Selective Cooling After Low Alloy Steel
Welding” is aimed at optimisation of micro-jet dynamical systems cooling after
steel welding. The employed method yields very good mechanical properties of
low-alloy steel with various micro-jet gases. The developed dynamical systems of
micro-jest cooling can find numerous applications in the automotive industry.

Modelling of thermoplastic processes in FEM environment based on experi-
mental results has been employed in Chap. “Modelling of Thermoelectric Processes
in FEM Environment Based on Experimental Studies”. The modelling process
consists of geometry design, sensitivity analysis focused on solver settings dis-
cretisation level and their impact on the results. The research output yields the
Peltier modulus FE models database to be directly applied in the energy production
industry.

Chapter “The Modeling of Nonlinear Rotational Vibration in Periodic Medium
with Infinite Number of Degrees of Freedom” is focused on modelling of nonlinear
rotational vibration in periodic medium with infinite number of degrees of freedom.
In the case of the physical atmospheric phenomena, the hypothetical plates are
implemented by electrically charged plates of ice crystals. The author has devel-
oped a continuous nonlinear vibration model of the considered medium.

In Chap. “Numerical Model of Femur Part”, the authors have developed a
numerical model of a femur part using the finite element method. The femur part
has been treated as a complex structure composed of a tubercular bone (internal
part) and a cordial bone (external part). Similar load boundary conditions including
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muscles forces and external moments have been applied. The carried-out research
resulted in numerous conclusions regarding the influence of a material/geometric
properties and units on a direct application of the employed method in clinical
biomechanics.

Chapter “FEA-Based Design of Experiment for the Damping Determination of
Thermoplastic-Rubber Compounds” aims at a FEA-based design of an experiment
for the damping deformation of thermoplastic-rubber compounds. In the case of
different testing conditions, the average strain energy has been estimated numeri-
cally since it cannot be directly measured. As an example, cyclic tension and free
decay of cantilever beams have been experimentally analysed and numerically
validated.

The so far presented and briefly described research results included in this book
illustrate the importance of the development of dynamical systems in both theo-
retical and experimental aspects.

Finally, it has to be mentioned that I do greatly appreciate the help of the Sci-
entific Committee members of the Dynamical Systems-Theory and Applications
conference, who took part in the review procedure of this book. I would like to also
thank the Springer Editor, Dr. Elizabeth Leow, for her support and fruitful col-
laboration in finalising this book as well as to thank all the referees for their time
and help with ensuring that this manuscript is as good as possible.

L.6dzZ, Poland Jan Awrejcewicz
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On Dynamic Behavior of a Nonideal
Torsional Machine Suspension Structure

G. Fiisun Alsverisci, Hiiseyin Bayiroglu, José Manoel Balthazar,
Jorge Luis Palacios Felix and Reyolando Manoel Lopes Rebello da
Fonseca Brasil

Abstract We propose a mathematical model of a suspension, which is comprised
of a bar, supposedly rigid, torsion spring, and an electric motor that turns the system
due to the touch of a rotating mass, this mechanism has three DOF. The problem
was modeled using Lagrange’s equations. Subsequently, we calculated the natural
frequencies of the system and find the linear normal modes of vibration. Due to the
rotating mass of the engine’s torque that was addressed in being constant, optimum
engine, and also, is not constant, which is not ideal engine. Thus, we checked the
stability of the system and hence, it was determined as a region of stability, where
parameters were determined for numerical simulation using MATLAB® and
MATHEMATICA software. The concept of nonlinear normal modes (NNMs) was
introduced with the aim of providing a rigorous generalization of normal modes to
nonlinear systems. Initially, NNMs were defined as periodic solutions of the
underlying conservative system, and continuation algorithms were recently
exploited to compute them. We use nonlinear normal modes but before a nonideal
analysis to obtain chaos, instability, and so on.
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Table 1 Numerical analysis of the system is performed using the following data

ki N/m |k N'm |[Lym [Lbm [bm |myye |m) ke Jkgm2 g m/s |w, rad/s | w, rad/s
2000 1500 05 |04 (03 |0.1 10 2 9.81 16.37 21.14

1 Introduction

Nonlinear normal vibration modes (NNMs) are a generalization of the normal
vibrations in linear systems. In the normal vibration mode, a finite degree-
of-freedom system vibrates like a single-degree-of-freedom conservative one. The
damping is large or represented by nonlinear functions then the response of the
system may depend not only on the displacement but also on velocities Rosenberg
and Vakakis [2, 4, 5]. Shaw and Pierre reformulated the concept of nonlinear
normal modes for a general class of nonlinear dissipative systems [3]. In this paper,
we characterized the dynamic behavior of a nonideal torsional machine suspension
structure. We use nonlinear normal modes but before a nonideal analysis to obtain
chaos, instability, and so on. We use the invariant manifold approach for NNMs
technic. Such a manifold is invariant under the flow (i.e., orbits that start out in the
manifold remain in it for all time), which extends the invariance property of LNMs
to nonlinear systems. In order to parameterize the manifold, a single pair of states
variables (i.e., both the displacement and the velocity) is chosen as master coor-
dinates, the remaining variables being functionally related to the chosen pair.
Therefore, the system behaves likes a nonlinear single-degree-of-freedom system
on the manifold [1] (Table 1).

2 Governing Equations

The equation of motion may be obtained using Lagrange’s equations

d orT or oU
)+ =0 (1)
di 04" 9dq;  Oq;

Here, T is the kinetic energy, U is the potential energy, Q is the generalized
force. They are given by

—_

1 , 1 ,
T= > (mo +my )xzc + zmol§92 + Emor2¢)2 + morlz0¢ sin ¢
(2)
, 1, 1

+mo(—0sin0+r ¢ cos @)ic + 5]492 + 5.’0(/')2

1 1
U=5(k +hko)xg + 3 (kil} + kol3) sin® 0 — (ki 1y — kalo)xc sin @ +mog rsin(p+6)  (3)
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Fig. 1 Model of the nonideal torsional machine
0:1=0, 0,=0, Q3=M(¢)=a-bg, 4)

where x=0 is the equilibrium level, the constants k; and k, are the elastic coeffi-
cients of the springs, g is acceleration due to gravity, my is the unbalanced mass, m,
is the mass of the system (see Fig. 1), r is the eccentricity of the unbalanced mass, ¢
is the angle of the rotation of the shaft carrying unbalanced mass, 6 is the angle of
the rotation of the system, J is the inertial moment of the system about mass center,
Jo is the inertial moment of the rotating part in the motor, x¢ is the position of mass
center of the system, and g; is the generalized coordinates. Lagrange’s equation of
motion for the coordinates q; =x¢, g2 =0, and g3 = ¢ can be written as

(mo +my )ic + (ki +ka)xe +mo( — 10 sin @ — 136% cos @ + r ¢ cos @ — r ¢ sin @)
- (klll —kzlz) sind=0
(5)

(J +mol3)0 + morlsp sin @ + morly@* cos ¢ — molsic sin @ + (ki 3 + ky13) sin @ cos
- (klll - kzl2))€c cos@=0

(6)

(Jo +mor*)§ + morLsf sin ¢ + mor cos gic +mog rcos ¢ =M () (7)
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(@ g 04 i (b) 0.10}
0.02 0.05¢

> 0.00 j D 0.00
-0.02¢ -0.05}

-0.04} ~o0}

Fig. 2 Time histories in physical coordinates for nonideal system, (a) vertical displacement
(b) angular displacement

Note that in Eqgs. (5), (6), and (7), € is smaller than ¢, in this case, takes the
forms of sin(g + 0) = sin ¢, cos(¢p +6) = cos ¢.

Figure 2 is obtained using Eqs. (5), (6), and (7). This figure shows time histories
in physical coordinates (x, t) and (6, #) for nonideal system. Time histories of x and
0 generated for initial conditions x(0) =0.05m, £(0) =0, 6(0) =0.01 rad., #(0) =0,
@(0)=0, ¢(0)=0 are presented in Fig. 2a, b.

Figure 3 shows a representative bifurcation diagram and the variation of the
corresponding Lyapunov exponent. Both curves are obtained by solving numeri-
cally from Eqgs. (5), (6), and (7).

If sin @ and cos 0 are expanding Taylor series and getting three terms in Egs. (5)
and (6) we get,

.. 1 1
X(mo + ml) +X(k1 +k2) + 0( — kil +k212) + 693(16111 - k2lz) + 67’1‘&)3 ( -6+ tza)z)mo

1 ) o1 .
+ ¢ 0(=6+06%)Blsmy — Lsmod” + 59213”,092 =0

(8)
(J+Bmo)0+ (kil} +kal3)0+ (—kily + koly)x + %x92(k111 —koly) — %93 (kil} +ko5) )
—%rwz(—2+t2w2)l3m0+é@(—6+02)l3m05&=0
. 1 s g > 1,
kx+mx—q19+69(—6+9 )913+T_l39 +§l39 =0 (10)
. 1 L1 20°
1O+ @0 =gt rotl + £0(=6+6) 55 + Sxq — 3‘12:0, (11)

where

m=mgy+my, k=k| + ko, 11=J+l§m0, q1=kily —kyly, q2=kll%+kzl%, g3 =1lzmy (12)
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Fig. 3 (a) Bifurcation
diagram and (b) Lyapunov
exponent
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Assuming that nonlinear terms are zero, we get a linear conservative system and
natural frequencies as follows:

(m0+m1)5é +(k1 +k2)x+(—k111 +k2[2)9=0

mi +my
ny, =

(13)
(J+Bmo)0+ (- kil +kob)x+ (kil; +ka3)0=0 (14)
ki +k -kl +klr (15)

—kily + kylp (kll%+k2[§) ’

L)

0 J+ l%mo

where m,, is the mass matrix and k,, is the stiffness matrix. Frequency equation is
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ki + ko —/1(}?1] +m0) -kl + kol
—kily+kp (k]l% +k21%) —ﬂ(]-i— l%m()) ’

(16)

frequencyEq = det[k,, — A m,,] = det

where 1= @?

frequencyEq = — Jiky — Jiky + kikal + 2kikaly o + kKol + J 2% mo — ki iy

— Mo imo — Ay Bmog — Akalimo + 22Bmd + J A% my — ki imy — Mo limy + A2 Bmom,

(17)
1 _ kLl | kitk _
b2 J+L3my mo + my
1 [— dkika(Ly +Lo)> (7 + Lmo) (mo + )+ (18)
(J +L3mo) (mo +my)

(k1 (J+L§mo +Lf(mo+m1)) +k2(J+L§mo+L§(m0+ml)))2]1/2

3 Nonlinear Normal Modes

For the nonlinear normal modes formulations, the set of equations Egs. (10) and
(11) are rewritten in the form [6, 7],

=y Y1 =f1(x1,¥1,%2,2) (19)
=y 2=fHx1,y1,%2,2) (20)
It can be chosen master coordinates as
X\ =u yi=v (21)
It can be expressed slaved coordinates as
X2 =Xp(u,v) y2=Y2(u,v) (22)
The functions X, (u,v), Y»(u,v) are constraint equations and they represent, the

so-called, model surfaces. It can be used in the invariant manifold technique to
eliminate time dependence.

0X>(u,v) - 0X>(u,v)

You,v)=—7- v

S (v, X2 (u, v), Y2 (u,v)) (23)

oY, (u,v) ot oY>(u,v)
0

S, v, Xz (u,v), Yo(u,v)) = ™

11 (u, v, Xo (1, ), Ya(u,v)) (24)
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It can be approximated a local solution using polynomial expansion of X; and X,
in terms of u and v.

Xo = aju+ arv + azu® + aguv + asv’ + agu® + a7u’v + aguv’ + agy’ (25)
Yo =biu+ byv + byu® + bauv + bsv? + beu® + b7u*v + bguv? + bov® (26)

Xo=ayud +axV + 2azuid + agwv' + agu'v + 2asw' + 3agu’u’ + 2a7uu'v + a7u®V +
agu'vV* + 2aguvy’ + 3ag*V
@7)

Yo =byu +byV +2bsuid + bawv' + bau'v +2bsw' + 3beu’u’ + 2b7uuv + bV +
bgu/'v* + 2bguvv’ + 3bgv*V
(28)

Considering the above expressions, the last two Egs. (19) and (20), and going back
to the original notation, it can be obtained as

Ya=aiy +aofi +2a3x1y1 +asxifi +asyi +2asyifi +3asxiyi +2arx1y7 +

2 3 2 (29)
arxifi +asyy + 2asxiyifi + 3agyifi + -+
Fr=biy1 +bofi +2b3x1y1 +baxifi + bay] +2bsy fi +3bexiy; +2bix;yt + (30)

bix2fy + bgys + 2bgxiyifi + 3boyfi + -+

Next, Egs. (25), (26), (27), and (28) can be substituted into functions
Si@e, v, x2,y2) =fi(u, v, X (u, v), Ya(u, v)),
S, y1,%2,v2) =fo(u, v, Xa(u, v), Y2 (u,v)) in Egs. (31) and (32). From (Eq. 22), we
obtain

v—i=0  fHx,yi,x2,y2)—3=0 (31)

Thus, grouping the terms of (Eq. 31) in a proper order with respect to the master
coordinates, we receive a set of two equations composed of the terms:
u, v, u®, uv, V¢, 3, u?v, w?, v3. Terms of higher order are truncated from the
expansions. We get a set of 18 algebraic nonlinear equations with 18 unknown

parameters ay, ...,dy, by, ..., bo.

mod 1

it +267.972u; = —232.0451u; +2.4236u,i3 — 4.7685u;1i; (32)
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(a) mod 1
0,04. TV
0.02

T 0.00
-0.02 ¢
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Fig. 4 Time histories in normal coordinates, (a) mod1 (b) mod2

(a) 010 R modu1»:u2 (b mod u1, u2
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Fig. 5 Time histories in normal coordinates (a) mod 1 + mod 2 (b) comparison ul and u2

mod 2

ity +446.905u, = 268.567 113 — 3.6076usit; + 11.5857u3i1 (33)

Two extracted normal modes #; and u; are presented in Figs. 4 and 5. The motion
is very well separated.

The slave coordinates x;, y, are related with the master ones u, v by the model
functions X, (u, v), Y2(u,v). These model surfaces for the first and second modes,
respectively, are presented in (Fig. 6).

As a result from the above Fig. 6a, c, the nonlinear model surfaces for angular
displacement of the system strongly depend on the displacement but Fig. 6b, d, the
nonlinear model surfaces for angular velocity of the system strongly depend both on
the displacement and velocity.
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(b) 05 Y2(u,v)

AT
T —
A1

Fig. 6 Nonlinear modal surfaces a, b mod 1, ¢, d mod 2

4 Conclusions

The analysis presented in the paper concerns dynamic behavior of a nonideal
torsional machine suspension structure. Initially, NNMs were defined as periodic
solutions of the underlying conservative system, and continuation algorithms were
recently exploited to compute them. We use nonlinear normal modes but before a
nonideal analysis to obtain chaos, instability, and so on. The NNMs are applied to
decouple motion of the system.

A width of synchronization regions, near the principal parametric resonance fits
very well to the regions found by numerical simulations, presented in the bifur-
cation and Lyapunov diagrams. The nonlinear model surfaces for angular velocity
of the system strongly depend both on the displacement and velocity.
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Structural Probabilistic Modeling
of Fatigue Fracture for Piezoceramic
Materials Under Cyclic Loading

D. Babich, O. Bezverkhyi and T. Dorodnykh

Abstract The aim of this paper is to develop a structural approach for the con-
struction of statistical criterion of static and fatigue failure for the transversely
isotropic piezoelectric materials. We use a probabilistic model of the mechanism of
brittle microfracture. The microdamageability is considered as a process of
appearance of flat elliptic or circular microcracks randomly dispersed over volume,
the concentration of which increases with a load. Daniel’s structural model of
accumulation of microcracks is used for progressive microdamageability. Statistical
criterion is convenient to use in the study of fatigue failure under cyclic loading.
The reason for its applicability in such problems is experimentally established
connection of fatigue failure mechanism with the phenomenon of accumulation of
microdamages in the material. Statistical criterion relates macrodestruction begin-
ning with a certain critical value of microcracks density. The model consists of
derivation of constitutive equations for a damaged material, choosing the fracture
criterion and the law of microdamage distribution; and determining effective
electroelastic properties of the damaged medium and the model of accumulation of
microdamages by the modified Eshelby method. The approach proposed makes it
possible to find the residual ultimate strength of the material after n-fold loading and
the conditional fatigue limit for the prescribed testing base N.

1 Introduction

The necessity of studying the processes of static and dynamic deformation of
piezoceramic bodies is determined by continuously expanding range of application
of piezoceramic materials. In frame of the mathematical theory of deforming of the
piezoceramic such materials are treated as brittle and their fracture occurs at low
strain level. A large body of studies reviewed in [1-5] shows that fatigue failure of

D. Babich - O. Bezverkhyi - T. Dorodnykh (&)

S.P. Timoshenko Institute of Mechanics, NAS of Ukraine,
Nesterova, 3 str., Kiev 03057, Ukraine

e-mail: domval @ukr.net

© Springer International Publishing Switzerland 2016 11
J. Awrejcewicz (ed.), Dynamical Systems: Modelling, Springer Proceedings
in Mathematics & Statistics 181, DOI 10.1007/978-3-319-42402-6_2



12 D. Babich et al.

materials is a complex multiple-stage process which includes dispersed microfailure
of structural elements. This is attributed to the fact that engineering materials
contain randomly scattered over a volume microdefects, which under cyclic loading
initiate microcracks. Later these microdefects coalescence lead to formation of
macrocracks and loss of the body integrity. Moreover, in accordance with the ideas
of the mechanics of deformable solids, the main reason of fatigue failure of
structural members under cyclic loading is accumulation of microdefects to the
point where their concentration becomes critical due to increase in values of true
stresses as a result of decrease in the effective area of a cross section with the cycles
of loading. Because of this the inherent random nature of fatigue failure requires a
probabilistic treatment to evaluate the life of structural components using the
models describing process of simultaneous elastic deformation and dispersed
fracture of materials [6, 7]. For example, some life assessment approaches based on
the continuum mechanics and fracture mechanics models are outlined in [8, 9].

In the present paper, the new probabilistic structural approach for determining
the service life of piezoelectric materials under multiple static or cyclic loading
based on the microdamageability model [10] is proposed. In implementing this
approach, the statistical fatigue failure criterion expressed in terms of damage
measures (microcrack density) is employed in combination with the approximate
model of microcrack accumulation under repeated loading. The criterion is iden-
tified with the statistical fracture criterion [2, 11]. The statistical nature of such
criterion is attributed to the probabilistic character of microfailures in a microin-
homogeneous material. The main point of the statistical criterion lies in the fact that
the value of microdefect concentration, which origin under the loading kind being
considered, is identified with the critical value of microdefect concentration that
initiates the start of macrofailure (formation of a macrocrack) independently of the
stress-state mode. It is assumed that the microdefect concentration under reversed
cyclical loading increases only during the tensile half cycle when the internal
stresses increase to amplitude value. At separation-like mode of microfailure, as
distinct from shear-like one, the effective area of the load-bearing cross section in
compression does not change due to the fact that the planes of the arising cracks are
collinear with the direction in which compression acts.

We consider a mechanical failure of material and at this stage of investigation of
the problem it is not essential whether such failures are caused by the mechanical,
electrical, or electromechanical loading. The general procedure of the approach
includes following stages. In the first phase, we derive constitutive equations for a
damaged material, choose the fracture criterion and low of microdamage distribu-
tion. Such material is simulated by a solid with reduced electroelastic characteris-
tics. In this case the type of elastic symmetry of medium being simulated depends
on the pattern of microdamage distribution over the body volume as well as on the
stress—strain state volume of a material. At the second phase, the method for
determining effective electroelastic properties of the damaged medium and the
model of accumulation of microdamages are employed. We assume that during
deformation, cracks do not grow, do not interact. The volume density (concentra-
tion) of microdefects varies with increase in the level of average stresses due to
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features of orientation of anisotropic materials. Destruction of the structural ele-
ments occurs at different levels of stress due to random nature of the orientation and
differences of the values of ultimate strength of the structural elements in different
directions.

2 Structural Model of Accumulation of Flat Microcracks
in the Elastic—-Brittle Material

To describe the phenomenon of fatigue failure of materials, we use the structural
model of material microdamageability. The microdamageability is considered as the
process of occurence of the flat scattered microcracks. According to this model, the
size and distribution of microcracks in real bodies are associated with discontinu-
ities of structural elements. The shape and dimensions of the cracks are identified
with them for ruptures in the cross sections of the structural elements of the
material. To describe progressive accumulation of microdamages, the Daniels
structural model is used. The main point of this model is outlined in detail in
references [11, 12].

With respect to transversally isotropic material, which is simulating prepolarized
piezoceramic, the Mises—Hill strength criterion can be used. Let the average stresses
o; (i,j =1,2,3) be given in the laboratory (fixed) coordinate system Ox;xx3,
associated with a representative volume of the material, then this criterion can be
written as

2 2 2 2
c o o o 2 1
i1 2 33 12 2, 2
Tt 5t ot i+ (0134 0%3) — | 57— — —5— | o102
Gyt %ot Ckizz Pz Ci3 byt %33
1
- —— (00033 +011033)=1.
O (bi)33

(1)

The main axes of symmetry of mechanical properties are directed along coor-
dinate axes (Ox;—polarization axis, axes Oxj, Ox; lie in isotropic plane). According
to this criterion, to determine fracture start, it is necessary to know the four con-
stants. These constants characterize fracture under pure tension (i=1) or pure
compression ({=2) in main direction of anisotropy (a(b,-)” = oy, 0(;,,»)33) and
pure shear in main planes (G(bi)lz, zr(bi)l3).

For the considered material the tensile strength (compression) and pure shear
dependents on the direction determined by angle 9—angle of rotation of coordinate
system Ox;x,x3 relative to the axis Ox, or axis Ox;. The formulas for the tensile
strength (compression) o ()¢ in a direction determined by the angle 9, measured
from the Ox; axis, can be written as
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o O(bi)33
O (bi)9 = O(bi)33 = - -
. %bi O (bi)33 .
cos2 9+ s1n28% + (223 _ 1) sin® 9cos? 9
. o, .
(i1 bi)13 (2)
_ O(bi)33

22 ﬁzb' 33 ”2b 3 .2 .

cos* 9 + sin® 9B 4 03 ginZ 9 cos? 9

% i3

Let 0'x;x,x; be the local coordinate systems chosen in such a way that the 0'x; axes
would be directed along the normal to the sphere (unit radius) surface. The ele-
mental area dQ = sin 9 d9 dy is singled out around the 0'x; axis on the surface of
the random sphere. This area cuts N structural elements (9 is the longitude; y is the
latitude). In this case, the same local true stress &33 acts in the section of the N
intersected structural elements. The true stresses 633 differ from the conditional 0/33
in that the first ones refer to the areas of the damaged medium whereas the second
ones refer to the areas of the continuous medium. The local conditional stresses o5,
and average stresses oy given in the body are connected by equation

033 = 0jA3; A3,

where a,;, @, are the direction cosines of the local coordinate system with respect
to the laboratory coordinate system. The relation of the first strength theory

633 20(9) 3)

Here o(9) is the random value, which stands for the ultimate magnitude of the
true tensile or compressive normal stresses 633 for differently oriented structural
elements. When the true tensile stress 33 reaches up the level of o(8) in the
appropriate elemental area, the microcracks of rupture are formed with side surfaces
being normal to the direction axis 0 x;. When the conditional stress is compressive,
the microcracks are oriented predominantly in parallel to the direction of 533 due to
the difference of Poisson’s ratio of the structural elements. To approximate distri-
butions of the microstrength properties of structural elements, the power law is used

Fior) = (l) 4)

Omi — 00i

and

dF,' O; 1 O; — 0 -1
filoi) = d( ) =ai< )( . ) (5)
O Omi — O0i Omi — O0i

is the distribution density of the random value o;.
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00i,,0m i, @; are the distribution parameters; oy ; , 6,,; are minimal and maximal
values of these variables, respectively; «; is the microstrength scattering parameter.
The distribution parameters are determined in sample quantities by the method of
moments in particular. For example, it is necessary to determine, using experi-
mental data, two selective moments: average magnitude 6,; and dispersion of the

=2
random value Dj,.

Oml1

&y = cfido= %]al&ml + 0013
. (6)
=2 N} a] _2
D,, = / (6—=6p)fido=——————5,,,
" (ar + 1) (g +2) ™
001
here 6,,1 =0,u1 — 601. From (6) follows
2= Dlz,l _ (13171/5171)2 _ 1 )
= 3T 52 (o +2)
(6p1—001)”  (1=001/6p1)" d(a 7)

1 7 l+a
a=—-14+— 1+k2,5m1: 1(5'1,1—001).
kq aq

Due to the small size of the structural elements it is impossible to determine
00i, s Omi», @; directly. To find these values indirect methods are used. Experimental
data of corresponding conditional parameters of macrostress of rupture is taken
from set of macrosamples. The procedure of determining of these parameters is
described in more detail in [11].

It should be noted that the element fails when the stress &33 reaches up to the
ultimate magnitude. Failure of single elements forms the population of independent
random events. After some quantity of structural elements fail, redistribution of
stresses between the nonfailed elements occurs.

If the conditional local tensile stress o3, presents an independent loading
parameter, then the true local stress in the sections with nonfailed structural ele-
ments can be regarded within the framework of the model being considered as the
random value 633 =03,/(1—%). The distribution of the true local stress &3
depends on the number n; of the failed elements. N is the total number of the

elements. The expected value of the number n; has the form {(n;) = NF;(633), and

_q1/2
the coefficient of variation becomes k,,; = [1 = ("”)} . From the last formula, it

NF(533)
follows that for real materials it is possible to neglect the scatter of the values n; and
033. As a result, we have
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_ 053
o3y N ——=>—— 8
BT F(5%) (®)

Taking into account (3) and (5), the densities of microcracks of normal rupture
under tension or compression are determined by expressions

£ = Fi(6) = <M)ai(i= 1,2). )

Omi — O0i

In the case of local true tensile stresses 633, we have formula (8). In the case of
compression (i =2), the cracks origin surfaces are parallel to the direction in which
local normal stresses act. In this connection the effective area remains unchanged
and, as a result, 533 = 04;.

Thereby, the average densities microcracks of structural elements, which are cut
by the unit surface of the representative volume, are defined by the relations

2r & 2 &

! 1
£1=ﬁ//F1(533)d9=ﬁ//F1(633)sin19d8dy/ (10)
00 0 0

in case of the stresses o;; are tensile, and

2r & 2r 7@

82=%//F2(6'33)dg=%//F2(0’33) sin 9.d9 dy (11)
0 0 0 0

in case of the stresses o;; are compressive.
N =4z is the normalizing factor, which follows from the condition

2r 7@

1
ﬁ//F,-(Em)sin&d&dy/ =1.
0 0

The physical meaning of the values ¢; (i=1,2) is that it represents the relative
fraction of the unit area of the sphere surface where the normal stresses (tensile or
compressive) exceed the ultimate strength o; of the material of the microparticles
that are cut by the surface of this sphere. The volume concentration of flat
microdefects which are destroyed under tension or compression is determined by
the ratio of the number of destructed microparticles Ny, to their total number N
(pi=Noyi/N) in the representative volume. Such a result can be obtained using the
technique that is common in petrography in analyzing the thin sections of sedi-
ments, SO p; =¢&;.



Structural Probabilistic Modeling of Fatigue Fracture ... 17

3 Statistical Fracture Criterion in Terms of Damage
Measures of a Material

Relations (1)—(5) and (8) make it possible to determine the microcrack density
allowing for loading rate and their orientation, which depends on the direction of
the local conditional stresses o3;(9,y) that cause microcracking. Of especial
importance is allowed for the orientation in the case of complex stress state since
macrocracks arise mostly in the planes normal (parallel) to the direction in which
the maximum tensile (compressive) local stresses o'33max(19m, v,,) act.

For two-parametric approximation of the ultimate microstrength distribution, the
microcrack concentration in the random volume of transversally isotropic piezo-
electric material is defined by the formula

6 = Fy(6%) = <"33> (i=1,2), (12)

Omi

where under tensile stress (0/33 > () and under compression (6;’3 < 0) for local stress
033 there are formulas

5‘33 =6/33 (13)

The statistical fracture criterion expressed in terms of damage measures of a
material is defined by the relation

Fi(533,,m) < Eier (l= 1, 2)9 (14)

where F;(G33,, ) = é€m is the concentration of cracks in the cross section in which
the normal local conditional stress reaches up to the maximum value, and &;, is the
critical value of the concentration of cracks.

It should be noted that the accumulation of microcracks in the material depends
on the specific loading of the body (the multiplicity, the loading rate, and others.).
We suppose that before the deformation in material was the initial microdamage
with density €;. The distribution function of the ultimate strength of the structural
elements (12) in this case determines the relative proportion of structural elements
not destroyed in remaining cross-sectional area of the body. The relative area of
undefeated structural elements is (1 —¢;), and the tensile strength in this area is
equal to or less than a certain value . Then, under monotonic (static) loading, when
stresses increase up to the value o3, the microcrack concentration is defined as
follows:
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8i=5i0+(1_Si)Fi(533)=5i0+(1_Ei)(@)ai (i=1,2) (15)

O

Critical concentrations of microcracks when ;=0 are determined by the

relation
’ ay ’ a
a— O(p1)33 O (,2)33
81”(1 —81”) ! 1= <¥> s 820r=(1_826r) <L> . (16)

Oml Om2

Here, 6,33 =0(i)9 (i=1,2) are the average values of the ultimate strength,
which are calculated by the formula (2) under tension and compression, respec-
tively. Samples of material are cut at an angle 9 to the direction of the principal axis
of anisotropy, which coincides with the axis of the prepolarization.

In the case of complex stress state determined by main stresses o; (i=1,2,3) in
the laboratory coordinate system, the strength of statistical criterion for transversely
isotropic body can be constructed on the basis of Mises—Hill strength criterion. For
this purpose, the expression of Mises—Hill strength criterion (1) is represented in the
main stresses

2 2 2
o I} o 2 1 1
211 + 222 + 233 + 5 - 011022~ — (0'22633 +6110‘33)=1.
Cwiyi it Cmi33 Owiyt1 % (bi)33 O bi)33

(17)

Stresses o, Oy (k=1,2,3) in (17) can be expressed by the corresponding
densities of microcracks e(;;. Using (12), we get following formulas:

_ G\ _ & iy \ 0%
ein =Fi(6u) = ( K ) (k=1,2,3), epik = Fi(G i) = ((—)> ;

O (mi)k O (mi)k

- -
Hi= (g — €ro) ™ (1 — ) %
1

1——L-
Gie= (€)™ (1 —epir) "%

2 2
) ) Okk Hy

o1k =Hio (miyks 0 = Gi0 5 ==,
O (bi)kk Gy

2 1

Thereby, formula (17) can be written in concentrations of microcracks
S -
G (omin)”  G3(om)

Hj 2

3 Hk] 2
—| +
kgl {Gk
Z G(mi)ka =1.

~ G(opmp) 1

;| X HIHZ(O-(mi)l )2
(19)
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In (18) and (19) it is indicated by the index i tension (i=1) or compression
(i=2), the index k is associated with the symbols of the principal axis of the
anisotropy of the material.

4 Constitutive Equations of State for the Piezoelectric
Ceramics with Cracks

Polarized piezoceramic is modeled as a transversely isotropic medium with the axis
of isotropy coincident with the axis of polarization. In the laboratory coordinate
system Ox;x,x3, (Ox3 is axis of polarization) state equations have the form

e11=ay11011 +a1122022 +a133033 +di3E3,

£ =a1122011 +ai102 +a1133033 +di13E3,

£33 =a1133011 +a1133022 + a3333033 + d333E3,

€23 = ax323023 + do33 B, €13 =ax33013 +daskEy, (20)
£3=01212012=2 (01111 - 01122) 012,

D= o211 E1 +dp32013, Dy= 211 Ex +dy320,

D3 = 933 E3+dy13(011 +022) +d333E3.

Suppose that underloading in piezoelectric materials causes microdamages in the
form of flat circular cracks. This type of microfracture, most unfavorable to
the material because of the degree of influence of microcracks on the stiffness of the
material is mainly related to the area and volume of cracks opening.

To determine the effective electroelastic constants in (20), the principle of the
energy equivalence is used:

w=w4+w (21)
Here,
1 1, 1 .
W= Eaijé'ij +Eij = Eaijkl Uijo'kl'i‘ E Ei (dik]Uk[ + ik Ek) (22)

is the energy density of deformation of the continuous electroelastic medium [7]
that simulates the damaged material;

0 _1 £ Lo (40 o(0) 2

W =2 a oijou + 5 Ei\dyjou+ 3y Ei (23)

is the density of the deformation energy of a solid medium; subscripts with E, ¢ in

(23) indicates the dependence of these parameters on the electric (E) field and

mechanical stress (¢); W is the density of the released internal energy of the
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damaged medium, which can be represented as the change in mechanical and
electrical energy. These changes in mechanical and electrical energy are associated
with the damage of the material in the form of closed or opened flat cracks.

The effective electroelastic constants in (10) are determined from expression
(11). For this purpose the terms entering in (11) should be written in terms of the
components of the stress tensor o;; and components of the electric field vector. It is
assumed that E; and o;E; are given in a representative volume. The coefficients of
the terms aizj, o;E;, E;E; should be equated. It makes it possible to determine the
effective compliances a;j, piezoelectric coefficients dy;, and dielectric constants 3;
of fractured materials by

_,0 - _ 40, 7
Qi =y a5 die = dye +dyg,

oy = o) +3; (i), ko 1= 1,2, 3),

(24)

where the values a;y, djx, 3; are the changes in the electroelastic parameters of a
continuous medium, due to the disruption of the continuity of the material.

For purely elastic materials, the density of the released elastic energy is deter-
mined on the basis of the Eshelby principle [13]. With regard to inhomogeneous
electroelastic materials, the Eshelby principle is modified due to the need to take
into account the electric component in the overall energy balance of the body. For
this purpose, a local criterion of microfracture for electroelastic materials is used
[14]. Due to the disruption of connections of the nth crack under rupture and
opening (shear) of crack faces, the internal elastic energy is released and electric
energy is loosed. The density of the released energy can be represented as the work
of relative sliding and opening of crack faces induced by the action of stresses,
which may arise under the given loading in the microvolumes of a continuous free
of crack medium, and is determined as

71 1 3 n n
W= 2 [ 3 (o8 @ +D["}) as,. (25)
i=1

where @ (i=1, 2, 3) are the discontinuities of displacements at points of the
surface of the nth crack in the direction of the local coordinate system; s, is the half
of surface area of the nth crack; 6530 n (i=1, 2, 3) are the components of the
tensor of the given average stress in nth cracks coordinate system—O0"xx5x5. In the
case of elliptic cracks, the Ox|, Ox} axes are directed along major (a¢") and minor
(b") semi-axes, respectively, while the 0"x3-axis directed along the normal to their

planes; D§0>n, are the components of the electric induction in a solid medium in nth

cracks coordinate system, & (i=1,2,3) are the discontinuities of the electric
potential at the points of microcracks surfaces, which are directed along the axes in
nth cracks coordinate system. With the use of (24) the expression for the change of
the density energy of deformation due to the formation of elliptical or circular
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microcracks in the inhomogeneous transversely isotropic material is determined in
accordance with the procedure for isotropic materials [14]. In particular, the density
of the released energy under tensile could be expressed in the form

/2

2z
3
5 2 / / Fy(63) B, sin 949 dy. (26)
k= 0 0

In case of the compression, we have

/4

2
W= //Fz 03;) By sin 9 d9 dy. (27)
0 0

||MN

B, is determined by expression

27

, 1 Ly, 2 1, , ,
B (0.y)= ﬂ/ [ES"(%) —EEk(dk[/ail +ou)E|dgp k=1,2,3. (28)
0

s <a,(dom)n,€”,y/”,¢”) in (28) denotes compliances of the material in the nth

cracks plane. Definition of which is an independent task for individual crack.
Engineering elastic constants are expressed in terms of the effective compliances
by relations

1 ; 1
=ajiii, — % =a;, Gj= — 1,j=1,2,3. (29)

ii ii Ajjij

E;, Gjj, vy are elastic, shift moduli, Poisson’s ratios accordingly.

A two-parameter distribution function of the ultimate strength of the structural
elements of the material is used to determine the effective electroelastic parameters.
Additionally, we rely on the continuum model of piezoelectric ceramics with
progressive accumulation of damageability in the form of circular microcracks in
the isotropic plane [15]. Material is subjected to uniaxial tension stresses o33 in the
direction of polarization. And the component of electrical field EY is given. Under
these assumptions, electroelastic effective parameters are determined by the
expression of type (24)

. L 1-(v)?
3333 = T K
E(3)3 a EY, (30)

%3 =(1-p) 35? , dz=(1-p) d§§3)'
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5 Application of Statistical Fracture Criterion in Problems
of Durability Piezoceramic Structures Submission
of Electronic Version of Papers

When considering the cyclic alternating load it should be noted the difference in the
mechanism of microfracture of material under the same multiple compression and
multiple tensile stresses. In the first case, the concentration of microdefects in
subsequent compressions (excluding first) is not changed, in the second, it increases
due to the decrease in the effective cross-sectional area.

To illustrate the approach for the determination of the durability of structures
such as piezoelectric transducers electromechanical power using statistical fracture
criterion, we consider the problem of the durability of piezoceramic rods during
longitudinal vibrations excited by the time-variable (¢) difference of potential
exerted on the end faces of the rod in the form

V=0 =Wx;=l=ivoeiw‘ (31)

For solving the problem of the durability of the rods it is necessary and sufficient
to have the dates of the maximum values of the axial normal stress under given
parameters of external loading, as well as the critical values of concentration of
microcracks under pure tensile samples of the concrete material. Procedure for
determining the durability of material under more general types of electrome-
chanical loading remains the same for the resource problems with more complex
structures. The definition of parameters in (5) is independent task in each case.

Thus, the first step in solving the question of the durability of structures is the
solution of the problem of stress—strain state of the structure under specific oper-
ational impacts. The problem of the longitudinal vibrations piezoceramic prismatic
rod with length / and the axial polarization was considered in [6]. Vibrations excited
by the variable potential difference were applied to the electrodes of the end of rod.
External stresses on the entire surfaces of the rod are absent. Equation (20) for this
case in coordinate system Ox;x,x3 have the form

£U=aijk10k1+d,»jkEk ( i, J, k, I=1, 2, 3),
Di=dijk6jk+ 3UE} ( i?j’ k7 l=17 27 3)7 (32)

E . _ 0
£33 = 3333033 +d333E3; D3 = 33 E3 +d333033.

The problem on longitudinal vibrations of the rod is reduced to solving of the
equation for axial displacements u(x, f)

E )
u3 33 + d333\, 33 = Paz333U3, 115

d , (33)
%Ms,ﬁ - 9% (1 _k§33)‘//’ 3=0,

ds333
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where k3,5 = d33, /b5 935 is longitudinal static electromechanical coupling factor,
p is the density of material.

Solving this task the amplitude value of axial stress in the rod is received in the
form

Al [ d
63= 75 cosl(— —X3> + 5333 B, (34)
a3333 (1 - k333) 2 a3333
where
A= d333 ( k%33) B= /;lcosél 2o .
T cos4 — k33 siné 0> dcosdl — k3, sind )
2 333 2 2 333 2 (35)

A=wf, c=1// Py (1= Kizs).

w—is frequency.
According to (34) and (35) the maximum amplitude value of stress is in the
middle of the rod

Al d dz3zw cos— -1
033= % 2 ;33 B= 333 ( 2 ) wl) ' 0- (36)
a3333 (1 - k333) a3333 cakss3 (2c cos g — k3z3sin 2c)

Let e1()=0 and material is subjected to uniaxial cyclic tensile stress with
amplitude value &33. The first (n = 1) tensile half cycle of the undamaged rod leads
to origin of the damage with the density

1—a (03300)\ "
e =(1-e11)) — (37)

Oml

The following n cycles of tensile cause breaking of structural elements in the cross
section of the sample whose density is determined by

l—a (033(0-1)\ "
1 =€1n-1) + (1= €10)) (L) : (38)

Oml

where €1(,_1) and 633(,_1) are the concentration of microdefects and amplitude
value of the stress, respectively, that have appeared after the previous (n — 1)th
cycle of tensile. The fatigue failure of the specimen begins at the Nth cycle when
the microcrack concentration becomes critical, i.e., with £1(N) = €1cr» Where

Oml

o [T\
810r=81(N—l)+(1_810f)1 ( B ])> (39)
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Thus, a number of cycles N determine the cyclical service life of the specimen,
which is found either by solving the sequence of Eq. (38) or using an inverse
calculation step based on (39).

Two-sided approximate estimation of the durability of the sample can be
obtained by identifying the increment of the concentration of microdefects after any
act of loading with minimum and maximum increments, respectively.

Amin =€1(2) — €1(1)>

—a (Onw-1\" (40)
Amax:gl“’_el(N—l):(1_810)1 I<Ll)> .

Oml
According this approach, we get durability N
ElerAmax <N < €1cr /Amin (41)

Another approximate determination of the service life N is attributed to calcu-
lation by (38) the sequence of the n values of increments of the microcrack density
A, e for sampling acts of tension along the loading path, which is accompanied by
the following averaging. Such approach yields

12 [(633n\% N
N=81¢-r{;2 <i()> (1—81<i))l al] s (42)

i=1 Oml

£

where e(; =i is the microdefect concentration within the range [81(1), em].

The approach proposed makes it possible to find the residual ultimate strength of
the material o(;1),. after n-fold loading and the conditional fatigue limit 1y, for the
prescribed testing base N. The unknown values are determined by

_ Lo 11/,
o-(bl)ac—o-ml(slcr_gl(n)) (1 _glcr) 5

_ 1= 1 ol
Oly =O0m1 € ¢rlim (1 - glcr) W() '

(43)
where €, is the microdefect concentration caused by the n-fold loadings. In
relations (38)—(41) index in brackets show the dependence of the amplitude value of
stress 633(,— 1) on the number of half cycles of tension. Such dependence, according
to (36), is associated with the change compliance als;;, piezoelectric diz; and
dielectric 2§; constants with increasing concentration of microdefects, which
increases with the half cycles of tension.

Half cycles of compression in this model does not affect on the constructions
resource at the same compressive loading. However, fatigue failure is possible
under compression due to increasing the stress amplitude with increasing the
compression cycles without changing the effective area.
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6 Numerical Example

To illustrate the approach for determining the durability of structures such as
piezoceramic transducer of the electromechanical energy using a statistical fracture
criterion, the problem of the durability of piezoceramic rods at the longitudinal
vibrations is considered. For the piezoelectric ceramic CTBS-3 rod value of cyclical
durability N is calculated. Rod has length equal to /= 0.2 m and parameters

EY =EY =1.12x10"Pa, EY =1.19x10"Pa
K
WY =14} =030, p=7.10x 10’ E%’ 030 =036 X 10* Pa, D ;30=0.14x 107 Pa,
Kl

0 7D 0 Kl o _
ky=0.04, 5% =021x1077 — ) =043 x 107 = d% =036x10"° N

Longitudinal vibrations excited by the time-variable difference of potential is
exerted on the end faces

Vo=2x10%"", o= 2x10*Hz.

The parameters of (38) and (39), determining the concentration of microdefects
under cyclic loading, in accordance with (7), have values

ay = 24.660, 6,1 = 0.427x10% Pa.
Critical concentrations of microcracks in accordance with (16) is
e1er= 0.305x 107"

Assessment of the durability of piezoceramic rod under cyclic tension which is
caused by potential difference accordance of (40) and (41) gives the result

0.859 x 10 >N >0.305x 107.

Using (42), we obtain more specific result: N =0.240 x 1038,

As it follows from the fatigue theory, such results are well admissible. It should
be noted that the service life of the rod is minimal when the exciting frequency
coincides with the main frequency of the natural vibrations of the rod, i.e., under
conditions of resonance.
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Conclusions

In the paper, the statistical fracture criterion under static and cyclic loadings has
been proposed based on modern ideas about the macrodestruction mechanism of
brittle materials. This criterion can be used in the assessment of durability, residual
strength for piezoceramic products at electroelasticity loading.
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Numerical Analysis of Child Restraint
System Equipped with Built-in Belts
Pretensioner During Frontal Impact

Pawel Baranowski, Jakub Bukala, Krzysztof Damaziak,
Jerzy Matachowski, Lukasz Mazurkiewicz and Muszynski Artur

Abstract In this paper a practical modeling methodology and obtained results are
presented for a series of finite element method numerical analyses of Child Restraint
System (CRS) operation during frontal impact car accident, with particular
emphasis on Built-in Belts Pretensioner (BBP) modeling in terms of child’s body
response. Built-in belts pretensioner is acting similar to the pyrotechnic preten-
sioners used for adult passengers, reducing seat belts misuse. As a result, the new
design gives high level of protection for the child in many different crash scenarios
(the maximum values of deceleration are smaller, what in turn translates to smaller
forces acting on internal organs). The effectiveness of the new solution was con-
firmed by numerical tests, however, a sensitivity study on BBP key characteristics
has been needed to optimize the system behavior in different conditions. The
ATD’s head acceleration and relative displacement histories with Head Injury
Criterion (HIC) value were measured as functions of key design parameters of
BBP. It is shown that the obtained results demonstrate a valuable guideline for
future BBP’s design process.

1 Introduction

In 2005, in the United States of America only, costs associated with motor
vehicle-related fatal and nonfatal injuries among 0—14 year-old children amounted
to over 3.6 billion USD [1]. Moreover, European Commission (EC) has reported
around 30 000 road fatalities and 250 000 seriously injured in 2012 with similar
numbers reported in previous years [2]. Such statistics must draw the attention,
which show that motor vehicle crashes are the leading cause of children deaths both
in the US and Canada [3]. The same fact applies to European region [4]. What is
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even more alarming, despite of a mandatory use of various child-resistant systems
(CRS) and existence of such regulations as UN/ECE Regulation 44, this situation
has not changed over the last few years [5].

Since years, EC has in place special program aimed toward increase of road
safety. One of its objectives, recognized as a key to reach this goal, is increase
passive safety of vehicles. The most important (from EC point of view) tools to
improve road safety are speed limit enforcements and still new obligations put on
vehicle makers. Example of such strategy is child seats or more broadly
child-resistant systems (CRS). Old provisions for child seats are not very accurately
defined. In short, requirements are as follows [6]:

chest acceleration less than 55 g (for a certain duration of time),
abnormal penetration of the body in the lower lumbar spine,
child position after rotation of the chair,

allowable displacement of a child.

In the reality a lot of side crashes take place when a struck car moves forward.
From an analysis of iGLAD accident databases [7], 54 % of crashes involving
children and CRS, have almost longitudinal accelerations, the remaining 46 % have
transverse acceleration components and only 9 % have pure transversal accelera-
tions (Fig. 1).

The authors of this paper present a concept of Built-in Belts Pretensioner (BBP),
similar to the pyrotechnic pretensioners used for adult passengers reducing seatbelts
misuse, which is applied in the selected Child Restraint System (CRS).

A series of frontal impact car accident simulations were carried, with particular
emphasis on modeling in terms of child’s body response. The conditions of sim-
ulations correspond to Regulation No 44 of the Economic Commission for Europe
of the United Nations (UN/ECE) [6]. Sensitivity study on BBP key characteristics
such as the moment of its activation is also shown. The ATD’s head acceleration
and relative displacement histories with Head Injury Criterion (HIC) value were
measured as functions of key design parameters of BBP.

18 | 36

10

Fig. 1 Percentage of principal direction of force during the impact in accident involving CRS [7]
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2 Numerical Modeling of CRS with BBP

Explicit numerical software was chosen to carry out analyses. The Finite Element
Method (FEM) based code uses an explicit time integration scheme to analyze short
duration events. It is a well-recognized tool used worldwide to analyze motor
vehicle crash events.

During the investigations, the central difference method for integration over time
was adopted, which is one of the variant of the finite difference method [8].
Assuming very small time steps, the equilibrium equation can be described as
follows:

Mx, +Cyx, +F™=F" (1)

where: x,, xp,—acceleration and velocity vectors at t,,, F il“t =K, x,,—vector internal
forces at t,, F&'—vector of external forces at 7,

A solution of the above equation is obtained with numerical integration of
acceleration x,, under the assumption that x, ~ Xn_%:

in=M_1(pn—CXn_%—Finm), (2)

the implementation of the central difference equations for the velocity and dis-
placement results in:

xn=A—tn(xn+%—xn_%)=>xn+%=xn_% +At, Xy, (3)

. 1 .

Xn+% = (Xn+1_Xn)=>xn+1=xn+Atn+an+l’ (4)
Atn+% 2 2

The major advantage of this method is lack of time-consuming operations
involving the stiffness matrix inversion. Instead, only a diagonal matrix of mass is
inverted. However, the main disadvantage is that the method is conditionally stable
requiring a time step to be limited according to the Courant—Friedrichs—Lewy
(CFL) stability condition [8]:

A =C-min(41y, A, Aty, . ..., Aty), (5)

where: N—number of elements, C—scale factor related to (CFL) condition.
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2.1 Numerical Model of CRS with Dummy

In the investigations, the verified numerical model of the representative ISOFIX
mounted CRS prototype was used. Most of the structure was modeled using 4 node
shell elements utilizing Belytschko-Tsay formulation [8], however, #-shell and brick
elements were also used. Different elements of CRS had different material prop-
erties listed in Table 1. Stress—strain relationships for narrow and wide CRS were
acquired experimentally using Instron 8802 test device. Foams material properties
for the described parts were adopted with characteristics obtained during parallel
studies concerning CRS testing. Quasi-static axial compression tests (using the
same machine) were carried out with cubical specimens of 100 mm width and
50 mm height with the strain rate influence taken into consideration.

The child was represented by the FE model of Q3 Anthropomorphic Test Device
(ATD) by Humanetics Innovative Solutions company. It represents about 3YO
child, weighted 14.5 kg. It consists of 165 different parts.

The final, complete numerical model consisted of:

CRS (51296 elements and 62951 nodes),

seat (1488 elements and 2080 nodes),

backseat (1176 elements and 1744 nodes),

Q3 dummy (92176 elements and 51062 nodes).

The major and the most important aspect of CRS and a dummy interaction
simulation is the proper modeling of seatbelts. First, mechanical properties of the
belt material were described based on the results obtained from uniaxial tension
tests carried out for two different seatbelts of CRS [9, 10]. The data was imple-
mented into the selected constitutive model that provides a correct description of the
belt material behavior during analyses. The seatbelt system consisted of 2D ele-
ments combined with 1D elements and null elements to properly simulate

Table 1 Material properties adopted in CRS model

Density Young modulus | Poisson Yield Tangent modulus

p E (GPa) ratio stress Ewn (MPa)

(kg/m’) v ) Re

(MPa)
Steel 7850 210 0.3 400 1000
Polyamide 1130 3 0.3 85 100
Aluminum 2700 70 0.3 120 500
Polypropylene 900 1.3 0.45 7 Curve
(Tiplen)
Headrest foam 60 0.00025 - - Curve
Polystyrene 27 0.019 0.3 - -
foam
Fabric 970 E, =62/ 0.3 - Curve
E, =62
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Slipring

Seatbelt 2D

Seatbelt 1D

\ Slipring
\ / P Buckle

Seatbelt 2D

Fig. 2 Seat belt modeling in carried out analyses

interaction with the dummy. 2D seatbelts parts were finely meshed to accurately
distribute contact forces between dummy parts and the belt itself. To simulate
slipping of the belt in the buckle, an additional feature was added to numerically
simulate such an effect (slip ring). The described seatbelt system is presented in
Fig. 2, whereas the whole numerical model ready for simulations with applied
initial boundary conditions is presented in Fig. 3.

General concept of the analyses was to perform crash test similar to the one
described in Regulation 44 as mentioned earlier. Prescribed velocity in global X
direction was applied to the seat, backseat, and ISOFIX mounts. The velocity
profile was defined according to the procedure described in the Regulation 44
(Fig. 4).

In the paper, six different scenarios with different moments of activation of BBP
were simulated and compared in terms of accelerations acting on the dummy and its
behavior during the impact:

analysis no. 1 with #; = 5 ms taken as activation time,

analysis no. 2 with £, = 10 ms taken as activation time,
analysis no. 3 with #; = 20 ms taken as activation time,
analysis no. 4 with £, = 30 ms taken as activation time,
analysis no. 5 with #5 = 40 ms taken as activation time,
analysis no. 6 with #; = 50 ms taken as activation time.
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Fig. 3 Numerical model with applied initial boundary conditions
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Penalty Contact Implementation in a FE Code

In all carried out analyses, the interaction between all parts of the model was
simulated using the penalty-based method the principal of which feature can be
described as placing normal interface springs between all nodes that penetrate the
contact surface [8, 11, 12].

Currently, three different penalty algorithms are available:

1. Standard penalty formulation—typically used in most cases.

2. Segment-based penalty formulation, which is different from a traditional slave
node-master segment approach and uses a slave segment—master segment
algorithm.

3. Soft constraint penalty formulation, which is implemented in contact between
bodies with dissimilar material stiffness. In fact, this approach was used by the
authors in presented investigations.

By using the soft constraint approach the excessive penetration is to be eliminated
due to different calculation of the contact stiffness. Therefore, an additional stiffness,
apart from the slave and master contact stiffness, is calculated. It is based on the
Courant-Friedrichs-Lewy (CFL) stability condition [8] of the local system com-
prised of two masses of segments connected by the fictional spring. Thus, for the
parts with different stiffness a stability contact stiffness k.(?) is determined by [8]:

k)= S * (320 ). )

where: S, scaling factor, m*_function dependent on masses of master and slave
nodes, Af._initial solution time step (if the solution time step grows, Az, is reset to
the current time step to prevent unstable behavior of the simulation).

Subsequently, the maximum value of the traditionally calculated contact stiffness
and the CFL contact stiffness k., is taken [8]:

k.mft:l Zmax{kcs, ksoft:()}’ (7)

In the formula (6) one can see that the contact stiffness depends inter alia on A¢.__which
in turn is estimated based on the following formula:

At:min(Atcon» AtFE)’ (8)

where At,,,,__time step size depended on the contact procedure, Afrx__time step size
determined by taking a minimum value over the elements

It should be pointed out that in the contact procedure the Coulomb friction model
was used which includes the static and kinetic coefficients of friction [8]:
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p=pp+ (us — pp)e e, )

where: up_dynamic coefficient of friction, ug static coefficient of friction, Do
exponential coefficient, Vy,_relative velocity between two bodies in contact.

2.2 BBP Description

The BBP device is intended to reduce the possibility of uncontrolled movement of
the child’s body in relation to the seat shell in the initial phase of a frontal or side
collision of a vehicle and to actuate within as short a time as possible. The appli-
cation of a safety belt pretensioning system makes it possible to reduce the maxi-
mum decelerations that act on the body of a child transported in a motor vehicle in a
safety seat during a road accident. Thanks to this, the risk of serious injuries to the
child’s body may be thus reduced.
The principal of BBP operation is as follows (Fig. 5):

1. Initial position of locking elements (red) prevents movement of actuating
mechanism (blue).

2. Activation element (yellow) expands locking elements (red).

3. Actuating mechanism (blue) pulls seatbelts (red).

Initial state After activation Final state

Fig. 5 Three selected BBP operating states
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3 Results and Discussion

One of the most important injury criteria used to evaluate severity of the crash is
head injury criteria (HIC). It is based on an acceleration history measured in the
ATD’s head. It is given by the following formula:

HIC = max {—
(—t

f 2.5

/ a(t)dt} (—1) (10)
3]

where a(t)—acceleration measured in head, #;,—beginning of time interval, 7,—end

of time interval.

The time interval for HIC calculation presented below was 36 ms. According to
NHCTSA, limiting HIC limit value for this time interval is 1000 [13].

From the simulations carried out a general behavior of the CRS—-BBP-Dummy
system was obtained (Fig. 6). In Fig. 7 the ATD’s head acceleration histories are
shown for all six simulations and for the case without the pretensioner. At first
glance the curves seem to be similar, however, more thorough analysis of the results
show that the worst scenario is the one where the pretensioner was not used: the
calculated HIC value was the largest one. For better presentation of differences
between the obtained results the HIC versus activation time graph is shown in
Fig. 8. One can notice that for analysis with #; = 5 ms HIC value was the lowest
one, whereas increasing time of activation resulted in the increase of HIC value.
However, between the first four analyses (from ¢, =5 ms to 7, = 30 ms) the
maximum difference is 20. On the other hand a difference between analysis no. 1
and no. 5 is by one order of magnitude. Additionally, discussed results are listed in
Table 2.

In Fig. 9 maximum value of ATD’s relative (between ISOFIX and center of
head) head displacement versus activation time graph is presented. Here, similar

Initial state Seatbelts pulled (tightened) Dynamic dummy behavior

Fig. 6 Dummy behavior during simulation (activation time ¢; = 5 ms)
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o FEA without pretensioner — HIC=558, max=58.9 g
= FEA pretensioner 5 ms = HIC=417.6, max=56.4 g

60 A ;
= FEA pretensioner 10 ms = HIC=435.7, max=59.7 g

= FEA pretensioner 20 ms — HIC=428.9, max=53.3 g

50 1 e FEA pretensioner 30 ms— HIC=432.5 max=54.9g] / :i 1
s |
FEA pretensioner 40 ms - HIC=517.1, max=55.5¢ Jﬁ v
40 4 FEA pretensioner 50 ms — HIC=505.5, max=57.8g] \

Resultant head acceleration [g]

0,08
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Time [s]
Fig. 7 Time histories of resultant acceleration in ATD head for all simulated scenarios
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Fig. 8 HIC versus pretensioner activation time
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Table 2 HIC values in all simulated scenarios
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Activation
time

5 ms

10 ms

20 ms

30 ms

40 ms

50 ms

No
pretensioner

HIC

417.6

435.7

428.9

432.5

517.1

505.5

558

380 -

360 1 e
340 e
320 1

3004,

~—  Without pretensioner
280 A

= With pretensioner

260 1

240 4

Head relative displacement [mm)

220 4

200

0 5 10 15 20 25 30 35 40 45 50

Pretensioner activation time [ms]

Fig. 9 Maximum head relative displacement versus pretensioner activation time

conclusions can be withdrawn. BPP activation time from #; = 5 ms to z; = 30 ms
resulted in smaller discrepancies between the obtained maximum displacement.
Increasing the activation time to #s = 40 ms and ?#; = 50 ms caused a major
increase of maximum ATD’s head displacement. However, lower maximum dis-
placement was obtained for the analysis no. 6 (t; = 50 ms) than in case of CRS
without the pretensioner.

4 Summary

The authors present the idea of a BBP—CRS system allowing for better protection of
children transported in CRS during vehicle frontal impact. In the paper the basic
concept with its principle of operation is presented. Moreover, its numerical
implementation with numerical simulations reflecting frontal impact procedure
described in UN/ECE Regulation 44 are also described. The results show BPP
influence on ATD’s head acceleration and displacement; by introducing the device
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their values became smaller. The results also show that the earlier action of the
child’s body on safety seat components means earlier start of the process of slowing
down the child’s body during a frontal vehicle collision. Therefore, the risk of
serious injuries to the child’s body may be reduced.
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Analysis of the Dynamic Behavior
of a Radar Tower

Rui Barros, Hugo Guimaries and Manuel Braz César

Abstract The present work addresses the study of the dynamic behavior of a
metallic steel tower 45 m high, supporting a radar antenna. Some methodologies
are followed for the characterization of the major external excitation on the radar
tower, namely the environmental actions due to wind and the seismic action as well.
A complementary study associated with the dynamic effects due to the antenna
rotation is also emphasized, since it is related with crucial malfunctioning of the
mounted equipment. Finally, it is proposed a solution for the control of vibrations,
through the design and installation of tuned liquid dampers at the instrumental
platform near the top of the radar tower; a few advantages associated with such
improved implementation are discussed.

1 Introduction

Nowadays, with the possibility of free movement of people among member states
of the Schengen Agreement, Europe needs to take special care with the maritime
borders since many illegal operations and black market play an increasingly
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prominent role. Illegal immigration, drugs trafficking, smuggling, illegal fishing,
and piracy are examples of threats that coastal areas have to deal with. Hence, the
implementation of coastal surveillance systems such as radar towers has been
growing in the past few years bringing new challenges for structural engineers
regarding to design of high height supporting structures.

Radar towers are normally self-supporting lattice towers, since their prime
requirement is the antenna elevation. These towers are lightweight and slender
structures, which make them quite sensitive to dynamic actions, especially of
environmental origin, such as wind gusts and earthquakes. The vibrations induced
by these causes cover an ample spectrum of frequencies which affects the towers in
different ways, ranging from serviceability problems, to fatigue or collapse [1].

This work seeks to evaluate the dynamic behavior of a 45 m high radar tower,
with multiple implementations sites at Portuguese coast. The symmetric four-legged
self-supporting tower presents excessive oscillations when the antenna is operating
at high rotational speeds (above 50 rpm). The interaction between structure’s nat-
ural vibration and unbalanced forces caused by antenna rotation can be observed
even without instrumentation. In order to avoid these performance drawbacks,
antenna rotating speed is limited, being consequently, its range affected.

According to the literature review, there are no bibliographical references whose
research faced this type of interaction. However, several authors have dealt with
similar situations, e.g., bells swinging at bell towers [2].

Our strategic approach to identify the observed vibration problem was first
characterizing the tower’s dynamics properties and the excitation frequency spec-
trum. Therefore, a structural finite element model (FEM) was developed using
SAP2000 and modal analysis results were validated with theoretical simplified
expressions [3].

Concerning to antenna rotation, rigid body dynamics theory was clearly found
insufficient to determine the associated dynamic action. Assuming the antenna as a
massless flexible beam with two end lumped masses, in which its midpoint and
rotation shaft are coincident, allowed to overcome this obstacle. Then, to describe
the dynamic action a parametric study concerning the presence of two scenarios of
eccentricities was performed. Transversal and longitudinal eccentricities along
antenna’s cross-section and length, respectively, were considered. Herein both
formulation and reasoning regarding these limit situations, which led to an unbal-
anced harmonic excitation, are discussed.

In order to mitigate simulated dynamic effects, the installation of a suitable
vibration control system is investigated. Hence, a solution based on the application
of a tuned liquid damper (TLD) at the top of the structure is presented. Regarding
the liquid hydrodynamic behavior, a simplified mechanical model is assumed based
on state of the art. Finally, both installation recommendations and solution’s
detailing are highlighted and conclusions are drawn.
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2 Dynamic Action Due to Antenna Rotation

Aiming to understand the dynamic interaction between structure’s natural vibration
and antenna rotation, it is crucial to reliably obtain the dynamic properties of tower.
Therefore, both stiffness and mass quantities have to be carefully treated in order to
properly characterize modal shapes and its frequencies. Besides, describing exci-
tation frequency spectrum also helps to identify beforehand possible resonance
phenomena. In this chapter, modal analysis results are presented, later the para-
metric study is formulated.

2.1 Modal Analysis

A structural finite element model was developed using SAP2000, regarding the
symmetric four-legged self-supporting steel tower, which is schematically repre-
sented in Fig. 1. The connections between structural members and between struc-
ture and the foundation are assumed to be rigid; these insure absence of semi-rigid
joint behavior and of soil-structure interaction effects. Due to the slenderness of the

Fig. 1 Representation of the
radar tower
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’Fable 1 . Natural modes and o de Frequency (Hz) Description
frequencies of the tower 1 0.91 1t flexural mode (X)
2 0.91 1st flexural mode (Y)
3 322 Torsional mode
4 4.87 2nd flexural mode (X)
5 4.90 2nd flexural mode (T)

angle profiles used in the tower structural design, shear deformability is
disregarded.

According to a modal analysis through eigenvalues and eigenvectors determi-
nation, the structure presents five significant vibration modes. Natural frequencies
and description of the undamped free-vibration mode shapes are presented in
Table 1.

2.2 Scenarios Formulation for Dynamic Interaction

In relation to antenna rotation two different regimes can be distinguish, namely
transient regime and steady-state regime. The first refers to antenna’ status when it
is changing from one steady-state regime to another. The second concerns a con-
stant angular velocity state.

According to rigid body dynamics only in transient regimes, involving nonzero
acceleration, a torsional moment or torque is applied to the structure. However, in
this case study, excessive oscillations are experienced even in steady-state regimes.
Since this theory is clearly insufficient to determine a dynamic action associated to
antenna rotation, it was assumed that the antenna can be idealized as a massless
flexible beam with two end lumped masses, in which its midpoint and rotation shaft
are coincident.

By doing so, an external dynamic excitation can be developed when considering
the presence of geometric asymmetries. In fact, two different scenarios of eccen-
tricities were formulated. The first scheme was devised considering a permanent
deformation of the beam, changing the two lumped masses’ position, i.e., both
particles move from the original location to a new deflected point. This distortion
can be caused by several reasons, such as wind drag force, temperature changes
within the body or even manufacturing imperfections. These transverse displace-
ments e, only create a resultant force Fr when they occur in same direction of the
antenna cross-section. A scheme representing these geometric transversal eccen-
tricities is shown in Fig. 2a.

The second scenario assumes uneven distribution of mass around the rotation
axis, so that the center of gravity is out of alignment with the center of rotation, i.e.,
there is a longitudinal eccentricity. This phenomenon is the so-called rotating
unbalance that has been object of research and developments in the field of
mechanical vibrations [4].
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Fig. 2 Geometric eccentricities representation

Unbalance force F,.; causes a harmonic excitation in both orthogonal axes (i.e.,
in the x-axis and y-axis), since the centrifugal force is attached to the antenna
circular motion, as well as the aforementioned resultant force. A representation of
the geometric longitudinal eccentricity is presented in Fig. 2b.

With these considerations, both eccentricities allow to induce dynamic nature to
the antenna rotation. Indeed, in each scenario there is a noncompensated centrifugal
force attached to antenna’s circular periodic motion. In terms of magnitude, Fg and
Fpe are equal when the longitudinal eccentricity is the double of the transversal
eccentricity. Regarding their direction, these forces are perpendicular.

2.3 Linear Time-History Analysis

Multiple time-history analysis was performed to assess the dynamical response of
the structure subjected to the aforementioned external excitation. In fact, both
displacements and acceleration at the top of the structure were analyzed for different
longitudinal and transversal eccentricities. Maximum values allowed were assumed
as equal to 5 % of antenna’s dimensions. Both steady-state and transient regime
were evaluated as it is resumed in Table 2. Note that a suitable time step must be
chosen to properly estimate the dynamic response.

Table 2. Dynamic action Eccentricity Steady state Transient

characterization at evaluated \regime

scenarios . ) 2
Longitudinal Fr=2m-w"-¢, |Fg(t)=2m -w°(t)-e
Transversal Froo=m-@*-¢ Fre(t) =m-w?(f) - ¢
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Fig. 3 Time-varying movement of the radar platform center during the steady-state regime
(60 rpm; 1 Hz)

The results obtained regarding the modal time-history analysis showed that both
formulations lead to quite excessive vibrations, which correspond to a resonance
phenomenon between excitation and the first two bending modes (in the x and y
directions). For excitation frequencies close to the first harmonic, the displacements
and accelerations at the top of the tower are extreme, and hence, the structure steady
response is ruled by the dynamic amplification factor. Since the structure is nearly
symmetric, when the antenna is operating at its maximum angular velocity
(60 rpm), a noncompensated centrifugal force excites the structure with a frequency
of 1 Hz leading the structure to experience a circular movement around its center of
rotation. Figure 3 shows representatively the variation over time of the center
position of the radar equipment platform, where the antenna is installed, regarding
its steady-state regime associated with the mentioned pair (60 rpm; 1 Hz).

3 Vibration Control System

Aiming at reducing the dynamic effects on structures, several types of vibration
control systems can be installed. These devices are able to generate compensatory
forces that reduce the system dynamic response. In this work the installation of a
vibration control system capable of damping vibration effects, namely through the
use of tuned liquid dampers (TLD), is discussed. A TLD consist of a tank partially
filled with a free surface liquid that is (usually, but not exclusively) in contact with
atmospheric pressure. This device is connected to the top of the structure so that,
when it is dynamically excited, the liquid movements alter the dynamic properties
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Fig. 4 Simplified mechanical model of sloshing (adapted from [8])

of the system. The main energy dissipation mechanism is associated with the waves
generated by the oscillation of the liquid in the container. This phenomena so-called
sloshing, occurs when the fluid is excited into resonance, which depends on the
container’s dimensions [5]. Although the liquid complete hydrodynamic behavior is
quite complex, certain assumptions can be taken in order to achieve a simplified
mechanical model, as the model proposed by Abramson [6].

Mechanical models can be helpful to investigate the dynamic behavior of the
complete system. Supported by the linear wave theory described by Lamb [7],
Abramson proposed an equivalent mechanical model representative of the liquid
sloshing motion, based on an equivalent system with point masses, springs, and
shock absorbers whose parameters are dependent on the vibration mode. Since in
most current cases the fluid dynamic behavior can be represented by its funda-
mental mode, Housner [8] suggested a simplified equivalent model for rectangular
tanks as shown in Fig. 4.

Assuming that the fluid is incompressible and that excitation amplitudes are
small, components of the impulsive (1) and convective (m;) masses are given by

my = M,tanh 3, /B, (1)
my =5 /6M;tanh g, 3, (2)

where M, is the total water mass in the tank, o = #/2 (L/H), f; = 32 (L/H), H is
the water level, and L is half the tank’s length in the direction of oscillation.
After characterizing Housner’s model, the sizing and modeling of the TLD was
conducted through an analogy to an equivalent tuned mass damper [3]. Thus, the
impulsive mass is added as a dead weight to the structure, while the convective
mass is the damper’s mass. Although the tuning procedure corresponds to guarantee
the resonance between the vibration mode to control and the fluid’s fundamental
mode of oscillation, it was found to be beneficial in this case to tune the frequency
of maximum excitation (according to Table 1, they are in fact similar). Regarding
the use of rectangular tanks, natural frequency of liquid sloshing motion is given by
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frip=(1.2x) \/(zg2L) tanh(z H2L) (3)

In addition to the tuning procedure, the damping due to the fluid motion within
the tank can be also considered. According to aforementioned assumptions, the
damping coefficient of liquid sloshing without additional devices was estimated by

érp=(12H)+/ (v/zfrip) (1+H/B) (4)

in which v is the kinematic viscosity of the fluid and B is the width of the tank [9].
The numerical modeling of the damper behavior was performed in SAP2000 and
was achieved using a link element type which is responsible for connecting two
nodes. At this connection can be assigned different rheological behavior, having
been introduced TLD axial stiffness in the direction of oscillation of the liquid.

The corrective intervention of this team of researchers recommended the
installation of four TLDs situated at each corner on the tower platform where the
antenna is located. This approach brings several potential advantages, such as less
area occupied, better control of the sloshing frequency, and decreased effect of drag
forces due to wind action. The properties of each damper are presented in Table 3.

Considering preventing some constraint regarding the application of the control
system at the top of structure, this study also included the possibility of installation
of the proposed control system at an alternative platform level immediately below
the platform of the antenna. The reduction of the dynamic effects associated with
antenna rotation in steady state (1 Hz) is presented in Table 4. Additionally, Fig. 5
schematically shows the reduction in the amplitude of displacements.

By analyzing the response it is noted that, as expected, the application of the
TLDs at the top of the structure is more effective. However, the mitigation measure
is also effective, with reductions in the order of 40 %, when the TLDs are located on
the alternative platform immediately below the radar location platform level. Notice
that the obtained results did not consider any damping of the liquid, since for the
suggested dimensions (deep water tank) its value is almost irrelevant. However, it is

Table 3 Properties of each sloshing tank regarding the proposed solution

Jro (Hz) | L (ecm) | H (cm) | myp (ton) | mg (ton) | M, (ton) | Qrip (rad/s) | krp (KN/m)
1.00 65 25 0.0609 0.0690 |0.1056 |6.283 2.405

Table 4 Solution performance at reducing oscillations and accelerations

Without dampers Control
elevation (m)
45 40
Maximum displacement amplitude (cm) 1.8 0.8 1.0
Percentage reduction 56 % 45 %
Maximum acceleration (cm s7?) | 56 35 40
Percentage reduction 38 % 29 %
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Fig. 5 Amplitude reduction of displacements at tower’s top due to TLDs installation

possible to improve the dissipative behavior of the sloshing phenomenon, using
either the so-called baffles or screens or additives introduced into the liquid in order
to make it more viscous.

4 Conclusions

In this paper, a case study regarding the dynamic behavior of a forty-five meters
high radar tower was presented. Possible causes of excessive oscillations when the
antenna is operating at high rotational speeds (above 50 rpm) were investigated.
Since rigid body dynamics theory was clearly found insufficient to determine the
dynamic phenomena, a parametric study considering two types of eccentricities was
performed. Assuming an uneven distribution of antenna’s mass around its rotation
shaft allowed to identify a probable cause for detected resonance phenomenon.

The presence of an unbalanced force attached to the antenna circular motion
causes a harmonic excitation in both orthogonal axes, similar to a widely known
phenomenon in mechanical vibrations field, namely, rotating unbalance. To miti-
gate observed dynamic effects, a vibration control system based on the application
of a tuned liquid damper (TLD) coupled to the top of the structure is recommended.
This solution encompasses the installation of four small tanks at each corner. The
main dissipation mechanism is given by the sloshing phenomenon, which is tuned
to control the first two natural frequencies. By doing so, results obtained using
state-of-the-art simulation indicate that significant reductions of the dynamic
response can be achieved, estimated in the order of 50 %.
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Determination of the Fatigue Life

on the Basis of Fatigue Test and FEM
for EN-MCMgY4RE3Zr with Rare Earth
Elements

Henryk Bakowski and Janusz Adamiec

Abstract Fatigue wear is the type of wear, wherein the local loss of cohesion and
the associated material losses are caused by fatigue due to the cyclic interaction of
the contact stresses at the surface layer. During fatigue wear changes are multiple
macroscopic elastic deformations, surface fatigue cracks arise in friction, typically
under the influence of multiple elasto-plastic or plastic deformation. Defects
occurring in the process influence on the ultimate service life under real conditions.
The appeared cracks or microcracks in the material may cause the nucleation of
defects and their propagation leading to the through cracks—particularly dangerous
for the structure. For the study, we used EN-MCMgY4RE3Zr (WE43) casting
magnesium alloys to determine the fatigue strength on the stand bench for testing of
unilateral bending. Casting of magnesium alloys with rare earths, for example,
yttrium, zirconium, silver have high strength properties that are comparable with the
properties of titanium alloys, or steel. The study compared the effects of the
appearance of fatigue cracks on the alloy, both in experimental (laboratory) and the
simulation using the FEM (Finite Elements Method).

1 Introduction

Fatigue wear is the type of wearing in which local loss of cohesion and the asso-
ciated material losses are caused by fatigue as a result of cyclic impact of the
contact stresses in the surface layer and friction-associated components. Most often
we the elements added to magnesium alloys are aluminum, zinc, and manganese.
These alloys are characterized by good machinability and mechanical properties at
ambient temperature, good corrosion resistance, and low price. They are used for
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components which require good impact strength and fracture toughness combined
with sufficient strength (Fig. 1) [1].

To increase the strength properties of the used heat treatment consisting of
precipitation hardening (Fig. 2). The disadvantage of magnesium alloys containing
aluminum, zinc, and manganese is their low resistance to creep, which limits the
operating temperature to 125 °C. The addition of rare earth elements allows to
improve the creep resistance of magnesium alloys [2]. This enables the use of alloys
in automotive and aerospace, where the operating temperature of the gearbox
housing is 175, 200 °C engine block and pistons more than 300 °C [1]. Welding
technology in magnesium alloys are used for joining metal components wrought
and cast in the connecting structures. Joints made of magnesium alloy should have

Fig. 1 Application of
magnesium alloy cast:
fuselage engine intake aircraft

Fig. 2 The application of
magnesium alloy cast: the
back of engine cover
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suitable properties to meet the requirements of the structure which they made of it.
In the literature there is no information on the properties of welded joints of cast
magnesium alloys. There is therefore a need to define those properties in simulated
conditions. To increase the strength properties at elevated temperatures are intro-
duced rare earths and zirconium [3]. An example would be the alloy WE43 used to
a temperature of 300 °C, which, after extrusion and heat treatment the obtained
tensile strength Rm = 270 MPa, Re = yield strength of 195 MPa and an elongation
A =15 % [4, 5]. For the study casting magnesium alloys with rare earth elements
were used. The high strength properties are comparable to those of alloys of tita-
nium or steel. Continuous development of magnesium alloys has meant that current
yields are used in many fields of technology, and the maximum operating tem-
perature is about 250 °C.

The structure of the cast magnesium alloy parts is common to casting defects and
welding. These defects are repaired surfacing or welding methods. Welding tech-
nologies may also be used for connecting the elements Mg alloy and the repair of
cast after use operating (Fig. 3).

Appearing cracks or microcracks in the alloy material also misruns casting and
shrinkage porosity may cause the nucleation of defects and their propagation
leading to a crack through—particularly dangerous for the structure. In the study a
casting magnesium alloy WE43 was used to determine the fatigue strength of the
position to investigate unilateral bending. In this paper, the impact of the emergence
of fatigue cracks (determination of fatigue strength) using fatigue tests and simu-
lation using Finite-Element Method was compared, depending on the morphology
of the structure which determines the propensity for cracking.

The factors influencing correct methodological disclosure material microstruc-
ture, i.e.,: etching methods, methods of image acquisition structure may be common
to the casting of magnesium alloys, but are often different. This is mainly due to the
different chemical composition and the same structure. The method of sampling and
the number depends on the reproducibility of the chemical composition and
structures within the same method of production for each batch of products (cast-
ings, gravity die castings, forgings,) in all their volume.

(a)

cracks

Fig. 3 The structure of the Mg alloy in the process of crystallization: a without a eutectic point,
b a small amount of the eutectic, ¢ with the amount of eutectic sufficient for the “healing” of cracks
resulting hot [6]
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Table 1 The results of the quantitative evaluation of the structure

Parameter a-Mg
Average Variability index (%)
Average grain lateral area A (um®) 4208 79
Area fraction A, (%) 98 87
Average diameter d (um) 74.84 41
Elongation index f 1.42 18
Shape index & 0.79 12

The variability of the material influences the way of sampling and the number of
micro-areas analyzed for each sample (Table 1). If the objective of research is
representative of the manufacturing process and it has a homogeneous
microstructure, it can be evaluated qualitatively on a random sample taken. The
number of necessary measurements, to ensure the determination of established
accuracy parameters of integral and local used in quantitative metallography can be
calculated from the relationship [7]:

N=(Ls(x)>2 (1)

y-X

where u,—the value of a variable standardized normal distribution, which is
determined from tables for the assumed confidence level, x—the measurement
result, S(x)—standard deviation, y—the accuracy of the data.

Engineering materials have a heterogeneous structure. An excellent example is
the casting of magnesium alloys. In these alloys due to the various chemical
composition and manufacturing technologies a heterogeneous structure is observed.

1.1 Test Equipment and Parameters

For the quantitative evaluation of the structure, the investigated magnesium alloys
after heat treatment (Fig. 4) used the software developed at the Department of
Materials Science, Silesian University of Technology.

Therefore, an important factor determining the sampling strategy will be the
resultant of: homogeneity of the chemical composition, size and shape of the
casting and the technology of welding or surfacing by welding. For correct image
acquisition, macrostructure connector should use the technique of observation in the
dark on a stereoscopic microscope, and the observation of the microstructure should
be performed in the field on a bright light microscope at magnifications from 50 X
to 500 x (Figs. 5 and 6).
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Fig. 4 Sample

(a) '?_

(b)

shadow correction (A)

-’ 5
inversion, filling holes

Fig. 5 Detection of the grain boundaries of the home terminal material alloy WE43 after heat
treatment (T6)
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Fig. 6 The structure of the
alloy WE43 after heat
treatment T6
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Fig. 7 Basic parameters for
the quantitative assessment of
the shape and size of the
phases in the structure
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The test machine is used for fatigue testing of samples of the tested metals
(Fig. 7). Test samples are subjected to one-sided-pulsating loads during pure
bending. Elements that come into direct contact with the test sample rotate around
its axis, so it can be said that the friction between them and the sample is very small
and the study followed practically at the one-sided bending (Fig. 8).
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2 Results and Discussion

Fatigue tests were carried out with a repetition of multiple in order to obtain fatigue
strength diagram Wohler. The position of the fatigue curves in Logsigma-LogN
presented on Fig. 9 is illustrated.

Metallographic at the macro level on the fracture surfaces of the fatigue revealed
the presence of lines of fatigue characteristic for high cycle fatigue strength (Fig. 10).

As a result of quantitative analysis of metallographic structure stereological
WEA43 defined features that are needed to create a geometric model which is similar
to the real structure. Simulation calculations were carried out which showed that the
places most likely to break are on the grain boundaries (Fig. 11).

FEM software is a comprehensive durability analysis and fatigue prediction. It
provides a variety of “crack-initiation” life criteria for the calculation of material
fatigue and the prediction of structural life (Figs. 12, 13, 14 and 15).
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Fig. 9 Curves of fatigue 5
strength WE43: r=-09651, p=0,0018;
y = 3,99035688 - 0,285267015"x
4
]
23
a
2

2 4 6 8 10~ MCMgY4RE3Zr
Log N

Fig. 10 Fatigue fracture of
MCMgY4RE3Zr after fatigue
test
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Stress Stress
von Mises von Mises
N/(mmA2) N/(mmA2)
230,9 231
2078 209,5
184,7 188
161,6 166,6
138,5 145,1
115,5 123,6
92,36 102,1
69,27 80,62
46,18 59,13
23,09 37,65
0 16,16

Strain
von Mises Strain

mm/mm von Mises
0,006665 mm/mm
0,005998 0,005164
0,005332 0,004696
0,004665 0,004228
0,003332 0,003293
0,002666 0,002825
0,001999 0,002358
0,001333 3’331332

£l
g'°°°°°°5 0,0009545
0,0004868

Fig. 11 Distribution of stresses and strains in geometrical model of the structure WE43

Fig. 12 Distribution of stress 2236
gff: Itll(li?nsgample under one-sided 1938
163.9

134.1
104.3
7452
4471
149
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Fig. 13 Distribution of strain 0.00451
gi Itll(;?n:tmple under one-sided 0.0039

0.0033
0.0027
0.0021
0.0015
000901

0003

Fig. 14 Distribution of the 2804

maximum principal stress of

the sample under one-sided 2262

bending 1721
118.

63.83
9.699
-44.44
-98.57

Fig. 15 Areas with higher
risk for fatigue wear

3 Conclusion

Based on the tests results analysis of welded joints of the alloy WE43 after heat
treatment T6 indicates that the structure of the connector is composed of a base
material characterized by a polygonal grain of the solid solution a-Mg, which is
strain precipitation small dispersion intermetallic phases narrow heat-affected zone
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(HAZ), in which the grains feature a small dimensions relative to the base material,
causing obtaining higher values of fatigue strength. In calculated simulation by
means of FEM observed the place most vulnerable to wear.
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Modelling of Forward Fall
on Outstretched Hands as a System
with Ground Contact

Pawel Biesiacki, Jerzy Mrozowski, Dariusz Grzelczyk
and Jan Awrejcewicz

Abstract Forward falls on outstretched hands are caused by unexpected lost of
stability and they are always related with different kinds of injuries. This paper
takes attempt to explain and figure out the multifaceted problems of forward fall. In
order to estimate the critical value of the force acting on the hands at the moment of
impact on the ground, the relative simple mechanical model is proposed. Mathe-
matical model is described by the second order differential equations obtained by
the Newton—Euler method, and its parameters are identified and validated using
experimental data from one of the recent paper. Some interesting results are
obtained, presented and discussed. The presented numerical simulations show that
the proposed model demonstrate good accordance with real tested objects presented
in the literature. The model predicts the highest impact force and finally allows to
simulate various scenarios of human falls.

1 Introduction

Slips, Trips and Falls (STF) are the highest single cause of upper limb injuries. Falls
occur in all age groups and the falls on the outstretched hand are a significant cause
of upper limb injury including 90 % of fracture at the distal radius region [1].
A forward fall is the most common type of fall and more than half of the falls among
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the elderly occur in the forward direction. An attempt to determine the biome-
chanical factors which have the greatest influence on the risk of injury has been made
in [2]. On the basis of impact forces measured during low-height forwards falls onto
the outstretched hand, a two degrees of freedom, lumped-parameter mathematical
model reflecting the real impact forces has been created. Computer simulations in
ADAMS (multibody dynamics simulation software created originally by Mechan-
ical Dynamics Incorporated and then developed by MSC Software Corporation) was
used to predict the extent to which age-related muscle atrophy may adversely affect
the safe arrest of a forward fall onto the arms. The biomechanical factors affecting
the separate risks for wrist fracture or head impact is examined using a
two-dimensional, 5-link, forward dynamic model [3]. In reference [4] other two
degree of freedom discrete impact model is constructed through system identification
and validated using experimental data, in order to understand the dynamic interac-
tions of various biomechanical parameters in bimanual forward fall arrests. To
evaluate a worst case scenario well-known falling situations of snowboarders are
modelled in paper [5] in different falling scenarios of snowboarders and simulated in
order to calculate the resulting loads in the upper extremity. In the mentioned paper
numerical simulations are carried out using the multi body dynamics software
package SIMPACK 9.0 (SIMPACK AG, Wessling, Germany). The backward fall
on outstretched joints of the upper extremity is evaluated as worst case scenario. In
reference [6] numerical model of upper limb constructed from computed tomogra-
phy (CT) data under load of real contact force using Finite Element Method (FEM) is
calculated in order to obtain stress distribution and evaluate the most risk areas of
fracture bones. In turn, a three degree of freedom mathematical model of human
body during forward fall on outstretched hands is presented in [7], where dynamical
forces acting on the human parts are obtained by solving the appropriate second
order differential equations of motion. Also many other papers have shown utilizing
spring-damper to contact modelling of human parts with the ground in various types
of motion (for instance, see references [8—11]). Motivated by the references men-
tioned in this paper, we present a dynamic model with “soft” spring-damper contact
which allows to predict ground reaction force in different scenario of human fall.

2  Model of the Biomechanical System

The human forward fall on outstretched hands is schematically presented in Fig. 1.
The main assumption for working out the appropriate mathematical model is to take
into account flat two degrees of freedom mechanical model.

In Fig. 1, the angle ¢,(¢) denotes the angle between horizontal x axis and the
longitudinal axis of the body 1. The angle @, (¢) is the angle measured from the axis
of the body 1 to the axis of the body 2 (its value is defined in the range from 0 to 90
degrees and increases during falling). Parameters a; and a, denote distances
between the centres of mass and rotation axes for bodies 1 and 2, respectively, /; is
a distance form support point to shoulder joint and /, is whole length of the upper



Modelling of Forward Fall on Outstretched Hands ... 63

Fig. 1 Model of the investigated biomechanical system

limb. The bodies 1 and 2 have masses m;, m, and moments of inertia about centres
of the masses I} and I,, respectively. The appropriate values of the viscous damping
coefficients in the joints 1 and 2 equal to ¢; and c¢;, respectively, are also included.
The equations of motion describing the dynamics of the considered mechanical
system have been obtained by the Newton—Euler method. Free Body Diagrams
(FBD’s) of the considered system are shown in Fig. 2.

In our model, we take the following vectors:

rei (1) = [x1 (1), y1(2), 0] =[a1 cos ¢, (¢). ay sing, (1), 0], (1)

rea (1) = [0 (1),y2(1), 0] =1y cos @, (£) + az cos a(t), 1y sin @, (¢) — a sina(t), 0]”,

(2)
(1) = [l cos @, (1), Ly singpy (1), 0], 3)
L (¢) =l cos @ (t) + L cos a(t), [y sin @, (t) — L sina(r), O]T, 4)

where a(t) =7 — @, (1) — ,(1).

The forces Q, =10, —mg, O]T and Q, =10, —mag, O]T are the gravity forces
acting on the centre of gravity of bodies 1 and 2, respectively, where g denotes gravity
coefficient (g =9.81 m-s~2). The force R(z) = [R(t), R, (), 0]" is the join 1 reaction
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Py P()

Py Py

Fig. 2 Free body diagrams of the considered biomechanical system

force. The unknown joint force presented in the free-body diagrams (Fig. 2) is

denoted as P(t) = [P,(1), P,(¢),0]". In turn, the force F(r) = [Fy(1), F,(1),0]" is the

ground reaction force. Next, let M, (1) = [0,0,0]” and M, (¢) = [0, 0, M,.(¢)]" denote

the torques generated in joints 1 and 2, respectively. Then, for two considered in Fig. 2

free bodies, we can write down the following equations of motion in vector form.
For body 1, we have

my Eci (1) =R(1) + Q; +P(1), (5)
L () + 1 (1) =My (1) = Ma(r) + TR () + Tp1 (1), (6)
and for body 2 we have
my¥ea(t) = —P(1) + Qy + F (1), ™)
Lo () + capa(t) =M (1) + T2 (1) + 78 (1), (8)

where

()= —re1(f) XR(1) =
=1[0,0, @ R, (t) sin ¢, (1) — a1 R, (1) cos ¢, ()],

1 (1) =[Li (1) —=rc1 ()] X P(t) =
=1[0,0, (i —a1)Py (1) cos (1) = (I — 1) Po(1) singp, (1))
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Teo(1) = = [L(1) —re2 (1) X P(1) = (an
=1[0,0,a2P, (1) cos a(t) + azP,(t) sin a(1)]",
(1) = [L(t) —rea (1) X F(1) =

12
=[0,0, (l, —ay)Fy(t) cos a(t) + (I — az) Fy(t) sin (1)), (12)
are the moments generated by the forces R(z), P(z) and F(z), respectively. Writing
down this vector form equation in the scalar form we obtain the following system of
differential equations:

m % (1) = Ry(1) + Py(2)
mi$1(t) =Ry (1) —mig + Py(1)
Ilf'pl (1) + 101 (1) = = Mo (1) + a1 R (1) sin @, (¢) — a1 Ry (1) cos ¢, (1) +
+ (1~ anPy(0)cos (0 = ~a)Pu() singn () (13)
myky (1) = — Py(1) + Fx(1)
myY (1) = = Py(1) —mag + Fy (1)
L (1) + 202 (1) = Mo (¢ ) +axPy(t) cos a(t) + ar Py(t) sina(r) +

+ (lg—az ( )C_ ( ) 12 —az)F (l) sin a(t).

Equation (13) can be written in the form

511 (1) + c1901 (1) = = Moo (1) + a1R() sin @y (1) — a1R () cos g, (t) +

+ (li1 —a1)Py(t) cos @ (t) — (Il —a1)Px(1) sing (1), (14)
Ly (1) + c292(t) = Mo, (1) + axPy(t) cos a(l.‘) +ayP(1) sina(t) + (15)
+ (b — @) Fy(t) cosa(t) + (b — a2 Fy(t) sina(?),
where
Py(t) = Fi(t) —maa (1), (16)
Py(1) =Fy(1) —maya (1) —mag, (17)
Ry(t) = mu (1) = Py(t) = mi (1) + maa (1) = Fi(0), (18)

Ry(1) =miy1 (1) + mig — Py(t) =miy1 (1) + moyn (1) + mig + mog — Fy(r).  (19)

At the time of stumble over an obstacle, human instinctively hold out his hands
quickly to the front to fall on them and in this way to absorb the fall. With a rough
approximation, it can be assumed that a human hold his hands quickly to such a
position ¢, that at the moment of the fall, they are adjusted approximately per-
pendicular to the axis of the body (¢, =~ 90°). Due to the hands moment of inertia
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the time needed for hold out both hands it is non-zero, so we assumed angle graph
¢, (1) as

Pa(1) = go(1 =), (20)

where ¢, denotes the angle between torso with legs and hands, while constant
parameter A corresponds to “speed” hold out the hands by human. Knowing the
function graph ¢,(¢) on the basis of Eq. (15) the torque generated by human hands
at their extraction in the process of falling can be calculated as follows:

Mo (1) = Lo (1) + c22 (1) — ax Py (1) cos a(t) + 21)

—ayPy (1) sina(t) — (I — az)Fy(t) cos a(t) — (b, —ax) Fi(t) sin a(t).

Finally, substituting Egs. (21) to (14) gives one differential equation for the
rotation of the body 1, whose the solution is function ¢, (¢).

Ground reaction forces modelling

At the end of the second body the force F(¢) is applied, which corresponds to the
force resulting from impact. This force occurs only in the contact point of the
ground (with no contact this force is zero). The force F(r) is applied at the tip of
body 2 meaning the end of the second link (point hand contact with the ground). In
a real system the connection between the parts of the human body are stiffness and
damped. Damping forces in assumed model are not included, but this behaviour of
real joints is modelled as ground stiffness and damping, which followed the fall of
the human body. The stiffness and damping parameters of the ground are chosen
such that the obtained numerical results coincide with the experimental results
presented in the literature.

The impact force, including stiffness and damping of the ground, is taken into
account in the following form

Fi(t) = = [ka(x(t) = x0) + bo(1)] - 1( = ¥(2)), (22)
Fy(t) = = [kyy(1) + byy(1)] - 1(=¥(1)), (23)

where ki, k, are ground stiffness coefficients, by, b, are ground viscous damping
coefficients, x0=+/B + 15 =211, cos ¢, x(t) =1 cos @, (t) + L cos a(t),
y(t)=1 sing,(t) — L sina(t), and the function 1(—y(¢)) is the step function
defined as follows:

10={g i 2050 (24

The initial conditions
To carry out numerical simulation of the proposed mathematical model initial
conditions ¢(0) and ¢;(0) are required. Assuming that before stumbling human
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has hands stacked along the torso, we take ¢, (0) =7/2 (see Fig. 1). In turn, the
initial velocity ¢;(0) is estimated based on the linear velocity vy of human motion
at the moment of stumbling, and assuming that the rotation of his body takes about
a fulcrum feet (see Fig. 1). The principle of conservation of momentum yields

(m1 +m2)(0—v0)=FAt, (25)

where FAt is an impulse force that causes rotation of the human at the moment of
stumbling an obstacle. In turn, rotational motion of a human body around the axis
of rotation (around the legs) is governed by the equation

Ag (1)
At

(my +my)vor
7 =

1

=rF=Ag,(1)= - #1(0), (26)
where [ is the moment of inertia of the human around the legs axis with his hands
adjusted along the body, and r is the distance of the centre of human gravity in a
standing position with hands adjusted along the body from the ground.

3 Simulation Results

The results of numerical simulations were obtained using Mathematica 10 software.
In order to determine the centre of gravity of a component of the human parts and
the moments of inertia, one can employ the proper command of the programs
AutoDesk Inventor. The full 3D scanned human body model is presented in Fig. 3
due to courtesy of Rory Craig (GrabCAD) [12]. Even though human body does not
consist of a homogenous structure, the value of the mass is calculated assuming the
average density p=1050 kg-m~3. Parameters used in numerical simulations are
presented in Table 1. The simulations presented in Figs. 4, 5, 6, 7 and 8 are carried
out for the fixed ground parameters: k,=k,=k=16000N-m~!' and
by=b,=b=1000N-s-m~".

Figure 4 shows a times histories of force F,(f) acting on the single hand for
vo=0, A=4 s~ ! and for the different angle ¢,,,, between the arm and normal axis
of the ground. In the case of free fall of the human body the influence of the angle
@ arm at the moment of the fall on the F,x can be neglected. Small differences in
larger values of force Fynay and shorter time falling are caused by the higher amount
of torque generated by human hands M,,(¢), which is transformed to the human
body and causes its rotation about a support point.

The results presented in Figs. 5 and 6 show the influence of different values of
the velocity vy and parameter A on time histories of force Fy(r).

Figure 5 shows that for larger values the parameter 4, the time of falling process
on the ground is lower, but this has no significant impact on the force Fymax.
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e Human body iProperties [ x|
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@ Close Cancel Apply

Fig. 3 Calculation of parameters for the human body [12]

Table 1 Body segment Value Unit
ﬁléitigs;nnéa;:rsl})ﬁ(g)ments of Parameters ap; ap 1.01; 0.22 m
coefficients lis b r 1.4; 0.53; 1.03 m

my; my 61.0; 7.4 kg

Iih; 1 1990232103  |kg - m?

C1; €2 0.1; 0.1 N-m-s

Figure 6 shows that the initial value of the speed of the falling of human is much
higher. Furthermore, in this case, (vg=2 m-s~ 1) the influence of the parameter A is
higher than for the case of velocity vy =0.

Figures 7 and 8 show the influence of parameters vy and A on times histories of
force for different angle values ¢,,, angles with a simultaneous increase of the
velocity vo and A (at higher initial velocity value of human hold out hands). As
might be expected, higher initial velocities vy imply a rapid human fall on the
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Fig. 8 Maximum values F\,m,x of contact force as a function of velocity vy for different angles
¢Arm

ground and influence of the angle ¢, has also an impact on the force Fymax
(Fig. 9).

In what fallows we study the impact of ground parameters (stiffness and
damping) on the obtained results. The following parameters are fixed: ¢, = 13.5°,
vo=2m-s~! and 1=8 s~!. As can be seen, the highest effect on the maximum
force value F,(r) has damping of the ground. It follows from the fact that when
human hand is in a contact with the ground, the force of the damping is activated by
the ground, which is proportional to the impact velocity with the coefficient of
proportionality . Component of the force F,(¢) associated with the ground stiffness
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k does not essentially affect the value of the maximum Fyn. (it increases from zero
at the time of hand contact with the ground, proportionally to the penetration depth
into the ground.

4 Conclusions

This paper presents a relatively simple mechanical model governing the forward fall
on outstretched hands. The considered model is constructed based on a mechanical
system with two degrees of freedom and classical impact notion. Numerical sim-
ulations are performed for the parameters obtained based on the scanning computer
model of the human body. In turn, biochemical properties of the human cartilage
joint are modelled by the properties of the ground stiffness and damping. As it is
shown, the obtained results fit well with experimental results presented in the
literature, both from a qualitative and quantitative point of view. In particular, the
model allows to estimate magnitude of contact force in various scenarios of falling
process. The numerical simulations show that the essential influences on the
obtained results have not only parameters describing the human body, but also the
parameters modelling the ground. Although the proposed model is relatively sim-
ple, it has been validated by numerical computations. Further modifications and
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improvements of the proposed model relies on taking into account the stiffness and
damping in each of the joints as well as through increase of the number of degrees
of freedom of the human body. These issues will be the subject of our further
investigations related to the problem of the forward fall on the outstretched hands.
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Micelle Confined in Aqueous Environment:
Lubrication at the Nanoscale and Its
Nonlinear Characteristics

P. Beldowski, R.G. Winkler, W.K. Augé 11, J. Hladyszowski
and A. Gadomski

Abstract We present constant pressure molecular dynamics simulation results of a
micelle in an aqueous environment confined between two surfaces. The lipid-water
interactions are described in terms of the MARTINI force field, and the constant
pressure simulation approach as described in Winkler and Hentschke (J Chem Phys
99:5405-5417 (1993), [1]) is applied. The fluid—surface interactions are taken into
account by a static external potential field. Our results provide a molecular picture
of the surface-induced structure of the fluid, the fluid dynamics, and the correspond-
ing non-linear properties of the micelle as a mechanical system. Hence, the per-
formed analyses provide insight into lubrication at the nanoscale of the articulating
system; the lubrication effect becomes nonlinear in terms of the basic defect creation-
annihilation mechanism. According to the model of facilitated lubrication Gadomski
et al. (Tribol Lett 30:83-90 (2008), [2]), micellar interactions contribute to a lower-
ing the friction coefficient of articular cartilage (AC).
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1 Introduction

Lubrication at the nanoscale is supposed to contribute to the mechanism of ultralow
friction in articular cartilage (AC) viewed as a complex viscoelastic system [1, 2].
According to [2-9] surface active phospholipids may play a crucial role in bio-
lubrication at different levels of dynamic matter organisation. The synovial fluid
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Fig. 1 Artistic presentation of the system of interest. On the left hand side, the AC system com-
posed of two rubbing surfaces filled with the SF is displayed. The components of SF are depicted in
the legend. On the right hand side, a view of the hyaluronic acid (HA) [17] net with phospholipids
in form of reversed micelles as well as attached HA polymers is drawn. The ribon-like objects in
the corners are meant to represent collagen fibers
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(SF) is a complex fluid Fig. 1, also equipped with magnetosensitive living-matter
elements (specialised cells [10]), providing extraordinary conditions for sustaining
periodic load as well as lowering friction forces of an articular joint at nanoscopic
levels [11-15]. Nanolubrication is an effect induced by amphiphilic molecules self-
assembled into spherical micelles that becomes relevant when sliding friction is
replaced by its rolling bearing counterpart. Here, we examine the mechanical prop-
erties of amphiphilic soft colloids when applying an external force. We conjecture
that such a process may influence the overall lubricating properties of the SF. We
use DPC (Dodecylphosphocholine) surfactants, as they have the natural tendency of
creating normal spherical micelles and their similarity to the most common lipids in
synovial fluid, namely DPPC (Dipalmitoylphosphatidylcholine) [16], is striking. In
addition, we note that DPPC molecules are suitable candidates for improving the AC
lubrication conditions because of their sphere-shaped aggregates, which constitute a
solid ordered phase right at normal physiological conditions (at 310 K) [3]. The pro-
posed micelles involving dynamical system [2], responsible for the biolubrication,
bears a generic nonlinearity that substantiates the principal mechanism of creating
defects (linear in concentration of lipids) at the rubbing surfaces, while recovering
them after load’s action right at the surface(s)—their magnitude is assumed quadratic
in the lipid concentration argument.

2 Methods

We apply the molecular dynamics simulation package LAMMPS [18] and perform
the simulations using a 8 core processor. The MARTINI coarse-grained (CG) force
field [19] has been adopted to mimic interactions among water, lipids, and graphite
molecules. MARTINI uses a four to one mapping of atoms, thus, each CG atom
represents four real atoms (except of graphite molecules, for which we use a two to
one mapping to obtain a hexagonal graphite structure [20]). Molecules are divided
into four main groups: charged (Q), polar (P), nonpolar (N), and apolar (C), where
each group has its subgroups. In total, the whole system contains 18 basic atoms
from which one can build lipids, proteins, etc. A shifted Lennard-Jones (LJ) 12-
6 potential energy function is used to describe the nonbonded interactions with ¢
representing the closest distance of approach between two particles and the strength
of their interaction is denoted by &

v=4((7)"-(5)): "

Interactions between two particles have been divided into 9 types, differing by their
€ and o values. In addition, charged groups (type Q) bear a full charge g interacting
with each other via a shifted Coulomb potential, wherein the term ’shifted’ means
a properly renormalized interaction distance [20], with a relative dielectric constant
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Fig. 2 Snapshot of the
simulation box with a
compressed micelle. The
water molecules are not
depicted. The upper and
lower graphite surface are
colored in blue, polymer tails
in violet, their heads in blue
and pink. The system is
confined along the
z-direction of the Cartesian
reference frame

of € = 15, so modified toward a lower value to account for the explicit screening
conditions. Intramolecular interactions are taken onto account by bond and bond-
angle potentials.

The modeled system is composed of 18,000 molecules (water (polar), lipids and
graphite (apolar)). NPT simulations have been performed by moving two graphite
surfaces toward each other (see Fig. 2), while water and lipids are dynamically cap-
tured between them. Each surface is composed of five graphite layers for better sta-
bilizations of its structure. The time step is chosen to be 10 fs. A micelle is com-
posed of 60 DPC lipids. A DPC molecule comprises five CG sites: two oppositely
charged atoms, representing the hydrophilic head, and three nonpolar sites repre-
senting the hydrophobic tail. Graphite is composed of the same kind of atoms as
the tail, however, it has been slightly modified to obtain right properties [20]. Due
to the high affinity of lipid tails to a graphite surface, we increased the interaction
strength between the hydrophobic tails to avoid undesired effects of tail clustering at
the surface.

3 Results and Discussion

We perform simulations of two graphite walls moving toward each other, which
causes micelle deformations in response to changes of the slit width. Thereby, the
walls are periodically moved according to

Z =75+ Asin(wr). 2
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At the beginning, the walls are separated by 4 nm, whereas the micelle diameter is
3.5 nm. We perform simulations for the amplitudes A = 0.6, 0.8, and 1.0 nm, and
time periods 40, 80, and 160 ps.

The morphology of micelles changes in response to the external load conditions.
The latter are represented by a periodic load factor in which both the amplitude and
period are subject to change. In the presentation of the results, we follow the idea of
morphological phase diagrams. As a consequence, the basic parameter of the peri-
odic load is the ratio of the amplitude A and period 7. It is thought to reflect the
confining speed resulting from load by the surfaces exerted on the micelle. On the
other hand, the center of mass of the confined micelle is allowed to perform a trans-
lational random motion a (sub-)diffusive random motion in a type of cage built up
of the two rubbing surfaces. In what follows, we present the main results of the
micelle’s confined random motion under such dynamic arrest. Most of the plots pre-
sented below are given dimensionless quantities such as: R, /Raﬁo, wherein a and f
capture adequately the notion of all three space directions: X, y, and z.

Figure 3 presents snapshot of micelles before and after a load has been applied.
Evidently, a micelle under load is deformed and the lipid tails are preferentially at
the wall. This is caused by the tails higher affinity to the hydrophobic (graphite)
surfaces. Figure 4 displays morphological shape changes of a micelle characterized
by the radius of gyration

() (b)

() (d)

Fig. 3 Snapshot of simulated micelle in two stages of confinement. On the left hand side one can
see micelle morphology from x-y (top) (a) and (b); y-z (bottom) (c¢) and (d) axes, respectively,
before applying an external pressure. On the right hand side one can see morphology of micelle at
the moment of the biggest confinement (b) and (d)



78 P. Betdowski et al.

18

& o9

o gl
o7
0E;

055 W 2 ) W ™ @ @ o ] woon ¥ & W @ W oW W W

Fig. 4 Morphological changes of micelle as function of time. t* is chosen to obtain multiple peri-
ods for each case. On the left hand side, we present radii of gyration divided by their initial values
along all three axes. On the right hand side, ratios of (deformed) radii of gyration are displayed
along the x- and y-axis. Each color represents a different case of period changes as depicted in the
legend, whereas the different line styles depict the corresponding amplitude changes. Dotted lines
correspond to A = 1.0 nm, dashed lines to A = 0.6 nm, and solid lines to A = 0.8 nm

N
1
2
Rey=Guy =5 D (Ar, Arp), (3)

i=1

where the sum runs over all monomers of a micelle and 4r; , denotes the distance of
the monomer i to the micelle center-of-mass.

Along the x- and y-direction, a micelle undergoes similar shape changes. For most
of the cases, micelles are deformed from their (quasi)spherical initial to disc-like
structures. However, for the most extreme condition (highest amplitude and shortest
period) there is an apparent collapse of micelles under the external load. It seems
that the micelle relaxation time is to long to allow it to response to the external
load. However, this is rather the exception than the rule and the effect is random
and appears occasionally. For longer periods, micelles have enough time to relax
and, thus, exhibit the smallest shape changes for all amplitudes under study. The
radius of gyration along the z-direction is most stable, but this is caused by bound-
ary condition for this axis. Figure 4 presents shape changes as ratios of two radii of
gyration components. Apparently, a sphere-to disc-like shape (morphological) tran-
sition appears for all the cases. Figure 5 displays mean square displacements (MSD)
of a micelles, which is defined as ((x(¢) — x,)*). The y parameter is defined as
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Fig. 5 MSD and y as a function of time. t* is chosen to obtain multiple periods for each case.
Each color represents different case of period change as depicted in legend, whereas relief of the
lines depicts the corresponding amplitude changes. Dotted line depicts A = 1.0 nm, dashed line
A = 0.6 nm and solid line A = 0.8 nm
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x=— @
VRW

where v, = A/T and vgy, = Aygp/t. T is the period of the displacement, A the dis-
placement amplitude, A,y is the mean free path length, and ¢ denotes the time span
of a mean-free-path realization, defined by sum of subsequent distances traveled
by micelle’s mass center, as revealed by the computer simulations. These parame-
ters characterize the micelle translational motion. The amplitude of the wall motion
is the more important factor as there are three distinct regimes: for high, medium,
and low amplitude. After an initial load applied to a micelle, it moves in a similar
way for all the cases studied. After the load is repeated, there appears a difference
between cases as micelles cannot relax properly any more. For the last load repeti-
tion, micelles bear the overall tendency of a non-relaxing micellar surface preserved
even more when compared to both preceding cases. This tendency also reveals a
dynamic morphological phase transition in a micelle-surface system. In our simula-
tion as yet, while based on the micellar shape-changes crude analysis, one may opt
for having a mechanical-shape nonlinearity, because of applying the same load either
on a sphere or on a cylinder. But, when anticipating the simplest Hooke-type (lin-
ear law) applied here upon squeeezing, there appears a distinct difference in shape:
the cylinder can buckle, which introduces another, topologically nonlinear, quality.
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The buckled cylinder becomes an intermediate form, between ellipsoid and squeezed
cylinder, cf. Fig. 3c. This type of shape effect may either be deleterious or beneficial
when inspecting the actual lubricating conditions, e.g., shape changes may influence
the conductivity of active ions (e.g., H™) contributing to overall lubrication effect [2].

Acknowledgments This work has been sponsored by BS39/2014.

References

ARl e

o

10.
11.

12.
13.
14.
15.
16.
17.
18.

19.
20.

Winkler, R.G., Hentschke, R.: J. Chem. Phys. 99, 5405-5417 (1993)

Gadomski, A., Pawlak, Z., Oloyede, A.: Tribol. Lett. 30, 83-90 (2008)

Sivan, S., et al.: Langmuir 26(2), 1107-1116 (2010)

Hills, B.A.: Proc. Inst. Mech. Eng. Part H - J. Eng. Med. 214, 83-94 (2000)

Gadomski, A., Betdowski, P., Rubi, J.M., Urbaniak, W., Augé II, W.K., Santamaria-Holek, I.,
Pawlak, Z.: Math. Biosc. 244, 188-200 (2013)

Pawlak, Z., Oloyede, A.: Biosystems 94, 193-201 (2008)

Pawlak, Z., Figaszewski, Z., Gadomski, A., Urbaniak, W., Oloyede, A.: Tribol. Int. 43, 1719—
1725 (2010)

Pawlak, Z., Petelska, A.D., Urbaniak, W., Yusuf, K.Q., Oloyede, A.: Cell Biochem. Biophys.
65, 335-345 (2013)

Wierzcholski, K.: Int. J. Appl. Mech. Eng. 11, 515-527 (2006)

Kharchenko, V.O., Goychuk, I.: Phys. Rev. E 87, 052119-052128 (2013)

Seror, J., Merkher, Y., Kampf, N., Collinson, L., Day, A.J., Maroudas, A., Klein, J.: Biomacro-
molecules 12, 3432-3443 (2011)

Seror, J., Merkher, Y., Kampf, N., Collinson, L., Day, A.J., Maroudas, A., Klein, J.: Biomacro-
molecules 13, 3823-3832 (2012)

Trunfio-Sfarghiu, A.-M., Berthier, Y., Meurisse, M.-H., Rieu, J.-P.: Langmuir 24, 8765-8771
(2008)

Harvey, N.M., Yakubov, G.E., Stokes, J.R., Klein, J.: Biomacromolecules 12, 1041-1050
(2011)

Daniel, M.: Role of surface-active lipids in cartilage lubrication. In: Iglic, A. (ed.) Advances
in Planar Lipid Bilayers and Liposomes, pp. 225-243. Elsevier - Academic Press, Amsterdam
(2012)

Hills, B.A., Butler, B.D.: Ann. Rheum. Dis. 43, 641-648 (1984)

Dedinate, A.: Soft Matter 8, 273-284 (2012)

http://lammps.sandia.gov/

Marrink, S.J., et al.: J. Phys. Chem. B 111, 7812-7824 (2007)

Gobbo, C., et al.: J. Phys. Chem. C 117, 15623-15631 (2013)


http://lammps.sandia.gov/

The Sensitivity Analysis of the Method
for Identification of Bearing Dynamic
Coeflicients

Eukasz Brerikacz and Grzegorz Zywica

Abstract This article presents the sensitivity analysis of the method for determi-
nation of mass, damping and stiffness coefficients using the impulse excitation
technique for a rotor-bearing system. Such an experimental approach is an adequate
tool for the estimation of 24 dynamic coefficients, that is 4 damping coefficients, 4
mass coefficients and 4 stiffness coefficients for each bearing. As yet, the literature
is exclusive of any researches into the sensitivity of this experimental method itself.
However, the influence of several parameters (e.g. supply pressure, bearing
geometry, etc.) on the calculation results concerning bearing dynamic coefficients
had already been examined in detail. The preparation of the numerical model of the
rotor made it possible to assess how influential are the input parameters—such as
position and angle of an excitation force or movements of the sensor heads used to
measure the displacements of bearing journals—to the results. The potential impact
of changing parameters, such as stiffness of rotor material, its unbalance or its
geometry, on the values of calculated stiffness, damping and mass coefficients in
tested rotor-bearing system was also verified. The paper presents the calculation
results of dynamic coefficients for the bearings along with their relative errors. It
was shown how the calculated values change according to the different input
parameters. The excitation signals and the corresponding system responses were
also provided. Moreover, the article contains information on how to enhance the
accuracy of calculations.
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1 Introduction

A number of methods for determining the stiffness and damping coefficients of
bearings on the basis of experimental tests have been described in scientific liter-
ature. The impulse response method for identification of mass, damping and stiff-
ness coefficients of rotor-bearing system was described in the article [1]. It presents
the calculation algorithm and its results for different identification ranges and the
corresponding measurement error. The Impulse Excitation Technique (IET)—based
on calculations in the frequency domain, is considered to be the most economically
efficient and giving one of the most reliable results [2]. It is a linear method.

There are a number of experimental methods for identifying bearing dynamic
coefficients [3, 4]. The stiffness and damping coefficients vary with the rotational
speed [5]. When it comes to slide bearings, they are inherently non-linear in nature,
which means that their dynamic behavior may change at constant rotational speed,
as well as they depend on the excitation force [6]. Dynamic coefficients also change
with the ambient temperature, bearing supply pressure and load [7]. The compu-
tations of bearing force coefficients are often used for the bearings with unknown
design parameters and the ones of complex structure [8].

Tiwari and Chakravarthy [9] proposed to improve the algorithm for the estima-
tion of stiffness and damping coefficients of bearings in such a way that it addi-
tionally enables estimation of the residual unbalance of a rotor. Nowadays, various
works are under way aimed at the modification of experimental methods in order to
achieve an increased accuracy. Miller and Howard [10] described the method for the
identification of bearing rotor-dynamic coefficients using the extended Kalman filter.
The calculations were carried out using the linearized stiffness and damping coef-
ficients in rotor-bearing systems, considering the noise and unbalance. The method
was successfully used to assess the main stiffness coefficients, whereas the
cross-coupling damping coefficients were calculated with the lower accuracy.
Application of the Monte Carlo method for investigation of dynamical parameters of
rotor supported by magnetorheological squeeze film damping devices was shown in
[11]. The new way of identification of the stiffness and damping characteristics of
bearings using phase-plane diagrams was presented in the publication [12]. The
authors highlight that a reliable assessment of bearing dynamic coefficients is
a major challenge, particularly in non-linear systems. They claim that there is no
single universal model for calculation of system characteristics because their iden-
tification depends on measurement data and reference model.

Numerical determination of dynamic coefficients in the case of foil bearings can
be a very difficult task because of their complex structure [13]. The results of the
experimental identification of these coefficients for the large-diameter hybrid foil
bearing were presented in paper [14]. This article contains dynamic characteristics
of hybrid (hydrodynamic + hydrostatic) foil bearing with a diameter of 101.6 mm
and a length of 82.6 mm. The stiffness coefficients were determined using two
different methods: first, with a quasi-static method based on the load-deflection
curves in the time domain; second, with the frequency domain impulse response
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method. The damping coefficients were obtained using only the impulse response
method. The stiffness coefficients values from both methods were close to each
other. The article [15] presents the experimental studies on hybrid gas bearing,
characterized by a complex design of foil, which is quite tolerant to high supply
pressure. The bearing utilized two lubricating films: hydrostatic and hydrodynamic.
The paper [16] presents the calculation results of aerostatic radial bearings on the
example of Bently Nevada test rig. The tests with various types of bearings were
carried out in order to analyze their static and dynamic characteristics. Only the
main stiffness and damping coefficients were calculated. The influence of
cross-coupling stiffness and damping parameters on the results was assessed on the
basis of numerical simulations. During the calculations, the mass matrix elements
were considered as known. The stiffness and damping matrixes had to be calcu-
lated. The authors recommend that the main coefficients should be estimated at the
beginning of the experiment, and then the cross-coupling coefficients, in the next
step, since they are more vulnerable to errors. Another example of experimental
identification of aerostatic bearing was shown in [17]. The numerical models for
calculating stiffness and damping parameters of bearings are not only used for radial
bearings, they also continue to make a successful contribution to axial bearing
investigations. Experimental identification of stiffness and damping coefficients of
an axial foil bearing was shown in the article [18].

2 The Calculations of Bearing Dynamic Coefficients

The numerical model of the rotor, which have been used for the sensitivity analysis
of the method, was created on the basis of the test rig called SpectraQuest
Machinery Fault and Rotor Dynamics Simulator. This test rig is located at the
Szewalski Institute of Fluid-Flow Machinery PAS, in Gdarsk. The numerical
model was created in the Samcef Rotors software (Fig. 1). The model consists of a
shaft rotating at 2800 rpm and bearings modeled using the stiffness and damping
coefficients in the orthogonal and cross-coupling directions. The rotor during the

(a) Fl (b)
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Fig. 1 a Rotor model prepared in the Samcef Rotors software, b Bearing model



84 L. Brefikacz and G. Zywica

simulation had been excited by a known value of excitation force, in the central
part, in the X direction. Then the vibration amplitude of the rotor was measured in
each bearing in X and Y directions. Then, the simulation was repeated, this time
using the same excitation force, but model has been excited in the Y direction. In
this case, the vibration amplitudes of the rotor in the bearings in the direction of
X and Y were measured. When the vibration in the X direction in the first bearing
after excitation in the Y direction was measured, signal has been described as D'yy.
Based on the excitation signals and the response signal generated by the Samcef
Rotors program the stiffness, damping and mass coefficients of the bearings were
calculated. Because the stiffness and damping coefficients were defined in the
Samcef Rotors program, calculated coefficients can be compared with their actual
values. Taking into consideration different parameters, it was possible to compare
results with expected values and calculate the relative error.

The calculations are carried out for two bearings simultaneously. Indexes ‘1’ and
2’ stand for the first and the second bearing. The index ‘i’ designates frequency
range. The first of double index indicates the direction of the system response, the
second index indicates the direction of the excitation force. For example, D'yx
element defines the vibrations of the rotor at the first bearing in the X direction after
excitation in the Y direction. The least squares method is used to solve the equations
and it requires the signal to be represented in the frequency domain. This is
achieved by Fourier transform of the force signal and the system response from the
time domain. In order to obtain the dynamic compliance the signal representing the
displacement in the bearing is multiplied by the signal representing the excitation
force. Flexibility is defined as the inverse of mechanical impedance. The least
squares method can be applied to the Eq. (1). In this equation, A; is a matrix in
which the signals are elements of flexibility matrix and frequency vector. It was
formed by decomposition of real and imaginary part (2). Matrix I is defined by
Eq. (3), while the matrix Z consists of stiffness, damping and mass coefficients of
the rotor-bearing system (4). If we assume that the parameters are obtained for 100
frequency samples (it is determined by the index (i) the matrix A will have
dimension 800 X 12, matrix / will have dimension 800 X 2, while the matrix Z
will have dimension 2 X 12.

Z=(ATA)"'ATE, (1)
(Re|p1. [T 000 —(@)? 0 00 o 0 0 0]]]
o100 0 —(@)? 0 0 0 w 0 0]
Re[2. [0 01 000 —@)? 0 00 o 0]
a—| L7000 100 0 —(@)> 0 0 0 )]
Sl [ 000 (@) ozooa)iooo’
CPlo1 o0 0 —(@)? 00 0 w 0 0]
ml2. [0 0 1000 —(w)? 0 0 0 w O0]]
L “looo1 00 0 —(@)?* 0 0 0 o]
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Fig. 2 a Graph of the bearing bush displacement versus time after excitation of the rotor in its
central part, b Force in the X direction versus time
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Figure 2 a contains the graph of bearing displacement versus time, drawn up
after the rotor was excited in its central part. It is composed of the component
resulting from the excitation and the constant component linked to the existence of
rotor unbalance. In the next step of the algorithm, the constant component men-
tioned in the previous sentence should then be deducted from the obtained signal.
Figure 2b presents the signal which represents the excitation force. It was defined in
the Samcef Rotors software as a vector containing force values at successive time
steps. The numerical simulation was carried out for the time steps having the same

resolution of 1/12800 [s].

3 Sensitivity Analysis of the Numerical Model

The carried out sensitivity analysis was not aimed at looking into all the possible
parameters but to indicate the parameters which substantially affect the results of the
calculation. Figure 3 contains the flowchart according to which the sensitivity
assessment of the experimental identification method used to be performed. On its
left side one can see the parameters which were altered during the determination of
bearing dynamic coefficients. The calculation algorithm, used in the method
described here, can be seen in the central part of the flowchart. The right-hand side
of Fig. 3 shows that a summary of the bearing coefficients results for various input
parameters together with the calculation error estimation have been created, at the
last stage of the sensitivity analysis. As the stiffness and damping coefficients are
known for the rotor concerned, the calculated values and real values of the bearing
coefficients can be directly compared (Table 1).
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Fig. 3 Sensitivity analysis flowchart
Table.I Parameters of the Parameter Value
numerical model
Length L=092m
Distance between bearings 2 X 1; =0.58 m
Rotor shaft diameter d = 19.05 mm
Disk diameter D = 152.4 mm
Young’s modulus E =205 x 10° Pa
Poisson’s ratio 0.3
Material density p = 7800 kg/m’

4 Calculations Concerning the Reference Model

The signals generated using Samcef Rotor program were used to calculate the
stiffness, damping and mass coefficients of the rotor-bearing system. The model of
symmetric rotor was considered, but the stiffness and damping coefficients (in-
cluding cross-coupling ones) have different values. In the hydrodynamic bearings,
the cross-coupling part of damping coefficients C,, and C,, has got the same values
[4], in this case they have different values in order to show how the method works.
Since the values of stiffness and damping coefficients were taken from the
numerical model of an existing rotor, it was possible to compare them directly and,
on that basis, the calculation error of force coefficients was estimated.

The calculation results together with the corresponding relative errors are shown
in Table 2. It has to be mentioned that the operations were carried out upon the
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Table 2 List of actual and calculated stiffness, damping and mass coefficients for both bearings,
reference case. The relative errors were also listed

Stiffness coefficients N/m
k' xx k'yy k'yy k'yx Ky K2y Ky K2y
Values 500000 |450000 |250000 |240000 |550000 |470000 |270000 | 260000
Calculated |498232 | 450488 |248338 |240544 |548107 |470504 |268288 |260583
Error % 0.35 0.11 0.66 0.23 0.34 0.11 0.63 0.22
Damping coefficients N - s/m

el clyy cly clyx P Ay Py yx
Values 500 550 250 260 550 560 260 270
Calculated | 507.5 547.7 259.4 258.8 558.1 558.3 269.2 270.7
Error % 1.50 0.42 3.76 0.46 1.47 0.30 3.54 0.26

Mass coefficients kg

2 2 2 2

m' m'y m'y m'y, M"xx m~yy m~xy m~yx
Actual 2.423 2.423 0.000 0.000 2.423 2.423 0.000 0.000
Calculated |2.338 2.404 -0.071 |-0.029 |2.497 2451 -0.035 |-0.053
Error % 3.49 0.77 - - 3.07 1.18 - -

signal only after eliminating the constant component. The rotor rotational speed was
2800 rpm. The signal related to the rotational speed, which was represented in the
frequency domain falls into the resonance range of the rotor. The relative error
estimated for the bearing stiffness coefficients does not exceed 0.7 %. This is a quite
accurate estimation, especially given the fact that the error of calculating the
stiffness coefficients in the main coordinates (which are more significant in further
modeling of the dynamics of the system) does not exceed 0.4 %. The error resulting
from the calculation of damping coefficients is small and does not exceed 3.8 %.
This error appears only in the calculation of the cross-coupling part of damping
coefficients. The error concerning the damping coefficients in main coordinates is
up to about 1.5 %. The weight of the shaft modeled in Samcef Rotors program is
4.845 kg. The calculated weight of the shaft based on described algorithm and
numerical model of the shaft is 4.845 kg. This mass was calculated by adding the
mass coefficients on the main diagonal (XX and YY), and dividing this value by two.
Interpretation of mass coefficient values is as follows: the mass coefficient m',, is
the mass of part of the shaft involved with the vibration in the X direction allocated
to the first bearing after excitation in the X direction. In contrast, the mass coeffi-
cient in m'yy is the mass of part of the shaft involved with the vibration in the
Y direction allocated to first bearing after excitation in the Y direction. Dividing the
sum of the weight coefficients by two to calculate the mass of the shaft is applied
because the system was excited twice. Cross-coupling mass coefficients (XY YX)
should be close to zero. The error of calculating weight coefficient is 0.003 %.
These results mean that the rotor weight 4.845 kg can be estimated with an accu-
racy of +0.0001 kg.
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The subsequent sensitivity analysis consisted in changing the stiffness of rotor
material. The value of Young’s modulus has been significantly increased, namely
by 100 times. This test was intended to check whether material stiffness affects the
calculation results. After this test, it turned out that the equivalent results were
obtained in two cases. This means that the value of modulus of elasticity for steel,
corresponding to the most frequently encountered shaft materials, does not affect
calculation results of stiffness, damping and mass coefficients of rotor-bearing
system.

5 Impact of Unequal Excitation Distribution
on Two Bearings

The algorithm described here assumes a symmetrical distribution of excitation force
between two bearings. This assumption requires rotor excitation to be performed in
its central part, however it is not possible to implement for each type. In the course
of model testing it turned out that the small shift of excitation force position (as
small as by five per cent of the distance between bearings) may lead to identification
of bearing dynamic coefficients with an error rate around a dozen percent.
Appropriate unsymmetrical distribution of the excitation force between two bear-
ings results in a satisfactory outcome of such calculations. Note that in the example
described above, the shift of force from the center of the shaft was 30 mm (denoted
as “s”). This represents 5 % of the shaft length between bearings. The results were
compared with those obtained earlier for the force F.; aligned on the center of the
rotor’s shaft.

In the algorithm applied for computing the bearing dynamic coefficients one can
introduce modifications in order to enhance calculation accuracy. Force values
related to the bearings should be calculated on the basis of geometrical proportions.
Adjustment of the excitation force shall be to multiply every element of the force
vector by the expressions (4, 5). The force values divided proportionally and not
proportionally between the first and the second bearing were taken into account in
the Eq. (2). F, denotes the value of force applied to first bearing, while Figpifeeq
represents the same force after its proper transformation. The /; and /, dimensions
define the distances of the bearing supports from the center of the shaft. The values
denoted as /iy and I, specify the distances of the force to the bearings.

lzf
Fishifted =F1 - =, 4
tshifea = Fr- 575 (4)
l
Fasitiea = Fy - —L- (5)

20
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In the case when in the algorithm the force was not shifted properly the relative
errors were up to 12, 15.5, and 1.73 % for stiffness, damping and mass coefficients,
respectively. After shifting the excitation force the relative errors concerning
dynamic coefficients has changed radically. They were as follows: below 0.73 % for
stiffness, below 3.73 % for damping and around 0.2 % for mass. In this place it
should be mentioned that the calculation accuracy for main stiffness and damping
coefficients is higher than it is the case with the cross-coupling coefficients.

It is worth noting that a shaft mass is often known parameter before starting the
calculation process, contrary to stiffness and damping coefficients. If this is the case,
once all bearing dynamic coefficients have been calculated, the calculation error
corresponding to mass coefficients can be assessed. This enables to reject incorrect
estimates at an early stage of the identification. The expected values of main mass
coefficients (in xx and yy directions) are equal to half of shaft mass in the tested
model. After the calculations were carried out with not shifted excitation force, one
can say that these expected values of mass coefficients and calculated ones varied
considerably (approximately 12.4-18.4 %). Then, considering the uneven division
of the excitation force in the calculations, the relative errors were ranging from 2.8
to 6.1 %.

6 Change of Excitation Force Direction
and Its Consequences

The experimental studies are carried out by double exciting the rotating shaft using
an impact hammer in a direction transverse to the axis of rotation of the rotor. On
the basis of the example provided in the previous chapter, it may be said that in
order to obtain correct results of dynamic coefficients identification, it is necessary
to adopt good definition of excitation force. This chapter describes the case in
which a hammer hits the rotating rotor at a certain angle in relation to the intended
orientation. In order to achieve this effect, the impact marked F,, was introduced
into the numerical model. It designates an impact hammer hit at an angle of 15° to
the intended direction. The impact marked F, means that the impact acted along the
Y axis. Figure 4a presents the diagram of an excitation force acting at a certain
angle in relation to the intended orientation while Fig. 4b shows the system
response for the bearing number 1. Only the system responses in X and Y directions
after the excitation in X direction were presented. They are characterized by the
highest difference in the results. The notation D'yx ref and D'yy ref indicates
system response for the force F, acting in X direction. The signals D'yy and D'y
are generated after excitation of the system by means of the force F, applied in an
angle 15°. It should also be emphasized that the angle of application of the exci-
tation force is quite high and should be minimized, to the greatest possible extent,
when conducting experimental tests.
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Fig. 4 a Diagram presenting the force applied at a certain angle b System response signals in
X and Y directions after its excitation by using force at an angle of 0° and 15°

Table 3 List of actual and calculated stiffness, damping and mass coefficients for both bearings,
case with the excitation force applied at an angle of 15°

Stiffness coefficients N/m
leX klyy ley klyX kzXX kzyy k2Xy kzyX
Values 500000 |450000 |250000 |240000 |550000 |470000 |270000 |260000
Calculated | 516049 | 383855 |257221 | 106858 |567699 |398520 |277880 |113519
Error % 3.21 14.70 2.89 55.48 3.22 15.21 2.92 56.34
Damping coefficients N - s/m

1 1 1 1 2 2 2 2
C xx Clyy Clxy Clyx C7xx Cyy Cxy Coyx

Values 500 550 250 260 550 560 260 270

Calculated |523.9 478.5 267.8 123.4 576.2 486.5 277.9 121.7
Error % 4.78 13.00 7.12 52.54 4.76 13.13 6.88 54.93
Mass coefficients kg

2 2 2 2

m' m'yy m'yy m'yy m? m?y, m?yy m?yy
Values 2423 |2423 0000 |0.000 |2423 |2423 [0.000 |0.000
Calculated |2.426 |2.424 [-0.071 |-0.065 |2.591 |2.462 [-0.034 |-0.072
Error % 0.16 0.07 - - 6.95 1.62 - -

Table 3 lists the results of stiffness, damping and mass coefficients calculated on
the basis of system response signals generated after excitation of the system in X
direction by the force applied at an angle of 15° (which is identified by “a” in Fig. 4 a.
In the calculation algorithm the whole of the value of the force is treated as if the
excitation was introduced at an angle of 0°. It turns out that the relative errors
corresponding to stiffness coefficients, damping coefficients and shaft mass were
around 56, 55 and 2.2 %, respectively. It should be noted in this respect that the

relative errors for some coefficients do not exceed 3 %, so not all of the results are
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burdened with a considerable error. The highest levels of relative errors resulted from
the identification of cross-coupling coefficients YX. The calculation of YY coefficients
also produced significant errors. The relatively small errors were observed in the
calculation of XX and YY coefficients.

7 The Impact of Sensors Shifting

The identification of bearing dynamic coefficients is carried out on the basis of
excitation force signal and system response coming from actual location of bear-
ings. Since sensor placement inside bearing support is usually impossible, one has
to check how the placement of sensors right next to the bearing supports affects the
results of the calculations. The ideological diagram of arrangement of bearing
supports and measurement sensors was presented in Fig. 5. The s; and s, dimen-
sions define the distances of the bearing supports from the center of the shaft. The
values denoted as /;;, and I, specify the distances of the sensors to the center-point
of the system. The rotor length was marked with the letter L.

The calculations that were carried out after the measuring points had been moved
toward the center of the shaft by 30 mm (it corresponds to 5 % of the distance
between the bearing supports) show that the relative errors relating to stiffness,
damping, and mass coefficients amounted to about 2 %. In order to enhance the
accuracy of calculations, Eqs. 6 and 7 shall be applied. When system response
signal measured at the placement of the sensors was multiplied by the expressions
listed below, the calculation results concerning bearing dynamic coefficients were
consistent with those generated on the basis of the signals measured in the center of
bearing supports.

XX, YY,; _ 1 s+l os1—h )Q(lp YYlp (6)

XX, YY, S|+ 52 so—bL si+Dh Xsz YYZP ’

XY, YX; _ 1 . so+hL os1—1 XYlp Yle (7)

XYy YXo| si+s [s2—hL sith||XYy YXy|
Fig. 5 Ideological diagram ]
ot el o o
bearings and the distances Tt x, | Xip l N i x
taken into account during A Yip X2p Ty, :
calculation of bearing | L | Y2p
dynamic coefficients < 1p >l 2p >

& Si »le S, »
M e »
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8 Case of Asymmetrical Rotor

It often happens that it is necessary to identify bearing dynamic coefficients for a
system in which the bearings are at different distances from the ends of the shaft.
The objective of this chapter is to put into analysis the calculation results obtained
for an exemplary asymmetrical rotor. For this purpose, one shaft end has been
shortened by 60 mm. Schematic view of the rotor is presented in Fig. 6. The rotor
dimensions were as follows: [; = I, = 290 mm, L, = 460 mm, and L, = 400 mm.
The system response at the bearing no. 1 after applying the excitation force between
the bearings was shown in Fig. 7. The change in the rotor’s geometry described
above caused that the rotor mass has decreased slightly to 4.71 kg.

Table 4 lists the stiffness, damping and mass coefficients in the case of asym-
metrical rotor. The relative errors concerning the stiffness coefficients and damping
coefficients do not exceed 0.6 and 4 %, respectively. The shaft mass which was
4.71 kg was determined as 4.709 with accuracy of 0.012 %. Also in this case, all
the main coefficients were identified with higher accuracy than the cross-coupling
ones.

Fig. 6 Schematic view of the
ical
asymmetrical rotor 2, z,
- e
N X4 . X,
Y1 Y2
Fig. 7 Response signal of 10 T
the asymmetrical system g
~ 6
E 4]
5 27
2 ]
z 2
a4
o1 L
-8 I T I T I T I T

I
0.00 0.02 0.04 0.06 0.08 0.10
Time (s)
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Table 4 List of actual and calculated stiffness, damping, and mass coefficients for both bearings,
asymmetrical rotor case

Stiffness coefficients N/m
k' xx k'yy k'yy k'yx Ky K2y Ky K2y
Values 500000 |450000 |250000 |240000 |550000 |470000 |270000 | 260000
Calculated |498198 | 450495 |248331 |240585 |548158 |470442 |268370 |260557
Error % 0.36 0.11 0.67 0.24 0.33 0.09 0.60 0.21
Damping coefficients N - s/m

clx clyy clyy clyx Arx Ay yy Ay
Values 500 550 250 260 550 560 260 270
Calculated | 506.9 547.2 259.7 259.5 557 558.6 268.7 271.9

Error % 1.38 0.51 3.88 0.19 1.27 0.25 3.35 0.70

Mass coefficients

1 1 1 1 2 2 2 2
m- xx myy m xy m-yx m~xx m~yy mxy m~yx

Value kg - - - - - -
Calculated | 2.364 2.430 -0.069 |-0.028 |2.341 2.284 -0.027 | -0.055
Error % - - - - - - - -

9 Summary and Conclusions

The article presents the sensitivity analysis of the method for the determination of
24 bearing dynamic coefficients. These coefficients are determined experimentally
for a rotor system supported by two bearings, in a single operation by making use of
the method of least squares. The 16 dynamic coefficients (including 4 stiffness, 4
damping, and 4 mass ones) are identified for each bearing at one time. For the
purpose of verifying the sensitiveness of the key input parameters, a numerical
model in Samcef Rotors program was created. The model containing a rotor sup-
ported by two bearings allowed to change the parameters which are difficult or even
impossible to verify during experimental tests.

As part of this work, the calculations were carried out for a reference model of
the rotor—symmetrical rotor with the disk located in the middle of the shaft, and
the shaft was equipped with two bearings equidistant from its center. As the values
of stiffness and damping coefficients as well as the shaft mass were known in
advance, there was a possibility to make a direct comparison between the calculated
values and actual values. After performing the calculations for the reference model,
the maximum relative error concerning the stiffness coefficients amounted to
0.63 %. The same error in comparison to the damping coefficients did not exceed
3.76 %. In addition, it was noted that the main stiffness and damping coefficients
were calculated with an accuracy two times higher relating to the cross-coupling
stiffness and damping coefficients. The shaft mass can be identified with an accu-
racy of 0.003 %. Such good calculation accuracy allows to calculate the shaft mass,
which in reality weighs 4.845 kg, with an accuracy of 0.0001 kg.
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One of the parameters examined concerned shifting of the excitation force from
the initial position located in the middle of the shaft by 30 mm from the disk. It
turns out that even this small shift (5 % of the distance between the bearings) leads
to the relative errors amounting to around 12, 15.5, and 0.2 % for the stiffness,
damping and mass coefficients, respectively. A modification of the calculation
algorithm was described, which involves an uneven distribution of the excitation
force on each bearing. This modification improved the accuracy of the results
obtained and the relative errors were at a level similar to errors calculated for the
reference model. It was quite interesting to compare the calculated mass coefficients
with their actual values (half of the shaft mass). In the case of initial version of the
algorithm (without correction) the relative errors concerning these coefficients were
around 15 %, while introducing the appropriate correction into the algorithm
reduced these errors to approximately 3.8 %. By checking the values of mass
coefficients, we are able to assess the correctness of the whole set of bearing
dynamic coefficients in a preliminary stage. This example illustrates how conve-
nient it is to carry out the calculation of all coefficients (not only stiffness and
damping coefficients) in a single operation.

A well-defined excitation force in the calculation algorithm produces correct
results of bearing dynamic coefficients. The force generated by an impact hammer
is not always applied in the intended direction. In the course of the experimental
research there is a possibility to make an “imprecise” impact, which leads to
applying the force in an unintended direction. This was the reason why it was
decided to analyze the case in which the angle of the excitation force F, was
changed by 15°. It is quite a large angle; however, it is worth checking what the
discrepancy between the results this change entails. The calculations of bearing
dynamic coefficients were carried out as if the excitation angle a was 0°. It turns out
that such an “imprecise” impact, i.e., deviation of +15° from the intended direction
of impact, results in the relative error amounting to 56 %. Such a high level of error
appears only for certain coefficients. The highest levels of relative errors resulted
from the identification of cross-coupling coefficients YX. The calculation of YY
coefficients also produced significant errors. Other coefficients were determined
with accuracy of 3 %.

Most often it is not possible to make direct measurements of the bearings in the
course of experimental research. Therefore, the calculations of bearing dynamic
coefficients were performed on the basis of the signal measured at a distance of
30 mm from the middle of the bearing. It turns out that the appropriate transfor-
mation of the signals ensures the possibility to get correct values of dynamic
coefficients. Ignoring this shift entails an error of measurement amounting to around
2 %.

In the course of experimental research activities consisting of excitation the
rotating shaft twice with an impact hammer, the impact of changes in shaft material
stiffness on calculation results was also investigated. All previous calculations were
carried out assuming that the shaft is an object made of steel. The analysis was then
conducted in which the value of Young’s modulus was 100 times higher than that
of conventional steel. After this test, the calculation results of bearing dynamic
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coefficients have not changed. This means that the longitudinal modulus of elas-
ticity of the shaft material does not affect the calculated stiffness and damping
coefficients.

In order to verify the calculation results concerning asymmetrical rotor the base
numerical model of the rotor has been modified. One free end of the shaft was
shorter than the other one by 60 mm. This situation occurs when, for example, the
installation of a coupling on one side of the shaft is necessary. The determination of
the bearing dynamic coefficients obtained by simulation studies for such asym-
metrical rotor can be considered satisfactory. The relative error values were very
close to those from the reference model.

The examination of the results has led to the conclusion that some parameters do
not affect the calculation results whereas the subsequent correction of the param-
eters which may have impact on the results is difficult. The article shows that certain
parameters such as shifting of excitation force or different placement of measure-
ment sensors result in measuring errors. However, it was demonstrated that their
negative impact on the calculation results can be reduced by some minor
corrections/improvements. The hints given in this article can be useful in experi-
mental determination of bearing dynamic coefficients, and their detailed description
gives some indication of the possibilities and limitations of the method itself.
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Investigations of Composite Panels
Mounted in the Cargo Space
of a Freight Wagon

Andrzej Buchacz, Andrzej Baier, Krzysztof Herbus, Michal Majzner
and Piotr Ociepka

Abstract The paper presents a series of experimental and numerical studies, car-
ried out under the project number PBS2/A6/17/2013 realized as a part of the
Applied Research Program, funded by the National Research and Development
Centre. The aim of this project is to develop technology, manufacture, and
assembly of composite panels on the side of a freight wagon in order to prolong the
this operation. The article describes research which aimed to strength analysis of the
side of the freight wagon and analysis of the behavior of structural connections of
composite panels mounted on the side of the wagon. These studies were carried out
on the test bench developed by the authors. During the research stresses and dis-
placements has been analyzed at selected structural elements of the wagon before
and after the modifications. The research also included an analysis of the behavior
of the connections composite panels with steel components by static extortion on
the side of the wagon. In parallel with the ongoing laboratory research steps have
been taken to set up a FEM model by means of which was carried out similar
numerical studies. Comparison of the results made it possible to adjust (tune) FEM
model.

1 Introduction

The aim of the study was to determine the state of stress which occurs in com-
ponents of the side of a freight wagon before modification and after applying
composite panels [1-5]. Composite panels are mounted during the repair process of
the wagon in order to strengthen corroded steel elements, which should signifi-
cantly prolong its further exploitation. Research was carried out with respect to the
freight car 418 V, of which CAD model is shown in Fig. 1.
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Fig. 1 CAD model of a freight wagon

Fig. 2 Selected portion of the side of the analyzed wagon

Due to the large dimensions of the analyzed object, to perform the studies the
central part of the side was selected (Fig. 2). In this part of the side appears the
largest displacement values during operation of the wagon, why on this fragment of
the side was expected to be the most unfavorable phenomena in places composite
panels are joined.

In addition, a selected portion of the side was made on a scale of 1:2 which
allowed to significantly reduce the size of constructed test bench (1400/800 mm).

2 Test Bench Description

For the purpose of the study was designed and manufactured a research position in
which the essential elements are shown in Fig. 3. The position consists of a support
frame (1), to which is affixed a portion of the side (2). In the lower part of the frame
was fixed a hydraulic cylinder (3) which acts by force on the analyzed fragment of
the side. To the piston rod is screwed a removable a press element (5), which
presses against the sheathing of the side. The modular pressing element makes it
possible to obtain different types of loads (point, surface). The control system
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Fig. 3 CAD model of the test bench

allows to smooth force adjustment force in the range 0-30 kN. In addition, the
actuator can smoothly move in X-Y plane allowing generation of the load in
different areas of sideboard. It is possible to expanding the position and using more
actuators (up to four cylinders), which allows to generate multipoint load.

3 Measurement Path and Data Acquisition

The developed test stand is equipped with a sensor system that is necessary to carry
out the planned course of study. It was assumed that the state of stresses and
displacements will be analyzed on board before and after installation of composite
panels. Strain resistance (120 Q) has been used for strain measurement, mounted
with an adhesive at selected measurement points (see Fig. 4a). Applied force sensor
(HBM U2B) for measuring the strength force (4), which is mounted on the piston
rod of the hydraulic cylinder. Displacement measuring side displacement transducer
(6) was used (WA-T HBM) with which the displacement of side portion was
measured, under a given force (see Fig. 4b).

For data acquisition and visualization, a measuring system as shown in Fig. 5
was established. The signals from resistance strain gauges were sent through a
multi-channel amplifier CANHED to a computer, where the application Catman is
installed. This application is used for visualization and data acquisition. The
obtained data packets were stored in a format compatible with the software MS
Excel. Data processing and visualization of graphs were performed in relation to the
analyzed values. Similarly measurements and analysis were performed for force and
displacement.
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(b)

displacement measurement

Fig. 4 Measuring points on the analyzed portion of the side
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Fig. 5 Methodology of measurements

Signals from the transducer displacement and force transducer were sent through
a multi-channel amplifier QuantumX to a computer and using the application
Catman the received data packets were stored.

4 The Experimental Results

Analysis of data obtained allowed to determine and compare the value of strain
(stress indirectly) that occur when attempting static load on a part of the side of
freight wagon to load a static portion of the test side. A plan for research that
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involves the following course. The research included analysis of 3 types of con-
nections of the composite panels; front-attached, front-attached with the dilatation
and a lap joint. Each test was repeated 3 times. The study was carried out for three
different values of pressing force. In addition, also was made measurements of the
extortion as a force values and the maximum displacement. For the tests with
composite panels measurement was performed of the value of the gap that is formed
between sheets under a given load. The phenomenon of enlarging the gap causes
the penetration of small parts or water between panels and trim steel wagon, which
can have undesirable effects on the operation of the wagon. Figures 6 and 7 shows
an example of the results obtained when attempting to load a force of 15 kN.
Table 1 shows the average stress values which were recorded during the tests
performed on the bench in relation to the fragment of the side. Comparison of the
value of the stresses in T1_x reference point for all variants were performed:

Force [kN1

0 10~_ 20/ 30 0 50 60 o sg

—Displacement transducer —Force transducer Time [s]

Disolacement fmmi

Fig. 6 Graph showing the value of the measured force and displacement during attempts at a load
force 15kN

80

10 y B -
. .
0 20 40 60 80 100

Ti_x =Ti_y =T2_y —=T3_y —T4 _x Time [s]

Fig. 7 Graph showing the stress at the load 15 kN
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Table 1 Summary of average stress values recorded at the T1_x measurement point

F (kN) o (MPa)
Without panels With panels
J_1 J_2 .3
5 24.7 21.3 22.6 21.1
10 50.1 39.8 40.6 41.1
15 71.8 58.2 60.6 60.7

J_-1-lap joint, J_2—front-attached, J_3—front-attached with dilatation

without composite panels, with composite panels (three variants of contact). Tests
with mounted panels were carried out for: lap joint (J_1), front-attached (J_2), and
front-attached with dilatation (J_3) 3 mm wide.

The installation of composite panels reduced the stress of steel sheathing of the
wagon by approx. 15-20 %. However, using different types of connections panel
does not cause a significant change in the value of stresses in steel sheathing of the
side. In the case of use of a combination front-attached without dilatation increases
stress present in the composite plates. This is due to the interaction of the combined
panels. The use of dilatation reduces stress.

5 Numerical Research

Simultaneously with laboratory tests similar numerical studies were carried out [6].
Strength analysis and the behavior of the composite panel connections analyses
were made using PLM Siemens NX 10 software. 3D model of position was created
for this purpose. The 3D model allows you to perform similar to research on the
bench using FEM numerical analyses. The process of creating the FEM model was
as follows:

Create a 3D model of the selected portion of side.

Discretization of the model. Creating a finite element mesh type of CTETRA
(10) for steel parts and CHEXA (8) for composite components.

Assignment of material properties in relation to steel elements.

Assignment of material properties in relation to composite panels [7]. Deter-
mination of the composite material of the panel (glass woven fabric, plain
weave, with the epoxy resin) as the composition of four layers (no angular offset
between the individual layers).

Defining the boundary conditions similar to those of occurring on the bench.
Perform numerical analysis using NX Nastran solver.

Analysis and visualization of results.

There have been several iterations of analyses to fine tune (adjust) the FEM
model. Every time the process of comparing was carried out and the results were
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obtained and made modifications to the model. Converging results were achieved
by changing the size of the applied finite elements. Also size of the gap was
recorded that is generated by the confluence composite panels lap jointed. In the
case of stand tests, the gap was measured with a feeler gauge. In actual combination
of composite panels gap formed at the stage of installation and thus were analyzed
the relative increase in the gap. In the case of numerical analysis, relative movement
between the engaging plates were analyzed. Figure 8 shows the position in which
the gap is formed, and Fig. 9 shows a graph from which to read the size of formed
gap. The results of numerical analysis are consistent for measuring on a bench and
the maximum difference does not exceed 10 %.

Table 2 shows a comparison of results of measurements on the bench compared
with the results obtained by FEM. The presented results refer to the test without

Fig. 8 Visualization of the gap observed in numerical analysis
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Fig. 9 The relative displacement between the composite
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Table 2 Comparison of the results of measurements on the bench with the results obtained by
FEM (for the test with a force of 15 kN extortion at the measurement point T1_x)

Measured parameter Test bench measurements Numerical analyze FEM
Without panels With panels Without panels With panels

Stress (MPa) 71.8 58.2 81.6 64.1

Displacement (mm) 2.05 1.55 2.18 1.71

Gap (mm) - 0.65 - 0.55

panels installed and attempts with panels connected by the use of lap joint. The
results of numerical analysis were obtained by fine tuning the model FEM. In the
first iteration of computing the deviation of the compared result was 40 %. After
tuning the model difference decreased to 10 %.

6 Summary

The conducted strength analysis has identified changes in stress caused by the use
of composite panels. Mounting the panels reduces stress values by 15-20 %.
Linkage analysis of composite panels confirmed the phenomenon of (increasing)
gap between the connected composite panels. The obtained results will be the basis
for attempts to minimize the negative effects of a gap by applying: higher number of
fasteners (rivet nuts) or special sealing materials. The results of numerical analysis
are consistent to the results obtained during the experimental measurements, which
confirms the validity of numerical analysis. Matching FEM model can be used to
perform stress analysis for the entire full-size model of the wagon.
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Project of Laboratory Stand,
and Preliminary Studies of Vibration Shell
Freight Wagon

Andrzej Buchacz, Andrzej Wrobel and Marek Placzek

Abstract The article presents the basic principles of construction of laboratory
stand for vibration testing of a freight wagon. The measuring system consists of a
drive unit with a freight wagon made in scale, the control unit with inverter and
programmable PLC. Identification of vibration using the piezoelectric sensor was
presented. By means of the PLC program it was allowed to set any ramp-up time,
driving time of fixed speed, the braking time and achieved high repeatability
crossings. The control panel is designed in such a way to be able to perform
long-term studies by determining the number of crossings between gates or test
time.

1 Introduction

Modern rail transport has a particularly important meaning in the transport of bulk
cargoes for long distances. However, it loses its importance in the carriage of cargo
on short routes, it is because of long time unloading and loading. Current researches
associated to railway transport [17, 19] are related to: improve security, extend the
time between renovation of wagons, the use of new materials as assemblies of the
wagon [5, 9-13, 15, 16, 20]. The main aim of the presented work was to design
laboratory stand to verify if it will be possible to infer about state of the structure
based on the measured dynamic response. The project is carried out by the con-
sortium composed of: Institute of Engineering Processes Automation and Integrated

A. Buchacz (=) - A. Wrébel - M. Placzek

Mechanical Engineering Faculty, Department of Engineering Processes
Automation and Integrated Manufacturing Systems, Silesian University
of Technology, Konarskiego 18A, 44-100 Gliwice, Poland

e-mail: andrzej.buchacz@polsl.pl

A. Wrébel
e-mail: andrzej.wrobel @polsl.pl

M. Placzek
e-mail: marek.placzek @polsl.pl

© Springer International Publishing Switzerland 2016 107
J. Awrejcewicz (ed.), Dynamical Systems: Modelling, Springer Proceedings
in Mathematics & Statistics 181, DOI 10.1007/978-3-319-42402-6_10



108 A. Buchacz et al.

Fig. 1 Real view of object
under consideration

Manufacturing Systems from the Silesian University of Technology, and DB
Schenker and Germaz companies [8]. The aim of this research project is to mod-
ernize the analysed wagon during its renovation using new materials [1, 2, 18]
(Fig. 1).

The main idea of the paper was to present possibilities of test stand and conduct
the first tests confirming correctness of the lab stand and model. Complete cycle of
researches is presented in the next article of authors titled “Analysis of dynamical
response of the freight wagon”. The main objective of the work is to modernize the
wagon during its renovation using new innovative composites in order to protect
sheathing of the wagon against corrosion. This work is a continuation of the pre-
vious research works concerned with analysis of new, composite materials appli-
cation if freight wagons [1, 3, 4].

2 Laboratory Stand

In this chapter, the laboratory stand for study the possibility of changing the shell of
a freight wagon was presented. Modern cars are manufactured from standard
materials such as steel plates and profiles. During meetings with representatives of
the leading transport companies the following issues concerning the application of
the existing structure were reported. The material being carried in the winter term
freezes to the surface plates, and makes it impossible to rapid unloading. In order to
unload the wagon it is necessary to warm up the walls or use mechanical tools for
separation of the material. However, the biggest problem is the corrosion of metal
parts. This concerns mainly plating the walls and floor of the wagon. As part of its
work use of innovative composite materials as components or assemblies freight
wagon in order to eliminate the presented problems is described. In order to confirm
or deny the possibility of using these materials a model car and a drive unit were
created. The wagon was designed to allow easily changing the shell. To change
travel parameters as acceleration, delay, variable speed travel, the electrical control



Project of Laboratory Stand, and Preliminary Studies ... 109

Fig. 2 View of laboratory 2 3
stand

box with inverter were established. In Fig. 2 model for the analysis of observed
driving was shown.

where: 1—control box; 2—slides for power supply, 3—skeleton of a freight
wagon, 4—drive unit, 5—tracks.

The control unit contains residual current devices and overcurrent protection
necessary for safe operation of the station. In order to determine the running speed,
acceleration and deceleration times and the number of cycle travel LG inverter was
used. The view of control box is shown in Fig. 3.

The applied inverter has the possibility of programming using the Drive View
programmer.

In Fig. 4a the mapping of areas recording parameters from the controller “PLC”
was presented, in Fig. 4b, ¢ addresses and records of the frequency inverter are
shown. One of the assumptions of our work was to allow the setting of cyclic runs,
including the use of two limit switches at both ends of the tracks [14]. Program
written to PLC controller was presented on Fig. 5.

LG inverter has both properties as gives a standard inverter which enables you to
adjust the speed by varying the frequency, but also has an integrated module PLC.

Fig. 3 View of control box
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Code Parameter Name
60| PLC Wr Data 1
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/ Value. Default | Unit
0x380| --

E:I 61 PLCWrData2  (x0000 (x0000 Hex
£y 62 PLCWrData3  (x0000 (x0000 Hex
-
£ 63 PLCWrData4  (x0000 (x0000 Hex
— ]
£ 64 PLCWrData5 (0000 (x0000 Hex ~
< | n | b
R B B S e
(b) [Address | Parameter [ Scale | Unit | RIW Detailed De
0x0380 frequency 0.01 Hz | RW Command Frequency Setting
command
0x0381 RPM command 1 RPM | RW Command RPM Setting
BIT3 | Changed from O to 1: Free-run to stop
BIT2 | Changed from O to 1: Trip Reset
) BIT4 0: Reverse Command
0x0382 operating ; . RIW 1: Forward Command
command BiTo | 9 STOP Command
1: RUN Command
Ex) Forward run command:0003h,
Reverse run command:0001h
» Special D reg of PLC for i control corresponding to APOB0 ~ 67
(¢) | Register Use of the Register Remark
Data to inputted in the arsa PLC option —Inverter (Control)
D45 laddress set up by AP060 (PLC Wr Data 1).
Data to inputted in the common area parameter| PLC option —Inverter (Control)
D455 laddress set up by APO81 (PLC Wr Data 2).
Data to inputted in the common area parameter| PLC option — Inverter (Control)
D4456 address set up by AP062 (PLC Wr Data 3).
Data to inputted in the common area parameter| PLC option — Inverter (Control)
D457 laddress set up by AP0S3 (PLC Wr Data 4).
Data to inputted in the common area parameter| PLC option — Inverter (Control)
D458 laddress set up by APOB4 (PLC Wr Data 5).
Data to inputted in the area PLC option — Inverter (Control)
D455 laddress set up by APOSS (PLC Wr Data 6).
Data to inputted in the common area parameter| PLC option — Inverter (Control)
D60 laddress set up by APOB6 (PLC Wr Data 7).
Data to inputted in the common area parameter| PLC option — Inverter (Control)
Das61 address set up by AP0S7 (PLC Wr Data 8).

Fig. 4 Windows of DriveView programmer

This module has inputs and digital outputs for easy control of the object. In Fig. 6
the program for implementing the following algorithm is presented: the start button
runs driving the car in the right direction until it reaches to the end position (signal
from the limit switch is located at the end of the track), car starts braking and
change the direction to the opposite. Braking and acceleration are performed with
set times in the manner as shown in Fig. 6. At any time you can stop the drive by
pressing the stop button or unplug the power by pressing the emergency stop.
Because of the great possibilities of the LG inverter, electrical connections in the
control box can be kept to a minimum. In Fig. 7 wiring diagram to connect the
inverter LG was presented.
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Fig. 5 Program for control drive unit

1
n/min

ommuie

Fig. 6 Simulation of acceleration and deceleration in the SEW MotionStudio
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+24V - . .

ov

Fig. 7 View of control box

3 Measuring Tests

Laboratory stand will allow for a series of studies related to the change of
assemblies and subassemblies of modernized wagons. In the first step it was
assumed that drive with piezoelectric sensors in order to explore the possibility of
identifying changes in the structure of the wagon [6, 7] will be tested. So comparing
the test signals from piezoelectric sensors which are glued according to the points
indicated in Fig. 9. In the next step the authors will change construction, e.g., by
adding the extra weight to the upper frame. If registration and identification of
changes in signals from the sensors (Fig. 8) are possible, as part of future work
composite panels with varying numbers of layers produces with different materials
in order to compare the standard wagon and the modernized wagon vibration will
be installed.

For the measurement of vibration of the constructed piezoelectric sensor,
amplifier HBM MGC plus connected with a data acquisition board and software
CatmanEasy were used. The sensor was fixed to the model by wax [21-25].

Fig. 8 Piezoelectric sensor
and HBM measurement
amplifier
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Fig. 9 CAD model of the laboratory stand with measuring points

Table 1 Results of the measurements using accelerometers

Measuring point Without load With load
Amax (m/SZ) tdamp (S) Amax (m/SZ) tdamp (S)
P3 22 0.35 7 0.15

4 Results of Tests

As part of the first tests of the selected measuring point marked in Fig. 9 as number
3 was choose. At the trackway metal components as vibration excitation car were
welded.

In the Table 1 a comparison of the obtained during trips results were shown.

Noteworthy that the differences between the results obtained for journeys with
load and without load are the clearly visible. It can be observed that values of the
maximum acceleration of the excited system for the measuring point P3 are about
22 m/s* without load and 7 m/s* with load. Time of vibrations damping is 0.35 s for
the point P3 without load and 0.15 s with load.

The presented results are archived and processed in the program HBM Catman.
The results are a confirmation of the thesis adopted by the authors, it is possible to
observe structural changes in the cars at the designed position.

5 Conclusions

The main aim of the presented article is to show the laboratory stand for vibration
structure monitoring of the wagon. In the paper only preliminary results which
confirm the possibility of further researches are presented. Measurements of
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Fig. 10 Results of the measurements conducted using accelerometer for the point number 3
without load—the upper figure, and with the load—Ilower figure

vibration construction of a freight wagon done by both accelerometer and piezo
films will be done in the next articles of authors. Difference in the amplitude of the
vibrations recorded for empty and loaded wagon were noticed on Fig. 10. Also, the
time of suppress the vibration clearly indicates differences.

This work is a part of the research project which aims to modernize freight
wagons using new composite materials during their renovation. It was proved that it
is easy to observe changes in the dynamic response of the system using the pro-
posed measuring apparatus when parameters of the system are changed.

Acknowledgments The work was carried out under the project number PBS2/A6/17/2013
agreement implemented under the Applied Research Program, funded by the National Centre for
Research and Development.
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Analysis of Dynamical Response
of the Freight Wagon

Andrzej Buchacz, Marek Placzek and Andrzej Wrobel

Abstract Paper presents results of works concerned with modernization of freight
wagons during their periodic repairs. In this paper, the freight car type 1415 A3
designed for coal and aggregate transport is analyzed. The aim of the research project
is to minimize problems occurring during its exploitation. The main idea is to use
innovative materials and technologies to repair this type of wagons. The CAD model
of analyzed freight wagon is presented. Also results of tests realized on the created
laboratory model of the wagon are presented. Measurements of vibrations of the
model were carried out using piezoelectric foils in order to verify if it is possible to
infer about the state of the system taking into account its dynamical response that
occurs as a result of excitation generated during its exploitation.

1 Introduction

Railway transport is very important for the development of the modern economy this
is why many research works concerning with problems occurring in this way of
transport and its development are being carried out all the time. The goal of those
works is usually to develop the infrastructure that is used for transport of goods and
people, make it more cost-effective, safe, and less burdensome for the environment
[1, 17]. Very important are the problems of freight car dynamics during exploitation
different driving conditions [5, 8, 18]. In all of those works, the problem of modeling
of real object has a strong influence on obtained results and has to be solved using
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precise methods [5, 12, 16, 19]. This is why computer-aided methods including finite
element method, are used very often [11, 14]. On the other hand, experimental
analysis and tests are also very important in order to verify results of calculations and
simulations and to carry out the process of used models validation [10, 12].

Presented paper is a part of research works concerning possibilities of freight
wagon modernization using new composite materials [2, 3]. The aim is to mod-
ernize freight wagons during their renovation. The project is carried out by the
consortium that consists of the scientific entity—the Institute of Engineering Pro-
cesses Automation and Integrated Manufacturing Systems from the Silesian
University of Technology and enterprises—DB Schenker and Germaz. The aim of
this research project is to modernize the analyzed wagon during its renovation using
new materials. Effects that are to be achieved by the modernization are

better corrosion protection of the wagon elements,

easier unloading of the wagon in winter conditions (no freezing of the cargo to
the sides and floor of the wagon),

reduction of the weight of the wagon while its load increases,

easier management of freight cars during exploitation.

This work is a continuation of the previous research works concerned with
analysis of new, composite materials application if freight wagons [2, 3]. The
research team includes authors and also deals with the tasks of synthesis and
analysis of vibrating systems, including piezoelectric transducers [4, 6, 7, 9].

In this paper, results of the dynamic response measurements of the freight wagon
model supporting structure are being presented. Those works were mainly carried
out in order to verify the possibility to create a mechatronic system that can be
integrated with the modernized freight car and used for its management during
exploitation. The system that is intended to be created should allow monitoring of
the freight car dynamic parameters during its normal exploitation and inferred on its
basis about the status of the wagon.

As the first step of the whole research project, CAD models of a few selected freight
wagons were created using Siemens NX 8.5 software. Precision of the created models
was verified by checking its mass after defining material properties of wagon com-
ponents and juxtaposing it with the mass of the real wagon. After verification, the
models were used in strength analysis using the finite element method in NX software.

In the next step, a physical laboratory model of the supporting structure of one of
the analyzed freight wagons (signed 1415 A3) was built. It was also modeled using
CAD system. In order to carry out the validation process of the CAD models, the
dynamical parameters of the laboratory model were measured using accelerometers
and PVDT piezoelectric films.

The measurements were carried out twice—for the wagon without and with load.
Obtained results were juxtaposed and analyzed. The possibility of measuring the
dynamic response of the supporting structure of the wagon using PVDF films was
verified as well—obtained results were juxtaposed with results obtained using
classical piezoelectric accelerometers.
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The 4-axle open wagon series EAOS type 1415 A3 produced by BREC Belgium
was being taken into consideration because it is one of the most popular type of
wagons designed to unload with the use of tipplers. Main problems during
exploitation of this type of wagons are

e corrosion of plating of the wagon’s plating,
e mechanical damage of the wagon’s plating—usually as a result of the improper
unloading (using buckets and excavators instead of tipplers).

At the same time the type 1415 A3 wagon has a high strength of the supporting
box (top girder, lateral reinforcing strip, etc.).

The main aim of the presented works was to verify if it will be possible to infer
about state of the structure based on the measured dynamic response. This infor-
mation will be used in the designed system for management of freight cars during
exploitation.

2 Virtual and Laboratory Modes

In this work, the process of modeling of the analyzed freight wagon using
Siemens NX 8.5 software is only mentioned. Details of this process and analysis of
the created virtual model will be presented in other publications. The 3D model was
created on the basis of very incomplete documentation and measurements of the
real object. It is presented in Fig. 1.

Precision of the created model was verified by checking its mass after defining
material properties of wagon components and juxtaposing it with the mass of the
real wagon (data from the wagon’s documentation).

The created 3D model is very detailed and obtained discrepancy is 5.34 % of the
real wagon mass. The difference is the result that the model does not include the
braking system (pipes and pneumatic cylinders, brake pads, etc.) After its

Fig. 1 The CAD model of
the considered 4-axle open
wagon series EAOS type
1415 A3




120 A. Buchacz et al.

verification, the model was used in strength analysis using the finite element
method in NX software. Obtained results—stress and displacements of elements
were calculated. Results of the analysis will be presented in other publication.

In the next step, a physical laboratory model of the supporting structure of the
considered 1415 A3 freight wagon was built in scale. The laboratory model is
presented in Fig. 2. There are a lot of simplifications in the created model juxta-
posed with the real object. The purpose is that the laboratory model was created
only for initial verification of the possibility to measure the dynamical response of
the wagon using piezoelectric films. In the future works, more detailed laboratory
models of the wagon elements will be created and analyzed, also measurements on
the real object will be carried out.

The laboratory stand was also modeled using NX 8.5 CAD system (see Fig. 4)
in order to carry out the validation process of the CAD model. It is very important
to check the accuracy of the created CAD models of such complicated structures in
order to be sure that using those CAD models we can obtain results similar as on the
real object. It is difficult to make some measurements and analysis on the real
freight wagon, this is why as the first step the laboratory stand was created and its
CAD model will be used. To be sure that obtained results of computer-aided
analysis and simulations using CAx systems are as exact as possible, the CAD
model should be subjected to the validation process.

In the first test, vibration of the laboratory model was excited by the pendulum of
mass rotated through specified value of an angle. The pendulum arm length is 0.5
m. In order to separate the system from external influences it was created as the half
determined system (see Fig. 2).

Fig. 2 The laboratory model
of the freight wagon
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3 Measuring Devices and Software

In the presented work three different tests were carried out. In the first test, mea-
surements of the dynamical response were realized using piezoelectric accelerom-
eter and pendulum was used to excite vibration. In the second test, the piezoelectric
PVDF film was used as a sensor and pendulum was used for excitation. In the last
one, the Macro Fiber Composite (MFC) piezoelectric transducer was used for
vibration excitation and PVDF piezoelectric foil was used as sensor.

In the first step, the 352C68 model of the piezoelectric accelerometer produced
by the PCB Piezotronics company was used. It is the high sensitivity, miniature,
ceramic shear accelerometer. As a measuring amplifier the MGCplus with the
AP18i measuring card produced by HBM Company was used together with Catman
Easty software. MGCPlus is a modern, fully scalable, and customizable measuring
amplifier with a modular architecture for use as a data acquisition system. Catman
Easy software is a universal tool for measurement, analysis, and processing the
results.

The sensor was attached to the structure of a freight wagon model using the
adapter and wax. Then a special, low-loss shielded cable sensor is connected to the
card of measuring amplifier. Measurements were repeated five times for all mea-
suring points to verify repeatability of results.

Next, measurements were carried out using PVDF film. The PVDF film was
glued on the frame of the laboratory model in the position of the second measuring
point (P2 in Fig. 4).

Polyvinylidene fluoride is a thermoplastic polymer with a high degree of crys-
tallization. PVDF has good mechanical, electrical, and thermal properties. PVDF
piezoelectric film, and more particularly the sensor LDT, which was used in this
study consists of three layers: polyester laminate, a piezoelectric film, and a pro-
tective coating. The PVDF piezoelectric film elements produce more than 10 mill
volts per micro strain and about 60 dB higher than the voltage output of a foil strain
gage. Their capacitance is proportional to the area and inversely proportional to the
thickness of the element. Such kinds of sensors are the simplest form of piezo-
electric film sensors that can be used for example as dynamic strain gages and
contact microphones for vibration or impact detection. They can be readily adhered
to a surface with double-sided tape or epoxy. In carried out tests a model
LDT1-028 K was used. It is multifunctional piezoelectric film designed to detect
vibration or impact. The film is laminated by a layer of polyester. The minimum
impedance of the sensor is 1 MQ. The output voltage is between 10 mV and
100 V, depending on the strain and circuit impedance.

In the presented study, a PVDF film was used as a vibration sensor glued to the
superstructure of the freight wagon model. The sensor was glued to the beam frame
of the wagon model, as shown in Fig. 3a. Sensor cables were connected to the
analog input of a real-time computer Compact RIO. In presented works, Com-
pact RIO was connected to a PC via Ethernet for communication that takes place
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Fig. 3 PVDF (a) and MFC (b) piezoelectric films glued on the surface of the laboratory model

during measurement. Measurement card NI9234 with 4 analog inputs +5 V
(AC/DC) and 24-bit measurement resolution was used. Software for data acquisi-
tion LabVIEW was used. It is very large measurement environment and has a great
potential for signal analysis.

In the last test the MFC piezoelectric transducer was used as vibration actuator.
The MFC transducer bonded to the surface of the model is presented in Fig. 3b. In
this test the PVDF piezoelectric foil was also used as the sensor connected to the
real-time computer.

Applications growth of piezoelectric transducers is parallel to the process of
piezoelectric materials development. New, more efficient transducers are searched
all the time. Very important step in this process was done in 1996 by NASA when a
Macro Fiber Composite (MFC) was invented [21]. MFC transducer consists of
rectangular piezo ceramic rods sandwiched between layers of adhesive, electrodes,
and polyimide film. Main benefits of the MFC given by the manufacturer are:
increased strain actuator efficiency, damage tolerance, environmentally sealed
packages, available as elongators and contractors.

In order to excite vibration of the model, the MFC transducer was supplied by a
signal generated by a laboratory waveform generator Tabor WW5064. This signal
was amplified using an amplifier Smart Material HVA1500/50. Tabor WW5064 is a
fully digital generator of sine waves, square waves, and many others. It was con-
nected to the special high-voltage power supply, used to supply a piezoelectric
MEFC foils used as actuators in various applications. The power supply can generate
a voltage of +1500 to —500 V, depending on the level of the signal that is sent to its
input from the laboratory generator.

All measurements were carried out twice: for the laboratory model of the wagon
with and without load in order to verify whether it is possible to observe changes in
the dynamic response of the system using the proposed measuring apparatus when
parameters of the system are changed. The load of the wagon weights made of steel
was used. Results of both tests were presented on charts and analyzed.
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4 Results

As the first step of the measurements, the piezoelectric accelerometers were used to
measure the dynamic response of the laboratory model. Measuring points were
selected and are presented in Fig. 4. The system was excided using the pendulum
rotated through an angle 12°. Different measuring points were tested in order to
examine the intensity of the dynamical response of the model. The measuring
points and the point of the excitation of the system by the pendulum are marked in
the figure. After the five measurements for each measuring point carried out for the
loaded and unloaded model, it was found that the results of the measurements are
repeatable.

Selected results of the first test realized using the 352C68 PCB accelerometer are
presented in Figs. 5 and 6 for two selected (P1 and P2) measuring points separately
for the system with and without load.

It is easy to see that changes in the dynamic response of the system with and
without load can be easily observed. It can be observed that values of the maximum
acceleration of the excited system for the measuring point P1 are about 42 m/s
without load as well as with it. For the second measuring point P2 values are 15 and
8 m/s?, respectively. Time of vibrations damping is 0.45 s for the first point P1
without load and 0.23 s with load. For the second measuring point P2 it is 0.65 and
0.35 s, respectively. Very similar results were obtained also for the rest of mea-
suring points. They are juxtaposed in Table 1.

In the second test, the system was excited in the same way but measurements were
carried out using PVDF piezoelectric foil. In Fig. 7, results of the measurements
conducted using PVDF piezoelectric foil glued in the position of the P2 measuring
point are presented. It can be observed that this time, maximum values of the voltage

Fig. 4 CAD model of the laboratory stand with measuring points
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Fig. 5 Results of the measurements conducted using 352C68 PCB accelerometer for the P1
measuring point without load (a) and with load (b)

signal generated by the PVDF foil are very similar for both measurements—with and
without load. The time to damp vibrations is shorter for the system with load.

In the last test, measurements were made at excitation frequencies: 10, 25, 75,
100, and 200 Hz. At each frequency were performed two measurements—for
model loaded and for the wagon model with no load. Measurements were repeated
to verify the repeatability of the results. The time of each measurement was 10 s.
Measurement data were saved in a CSV file. The fast Fourier transform was per-
formed to determine the spectrum of the measured signal. It should be noted that in
each measurement there is a frequency of 50 Hz included. It is caused by inter-
ference from the power grid. Results of all measurements are juxtaposed in Table 2.
All values have been reduced to one level in order to make possible their easy
comparison.

Comparing the value it was found that the load significantly affects the trans-
mission of vibration of the wagon body. The resulting values of the amplitude at the
loaded wagon are smaller than without load. It can also be noted that the amplitude
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Fig. 6 Results of the measurements conducted using 352C68 PCB accelerometer for the P2
measuring point without load (a) and with load (b)

Table 1 Results of the measurements using accelerometers

Measuring point Without load With load
Apax (/) faamp () Apax (/) fgamp (5)
P1 42 0.45 42 0.23
P2 15 0.65 8 0.35
P3 20 0.5 7 0.25
P4 25 0.8 15 0.4
P5 50 0.5 50 0.35

increases while the excitation frequency is increasing. The voltage values obtained
from the PVDF film used as a vibration sensor are small, because the model is quite
stiff and there are no large displacements.



126 A. Buchacz et al.

Amplitude
(a) (175

5}

06 of of oM 01 i1 oi2 oi3 ol ods ol o7 o
Teme i
Time [s]
Amplitude

(b) 1=

015

Time

Time [s]

Fig. 7 Results of the measurements conducted using PVDF piezoelectric foil for the P2
measuring point without (a) and with load (b)

Table 2 A comparison of measurements at different frequencies

Frequency (Hz) Without load | With load Without load | With load
The spectrum amplitude (dB) Amplitude (V)

10 0.12e-7 0.095e-7 0.001 0.0007

25 0.75e-7 0.58e-7 0.001 0.0005

75 4.9e-7 Se-7 0.0015 0.0015

100 11e-7 6.9e-7 0.002 0.0015

200 190e-7 16e-7 0.0065 0.0025

5 Discussion and Conclusions

Presented results of dynamic response measurement of the freight car laboratory
model are the first step of the work that aims to design mechatronic system for
monitoring status of the modernized freight cars. It is predicted to use piezoelectric
foils as sensors in this system. Signals generated by the piezoelectric transducers
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(PVDF or MFC) glued on the surface of the freight car elements and protected from
the weather conditions and vandalism are used to infer about the status of the
wagon. This information can be used in the process of freight car management. The
work that was done so far proved that there is such possibility, however, there are
some disadvantages of this solution. Piezoelectric film, used as a sensor in pre-
sented application generates a small voltage, which affects the measurement
accuracy. Superstructure of a freight wagon, on which the study was conducted, is
quite stiff, so the deformations of the system are of limited value. There is necessary
to carry out the research works to find the optimal place for sensors in order to
obtain maximum efficiency of their work. This will be done during the next work. It
is predicted to carry out computer-aided analysis using CAD models and also tests
on laboratory stands and on the real object.

Interference, occurring during measurement using MFC actuator was the
widespread presence of an electric field of 50 Hz grid, which introduces a distortion
of the measurement path. There will not be this problem on the real object because
the system will be self-excited. It will not be necessary to excite vibrations of the
system. On the other hand, it will be necessary to create some mathematical
algorithm that allows inferring about the status of the system on the basis of
measured vibrations caused by a random force generated during the movement of a
wagon. In order to do that it is necessary to carry out a lot of tests on the real object
and measurements during its normal exploitation.

An important thing is also that the laboratory conditions, in which the mea-
surements were made, differ significantly from the real working conditions of a
freight wagon. The real working conditions of the wagon will enter additional
factors, noise and unwanted vibration. The atmospheric conditions causing corro-
sion and icing can also adversely affect on the designed system.

During the test with excitation of vibration by piezoelectric MFC transducer
resulting values of the amplitude at the loaded wagon were smaller, except of the
values at the excitation frequency of 75 Hz. It can be interpreted as a frequency
located near the resonant frequency and should be verify in the future tests.

For measurements using accelerometers it was shown, moreover, that at the
measuring points P1 and P5 acceleration amplitude is the greatest, and after the
model was loaded its changes were small. Large amplitude of the acceleration at
these points is caused by the fact that the sensor was placed in the direction of
exciting force. In the case of the remaining points acceleration amplitude signifi-
cantly decreases when the model of the freight wagon was loaded. After the freight
car model was loaded a faster damping of vibrations in the system can be observed.
Acceleration amplitude is the smallest at the points P2 and P3, what is due to
location of the measurement points in the rigid part of the supporting structure and
transverse sensor location with respect to the exciting force. This gives a basis for
inference about the effectiveness of this method of measurement and optimal places
of the sensors.

Process and results of the dynamical response measurements of the freight
wagon laboratory model were presented. This work is a part of the research project
which aims to modernize freight wagons using new composite materials during
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their renovation including the possibility to use nondestructive testing method of
the technical condition of construction [15]. It was proved that it is easy to observe
changes in the dynamic response of the system using the proposed measuring
apparatus when parameters of the system are changed.

Using piezoelectric accelerometers placed on the selected measuring points of
the analyzed construction it can be observed that changes of the system’s param-
eters (load) cause no reduction of the maximum acceleration value for the P1 point
while for the P2 measuring point it is about 53.3 %. At the same time, the time of
the vibration damping is reduced by about 51.1 % for the P1 and 53.8 % for the P2
measuring points. Observed differences between values of the acceleration and time
reduction for analyzed measuring points are the result of the different directions of
the measurements axis. For the first point (P1) it was the same as the axis of the
excitation, while for the second one (P2) it was perpendicular to it. In the second
test, similar results were obtained for the measurement process conducted using
PVDF piezoelectric foil glued to the surface of the wagon model only taking into
account reduction of the time of vibrations damping, while values of the maximum
acceleration of vibrations are very similar for system with and without load.
Although it is still possible to detect changes of the system’s parameters using this
kind of sensor. Those conclusions were also proved by the last test with use of the
MFC and PVDF piezoelectric foils.

The carried out work proved that there is a possibility to create a mechatronic
system that can be integrated with the modernized freight car and used for its
management during exploitation. Such system can be based on piezoelectric foils
application. The system that is intended to be created will allow monitoring of the
freight car dynamic parameters during its normal exploitation and inferred on its
basis about the status of the wagon. In future works tests on the real objects will be
carried out.
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Evolutionary Model for Synthetic
Spectrum Compatible Accelerograms

Fabio Carli and Claudio Carino

Abstract This paper proposes a numerical procedure for the generation of sets of
synthetic acceleration time histories that result compatible with an assigned target
design spectrum. The proposed formulation is able to take into account both the
energy distribution in time and the contemporary variability of the frequency
content. The approach allows the recognition of strict relations between recorded
signals at a site and the underlying evolutionary model recently introduced for the
generation of spectrum compatible time histories. A high seismicity Italian area is
selected for the numerical example: results are given in terms of synthetic signals
whose corresponding spectra versus the design spectrum at the site are compared.

1 Introduction

Today’s structural design codes are defined to be “performance based” in contrast
with the previously “prescriptive” standards. That change of point of view comes
from the idea that safety goals and design solutions must comply with given
requirements for any specific application. For earthquake design, the design forces
are usually obtained via parametric design spectra consistent at the specific site with
the performance requirements obtained by seismic microzonation studies. An
equivalent linear static/dynamic modelling by modal combination rules stay behind
that approach but, in many important cases it cannot be considered enough, e.g.: the
seismic performance evaluation of large/nonlinear systems can be hardly evaluated
in correct way. Therefore when modal combination is lacking the seismic load must
be represented by a suitable set of earthquake time histories [1]. Unfortunately
records of natural seismic events rarely comply with the code requirements given in
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terms of design response spectra at the specific site. This lack of coherence produces
the need of suitable methods for the digital generation of synthetic accelerograms
from the knowledge of a target response spectrum given by the design code. The
procedure used for the generation of load histories at prescribed effect can be con-
sidered as an inverse problem without unique solution and approach. As a natural
consequence many different methods are present in literature at this purpose: models
based on filtering and windowing Gaussian noise or filtering white noise with given
analytical spectral shape, auto regressive models with/without moving average and
more recently also wavelet-based outlines. Most of them rely on quasi-stationary
processes with time amplitude modulation but more recently efforts were spent to
include both amplitude and frequency content variation in time.

Another common classification is based on the underlying logical approach:
database models (founded on the selection, scaling and averaging of natural
records), seismological models (in which the source and site characterization rely
on geophysical basis), pure signal analysis models and response spectrum com-
patible approaches. In particular the present work belongs to this last type: a
generation procedure for sets of simulated accelerograms is proposed on the basis
of an assigned target design spectrum usually provided by country specific design
rules. The described approach is able to take into account both the energy release in
time and the contemporary variability of the frequency content. It is based on the
assumption of decoupling the energy emission from the variability of the pre-
dominant frequency content. This evolutionary approach makes use of two time
functions: one responsible for the energy distribution and the other for the fre-
quency content variation in time. The model suggests strict relations between
recorded accelerograms at a site and the underlying evolutionary description pro-
posed for the generation of spectrum compatible time histories. A usual window
function in signal analysis [2] is here tested as initial approximation for the spectral
content in time; besides an improvement of the correcting weight function is also
introduced. The numerical example used for testing these refinements is based on a
seismic signal recorded at a reference Italian site. The corresponding site dependent
design spectrum prescribed by the Italian design code [3] gives the remaining
information used for the complete definition of the simulation procedure.

2 Basics

A useful description of a generic natural seismic acceleration record r(f) can be
obtained by means of a suitable one-to-one mapping of 7(¢) in time ¢ and frequency
fby means of its complex spectral representation R(f; ¢) [4]. If () can be described
as a quasi-stationary stochastic process of finite duration, an estimate of its power
spectral density function G,(f, 1) is obtained by the following approximation: G (f,
Hn=A(f 1?/d, where A(f, 1) is settled to be a smooth version of the amplitude
spectrum R(f; f), while d, represents the equivalent stationary duration of the signal.
Early work [5] shows the effectiveness of the separation of the amplitude variability
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in time from the changing of the frequency content by the following basic relations
and considerations: r(¢) = i(¢) s(f) with i(¢) the intensity function of the process
r(f) and s(7) the derived amplitude stationary and frequency non-stationary process
having R(f, 1) as spectral counterpart.

Hence R((f, ?) represents a bivariate function that supplies a constant release in
time of the power while permitting the variation of the frequency content. In terms
of its power spectrum G(f, f) it can be stated that

/ G,(f, t)df = constant, V¢; (1)

with G(f, 1) = R2(f, 1)/d and d the total duration of the amplitude stationary process
s(¢). With this approach the intensity function i(¢) is therefore the only responsible
of the power release of the process along the time axis.

The given relations can be considered to be a reasonable approximate descrip-
tion of the signal behaviour in case of regular fluctuation in time of its energy.
Many different analytical formulations for a smooth approximation A(f, f) of R(f, 1)
are given in literature ranging from physical (seismological) models to pure
numerical approximation procedures without any link to the observable event.

The main target of this work is the formulation of a model suitable for the
generation of time histories with spectral compatibility towards a target design
response spectrum at the site as given by many modern structural design codes. The
construction of such model involves the ability to describe the behaviour in both
frequency and time of a real signal.

3 Parametric Frequency Model

In previous work by the author [5], the formulation of an analytical model both
simple and handy passed through the use of the well-known similarity between the
amplitude spectrum of a record and its zero damping pseudo-velocity response
spectrum. Conversely in this work, the interest is moved to testing the capability of
the iterative numerical procedure to converge to reasonable results starting from a
more generic shape for the time stationary modelling spectrum A(f, 7).

In particular is here tested a formulation based on a composite function com-
monly used in signal analysis. It is given by a modification of the side decaying
branches of the classic Tukey window here used in the frequency domain. The
window is completely defined by the four frequency parameters f;, f5, f; and f.

More precisely the following description of the A(f, #) spectrum is adopted

As(f, 1) =As(f.fo(2)) 2)

whose analytical shape at time 7 changes on the basis of the single frequency
parameter f,(¢) that moves in time, consequently altering the shape of the modified
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Tukey window. In particular the frequency parameters are defined by the following
set of conditions: (a) the low frequency cut-off is set to zero f; = 0 Hz; (b) the
high-frequency cut-off is fixed at f, = 16 Hz observing that higher frequencies do
not play a significant role in the nonlinear response of structures to an earthquake
load; c) the roll-on frequency is set to be dependent on the function fy(?): f2(f) =
F((fo(); d) the high-frequency roll-off f; is set at constant distance from the pre-
ceding f>: f3 =f, + Af with Af assigned to be equal to the flat portion of the design
spectrum prescribed at the site. More specifically: f>(¢) =fo(¢) — Af 2 with a suitable
function fy(f) able to drive in concise way the changing of the central frequency
value in Ay(f, 1). An exponential decaying function is here adopted for fy():

) =folta) + (foty) = fo(ta)) exp(—zt f,) . t=1[0,d] 3)

where the time parameter d is the total duration of the accelerogram, the rise time ¢,
is the starting of the strong ground motion part, the decay time ¢, is the starting of
the decay part of the time history while the difference z, — ¢, = dy defines the
equivalent stationary duration of the accelerogram. The frequency parameter fj(,;)
is set equal to the mean value of the central frequency observed in interval [z, d]
while to fy(#,) is assigned the mean value of the central frequency in the interval
[0, #,] and f;, rules the width of the function.

The given exponential shape of fj(¢) consistently follows the natural behaviour of
a seismic record: high-frequency content in the initial part decaying in time till the
low-frequency content that predominates along the whole tail of the record.

This approach gives great importance to a rational characterization of the fre-
quency content variation in time expected at the site. The given scheme leads to the
almost complete decoupling of the two main sources responsible for the
non-stationary behaviour of strong ground motions, besides the central frequency
function fy(?) is strictly dependent too on the time characterization procedure. The
frequency modulating function f,(#) remains the single link between the #-domain
and the f~domain in driving the variation of the frequency content in time.

4 Time Functions

The identification of the time parameters to be used in the model for the simulation
of the accelerograms is strictly controlled by the intensity function i(f). In fact it is
used for the estimate of the equivalent stationary duration d, and its location in time
from ¢, to t;, while ruling the distribution in time of the energy. Therefore it is also
of fundamental importance for the estimate of the previously defined frequency
modulating function fy(7).

In literature different methods were proposed for the definition of the equivalent
stationary duration dy but all the proposals show pro and cons [6]. Among the
methods introduced by the first author [5] is here used the one based on the classic
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definition of effective bandwidth B, [4] that holds for signals delivering smooth
transitions from the rise to the peak an then to the fall off

B.= /d i(t)dr 2/( /0 diz(t)dt)=do (4)
0

In particular the classic definition of envelope e(¢) of a signal is here used for the
evaluation of the intensity function i(¢)

e(t)= r(t)2+rH(t)2 = (1) =e(t) /max[e(1)] (5)

where rg(f) is the Hilbert transform of the record r(f) and e(¥) the envelope function.
The intensity function is then obtained by unit peak scaling of the envelope. The
time location of the equivalent stationary duration is estimated maximizing the
energy release of the record during dy. At that purpose the cumulate energy function
C(?) of the record can be usefully employed

Co(t) = / P(e)de, 1=[0,d] (6)

The position of d, is obtained by the following condition solved for ¢
ty =t(max[C,(t +dy) — C,(1)]), t=1[0,d — dp| (7)

The time decay parameter ¢, is simply obtained: t; = ¢, + dj.

The presented procedure for the evaluation of the intensity function and the
estimation of the time parameters needed for the definition of the strong motion part
of the seismic record, shows to be independent from the amplitude of the record
itself: any scale factor applied to r(¢) will give the same intensity function i(f) and
equivalent stationary duration dy.

5 Identification Procedure for Target Spectrum
Simulation

The operative flow practiced in the present work for the complete definition of all
the variables and functions used for the time—frequency characterization of the
presented model is now summarized.
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5.1 Time Domain Identification Procedure

1. selection from a public database of seismic records, of one or more suitable
accelerograms r(f) to be used as reference descriptors of the local seismicity

2. evaluation of the intensity function i(¢), equivalent stationary duration d,, rise
time ¢,, decay time #, and signal duration d employing the approach described in
Egs. (4-7)

3. segmentation of the selected record by short-time At windowing using one of the
many different functions used in signal analysis [2, 4]; here a classic Tukey
window with bandwidth Ar=1s. is used

4. evaluation of the evolutionary amplitude spectrum R(f, ) of the seismic record
with estimation the central frequency f;(#;|Az) of each time section #

5. construction of the continuous function fy(f) in Eq. (3), by approximation of the
previously obtained time-varying central frequency values fy(;|Az), Vi

5.2 Frequency Domain Identification Procedure

1. given fy(#) and using the conditions stated in paragraph 3, the four corner fre-
quency f7, f>, f3 and f; of the modified Tukey function in frequency can be
estimated. The modified window is here used as basis for the analytical
description of the raw initial time-varying amplitude spectrum A(f, fo(¢))

2. the one-sided real-valued time—frequency spectrum A f, 1) = Af, fo(?),
underlying the evolutionary process in frequency but stationary in time s(f), can
be generated under the condition of constant power release;

//A2 ))dfdr = / ()dt  with /Af(f,r)df:oonst.,v: (8)

6 Time Histories Simulation for Target Design Spectrum

The objective of the simulation is to obtain the desired number of different synthetic
accelerometric signals that perform similarly in term of response spectra while
evidencing the typical characters of a seismic record. Among others the two most
important seismic features for the structural behaviour are: (a) the energy release in
time always shows a usually short initial rise-up followed by the strong ground
motion part and a longer decay time; (b) the predominant frequency content
changes in time ranging from higher frequencies at the beginning to lower fre-
quencies at decay
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Once the site of interest is given, current seismic design codes provide the
structural engineer with the design requirements in terms of elastic response spectra
S,4(f). The iterative generation procedure here described is aimed to obtain synthetic
signals having both the characters of a seismic record and fulfilling the requirement
of the design code at the site.

An initial amplitude stationary (with frequency evolution in time) accelerogram
a(t) is obtained using the classic approach

as(t) = Y A(fi.t) cos2fit+ ;). ¢;=[0,27] ©)

where @; is random phase angle. Then a first simulated acceleration time history a
(#) is obtained by amplitude modulation of ay(f):

a(r) = i(t) as(1) (10)

The zero damping pseudo-velocity elastic response spectrum S,(f) of a(?) is
calculated and the corresponding percentage distance, or error, AS,(f) from the
coded target design response spectrum S,4(f) is evaluated

AS,(F) = (Swa(F) = Sv(£)) Sva () (11)

A correction to A(f, 1) is applied by the AS,(f) factor.
A new simulated accelerogram can then be obtained and the previous steps can
be iterated until the following global convergence criterion is fulfilled

[1s.lar<or [ sugar (12)

The applied convergence criterion seems to be rather loose, but the random
nature of the signal and the code requirements given to the entire set of simulated
accelerograms, suggest to leave space to some variability in the structural response.

A side effect of the nature of the stochastic process is the presence of sharp high
peaks in AS,(f) that can produce convergence problems. To improve this aspect of
the iterative procedure the sharp error function AS,(f) is substituted by its
smoothed version AS,,(f) by convolution with a suitable window function w(?).

7 Numerical Example

The set-up of the numerical example has the main goal to show the behaviour and
effectiveness of the proposed procedure for the generation of evolutionary spectrum
compatible time histories. The compatibility with the code prescribed elastic
spectrum at the site is verified employing as reference signal one of the most
significant seismic records of the Friuli Region (Italy). The record is used to
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estimate the input data needed for the set-up of the simulation, but all the required
data could also be assigned in independent way from any real record or even by
experience. The selected site belongs to one of the most active Italian seismic area
(Zone 1, characteristic peak ground acceleration 0.25 g < a, < 0.275 g) with
availability of public seismic records. In particular the accelerogram was recorded
in that region during the last main earthquake in 1976 and shows a significant
variation of the frequency content in time. The signal r(f) employed for the
time—frequency characterization of the simulation model is the NS component of
the acceleration recorded at the station of Forgaria-Cornino in data 15.09.1976,
starting time h.09.21.18, sampling period: 0.01 s, record length: 24.59 s with
instrumental correction [7].

The first step of the characterization procedure was the evaluation of the
intensity function i(f) by means of Eq. (5), followed by the equivalent stationary
duration (dy = 4.99 s) estimated with Eq. (4) and its placement along the time axis
by Eq. (6) that gives: rise time ¢, = 1.47 s and decay time 7; = 6.46 s. The original
record r(¢), its cumulate energy function and the obtained time parameters are
summarized in Fig. 1. A window function of Tukey type with time width A7 = 1s is
used to perform a short-time spectral estimation of the accelerogram. Being r,(f) the
i-th time segment and R,(f) the corresponding one-sided amplitude spectrum, the
central frequency f(#]Ar) of R,(f) can be promptly calculated allowing the evalu-
ation of the approximating function fy(f) given in Eq. (3). The calculated values
fo(t;]At), the corresponding central frequency function fy(r) and the equivalent
stationary duration portion are plotted in Fig. 2.

Once estimated fy(¢), the analytical form defining the frequency evolutionary,
time stationary spectrum Ay(f; f), Eq. (8), is obtained and the numerical simulation
procedure given in Eq. (9) is set up. In Fig. 3 A(f, 7) is plotted with its time section
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Fig. 1 The Forgaria-Cornino record r(f), its cumulate function C(f) and envelope e(f) with
localization of the equivalent stationary duration dy = t; — ¢,
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Fig. 2 Central frequency values estimated from the segmented spectral analysis of r(f), the

frequency modulation function f(f) with the position of the equivalent stationary duration dj
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Fig. 3 The analytic spectrum A(f, f) normalized to have constant energy in time, adopted for the
initial simulation with its time section at t = I s

at 1 s, and Fig. 4 gives few samples of simulated signals at convergence. For one of
the simulated accelerograms (#7) its initial and final (at convergence) pseudo-
velocity zero damping response spectra S,(f) are calculated and plotted in Fig. 5
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with the code prescribed design spectra at the site S,,(f) given for 0 and 5 %
damping. The corresponding smoothed errors AS! (f), initial, and ASS(f), at
convergence, complete the graphic representation.

8 Conclusions

A generation procedure for seismic-like accelerograms is formulated and the
numerical characterization is detailed. A distinctive feature of the formulation is the
use of an evolutionary approach producing signals with both amplitude and fre-
quency content variation in time, resembling the behaviour of natural seismic
records. Complete non-stationarity is obtained by a decoupled description in time
and frequency. The numerical example points out the small amount of data required
for the site localization and nice results at convergence despite the raw shape of the
analytic spectrum used. The obtained accelerograms show a natural appearance and
their spectra significantly approach the target design spectrum.
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A Parametric Study of Mixing in a Granular
Flow a Biaxial Spherical Tumbler

Ivan C. Christov, Richard M. Lueptow, Julio M. Ottino
and Rob Sturman

Abstract We report on a computational parameter space study of mixing protocols
for a half-full biaxial spherical granular tumbler. The quality of mixing is quantified
via the intensity of segregation (concentration variance) and computed as a func-
tion of three system parameters: angles of rotation about each tumbler axis and the
flowing layer depth. Only the symmetric case is considered in which the flowing
layer depth is the same for each rotation. We also consider the dependence on R,
which parametrizes the concentric spheroids (“shells”) that comprise the volume of
the tumbler. The intensity of segregation is computed over 100 periods of the mixing
protocol for each choice of parameters. Each curve is classified via a time constant,
7, and an asymptotic mixing value, bias. We find that most choices of angles and
most shells throughout the tumbler volume mix well, with mixing near the center of
the tumbler being consistently faster (small 7) and more complete (small bias). We
conclude with examples and discussion of the pathological mixing behaviors of the
outliers in the so-called z-bias scatterplots.
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1 Introduction

Most granular flows encountered in nature and industry are three-dimensional (3D).
However, the mathematical modeling and analysis, and the experimental and com-
putational visualization of 3D flows remain a challenge. Yet, 3D granular flows
reveal many features of complex systems far from equilibrium. Rotating drums, also
known as tumblers, are one of six fundamental systems in which dense granular
flows are studied [1] and are a common device in the pharmaceutical and other pow-
der processing industries [2]. Here, we consider a simple, but realistic, analytically
tractable 3D granular flow termed the blinking spherical tumbler flow because of its
analogy to an early example of 2D chaotic mixing [3]: the blinking vortex flow [4].

A quasi-3D granular flow, specifically weak rocking motions of a rotating cylin-
drical container, appears to be one of the first experimentally and numerically stud-
ied examples [5]. More recently, spherical tumblers were analyzed experimentally
and computationally [6-9]. Through a dynamical systems framework, it has become
possible to gain a deeper understanding of how mixing and segregation manifest
themselves in these 3D systems [8, 10, 11]. Even so, chaotic transport and mixing
in 3D flows remains relatively unexplored, especially given the great variety of new
(i.e., distinct from those in 2D) behaviors possible [12].

In the present work, we are interested in quantifying mixing in a 3D chaotic granu-
lar flow. Although many recent studies have focused on understanding the kinematic
structures created by 3D chaotic flows and maps, only a few studies quantify mixing
in a global way for genuinely 3D flows: e.g., via numerical simulations in a cavity
flow with translating side walls [13, 14] and in an “ABC” flow [15], and via exper-
iments in a container with counter-rotating lids [16] and for granular flows in blade
and bin blenders [2, 17, 18]. Given the uniquely distinct dynamics of granular flow
in a biaxial spherical tumbler, here we seek to connect the “degree of mixing” to
the independent parameters of this system and to also understand how mixing varies
across the volume of a half-full tumbler. To this end, we present a parametric study
of mixing in the so-called symmetric case of a half-full blinking spherical tumbler
using the technique of z-bias scatterplots [19].

2 Continuum Model of Granular Flow in a Spherical
Tumbler

In this section, we summarize only the necessary details of the continuum model
(see, e.g., [8, 20] for derivations) for the kinematics of granular flow in the
continuous-flow (rolling) regime of a half-full spherical tumbler rotated about two
orthogonal axes (for the present purposes, the z- and x-axes as shown in Fig. 1).
Without loss of generality, we take the first rotation of the half-full spherical tum-
bler of radius R to be clockwise about the z-axis at a rate of w,(> 0) for a duration 7.
We employ a Cartesian coordinate system with its origin at the center of the sphere,
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() (b)

Fig. 1 Schematic of a half-full blinking spherical tumbler. Streamlines are shown in the cross
sections for rotation around the a z- and b x-axis. Flow in each cross section consists of solid body
rotation in the bulk, followed by a rapid cascade down a thin flowing layer at the free surface.
Reproduced with permission from [7]

the initial streamwise direction is along the x-axis, and the transverse direction is
along the z-axis. The streamwise velocity v, varies linearly with the depth y in the
flowing layer so that the shear rate y, = dv,/dy is constant.!

We make x, y, z, L, 6 dimensionless by rescaling by 1/R and ¢ is made dimen-
sionless by rescaling by w, (for rotation about the z-axis) or @, (for rotation about
the x-axis). The velocity field in the bulk (bed of solid body rotation) is then

r=y, y=-x z=0; y < —6,(x,2). ()

The boundary of the flowing layer [8, 10, 11] is the surface

6.(x,2) = 6y(0)V1 —x?/L(z)* =, V1 —x2 = 22, 2)

where 6(z) = L(z)y/w, /7. and L(z) = \/ 1 — 22 are the local (dimensionless) depth
and half-length of the flowing layer, respectively. Naturally, the definition of £, :=
60(0)/L(0) = \/w,/7, as the maximal depth at x = z =0 follows since L(0) = 1.
Meanwhile, the velocity field in the flowing layer [8, 10, 11] can be written as

k=[5 +y| /e, y=xy/s(n2),  :=0;  y>-6x2. ()

In dimensionless units, the tumbler is rotated about the z-axis by the angle 8, = w,T..

The blinking spherical tumbler protocol alternates between rotations about two
orthogonal axes (Fig. 1). Once the rotation about the z-axis is complete, a rotation
about the x-axis at constant rate w, for a duration T, follows,” with the streamwise
direction now along the z-axis and Eqgs. (1)—(3) still holding after formally exchang-

'In an experiment, the flowing layer is at an angle with respect to the horizontal, while, in the model,
the coordinate system is rotated backwards by this fixed angle. Also, we assume that the effects of
side walls and transport in the transverse direction are negligible.

2In an experiment, several intermediate steps are performed between the rotations [8], however, as
far as the mathematical analysis is concerned, the rotations are completely independent.
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9

ing “x” and “z.” Specifically, the interface between the flowing layer and the bulk for
rotation about the x-axis is given by 6,(x,z) = £,V/1 — x2 — 22, where ¢, = \/w, /7,

Note thatif e, = €, then 6,(x, z) = 6,(x, z). We refer to this as the symmetric case.
Naturally, e, # £, will be termed the nonsymmetric case. It is important to note that
different values for £, and €, arise in physical systems due to different rotation rates
w, and w, [21]. Thus, the symmetric case occurs for identical rotation rates about
the two axes, while the nonsymmetric case arises from different rotation rates.

3 Parametric Study of Mixing in the Symmetric Case

While previous studies [8, 10, 11] have focused on the qualitative structure of the
template for chaotic transport in the blinking spherical tumbler, here we study the
“quality of mixing” quantitatively by measuring the decay of the variance of the
concentration of a species. For the remainder of the discussion, we restrict the analy-
sis to the symmetric case (i.e., £, = ¢,) of the half-full blinking spherical tumbler,
and we fix the initial condition (IC) such that tracer particles within the quarter-
sphere Q = {(x,y,z) e R? | X2 +y2 +72<1, -1 <y<0,0<x< 1} are colored
gray at n = 0, while those in the remainder of the filled volume (i.e., {(x,y,2) €
R¥|x2+y*+72<1, -1 <y<0, =1 <x<0)}) are black. From the assumption
of e, = £,,as shownin [10, 11], it follows that trajectories of these tracer particles are
restricted to 2D invariant surfaces, which are hemispherical in the bulk, determined
by their ICs [11]. Therefore, it is convenient to introduce the “artificial” parameter,
termed the shell radius, R € (g, 1) that denotes the (constant) radius from the origin
of the hemispherical bulk portion of the 2D invariant surfaces upon which tracer par-
ticles are restricted. Since the dynamics depends strongly upon which hemispherical
shell is considered [11], the shell radius R is a useful parameter.

Given the nondimensionalization introduced in Sect. 2, it is clear there are four
independent parameter in our model of a half-full blinking spherical tumbler, namely
€,,€,, 0, and 6,. Indeed, in a quasi-2D experiment, there are only four quantities that
vary independently once the tumbler and granular material are chosen [21]. Specifi-
cally, fixing the rotation rate in the laboratory yields unique values for the shear rate
and maximal depth of the flowing layer, though the precise functional relationships
remains a topic of research (see, e.g., [21] and the references therein). In our model,
we set the flowing layer depth, which is thus equivalent to setting the rotation rate in
an experiment. Additionally, in the present analysis there may be different angles of
rotation about each axis but the flowing layer depths for rotation about each axis are
equal (¢, = €,) because we have limited ourselves to the symmetric case. Therefore,
including R, there are four independent parameters.

With this in mind, we can “bin” (see [20, Appendix B] for details) the part of
the invariant surface in the bulk into N X N surface elements, each of area A;. For
the sake of simplicity we construct bins with equal areas, i.e., A; = A Vi. In each,
we uniformly distribute M, X M, tracer particles throughout the area. Then, these
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particles are advected for p flow periods, where the flow period is the total time
required to complete a rotation about each of the two axes (i.e., an iteration of the
blinking protocol). Finally, the concentration c; of gray (equivalently, black) tracer
particles can be computed in each of the original bins as ¢; = #, ;/(#,,; + #,;), where
#,; and #, ; denote the number of gray and black particles in the ith bin, respectively.
Following Danckwerts [22], consider the first moment (mean) of this distribution

25\72101 LZij=1 Sl 1 i
(c)= = —172 (4)

where the last equality follows from the fact that A; = A Vi. Then, the second moment
(variance) of the distribution of concentrations is given by

N2 N?
~(c; = (c))?A;
Elch—i@ - ICECIC
=144 =

It is convenient to normalize ((c)) by introducing the intensity of segregation [22]

G
(@1~

() = e~ (e)?) =

(6)

where now 0 < .# <1 with .# =0 and 1 corresponding to perfect mixing (i.e.,
¢ = {(c) everywhere) and perfect segregation (i.e., ¢ = 0 or 1 for any given surface
element in the domain), respectively.

For the simulations presented below, we divide the bulk (hemispherical) portion
of the 2D invariant surface on which the dynamics are restricted into N = 14 longitu-
dinal and N = 14 latitudinal bins with M, x M), = 10? uniformly distributed tracers
in each (= 19,600 tracers total). These are advected for a total for p = 200 flow peri-
ods using the exact solution for rotations about the z- and x-axis given in [11, 20].
The intensity of segregation . (n) is tracked as a function of the periodn =1, ..., p.
Following [19], using MATLAB’s Curve Fitting Toolbox, we find 7 and bias such
that the fit based on the following ansatz is “best” in a least-squares sense>

I (n) ~ (F(0) — bias)e™"/* + bias, 7)

where .7 (0) = 1 for the chosen completely segregated IC. Note that 7 is dimension-
less and has the meaning of “number of periods,” while bias allows for cases where
S » 0asn — oo (see, e.g., the discussion in [23]).

An example is shown in Fig.2 for two different values of 6, and 6, and at two
shell radii R. The left images show the mixing of gray and black, 100 iterations after

3In Figs. 2, 4, 5 and 6 below, the quality of this fit is given as two numbers in brackets in the legend
of the rightmost plot. The first number is the coefficient of determination R?; the second number is
the root-mean-squared error in the fit.
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Fig. 2 Examples of mixing behaviors in the half-full blinking spherical tumbler with symmetric
typical-thickness flowing layers: e, = £, = 0.15.a 0, = 30°,0, =5°and R =0.9.b 0, = 45°,0, =
65°and R = 0.5

starting completely segregated. The right graphs show the decay of .# . In both cases,
J starts at 1 due to the completely segregated IC. The case in Fig. 2a mixes to some
extent but not completely after 100 iterations, resulting in a relatively large bias of
0.15. The case in Fig. 2b mixes quickly and completely resulting in a smaller = than
the case in Fig. 2a and a bias of almost 0.

Therefore, we have two numbers, namely = and bias, that measure the “quality
of mixing” for each numerical mixing experiment—r is a time constant measuring
how quickly the mixture is homogenized, while bias is a measure of how thoroughly
the asymptotic state is mixed. Large bias corresponds to incomplete mixing and sug-
gests the presence of large unmixed Kolmogorov—Arnold—Moser (KAM) “islands.”
Meanwhile, a large 7 corresponds to slow mixing, say on a surface with large area
with suboptimal choice of rotation angles. Finally, a low 7 and a low bias correspond
to “good” mixing as the homogenization of the segregated IC is fast and thorough.
Next, we study how 7 and bias vary with the parameters of the model.

The most natural parameters to vary are the angles of rotation about each axis,
0, and 6, and the shell radius R. Additionally, £, (= €, in the symmetric case) can
be varied, corresponding to different types of granular materials in the tumbler or
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Fig. 3 z-bias scatterplots for e, = £, = 0.15 (left) and €, = £, = 0.05 (right). .# is computed on
hemispherical shells with R as a parameter. Data points are color-coded based on the values of 6.,
6, and R as described in the text

different rotation rates. To ascertain the effect of the variation of 6,, 6, and R, in
Fig.3 we show a scatterplot of = versus bias for independent choices of 6, and 6,
between 5° and 355° in increments of 25° and 10 equispaced values of R between
€,+0.1 and 0.95. Additionally, two values of ¢, are considered: (a) e, =0.15, a
value realized for a dry granular system of 3 mm chrome steel beads in a tumbler
of 28 cm diameter rotating at 0.168 rad/s, and (b) £, = 0.05, a thinner flowing layer
observed for 1.16 mm steel beads in this same tumbler rotating at 0.052 rad/s [24].4

Each data point in Fig. 3 is color-coded as follows: it has an red-green-blue (RGB)
additive color intensity with %R given by 6./(27), %G given by 6,/(27) and %B
given by R. Hence, data points in the blue spectrum correspond to angles of rotation
close to 5° and shell radii R close to 1. Similarly, data points that appear orange cor-
respond to angles of rotation close to 355° but shell radii close to £, + 0.1. Likewise,
white corresponds to both 6, and 6, near 355° with R near 1, and so forth.

First, consider the black-blue-purple range of colors of data points, which corre-
spond to 6, and 6, both near 5° for a variety of R. It is immediately clear that these
represent the majority of the “outliers” in the scatterplots in Fig. 3. To see why, recall
that our IC is symmetric about z = 0 and antisymmetric about x = 0. In addition, 6,
is the angle of rotation about the z-axis, which is the first axis of rotation in this
protocol. It follows that for values of 8, close to 5°, the IC is barely altered by the
rotation about the first axis. Then, since the angle of rotation about the second axis
is small (6, near 5° for these data points), the almost-z-symmetric state that the mix-
ture is left in leads to very little rearrangement of the material during the second

“Though these numbers are for a quasi-2D circular tumbler, they are relevant here too thanks to the
geometric similarity assumption used to construct the 3D continuum model. That is to say, if we
suppose the quasi-2D tumbler of Jain et al. [24] is the x = 0 (or z = 0) cut through the 3D spherical
tumbler considered here, then €_ (or €,) herein is precisely 6,/R in [24].
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Fig. 4 Further examples of mixing behaviors in the half-full blinking spherical tumbler with
symmetric typical-thickness flowing layers: €. =¢,=0.15. a 6, =6, =180° and R =0.62.
b6, =355° 6, =180° and R = 0.88

rotation. Figures 2a and Sa illustrate a typical such scenario for £ (= ¢,) = 0.15 and
£.(= €,) = 0.05, respectively. We term it “lots of cutting but no shuffling,” using the
terminology introduced in [7, 10], due to the pattern of thin filaments that are barely
reoriented from each other that emerges in the mixture after 100 periods. Not sur-
prisingly, the corresponding Poincaré sections in Figs. 2a and 5a show a great deal
of regularity, especially in Fig. 2a, rather than chaos. As 6, becomes larger, the dis-
tribution of material is “less symmetric”” about the z when the rotation about the x
begins, so the (7, bias) pairs, which are now in the pink color spectrum, are no longer
on the outer edges of the scatterplot.

Next, we observe the large cluster of data points, situated near (z, bias) = (0, 0)
in the scatterplots, that have mostly colors in the white-yellow-orange-red spectrum.
From the color-coding convention, these correspond to choices of 6, near 355°, and
choices of 6, that increase proportionately with R. Notice this avoids the “lots of cut-
ting and no shuffling” scenario previously described. Figures 2b and 5b show such
cases for e,(= €,) = 0.15 and £_(= €,) = 0.05, respectively. It appears the dynamics
on the 2D invariant surfaces on which particles are restricted for these sets of para-
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Fig. 5 Examples of mixing behaviors in the half-full blinking spherical tumbler with symmetric
thin flowing layers: e, = &, = 0.05. a0, = 30°, 6, = 180° and R = 0.71. b 6, = 305°, 0, = 55° and
R=0.23

meters are fully chaotic, i.e., mixing occurs and no KAM islands or other barriers to
transport can be distinguished. This is further supported by considering the Poincaré
sections in Figs. 2b and 5b, which exhibit no regularity of any kind.

As mentioned earlier, low-period islands are barriers to transport and they lead
to incomplete mixing [3]. An example of period-one KAM islands can be found in
Fig. 4a, while an example of period-two islands is presented in Fig. 6a. Though bias
is significant for both of these cases, 7 is not very large, showing that a significant
“chaotic sea” exists between the islands and the material therein is quickly homog-
enized. This is clearly seen in both the mixing patterns and the Poincaré sections in
Figs. 4a and 6a, with the islands from the Poincaré sections clearly corresponding to
unmixed regions of the same shape.

Independent of low-period structures, some protocols mix very slowly. Exam-
ples of such protocols that do eventually homogenize most of the mixture are shown
in Figs.4b and 6b. This is not due to KAM islands because, as the Poincaré sec-
tions corresponding to these figures show, there are none on these shells. It is simply
that these protocols do not reorient material effectively due to the choice of rotation
angles (specifically 8, ~ 360°). Consequently, mixing is “suboptimal.”
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Fig. 6 Further examples of mixing behaviors in the half-full blinking spherical tumbler with sym-
metric thin flowing layers: e, = ¢, = 0.05. a 6, = 6, = 85° and R = 0.4. b 0, = 355°, §, = 205°
and R = 0.88

To better summarize the data from the scatterplots in Fig. 3, in Fig. 7 we show
some statistics of the distributions of the values of = and bias. Clearly, the 7 distri-
bution’s peak for the case with a thinner flowing layer is shifted to a larger value of
7 showing that mixing is generally worse for a thinner flowing layer. However, for
both Fig. 7a, b we see that, for most choices of angles, most shells mix quickly and
thoroughly with the poor mixing examples falling in the tails of the distributions.
Additionally, when all 7 and bias values corresponding to a given R are averaged
over all choices of (6., 6,) a clear trend emerges. Larger R correspond to slower and
less complete mixing, on average. This can be explained by noting that larger shells
have more area, thus mixing is (on average) slower. In addition, the shells with large
R are those that mix the poorest, by far, when 6, and 6, are near 5°, therefore large
R also correlates with incomplete mixing, on average. One way to motivate this is
to realize that for some of the lowest angles of rotation material on the shells with
largest radius either never enters the flowing layer or becomes “stuck” in the flowing
layer due to the small rotations about each of the two axes.
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Fig.7 Statistics of the 7-bias scatterplots from Fig. 3. In the rightmost column, the black solid and
dashed gray curves represent the averages of = and bias, respectively, over all (0,, 0,) as functions
of R. For large 7 and large bias there are very few contributions to the histograms, nevertheless we
show the full range for completeness. Note the shift of the peak to the bin centered at bias = 0 in
(b). a Flowing layer of typical thickness: e, = £, = 0.15. b Thin flowing layer: e, = £, = 0.05

4 Conclusion

The work described above exemplifies the practical difficulty in determining the
“best” parameters for “good mixing” in a physically realistic 3D chaotic flow. Both
the time to mix and the degree of mixing are important. The 7-bias approach is use-
ful in identifying which parameters result in good mixing according to both of these
measures, but does have some drawbacks. First, it requires methodically testing the
entire parameter space (here, 6, 6., £, = €, and R), which is possible due to the
availability of a continuum model with an analytic solution [11, 20]. Still, studying
mixing would be much more difficult with a more complicated flow model or, worse,
no model at all. Second, the r-bias approach only clarifies “what” protocols mix or
do not mix, but not “why” they do or do not. Clarifying the latter still requires inter-
pretation and physical insight. Nevertheless, the results presented above demonstrate
a methodology to analyze the quality of mixing in a 3D chaotic system.
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Numerical Simulation of Abrasive Wear
Using FEM—SPH Hybrid Approach

Krzysztof Damaziak and Jerzy Malachowski

Abstract In the article fully dynamic analysis of a special stand for wear mea-
surements is presented. The analysis is focused on the dynamic interaction of lining
samples rotating with high angular speed and counter surface, with the special
attention to wear process. Typical approach to include abrasive wear in the
numerical simulations of structure modeled in a macro scale is to use one of many
semi-analytical wear laws. One of the most important phenomena accompanying
abrasive wear, i.e., change of geometry of interacting surfaces is usually neglected.
The main idea of the proposed approach is to merge meshless smoothed particle
hydrodynamic (SPH) method with finite element (FE) model. The global model is
described with FE, while surface layer, where abrasive wear takes place, is modeled
using SPH. Owing this, it is possible to introduce sudden change of discretization
level in the numerical model. Due to properties of mathematical description of SPH,
simulation of abrasion with this technique is much closer to the physical phe-
nomena. Proposed modeling technique is presented in the numerical model simu-
lating dynamic interaction between samples of lining and counter sample surface of
special testing stand. Due to very dynamic nature of abrasive wear process, explicit
time integration scheme is used. Thermal-mechanical coupling and heat generation
by friction forces are also included in the model. Rate of change of geometry of
surface, as well as obtained temperature gradients proofs rightness of choice of
explicit time integration scheme.
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1 Introduction

Numerical modeling of brakes engages scientists and engineers since decades. One
of the most important causes of demand for braking simulation is squeal—vibra-
tions during braking [1]. These vibration and noise of braking systems are signif-
icant criteria that govern machine quality [2] and are main driving force behind
ongoing search of analytical tools capable to accurate predicting of a brake
behavior.

All of the most important phenomena influencing brake behavior have their
source in the micro level and are directly connected to the surface wear. This also
includes vibrations excitation, which is connected to the ongoing changes of contact
surface geometry [2—4] resulting from wear processes. The classical way to account
for wear, which is to employ approach based on Archard’s law, does not give an
answer to the problem, since geometry “changes” during simulation are introduced
by parametric measure of wear and not real change of coordinates. Due to this fact,
in numerical analyses of brakes, the focus was shifted from classical dynamics in
frequency domain to the problem of inclusion of changes of the shape of contacting
surfaces. Two major ways to address the problem evolved. It is done either by
enrichment of macro models of full brakes by formulas accounting for wear [5-7],
or by development of micro-scale models [8, 9]. The common idea behind these
attempts is to find a way to account for changes in contact parameters caused by a
change of surface layer geometry. Unfortunately, wear processes are very complex,
which lead to a vast number of simplifications used in these models. Therefore,
none of the mentioned approaches was able to become commonly accepted method
or tool of wear modeling [10, 11].

In the paper the authors introduce yet another idea of the abrasive wear
modeling. The method is based solely on governing equations and commonly used
material models and therefore does not require extensive tribological tests. The idea
is to combine finite element method (FEM) with meshless description of continuum
implemented in smoothed particle hydrodynamics (SPH) environment. The reason
for combination of these two methods lies in limitation of FEM when dealing with
large deformations and elements numerical erosion (not to be confused with erosive
wear). Compared to FEM, a removal of the eroded particle does not introduce
geometry discontinuities. Moreover, SPH is better suited to handle large
distortions [12].

2 Adopted Modeling Method

Abrasive wear takes place in the surface layers belonging to contacting bodies in
relative motion. It becomes dominating wear mechanism in case of interaction of
surfaces with significantly different hardness, which is typical for lining and brake
disk. During the tangential motion the material is removed from softer surface by
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combined action of micro-ploughing and micro-cutting [13]. In other words, it is a
phenomenon connected with dynamic interaction between contacting bodies that
takes place in microscale and involves loss of material cohesion. Additionally, in
the case of brake operation, kinetic energy is changed to the heat and thus high
temperature strongly influences the process. From the point of view of numerical
methods all above translates to presence of material nonlinearities, geometrical
nonlinearities, thermal-mechanical coupling, boundary conditions nonlinearities
(contact), and loss of cohesion. The problem is nonstationary.

Looking at the capabilities of a numerical subroutines, finite element method—
the numerical method most common used today—can handle all of the
above-mentioned tasks, with some reservation relating to the decohesion process.
The real problems arise when we start to look at the dimensions.

As it was mentioned, abrasive wear takes place in the surface layer and its
“natural size” are micrometers at most [14]. On the other hand, typical size of the
whole brake is tens of centimeters. So, if we want to include effects of abrasive
wear in the FE model of the whole brake, we will have to make sure, that dis-
cretization level is sufficient for both scales. This can easily end up with the model
that is too big for the available hardware.

The other very unpleasant FE feature connected with the decohesion modeling is
that the most of the techniques adopted by FEM generates results that are element
size dependent and are introducing discontinuities. Figure 1 shows typical situation
during simulation with element erosion included. Empty spaces left after eroded
elements are clearly visible. Though the loss of cohesion is included, obviously we
are far away from the effects of abrasion.

One of the methods that could overcome these problems is the smoothed particle
hydrodynamics. It belongs to the family of so-called meshfree methods and therefore
it overcomes number of problems related to domain discretization using elements
with predefined geometry and finite dimensions. The basic concept behind SPH is
the representation of a body by an ensemble of particles i, each carrying mass m;,

Fig. 1 Erosion of a material in the FE domain
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momentum m;v;, and other functions f;. The concept was developed independently
by Lucy [15] and Gingold and Monaghan [16]. They assumed that the values of a
function are obtained by a local averaging process using the expression (1) [17, 18]:

F0)= <f> W)= [FOWa—v.hax. (1)

where f{x)—value of a function at x, <f>—Ilocal average (approximation) of f{x),
fix")—value of a function in the location other than x, W(x — x’,h)—smoothing
kernel, h—independent variable called smoothing length, £2—domain.

The concept, that domain represented by points is replaced by a body repre-
sented by particles allows to transform integration into summation over discrete set
of particles

N

(0= [FEW=x B = T fa)Wa—rah) AV ()

g=1

where N—number of particles within W support, V—volume covered by W.
Taking density p as an example we obtain

(p)(p) = %:qu(|xp—xq

h), 3)

where p—particle for which density value is approximated, g—particle within the
W support and x,, x, describe particles coordinates.

It can be said, that the mass of each particle is smeared out over its kernel
function’s W support. The density of the particle p is obtained by summing over the
contributions of particles g. The graphic representation of particle p, g, and variable
h is presented in Fig. 2.

For the purpose of this article, it is important to notice that removal of one
particle from the set representing a body does not introduce any discontinuities to
the model.

Functions W are very often spherical or bell-like functions, just like the function
(4) used by Monagham and Lattanzio [19]:

I-R*+ 1R, 0<R<I
W(Rh)=asq L(2-R)?, 1<R<2. (4)
0, R>2

where a; = %; %; ﬁ for 1-D, 2-D and 3-D space, respectively. Figuratively
speaking, image of a small sphere that is very often connected to the word
“particle” is quite close to the actual mathematical description of a continuum

adopted in SPH. Coming back to the modeling of brake linings that are very often
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Fig. 2 Graphic representation of the particle approximation concept

made from granular materials, it must be said that such “spherical in nature”
numerical representation of lining surface layer is much closer to the reality than
hexagons or tetragons used by FEM.

SPH features described above underlying the choice of the method to represent
surface layer in the numerical simulation of braking. It was decided, that most of the
model will be represented by FEM and a layer where abrasive wear is expected will
be represented by SPH. Both domains will be connected via kinematic constrains
forcing set of SPH particles to follow movement of set of FE nodes (see Fig. 3).

It was decided that the wear will be connected with the effective plastic strain
(see Eq. (9)), i.e., the particle where predefined value of effective plastic strain will
be achieved, will “erode,” that is its stiffness will be set to 0.

1

o= /Ot <§ép)7dt, (5)

Kinematic constraints

Fig. 3 FEM and SPH domains. Zone where kinematic constraints were introduced is marked
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where é’—plastic strain rate.
The mechanical part of the problem was solved by the integration of full
dynamic equation in time domain using explicit central difference method [20].
Thermal part of the problem was shrink to a conduction problem, described by
the Fourier’s equation (6)

der 1
— =-V(kV
o=, Vo). ©)

where E;—thermal energy per unit mass p—density, &—temperature, k—thermal
conductivity. This applies for both methods, meaning that the Eq. (6) is the gov-
erning equation in FEM and in SPH. In case of FEM, above equation takes form
[21]:

c% +KO=R, (7)

where C—heat capacity matrix, K—conductivity matrix, R—vector of heat sour-
ces, @—temperature, while in SPH Eq. (6) is approximated by [22]

dET m; k,'—k'
o =2 Vil (8)
L TP

where m—mass of particle, W—Xkernel function, x—location of particles.

So-called one-way thermal-mechanical coupling was used in analyses. Equa-
tions (7) and (8) were solved for the temperature @ independently to the mechanical
part of the problem. Then displacement field and strain tensor are updated to
account for the thermal expansion.

3 Numerical Model

In general, numerical model used in simulations was the simplified version of the
FEM model of IL-68 machine [23]. The IL-68 machine was designed and built in
the Institute of Aviation located in Warsaw (Poland). It was created to test per-
formance of brake pads used by aero industry. General view of the testing stand is
shown in Fig. 4.

Basically, it consists of a rotating part with so-called counter sample mounted in
it, which is acting as brake disk and a head pushing against counter sample, where
lining samples are mounted. The special stand enabled the measurement of such
quantities as angular velocity of the rotating part, moment generated by friction
forces, braking time, and wear of lining defined as its thickness reduction. The
schematic explaining its principle of work is shown in Fig. 5.

The numerical model mapping work of the IL-68 machine is shown in Fig. 6.
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Fig. 4 General view of IL-68
machine

Fig. 5 Schematic describing Handle with
the special stand IL-68 counter-samples Lining

principle of work /

Power supply P

for rotations <« Press

Fig. 6 Numerical model Lining sample
representing IL.-68 machine.
Lining sample presented in
the bottom utilized hybrid
representation consists of FE
and SPH domains

Handle

FEM domain

/

SPH domain —

Initial boundary conditions are shown in Fig. 7 and listed in Table 1. Initial
angular velocity @y was defined for counter samples. Lining samples had prede-
fined linear velocity v(f) changing over time, so that they move toward the counter
samples up to the moment when spring k generates force pressing counter samples
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Fig. 7 Schematics of
boundary conditions applied
to the numerical model of

IL-68

Table 1 Initial and boundary

conditions

K. Damaziak and J. Matachowski

Counter-samples Lining
OB
4
N
Wo «— v(t)
k
—
«—
4
o N
Name Symbol Value
Prescribed velocity v(¢) (mm/s) v = 200cos
(0.002t/m)
Initial temperature O (°) 20°
Initial angular velocity wo (rad/s) 628

against lining. All elements had prescribed initial temperature ©@,. The model
consisted of 75612 nodes, 17407 elements, and 49000 particles. As it was men-
tioned earlier, SPH material had added failure criterion based on effective plastic
strain (see Table 2). Explicit algorithm was chosen to integrate equation of motion
over time. In thermo-mechanically coupled analysis heat generation by friction

forces was included.

Although the numerical model was built based on the IL-68 testing machine, it
should be stressed that its purpose was to develop methodology to include abrasive
wear in the macroscopic model of brake and not to validate results. Therefore the
surface layer modeled using SPH domain was relatively thick, to save computa-

tional time.

Table 2 Material properties

of SPH domain

Name Symbol Value
Elastic modulus E (MPa) 22 x 10°
Yield stress o, (MPa) 513.0
Poisson ration v 0.3

Plastic strain at failure & 0.1

Density P (t/mm3 ) 7.0 x 107°
Specific heat cp (mm?/s* deg) 4.8 x 108
Thermal conductivity k (t mm/s® deg) 50.0
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4 Results

In the following figures, global view of the lining samples presenting temperature
and equivalent Huber—Mises—Hencky (HMH) stresses distribution is shown
(Figs. 8 and 9).

It can be noticed that temperature raise is very rapid. After 0.023 s of analysis
time maximum local temperature in the most loaded particles raised from initial 20°
to 314°. As it was shown in reference [23] such rapid temperature change is in line
with measurements using thermovision camera and results obtained using FEM
model. This shows that implementation of explicit time integration is the necessity
to accurately cover such rapid changes. Unfortunately, this is also one of the biggest
drawbacks of the proposed method. Keeping in mind that braking process usually
last a few seconds and average integration time step was At ~ 4.36 x 107% s (with
taking into consideration stability condition), it is easy to realize that analyses run
times were extremely long.

Figure 10 shows one of the samples after # = 0.09 s of analysis time. Change in
surface geometry due to particles erosion is evident. Figure 11 shows HMH stress

Fringe Levels
1.500e+02
1.370e+02 :l
1.240e+02 _
1.110e+02 _
9.800e+01
8.500e+01 _E
7.200e+01 j'
5.900e+01 _
4.600e+01
3.300e+01 :I
2.000e+01

Time=  0.023

Contours of Temperature
min=20, at node# 13990
max=314.632, at node# 112984

Fig. 8 Temperature (°) distribution for moment t = 0.4 s



164 K. Damaziak and J. Matachowski

Fringe Levels
5.198e+02
4.679e+02
4.159e+02 _|
3.639e+02 _
3.119e+02
2.599e+02 :I
2.079e+02 _

1.560e+02 _

1.040e+02
5.198e+01
0.000e+00 _|

Time=  0.023

Contours of Effective Stress (v-m)
min=0, at elem# 7135
max=519.846, at node# 92712

Fig. 9 Equivalent HMH stress (MPa) distribution for moment 7 = 0.4 s

(-

Fig. 10 Sample of lining in the analysis moment ¢ = 0.09 s. Effects of numerically simulated
abrasion are clearly seen
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IL-68 SIMPLIFIED v.24a

Time=  0.031 Fringe Levels
Contours of Effective Stress {V‘ﬂ'l) 8.710e+02
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Fig. 11 HMH equivalent stress (MPa) in the sample of lining in the analysis moment ¢ = 0.031 s

Time=  0.09 Fringe Levels

Contours of Effective Stress (v-m) 8.362e+02

min=0, at node# 109713

max=836.216, at node# 76244 v.5anet0d
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Fig. 12 HMH equivalent stress (MPa) in the sample of lining in the analysis moment # = 0.09 s
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value in the same sample in the moment ¢ = 0.031 s, when there was no wear,
while Fig. 12 shows the sample in the moment ¢t = 0.09 s, when wear process was
already in place. Comparison of the two figures proves that numerical model pre-
dicts stress redistribution caused by change of surface layer geometry, what is in
parallel with real-live observations [24].

5 Conclusions

The purpose of presented study was to develop methodology allowing to account
for effects of abrasive wear in global numerical models of brakes. To reach the goal,
the authors choose technique of hybrid modeling coupling the FEM and SPH
method. The latter caught the attention due to properties of the mathematical model
lying behind the concept of the body made of particles.

Obtained results show that the procedure can be used to describe abrasion. In the
presented numerical example, heat due to friction forces, together with normal
contact pressure generate strains up to the defined limit, causing particles erosion.
This leads to change of geometry of the surface layer and stress redistribution.

Although proposed method does not cover many physical phenomena accom-
panying braking (like melting of lining particles), but still it is closer to them, than
traditional FEM-based modeling methodology.

The only problem connected with the proposed approach is the necessity of
implementation of explicit time integration scheme that comes from the fact that
during brake process, change of such quantities like temperatures and material
erosion are characterized with very dynamic nature.

In future works authors will focus on validation of the developed methodology.
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A Mathematical Model for Robot-Indenter

Marat Dosaev, Yury Okunev, Ren-Chyuan Luo, Vitaly Samsonov
and Olga Vasiukova

Abstract A Dual Robot Arm manipulator for executing medical procedures is stud-
ied. An important stage of investigation is constructing a mathematical model that
takes into account useful torques produced by manipulator motors, friction of differ-
ent nature, etc., as well as effects of a contact interaction between manipulator sensi-
tive element and soft biological tissue, and allows to create and to numerically work
out algorithms for motor control torques. Video-tactile sensor is used as a sensitive
element of the manipulator. This sensor allows estimating mechanical characteristics
of soft tissue and providing control on active impact on soft tissue. During contact
interaction with soft tissue, it is necessary to provide special contact conditions, such
as smoothness of approaching, applied force restrictions, and so on. The control task
is to realize required indentation of sensor head into soft tissue under such restric-
tions on applied force and indentation speed as well as on the presence of available
observed data.
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1 Introduction

Currently, there is an active robotisation of medicine. This work is dedicated to the
robot-manipulator that contacts with a soft biological tissue. Such a device can be
used for massage, manual therapy, as well as in medical engineering to determine the
type of soft biological tissue. Development of intellectual robotic-manipulators for
medical purposes is very relevant. Robots, that equipped by tactile sensor, facilitate
and accelerate a process of determining the type of tissue and searching inclusions.
Using such robot for intellectual massage will make the medical massage wholesale
available, which will improve health and increase efficiency of people.

For the development of a robot-manipulator that contacts with a soft biological
tissue it is necessary to choose a type of a tool that generates pressure on the sur-
face of the tissue. In the capacity of such operating element of robot it would be
beneficial to use a sensor that can provide some contact interaction characteristics.
For the choice of such important part of medical manipulator it is necessary to pro-
vide a mathematical modeling of robot operation including description of contact
interaction between working element of robot and biological tissue.

Approaches used for the description of the mechanics of the robot-manipulator
are widely covered in [1]. Developments in modeling, simulation, and control of
robot manipulators are presented, for examples in [2]. Methods of control described
in [3] can be used to achieve more precise operation of the manipulator.

Methods of contact mechanics are widely used in the diagnosis of pathological
conditions of soft biological tissues. Survey of different models of contact problems
arising from the interaction of the working element of the instrument with a tissue is
covered in [4]. Manipulating robots can be used in regenerative medicine. A method
for position-force control of robot-manipulator designed for massage is proposed in
[5] with power training. Series of algorithms are suggested for implementing this
method. Classification of the existing types of tactile sensors is listed in paper [6]
with respect to technique of feedback control.

Video-tactile sensor proposed in [7, 8] allows determining the nature of tissue
by estimating its effective modulus of elasticity. The silicon sensor head can be also
used for executing an active pressing with a predetermined force, which will vary
depending on the particular type of tissue.

We consider a problem of performing a specified manipulator links motion that
will provide the determination of mechanical properties of the tissue at a given point
[9]. In this paper, we consider both the video-tactile sensor (VTS) and usual sensor
of longitudinal load (which costs much less than VTS) for determining a posture of
the last (operating) link of the manipulator.

In this paper, we examine the mode of operation of the manipulator, in which the
last link of the robot-manipulator performs a translational motion that is perpendic-
ular to the surface of the soft tissue. We propose an approach for restoring a normal
to the surface at the contact point, depending on the information obtained from the
VTS or from an axial load sensor. We find relations between the angles of orientation



A Mathematical Model for Robot-Indenter 171

of the manipulator links needed for providing the motion of the sensor head along
the normal to the surface.

We present an algorithm for the estimation of small deviations from the normal
direction during the orthogonal indentation of the third link into the tissue using an
axial load sensor readings.

2 Formulation of the Problem

The three-link robot-manipulator that contacts with soft tissue is considered. All
joints of the manipulator are rotational. Manipulator control is carried out by the
torques at the joints that are implemented by applying voltages to motors. Operating
element is rigidly attached to the last link of the robot.

We use VTS (for example proposed in [7]) and longitudinal (axial) load sensor
(LLS) as the operating element of robot. VTS [7] is intended for determining effec-
tive Young modulus of the soft tissue. Consider a such sensor that contains a semi-
spherical elastic head contacting with soft tissue, a light source, lens, and a video
camera, which allows obtaining a visual representation of the area of contact between
the head and the tissue (Fig. 1). The sensor head is manufactured from silicon that is
suitable for contacting biological tissue.

For simplicity we assume that the robot is planar. We introduce an inertial fixed
coordinate system O,xyz with an origin point at a fixed hinge (Fig.2). O,y -axis is
directed vertically upwards, O, z coincides with the axis of rotation of the first link.

Each link is considered as a rigid body. The links are connected with joints
at points O,, O;. We introduce coordinate systems Ox,y,2;, OyX,¥225, O3X3Y323,
rigidly connected with the links 1, 2, and 3 correspondingly. Axes O,z;, 0,2,, 0523
have the same direction with the axis O,z. Planes O,x;y;,i = 1,2,3 lie in a vertical
plane O,xy. Lengths of the links are introduced as follows: 0,0, =1,, 0,05 = [,,
O;P =1;.

Fig.1 Longitudinal section
of video-tactile sensor

Vi
Sensor head V \

. . Camera
Circular light source
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Fig. 2 Scheme of a y
three-link robot-manipulator lg

L

=N

Axes O,x;, O,x,, O3x; directed along O, 0,, 0,05, O5P respectively. Axes O,y,,
0,y,, Osy; completed the corresponding coordinates systems as right-handed ones.
VTS is attached to the third link so that the axis of the sensor symmetry is directed
along O5P.

We denote masses of manipulator’s link with m,, m,, m;. The center of mass of
the i-th link in i-th coordinate system is defined by the vector r;, i=1, 2, 3. Moment
of inertia of the i-th link with respect to the axis S,z; is accordingly J;, where §; is a
center of mass of i-th link.

As generalized coordinates describing the position of the system we introduce
angles 0,, 0,, 65, where 0, is the angle between axis O,x and O,x,, 0, is the angle
between axis O,x; and O,x,, 05 is the angle between axis O,x, and O;x;.

The gravity forces m;g and control torques U; in the joints act to each i-th link.
Contact force N = —gee, is applied to the end of the third link, where ¢ is the depth
of the sensor head indentation into the tissue, ¢ is a constant effective stiffness coef-
ficient.

The Lagrange’s equations for the given system are the following:

i JoT - P) _ JoT — P)
dt 09,- 00,

1

=U;+Mp +0Qy,i=123 (1)

Here K is the kinetic energy of the manipulator, V is the potential energy of the
manipulator, M. are the friction torque, Qy is the generalized force, in particular,
Qy, is a force of ‘contact interaction of third link with a tissue.

Part of our task is to determine the motion of the links that would provide the
definition of mechanical properties of the tissue at a given point. Denote this contact
point by A. To estimate the effective Young modulus of tissue under consideration
at point A by video-tactile sensor, robot should perform an orthogonal indentation
of sensor head into the tissue at this point. This requires determining a configuration
of the manipulator that allows third-link motion along a normal to the tissue surface
at the point A of contact.
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3 Finding a Normal to the Surface at the Contact Point

For simplicity, let us assume that the surface of the tissue is planar in some neigh-
borhood of the contact point.

To study the mechanical properties of the tissue we want to ensure that the link
O;P of the manipulator contacted with the tissue surface, moving along a normal
line to this surface. Our objective is to find the normal to the surface in the point A
when the head of the manipulator reaches that point. Line / (see Fig. 3) models the
tissue surface. We model the surface of the sensor head with a semisphere of radius
R. Then d is a distance between the axis of symmetry of the sensor and point A. We
denote a = 05 + 0, — 0, as an angle between the axis O,x and the axis O5x;.

Than angle g between the line / and axis Ox is expressed by the following relation:

d
= - - 2
p = arccos R a 2)
If robot perform an orthogonal indentation of sensor head into the tissue at point,
we have a + f = /2
Let us write down the equation of the line / in axes O,xy

y=tanf x+y, —tanf x, 3)

Here (x,,y,)-coordinates of the point A, which have the following form:
x, =1,cos@; +1,cos (0, —0,) +;cosa 4)
vy =1 sinf; +1,sin(0, — 6,) — l3sina 5)

Fig.3 Contact of the sensor y 4
head and the surface
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The normal to the tissue surface in point A (orthogonal line to the line /) is given by
following expression:

n = (tanf,y, —tanp x,) (6)

4 Sensor Head Translational Motion Along the Normal
to the Tissue Surface

When the normal to the tissue surface at the point A is found, we rotate the execu-
tive link of the manipulator so that it is directed along this normal. Then we assign
translational motion of the third link of the robot-manipulator along the normal at
the point of contact to determine the mechanical properties of the tissue. The angle
a between the third link and O, x is fixed during this translational motion. Two rela-
tions appear between the angles 6|, 8, and 05 that provides constancy of the angle «
and the distance O, E (Fig.4). Thus, we can assume that the system has one degree
of freedom during this motion.

Let us find the relations between the angles 6,, 6, and 6; that provides the con-
stancy of « and the distance O, E.

a=0;+6,—0, =const @)

There is a following geometric relationship:

[, sin 6,
ana
Consider the triangle 0,0;C to find O,C:
[, sin @
0, =22 ©)
sina

Fig. 4 Case of motion of N
the third link along the
normal to the surface [
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Thus, the relationship between angles 6, and 6,, that provides the constancy of
the distance O, E, has a form

[, sin 65 [, sin 6,
—— 4/, cosf; +
Sin a tan o

= const (10)

S Deviation of the Working Element from the Desired
Normal Direction to the Tissue Surface

Consider the case when line O;P deflected from desired normal in the contact point.
We show that it is not necessary using the video-tactile sensor to find the error in
the angle of the third-link indentation. It is enough to use a longitudinal load sensor
rigidly attached to the last link.

We assume that we have already selected a specific point A on the tissue surface
and determined the normal direction for the surface in this point with some error.
The manipulator has a configuration in which the last link is oriented at a fixed angle
a to axis O;x (Fig.5) and has performed small translational indentation into tissue
keeping this orientation. An angle 6 is a small deviation of the third link from the nor-
mal direction to the tissue surface. One can estimate this deviation by LLS readings
using the following approach.

Consider an equilibrium of the mechanical system in position when the third link
is oriented along the normal direction to the tissue surface (6 = 0). Equilibrium equa-
tions can be obtained from the torque balances of the external forces applied to the
system about the points O, O,, O5

M, — N(sina x, +cosay,) = U, (11)
M, — N(sina(x, — I, cos ;) + cosa(l; sinf; —y,)) = U,, (12)
M; = U, 13)
Fig.5 The case of the yp
orthogonal indentation with l,g
a small deviation of the
sensor into the tissue 5 0; l ,
a o’
0, A~ 91_—62 » g
[, N & ~<
N
0, u (x\

m/
=\
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where M, M,, M; are moments of gravity of links about the points O,, O,, O;
respectively

M, =m,gr,cos 0, +m,g(l, cos 0, + r,cos(0, — 6,)) +

+myg(l, cos0; + 1, cos(d; — 6,) + r3cos a) (14)
M, = m,gr, cos(8, — 0,) + mg(l, cos(f, — 6,) + r; cos a) (15)
M; = msgrycosa (16)

From expressions (11), (12) we get two values for estimation of the contact force N

N, = Ml _U]
1 == 17)
Slna.xA +COSO(yA
M, -U
N, = 2= U (18)

sina(x, — I, cos ;) +cosa(l; sinf; —y,)

The third value of contact force N; we obtain from LLS sensor data. If [N, —
N;| > |N, — N,| (and consequently [N, — N3| > |N, — N,|) then angle ¢ is consid-
erably greater than zero. There exists tangential force T applied to the end of the
third link. In this case Eq. (13) looks like the following:

Tl, = U, — M, (19)

We propose a following algorithm for estimating the angle 6. Consider the average
value of the contact force N

N, =R 20)

Then value of angle between the normal to the working surface and third link axis
has the following form:
6 = arctan r 21
N,

a

where the value of force T can be determined from expression (19).

6 Algorithm for Estimating an Effective Stiffness
of the Tissue

After the correction of the direction of penetration of the working element to point
A by the angle 6 we can achieve the accurate orthogonal indentation of the work-
ing element into the tissue. According to the LLS readings, we can determine the
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Fig. 6 Two configurations y A ,
of the manipulator under the 4
orthogonal indentation 0
31
10,,
1l
A
€
0 \
11
LT

S
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stiffness of the tissue under consideration. Consider two different configurations of
the robot-manipulator. The first configuration corresponds to the robot position when
operating element just touches the tissue in the point A. In this case the contact force
is equal zero. The second configuration corresponds to robot position when it per-
forms orthogonal indentation of the sensor head into the tissue with small depth €
(Fig. 6).

The first configuration is set by the angles 6,,, 6,,, 65, and the second configura-
tion is given with angles values 6,,, 6,,, 05,. Assume that 6,, — 6;, = 660,,i =1,2,3
are small values.

During the translational motion of the third link with the fixed angle «, relations
(7)—(10) must be satisfied. Then we have following equations:

0314+ 0, — 0y, =03, +0,, — 0, (22)
1, sin 6 [, sin @ 1, sin 6 [, sin @
g+llcosen+ ! -2 32+11005912+1—12 (23)
sina tan o sin a tan o

Dependence of the indentation depth € on angles characterizing the first and sec-
ond configuration looks as following:

ecosa =1, cosf, +1,cos(0,, —0,) — [, cos 0, — I, cos(8;, —6) (24)

We substitute small increments of the angles 66;,i = 1,2,3 to Egs. (22)—(24).
Then Egs. (22)—(24) at a first approximation take the following form:

50, + 50, — 560, = 0 (25)

l,cos 0 cos 6
23250, +1, < 2 _ sin 912> 50, =0 (26)
sina a

gcosa = —/[;sin 6,60, — I, sin(0,, — 0,,)(66, — 66,) (27)
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We obtain € from the (27). Knowing e and the force, which the tissue is exerting along
the axis of the third link, we find the estimation for effective stiffness coefficient

q9== (28)
€

Equations (25)—(26) can be used to acquire errors and to correct the operation
regime.

7 Conclusions

The problem of the motion of three-link robot-manipulator designed for medical
applications is considered. The mode of operation of the manipulator is studied,
in which the last link of the robot-manipulator performs a translational orthogo-
nal indentation into the surface of the soft tissue. Relations between the angles of
orientation of the manipulator links needed for providing the motion of the sensor
head along the normal to a tissue surface are found. The approach for restoring a
normal to the surface at the contact point is proposed, depending on the information
obtained from the VTS or from the LLS. The algorithm for the estimation of small
deviation of the third link from the normal direction is proposed using LLS readings.
The algorithm for determining the effective stiffness coefficient of the tissue at the
given point is developed.
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A Docking Maneuver Scenario
of a Servicing Satellite—Quaternion-Based
Dynamics and Control Design

Elzbieta Jarzebowska and Michal Szwajewski

Abstract The paper presents a quaternion-based dynamics formulation for a
servicing satellite approaching a client satellite. For understanding the dynamics
behavior of the satellite, the orbit dynamics is presented in the paper with focus on
the integration error for on-orbit dynamics. The mission scenario presented in the
paper is applicable for geostationary satellite servicing missions or conceptual
missions for a satellite of a modular structure, which allows changing components,
for example a broken sensor. Quaternion-based dynamics is used to omit problems
with Euler angle functions singularity during approaching maneuvers to a target
satellite. Investigation in space flight dynamics and control is an active research
area due to their practical and financial significance. Docking to well-known objects
with defined and cooperative interfaces is known and proved, for example docking
to International Space Stations. New areas of investigation are the non-cooperative
objects approaching and interception, like space debris, broken satellites, or pro-
longation of satellite operational functions. The quaternion-based dynamics model
presented in the paper describes functionality of all effectors, which allow orien-
tation of the satellite on its orbit. The orbit dynamics accompanying attitude
dynamics form a complete model for a satellite control design.

1 Introduction

From the first days of humans in space, modeling and prediction of behavior of a
spacecraft were a challenge for science. Main missions are focused on placing
objects on defined orbits. Very few tasks in space were performed to catch, service,
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or overtake functions of the spacecraft. Investigation in space flight dynamics and
control is an active research area due to their practical and financial importance.
Docking to well-known objects with defined and cooperative interfaces is known
and proved, for example docking to International Space Stations, were docking
interfaces and docking vehicles were specially designed. New areas of investiga-
tions are the non-cooperative objects approaching and interception, like space
debris, broken satellites, or prolongation of satellite operational functions. Analysis
and investigation of rendezvous maneuvers and formation flying is actually focused
on three main mission’s concepts. The first one is removing existing debris from the
LEO and middle attitude orbits. Actually, the space debris causes serious problems
for newly launched satellites. Removal space debris is under investigation of DLR
with the concept mission DEOS. This concept is now under implementation as
E-DeOrbit mission. A spacecraft with a dedicated robotic arm may catch debris and
deorbit them. The second area relates to formation flying maneuvers. The example
of such mission is PROBA 3. This mission is a formation of flying algorithms
technology proof mission. Two satellites on strongly elliptical orbits will create a
scientific instrument, a coronagraph. Satellites will be launched, connected, and
after release it will separate to create a formation and operate as an optical
instrument. In the scenario of the mission, it was taken into account that after the
operational time, the satellite will deorbit to not add debris on this orbit. The third
area of investigation is servicing missions. Servicing missions require precision
maneuvers and a rendezvous maneuver cannot impact on other operating systems of
a target satellite. The scenario of the mission has to be well defined and planned at
each step of the mission and flight away maneuvers.

Servicing missions are actively investigated by researchers because of their
complexity and planning requirements. The need of such missions is also under
investigation by the SENER Company, where analysis and analytical investigations
were performed. Missions for on-orbit servicing can be multifunction and multitask.
One of the mission scenario presented in this paper is servicing a satellite on a geo
synchronous orbit. The goal is to dock to a satellite and take over their functions.
Other mission concept, which the presented scenario can cover, is servicing a
building blocks concept satellite [1]. The servicing satellite would be equipped with
a functional iBOSS—intelligent building blocks for on-orbit-satellite servicing. In
this concept, the one servicing satellite could service a sort of satellites with
intelligent building blocks.

In this paper, a novel approach to the mission analysis is presented. The com-
plete concept with attitude and orbit dynamics equations is presented. The
quaternion-based dynamics model presented in the paper describes a complex
functionality of all effectors, which allow orientation of the satellite on an orbit. The
model includes reaction wheels, thrusters, and an influence of a drift caused by solar
radiation and by the atmosphere. The significant investigation is performed in
presenting the satellite body motion in the gravitational field. The standard Runge
Kutta or Rosenbrock integration procedures do not provide correct solutions to a
satellite dynamic equations. The reason is that the standard Runge Kutta or
Rosenbrock integration procedures do not conserve the satellite energy and it does
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not stay on the defined orbit but drifts away with an increasing integration error. For
the orbit dynamics, Gauss—Jackson Integration [2] has to be implemented. The
integration is a multistep predictor corrector method, which allows maintaining
potential of the satellite stable.

The theoretical development presented in the paper is illustrated by the simu-
lation study of potential servicing satellite approaching a target satellite. The sce-
nario presented in the simulation is limited to rendezvous and does not include
docking itself. The simulations also present trajectories of the satellites in the
inertial reference frame.

2 “Mission Protocol” Description

The starting point for the analysis is when a satellite is already at the geostationary
orbit. The target satellite is non-cooperative, what implies no motion for assisting
docking. This assumption is justified, taking into account a servicing telecommu-
nication satellite, which can still operate, but must be transferred to a graveyard
orbit in a short time period. For the mission analysis, a coordinate system fixed in a
target satellite is used, according to axes defined in [3]. In the literature such
coordinate system is also called LVLH—Local-vertical/Local-horizontal (Fig. 1).

For the mission analysis the geostationary orbit with the radius 42 164 km is
assumed.

The mission can be divided into three main phases. The first phase is to locate
the satellite as close enough on V bar, to allow detection of a target satellite. The
second phase is the flight around maneuver to change the location from V bar to R
bar to initiate the third phase, which is approaching the target satellite on R bar for
final docking. The summarized detailed protocol of the mission is presented in
Table 1.

Time defined for each maneuver can vary and depends on instruments used on
the satellite. The calculations presented in the Table 1 are based on the visual
navigation system defined by the SENER Company. The control points and tra-
jectories are presented in the section discussing simulation results.

Fig. 1 LV/LH coordinate V=X,
system H=y,

Rotation
direction
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Table 1 Mission protocol description

Control Points Duration | Description

Al (435 km on 6h The satellite is on Vbar and is searching the target. The GNC
Vbar) system is defining the orbit of target and servicing satellites
Al to A2 12 h Transferring to A2 point. Approaching to the target

A2 (+2 km on 1h Approaching to the target at 2000 m. Searching and defining
Vbar) the satellite motion

A2-A3a (+400 m 2h Preparation to a spiral approach

on Vbar)

A3ato A3b (200 |1h Approaching and orbit determination

on V bar)

A3b to A3 (+100 1h Motion form Vbar to R bar

on V bar)

A3-A4 (=500 mon |6 h Approaching on R bar

R bar)

A4 do A5 (=20 m |10 min | Satellite is about 20 m from the target

on R bar)

A5 do A6 (7 m 10 min | At A6 point servicing satellite is at a distance of about 7 m
from the target) from the target

A6 (—7 m on Rbar) |10 min | Servicing satellite is starting docking

A6 do A7 20 min Servicing satellite is ready to dock

2.1 Calculations of a Total Velocity Change for a Mission

Analysis

The preliminary mission analysis is performed to define the maximal velocity
change with respect to the time required for that change. For this simplified anal-
ysis, the Clohessy—Wiltshire model is adopted. The relative motion of a chaser with
respect to a target satellite can be described by the C-W equations of motion. They
require some specific nomenclature and concepts, which are defined in Fig. 2.

In the Table 2, the orbital elements are specified and described.

The first step to obtain the C-W equations is to define the position and velocity
vectors in the orbital coordinate system, i.e.,

2 1 cos @
=—*%————*| gin@ (1)
u l+eée cosd 0
— sinf
vx:%+ e+ cosf (2)

0
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Fig. 2 Orientation of orbit in space (from Ref. 7)

Table 2 Orbital elements

4 Symbol Description
description . -

o Semi major axis
e Eccentricity
i Inclination
Q Right ascension of ascending node
® Argument of perigee
0 True anomaly

To express the location and velocity vectors in the Earth Centered Coordinate
system, a transformation matrix between coordinate systems has to be define as
follows:

cos(w) sin(w) 0] [1 0 0 cos(Q2) sin(2) O
Qua=| —sin(w) cos(w) O] |0 cos(i) sin(i) || —sin(2) cos(2) 0| (3)
0 0 1|0 =—sin(i) cos(i) 0 0 1

Inversing the above matrix and multiplying it by the position vector or the
velocity vector, the position and velocity vectors in the Earth Centered Coordinate
System can be derived as

rA=Qu ¥4 (4)

VA =0 * Vg (5)
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When the position and velocity were defined in each of coordinate systems, the
velocity vector change can be derived. The change of the satellite position is
achieved by two impulses of forces. This assumption allows using a simplified
equation. To initiate the motion, a force should act on the satellite. In the equations
that follow, it will result with velocities denoted by a sign “+”. To stop the motion,
the force should act against this motion and velocities will be denoted by a sign
“—". Figure 3 presents the rendezvous trajectory of the satellite B to reach a
point/satellite A.

According to Fig. 3, knowing velocity and a position of the satellite B and the
satellite A at the time t; and using the C-W equations, the total velocity change can
be specified as

Avtatal=”AV0H+||AVf|| (6)
where
Sug Suy
Avy= 5\;; —ovy = 6v6r —| ovy (7)
S dwy
and
51)8—: _q)rv(tf)_lq)rr(tf)*ro (8)
ovy =g, (tf) org + ¢, (tf) Svy 9)

Avp=6v —bv; (10)
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The notation in Egs. (6)—(10) is v is the velocity to initiate the start of motion
and évf_ is the velocity to stop the rendezvous maneuver. Based on Egs. (6)-(10)
the total change of velocity can be determined. Lacking information are C-W
relations, which are presented below

4-3cos(nt) O 0
@, = |6(sin(nt)—nt) 1 0 (11)
0 0 cos(nt)
Lsin(nr) 2(1 - cos(nt)) 0
@, = | 2(cos(nt) = 1) L(4sin(nt)—3nt) 0 (12)
0 0 Lsin(nt)
3nsin(nt) 0 0
@, = | 6n(cos(nt)—1) 0 0 (13)
0 0 —nsin(nt)
cos(nt) 2 sin(nt) 0
®,,=| —2sin(nt) 4cos(nt) -3 0 (14)
0 0 cos(nt)

where n is the angular velocity for a circular orbit and it is expressed as
n=-= /= (15)

Based on the scheme of the satellite action sequences presented in this section,
the rendezvous mission scenario can be developed. A detailed description of dif-
ferent approaches to mission maneuvers such as continuous burn transfers can be
found in [4]. For a mission planning, a simplified calculation can be conducted to
assess the amount of fuel required for each maneuver. Each mission is assigned an
optimization function, in which selected factors are defined as the most efficient
ones. In case of a mission whose main purpose is servicing more than one satellite,
the main parameter is fuel. A servicing of building block satellite can be a good
example of this.

3 Servicing Satellite Dynamics

The satellite dynamics and orbit perturbation can be expressed in different coor-
dinate systems. For the purpose of this paper, inertial reference frame is used as
shown in Fig. 2. Other more sophisticated and accurate reference frames could be
used to define, for example the elliptical Earth, as the geodetic reference frame
described in [5], but it is not the purpose of this paper. In this section, a model of
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satellite dynamics is presented. It is developed in a body and inertial reference
frames with the use of quaternion. The attitude dynamics model describes effectors,
which can act on the satellite and torques which can change the satellite orientation.
Also, the model of an orbit perturbation is presented and simulation problems and a
solver selection for integrating the satellite dynamics is discussed.

3.1 Satellite Attitude Dynamics

The satellite dynamics is composed of translational and rotational motion equations.
A description of translation is discussed with the orbit perturbations taken into
account. Equations of rotation of the satellite are based upon the Euler equations,
i.e., that the time rate of change of an angular momentum is equal to the sum of
external moments applied to a body. In equations that follow, the upper case at each
variable indicates the reference frame, where a letter E stands for the inertial frame
and B specifies a body fixed reference frame. The satellite dynamics is based upon
the development presented in [5].

da)BE
I"——=2Ms (16)

In Eq. (16) the right-hand side moments about the center of mass of the satellite
are the moments generated by reaction wheels, thrusters used for fast reorientation,
or perturbation moments that may act on the satellite.

Taking the Euler angle description, Egs. (16) can be transformed to the satellite
body reference frame. Also, note that the change of the satellite inertia is negligible,
what results in the following rotational motion equations.

B
“% = ()7 [(- %) (1*)0” +mp), (17)
where
p
o= q (18)
-
0 -r q
B=1r 0 -p (19)
-g p O

Equation (17) consists of three first-order nonlinear differential equations. Due
to the well-known singularity problems related to Euler angle functions, the final
satellite dynamics is derived in Euler parameters, i.e., quaternion description.
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The four-dimensional space is the rotation quaternion, i.e.,
q=qo +iq1 +jq2 +kq3 (20)
The norm of the quaternion is to be
G+a+G+a=1 (21)
This norm can be treated as a constraint equation for the four parameters. It has
to be satisfied then and checked during an integration process, and corrected if

needed. Practically, due to the finite length of an integration step, the norm has to be
corrected by some factor in the same way as a constraint equation.

@] Jeos(s
_la| _|sin(§)m

[Q] - > - Sil’l % ny (22)
q3 sin(5)n2

Relations between the four Euler parameters and body fixed angular velocities
can be written as follows:

qo 0 -p —-qg -r||q
q1 Lip 0 r sCARKd
A 23
2 2|lq —-r 0 p 73 (23)
q3 roq -p 0 q3

These differential equations are linear and are free of singularities. The initial-
ization for the equation could be done by Euler angles and using Eqgs. (21) and (22),
which allow to define the initial quaternion. As mentioned, during the integration
process of Eq. (23), the unit norm of the quaternion could drift along the simula-
tion. To control the quaternion norm, we introduce a correcting factor following [5].
It can be selected based on simulation experiments.

qo 0 -p —q —-r||q 90

. ) ~

ql — - 14 0 r q q1 +KA q1 (24)
‘p 2lg -r O p q2 q2

qs roq -p 0 qs 7

where A=1—(g§+q} + 5 +q3) is the correcting factor.

The satellite dynamics simulation results presented in quaternion description are
not easy to interpret, so the Euler angles as functions of quaternion are welcome.
The relations are as follows:
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2(q192 + q093)

tan(y) = m (25)
sin(0) = —2(q193 — q0q2) (26)
tan(@) = 29203+ dodz) (27)

 B-a -G-8

The quaternion-based dynamic equations for the satellite attitude consist of three
dynamic equations for the rate of change of the satellite angular velocities and four
kinematic differential equations in quaternion. Additionally, the transformation
matrix for expressing the quaternion in the inertial reference frame is as follows:

. @+t — 49— 4 %(Cllqzz +q20q3)2 2(q193 — q0q2)
M™ =1 2(q192—q093)  G—qi+a:—495  2(9293 +qoq1) (28)
2q1q3+q0q2)  2(q2q3—qoq1) G —-qi— B+

3.2 Equations of the Satellite Perturbed Motion

The equations of motion for the satellite moving around the point mass planet is
given in the internal frame by the equation below

d*r u

—=—-=r 29

dr? r (29)
where, r is the position vector of the satellite, i is the gravitational constant, and 7 is
time. The position vector can be presented in a general function form or orbit
elements. To derive an equation of motion with perturbation, a resultant vector of
acceleration has to be added to the right-hand side of Eq. (29) as follows:

d’r r
ﬁ = - ﬂ}j +ap (30)

The main perturbations in the solar system can be divided in two categories
according to [6], as gravitational and no gravitational. The sources of the gravita-
tional acceleration are third bodies as the sun or the moon and the no spherical
Earth. The sources for nongravitational acceleration are atmosphere drag, solar
radiation pressure, out-gassing, or the tidal friction effect. The other classification of
perturbations calls them conservative if they depend on positions only or
non-conservative when they depend on positions and velocities [6]. In the
non-conservative perturbation case, the energy transfer occurs. In the solar system
the perturbation acceleration for all satellite orbits is 10 times smaller than the
central force or two body accelerations.
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In this paper, we present a step-by-step numerical integration method called
“Special perturbation method” [6]. This is the straightforward method for a solution
of two body equations of motion with perturbation. Equation (30) is a second-order
nonlinear differential equation which can be reduced to two first-order differential
equations as presented in Eq. (31) or used directly in Gauss—Jackson method of
integration.

r=v
{v=—f—3r+ap (31)

4 Simulation Study—a Satellite Motion and Approaching
a Target

In this section simulation studies are presented. They are based on the satellite
dynamics models (24) and (30). The simulation case study considers the servicing
mission of a telecommunication satellite. The servicing satellite moments of inertia
are Ixx = 2645, Iyy = 698, Izz = 2355 kg/m?. The orbit of the simulation is a
circular orbit with inclination 0 and altitude of 35786 km.

The first study is to simulate the servicing satellite approaching the telecom-
munication satellite. The analysis was performed according to the mission’s pro-
tocol collected in Table 1. The docking maneuver may start after reaching the
location A6. The coordinate system is located in the center of mass of the target
satellite. Simulation results are presented in Fig. 4.

The second simulation study is for the attitude dynamics in the quaternion
description. The quaternion norm is checked in each simulation time step. In this
simulation, torques generated by reaction wheels were introduced. Figure 5 shows
changes of the satellite angular velocities when the reaction wheels act during a
10 min long maneuver. Figures 6 and 7 present time changes of quaternion com-
ponents and the norm preservation along simulation, respectively.

Figure 8 presents changes of Euler angles during the simulation time.

The orbit motion of the satellite was simulated with the use of the Gauss—Jackson
method, which allows integrating second-order equations directly without the need
of reducing them to two first-order differential equations. The satellite unperturbed
motion on its orbit is presented in Fig. 9. The perturbed motion is depicted in
Fig. 10.
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Fig. 10 Perturbed satellite motion on the orbit with the perturbation acting along Y axis

5 Conclusions

The paper presents the development of the satellite dynamics for a servicing mis-
sion scenario. The mission is to approach and dock to a client non-cooperating
satellite. The attitude satellite dynamics is presented in quaternion description and
simulated with the action of the satellite reaction wheels. The satellite unperturbed
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and perturbed on-orbit motions are simulated using the Gauss—Jackson method. The
developed models of the attitude and on-orbit dynamics enable simulating the
docking maneuver. They can be incorporated with control algorithms for other
servicing missions, e.g., a satellite module exchanging.
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Nonlinear Dynamics of a Vibration
Harvest-Absorber System. Experimental
Study

Krzysztof Kecik and Andrzej Mitura

Abstract This paper presents experimental analysis prospect of using a vibration
absorber for possible energy harvesting results. To achieve this goal, a classical
pendulum-oscillator system (dedicated to vibration suppression) is modified by
adding an electromagnetic harvester device. The electromagnetic energy harvester
consists of a two fixed and one levitating magnets. The induced energy results from
relative movement between magnet and coil, which produces a voltage in the coil
by electromagnetic induction phenomenon. When an external excitation is applied
to the harvest-absorber system, the levitating magnet will start to oscillate due to the
magnetic repulsion of the two fixed magnets. The main goal of this work is to show
induced energy of a pendulum-oscillator system with added harvester device, near
the main resonance region. The influence of frequency of excitation and resistance
load is shown. Additionally, a mathematical model of magnetic levitating force is
proposed.

1 Overview of Energy Harvesting

Energy harvesting (EH) is commonly referred to as a process where a given amount
of ambient energy is transformed into electrical energy. The ambient energy could
be the kinetic energy of a moving or vibrating structure (vibrational harvesters), the
radiant energy of sunlight (photonic harvesters) or the thermal energy (radial har-
vesters), of a warm object [6]. The vibrational devices feed off motion produced as
a by-product in order to generate power, and so are natural AC power sources.
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Nowadays, there are several energy harvesting methods that convert mechanical
energy into electrical energy. The most popular are: electromagnetic energy har-
vesters (called induction energy harvesters), piezoelectric energy harvesters, mag-
netostrictive energy harvesters, and electrostatic energy harvesters.

The magnetic induction harvesters generate power through relative motion
between a coil of wire and a magnet [8, 15]. The motion of magnet causes the
magnetic flux, which leads to generation of a voltage [11]. The level of recovered
energy depends mainly on the size of the system and velocity of magnet. The
magnitude of energy harvested can vary from milliwatts up to kilowatts [13].

The piezoelectric harvesters produce a voltage when deformed under an applied
stress. The magnitude of recovered energy from piezoelectric systems equal from
microwatts to watts [1, 14]. Similarly, a magnetostrictive harvester which is based
on properties of magnetostrictive material will produce a magnetic field when
deformed. The electrostatic energy harvesters use the vibration of a host structure to
vary the capacitance of an initially charged capacitor. This variable capacitor acts
like a current source that can power an electrical circuit [2]. Energy electromagnetic
harvesters based on magnetic levitation started to be studied in the last time [10],
especially due to their mechanical structure simplicity (lack of springs or other
mechanical elastic elements of suspension), which ensures a high reliability in
work.

Similar to harvest energy process is the suppression vibration phenomenon by
dynamic absorbers. Therefore, the combination of energy harvesting and vibration
suppression seems very promising. The conception of simultaneous vibration
suppression and energy harvesting can be found in the literature. Kecik and Bor-
owiec [7] proposed an autoparametric pendulum system to energy harvesting. They
propose the rotatory harvester mounted in the pendulum pivot. Energy harvesting
effectiveness due to different kinds of pendulum motion is analyzed. The obtained
results show that, the chaotic motion of the pendulum generates highest voltage.
Hassaan [5] proposes a novel concept for using the mass-spring vibration absorber
as energy harvester, and defines a new frequency depending on the mass ratio of the
absorber. Mitura et al. [12] proposed a numerical model of a pendulum system with
an added harvester device. The magnetic levitation force is treated as linear spring
force. Different kind of the pendulum behavior was studied from energy harvesting
point of view. The higher recovered energy is obtained for the chaotic motion.

In this paper, the prospect of using a vibration absorber for possible energy
harvesting from low frequency vibrations is presented. The studies are carried out
on a special laboratory rig. The influence of the excitation frequency and the
resistance load on recovered energy is presented. Additionally, the model of the
magnetic levitated force is proposed.
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2 Concept of Harvest-Absorber System

2.1 Pendulum Absorber System

The experimental study has been performed on a special laboratory rig at Lublin
University of Technology. General view of the experimental apparatus is shown in
Fig. 1. The main elements are: a mechanical system consists of the pendulum and
the oscillator (vibration suppression device), the electromagnetic harvester with
electrical circuit and the control-measured module. The system has three degrees of
freedom for the mechanical parts and one for the electrical circuit. The data
acquisition and control of the system is realized by platform module DSP module
and with the help of camera Phantom Miro120 (for magnet measuring).

The harvest-absorber system (Fig. 2) consists of: the pendulum (absorber, (1)),
the oscillator (2) and the levitating magnet of harvester device (3). Inside the
pendulum the magnetic harvester consist of three magnets is mounted. The detailed
description of harvester is presented in the next section. The pivot of the pendulum
is connected with an encoder MHK 40 (4). The oscillator (called main system) can
be fitted for required dynamical conditions by changing of mass (5). The spring
which connects mass of the oscillator and base is linear. The different spring
stiffness can be applied depending on dynamical conditions. The dynamics of the

R

Master control
and manually control

Fig. 1 General view of the experimental apparatus
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oscillator

Fig. 2 The oscillator-pendulum system with energy harvester

system is investigated for two dampers variants: a classical linear viscous damper
(6) which is controlled by a hydraulic valve connected to an oil tank (7), or a
nonlinear magnetorheological damper RD1097-01 (8) with a suitable control
system.

The motion of the system is realized by mechanism: a motor 1.5 kW (9), an
inverter (10), and a special system which changes rotation of the DC into trans-
lational motion of the slider (11). The slider is connected to the main system by the
linear spring (12), (kinematic excitation). The mounted spring transmitting motion
from motor to oscillator is linear. To verify the harmonic motion of excitation, the
slider motion was measured by high-speed camera.

2.2 Electromagnetic Induction Device

A schematic diagram and a photo of the electromagnetic harvester are presented in
Fig. 3. From a functional principle point of view, electromagnetic generator is
similar to a shaker, but the conversion process is reversed [4]. The electromagnetic
harvester device (Fig. 3a) consists of a circular permanent neodymium magnet
NdFeB (1), (known as Neo) with axial direction of magnetization and anticorrosion
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Fig. 3 The view of magnetic (a) (b) — ™1
pendulum harvester system
(a) and its scheme (b)

fixed
magne!

movable
magne

coil”

adjustabl
magne

coat levitating between two fixed magnets. Two permanent neodymium magnets,
top (2) and lower (3) are rigidly fixed to the tube and are oriented such that the
middle, unfixed magnet levitates in an equilibrium position. The magnets are placed
in such way that all of the magnets facing the surface have the same oriented pole
(Fig. 2b). The magnets are a type of strong, and are made of an alloy composed of
neodym, iron, and boron to form Nd2Fel4B tetragonal structure. This levitating
magnet is free to move vertically within the tube (practically no friction). The
position of the lower magnet can be regulated (6), and equilibrium position of the
middle magnet is possible to set. The harvester housing is made as a cylindrical
piece of tubing (4) from plexiglass material. Transparent material of the tube
enables observation motion (displacement and velocity) of the magnet by a camera.
In order to ensure free motion, the holes in the tube housing are made (to reduce
compressed air).

The both fixed magnets are ring shaped with outer diameter of 20 mm and
height of 5 mm. At the outside of the pendulum a wire-wound copper coil (5) is
wrapped around outside of the inner tube connected to the resistance load. It can be
set by the precision potentiometer from the range of 0-10 kQ.

The circuit dissipates the produced energy across a load resistor and it is not
capable of storing energy. The parameter lists of the magnetic harvester device are
presented in Table 1.

When an external excitation is applied to the harvest-absorber system, the
middle magnet (levitating) will start to oscillate due to the magnetic repulsion of the
two fixed magnets, so a voltage is induced and flows through the circuit.

This relative oscillating motion causes a variation magnetic flux inside the coil.
Using Faraday’s law the voltage induced in the coil is obtained
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Table 1 Measured
parameters for the magnetic
harvester

K. Kecik and A. Mitura

Magnet

Height 35 (mm)
Diameter 20 (mm)
Mass 98 (g)
Coil

Coil resistance 1150 ()
Coil inductance 1463.6 (mH)
Wire diameter 0.14 (mm)
Turn of winding 12740 (-)
Tube

Total length 340 (mm)
Mass with two fixed magnets 350 (g)

dé
dt’

(1)

where ¢ is the voltage induced and d¢ is the magnetic flux. The residual flux density
for a neodymium magnet is around 1.15 T [9]. This value depends on the separation
distance between the magnet and the coil.

The induced voltage strongly depends on the position and velocity of the levi-
tating magnet relative to the coil. Therefore, the current through the coil will depend
upon the position and velocity of the magnet.

The relationship between the magnet velocity and current for system with an
active pendulum in Fig. 4 is presented. The peak harvest current equals 6 mA, for
the magnet velocity 0.15 m/s. In Fig. 4a presents the velocity—current phase, for
time period 5 s, while in Fig. 5b, only for one cycle (0.5 s). Note, that this figure
shows a magnetic hysteresis.

(a)s (b)s
4| 4t
< 2 < 2}
S £
c 0 € 0
[0 [
= =
S 2t =
O O
41 4L
-6 -6
-0.5 -0.25 0 0.25 0.5 -0.5

Magnet velocity (m/s)

-0.25 0

0.25 0.5
Magnet velocity (m/s)

Fig. 4 Experimental results: the levitating magnet velocity versus induced current, for time period
5s (a) and 0.5s -one cycle (b). The frequency of excitation 1.9 Hz, the resistance load
1.15 k€, the amplitude of kinematic excitation 20 mm
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Fig. 5 Photo of the levitating magnet (a) and the magnet restoring force F(Ax) (b) plotted as a
function of the separation distance between the movable and bottom magnet (Ax)

The numerical model of the laboratory rig is presented by authors in paper [12],
where equations of motion (three for the mechanical parts and one for the electrical
circuit) are obtained by the Lagrange’s approach. In this model assume that mag-
netic force is linear function of the magnet’s displacement.

3 Results and Discussion

3.1 Static Analysis of Levitating Magnet

Free vibration test was performed to identify the dynamic properties of the harvester
device. The natural frequency of the pendulum was identified to 6.47 rad/s. The
viscous damping coefficient equals 0.012 Nms.

In the literature, usually levitation of the magnet is treated as magnet suspended
on the linear or nonlinear spring [3]. The simply force-displacement test (Fig. 5a)
shows that relationship between static force and displacement exhibits strongly
nonlinear behavior, especially for large displacements (Fig. 5b). Only, in the small
range of displacement it can be assumed as linear characteristics. This test was done
with help of high-speed camera Phantom Miro 120 (with resolution 256 x 1024
pixels). In Fig. 5b, blue points mean experimental results, while the continuous line
(red) presents a proposed model of the magnetic force.

We proposed the mathematical model of the magnetic force F(Ax), based on
approximation of the experimental data based on power function
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az

F(Ax)=a; + Al (2)

where a; and a, are the estimated parameter from experiment.
Optimal value of a; and a, can be found by minimization of index W

W(ai, az) =~ 3. =

n
— AXeyp
i=1

; 3)

S |-

Fep—a

where n is number of experimental points, F.,,, AX,,, are experimental measured
restoring force and displacement. In our case the model of magnetic force has a
form shown in Fig. 5b.

3.2 Energy Recovery Analysis

The first step of energy harvesting analysis is to find resonance region. The reso-
nance curves are obtained by experimental study of effective power versus the
frequency of excitation. In Fig. 6a, b, the resonance responses for the load resis-
tance of 1.15 and 6 kQ are presented. The amplitude of the excitation was 20 mm.
The resonance region where the pendulum executes swings, in both cases, exists in
the same range of 1.65-2.05 Hz. The red line corresponds to the nontrivial solution
(the oscillator and pendulum oscillates, denoted NT), while the black line indicates
semi-trivial solution (only the oscillator vibrates, denoted ST). The black points are
experimental results obtained from the laboratory rig.

30 30
(3) non-trivial solution (h} non-trivial solution
semi-trivial solution semi-trivial solution
25 25
t'.
s s ®
E E
= 15 |\ = 15
@ @
|
| :
10 T
5 5
0 0
15 16 17 18 19 2 2.1 15 16 17 18 19 2 241
Frequency of excitation (Hz) Frequency of excitation (Hz)

Fig. 6 The power response of the harvest-absorber system for the load resistance 1.15 kQ (a) and
6 kQ (b)
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The maximal recovered power is observed for pass to nontrivial solution and
equals about 24 mW, for the resistance load 1.15 k€ (Fig. 6a). Interestingly, that
swinging of the pendulum recovered higher energy (compared to semi-trivial
solution) for the frequency smaller than 1.85 Hz (“effective pendulum region”).

After crossing this value, induced energy is higher, if the pendulum stays in
equilibrium. Similar results are observed for 6 k€, but the region of “effective
pendulum” is smaller. The recovered energy for ST solution increases together with
frequency of excitation, especially for the large load resistance (Fig. 6b).

A load resistance circuit is used to experimentally assess the performance of the
harvester. The level of damping in the energy harvester can be modified by
increasing or decreasing the load resistance. In order to illustrate the energy har-
vesting consideration, a series of experimental tests have been done. The experi-
mental relationship between the load resistance and response of a nonlinear
magnetic harvester is shown in Fig. 7. These results were done in two variants: for
ST (Fig. 7a) and NT (Fig. 7b) solutions.

The blue line (with triangle markers) means induced voltage, the red line (circle
markers) denotes generated current, while the black line denotes (with cross
markers) power. The displacement of the pendulum is described by the green line
with square markers. Please note that pendulum in Fig. 7a is inactive (stopped in
lower equilibrium position). The increase of the load resistance causes growth of
voltage up to 12 V (for 10 kQ), for ST solution (Fig. 7a). The maximal power
corresponds to the resonance peak for the load resistance 6 kQ and yield 17 mW.
Note that higher power differs from the literature suggestion, where usually the
power peak is located nearly the coil resistance [6].

The next diagram shows similar results, but in this case of an active absorber
(Fig. 7b). In this case, maximal induced power is about 7.5 mW, for the resistance
load peak of 3 kQ.

Interestingly, that displacement of the pendulum practically is independent of the
resistance load. The pendulum executes swinging with the same amplitude (the
green line has identical level).

Comparing the results of Fig. 7a, b we observe that recovered voltage for the
semi-trivial solution is much higher, especially for the resistance load higher than
4 kQ. However, for lower resistances, the pendulum induces higher power.

Note that for high frequency and/or certain values of load resistance, the magnet
jumps out of the coil, what can essential influence on energy harvesting.

The exemplary time histories of the harvest-absorber system in Fig. 8 are pre-
sented. The harmonic kinematic excitation with amplitude 20 mm and period
0.525 s is shown in Fig. 8a. The angular pendulum displacement in Fig. 8b is
presented. The frequency ratio between the pendulum and the excitation is ¥2. Note
that pendulum executes large swings about 65°.
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Fig. 7 The induced: power, voltage and current displacement versus the load resistance, for the
inactive (a) and active (b) pendulum, for frequency 1.9 Hz

The velocity of magnet (Fig. 8c) and induced current (Fig. 8d) shows different
motion compared to the pendulum. The magnet shows much more complicated
behavior compared to the pendulum. This can be the results of impact in the air
cushion and small friction of magnet in the tube.
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Fig. 8 Experimental results: excitation of the oscillator (a), the pendulum (b) displacements,
velocity of levitation magnet (¢) and recovered current (d), for the frequency 1.9 Hz, the load
resistance 1.15 kQ

4 Conclusions

The paper delivers an energy harvesting analysis focused on experimental results.
The harvester device based on the levitating magnet inside the vibration absorber
(the pendulum), which is attached to the main system (the oscillator). The concept
is dedicated to the pendulum swings. This motion usually is dedicated for dynamic
absorbers. The analysis was done near the main parametric resonance, where the
pendulum cannot stay in the equilibrium point.

If the pendulum executes a swinging, induced power can be lower or higher and
the stay in equilibrium depends on the frequency of excitation and the resistance
load. The maximal power obtained for frequency 1.65 Hz and load resistance
1.15 kQ is about 24 mW. However, the analysis of load resistance influences show
that maximal induced power exists for 3 k€.

If the pendulum stopped in equilibrium, then the highest recovered power was
25 mW for 2.1 Hz. However, the resistance analysis shows that resonance peak is
located for 6 kQ.
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For the vibration suppression, the lower frequencies and the load resistances are
recommended. In our case, the frequency and the load resistance should be lower
than 1.8 Hz and 4 kQ. The activation of the pendulum influences on the power
peak location. Interestingly, that load resistance not influences on the pendulum’s
amplitude. The recovered energy strongly depends on the magnet’s velocity.

Additionally, we propose the model of the magnetic force based on power
function.

The next step will be the numerical simulations of harvest-absorber system.
Additionally, to find the compromise between energy harvesting and vibration
suppression is one of the aims.
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Three-Chamber Model of Human
Vascular System for Explanation

the Quasi-Regular and Chaotic Dynamics
of the Blood Pressure and Flow
Oscillations

Natalya Kizilova

Abstract Arterial blood pressure P(t) and flow V(t) curves measured by ultrasound
or other technique exhibit quasi-regular dynamics with clear patterns of the P(V)
loops. In this paper, the curves measured in central aorta, upper, and low extremities
of young healthy volunteers and patients with cardiovascular disorders are studied.
Both quasi-regular and chaotic dynamics of the P(t) and V(t) signals are found.
A mathematical model of a series connection of three nonlinear viscoelastic
chambers representing central (1) and peripheral arterial (2) and peripheral venous
(3) compartments are proposed. The pressure and flow oscillations in each com-
partment are computed at different model parameters such as resistivity of the
microcirculatory bed, elastic and viscous parameters of the arterial and venous
walls. It was found the quasi-regular dynamics with different patient-specific pat-
terns of the P(V) attractor are proper to variations of the material parameters within
the physiological limits, while the chaotic dynamics appear when wall compliance
and/or resistivity of the chambers (2) or (3) are too high. Those variations are proper
to deep vein thrombosis, microcirculatory disorders, and age-related degradation of
the blood vessel wall.

1 Introduction

Blood flow in the blood vessels is pulsatile that is determined by periodic heart
contractions [1]. The heart provide mechanical work to pump an ejected volume of
blood against the aortic pressure, gravitation (in the upper arteries and veins) and
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accelerate the volume up to v = 60-80 cm/s in aortic root. Motion of the heart and
the valves produces small excitations of both pressure and flow velocity in the aorta
and other arteries. In that way, the blood flow is composed of the periodic com-
ponent pumped at the velocities v ~ 20-80 cm/s depending on the diameter of the
artery, and the wave component propagating at the wave velocity in the fluid-filled
compliant tubes, which is ¢ ~ 5-8 m/s in the arteries of a healthy individual and
c~ 12-15m/s in the elderly with more rigid arterial walls affected by
atherosclerotic plaques with calcium deposition [2].

The propagating waves are reflected at different nonuniformities in geometric
and mechanical properties, such as tapering of the tube, wall thickening and thin-
ning, lesions, stenosis, aneurism, twist, bends, and branching of the arteries.
Superposition of the propagated and reflected waves produces complex blood
pressure P(t) and flow V(t) waveforms that can be measured invasively via catheters
or noninvasively by ultrasound, plethysmography, magnetic resonance imaging,
and other techniques. At low wave velocities the reflected waves come back at
diastole and produce secondary (dicrotic) peak or peaks on the descending part of
the P(t) and V(t) waveforms. At higher wave velocities the reflected waves come at
the end- or even mid-systole that gives the waveforms without dicrotic peak but
with higher main (anacrotic) peak that gives higher pressure oscillations affecting
the vessel wall.

In that way, dynamics of the blood flow in the arteries is complex and may
exhibit either regular or chaotic nature [3, 4]. Chaotic spectra of the measured
signals have been detected in the renal [5], pulmonary [6, 7], brachial [8], epicardial
coronary [9], myocardial [1], central ear [10] arteries of humans and laboratory
animals, finger plethysmograms [9], and some other organs. Transitions to the
low-dimensional chaos have been observed. Some indexes of the chaotic dynamics
have been used in clinical diagnostics of mental disorders [11], lower extremity
peripheral arterial disease in diabetic foot [12], and some others [13].

Chaotic dynamics of the blood flow is determined by nonlinear viscoelastic
properties of the blood vessel wall [1], flow instability development due to
fluid-structure interaction [14, 15], non-Newtonian properties of the blood, non-
linear local and central regulation of the vessel lumen and rigidity with time delay
[1], heart rate variability which is chaotic small amplitude variations in the heart
rate (beat-to-beat) interval. The last phenomenon is inherent to normal healthy
heart, while the others are proper to pathological or age-related changes in the blood
and vessel wall properties. A detailed review of existing mathematical models
describing the regular and chaotic dynamics of the blood flow is presented in [4].

In this paper the results of experimental study of the blood flow dynamics are
presented and importance of the venous compartment of the blood circulation
system in development of the chaotic dynamics is shown. A simple mathematical
model describing the influence of the viscoelastic properties of the compartments
on the blood flow dynamics is developed.
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2 Materials and Methods

A series of measurements has been carried out on a control group of young healthy
volunteers (11 male, 14 female, age = 23 + 4 years). Arterial blood pressure curves
P(t) in thoracic aorta P,(t), femoral Py(t), P;(t) and brachial Py(t), Pp.(f) arteries
(both right and left) have been computed from the blood vessel oscillation curves
D(t) measured by ultrasound scanner Elegra Advanced (Siemens). The procedure
has been described in [3]. The group of patients with age-related cardiovascular
diseases (hypertension, atherosclerosis, deep veins thrombosis) consisted of 12
males and 13 females (age = 64 + 6 years). The measured signals have been
treated by Bayesian filter.

Heart rate variability and the phase curves D' (D), where D' =dD/dt have been
studied. Some preliminary results of the study have been reported in [4]. Different
types of the measured signals have been distinguished (Figs. 1, 2 and 3). The
control group demonstrated regular dynamics with high synchronization of the
blood pressure oscillations in aorta and peripheral arteries. The example is pre-
sented by the curves 1 (P,(¢)) and 2 (Py(¢)) in Fig. 1. The time shift between the
peaks of the anacrotic and dicrotic waves in P,(r) and Pp(f) is almost constant and
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Fig. 1 Pressure oscillations in the abdominal aorta (1), left (2) and right (3) femoral arteries in a

healthy young volunteer
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Fig. 2 Pressure oscillations in aorta (1), left (2) and right (3) femoral arteries in an adult volunteer
with deep varicose veins in the left leg
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Fig. 3 Pressure oscillations in the left (1) and right (2) femoral arteries in an adult volunteer with
deep vein thrombosis and atherosclerosis

the end-systolic and end-diastolic blood pressure decay at the same attenuation rate.
This correspondence between the P,(t), Pu(t), Py (t) and Py(z), Ps(t) has been
detected in 21 volunteers from the control group, while four others (two male and
two female) exhibited a discordance between one of the Py(t), Py (f) or
Py(1), Ps(r) curves with others. For instance, the data presented in Fig. 1 show
good correspondence between P, () and Py(t) while the Pj;(f) curve possess earlier
anacrotic peak provided by the higher pulse wave velocity due to the more rigid
arterial walls and faster end-systolic and end-diastolic decay with a series of small
amplitude peaks determined by the complex peripheral wave reflection and high
compliance of the microcirculatory system. The reported discordance may serve as
early index of developing vascular pathology in young individuals.

In the group of elderly patients, good synchronization has not been found. One
subgroup demonstrated smooth and regular central aortic pressure with low peak
pressure and late dicrotic wave that corresponds to normal compliance of the
arterial wall, while the shape of the blood pressure curves measured in the low
extremities did not correspond to P,(¢) (Fig. 2). The amplitude of the waves was
low and in some cases the dicrotic wave produced by the wave reflection was
bigger than the anacropic wave with noticeable and varying time delay between the
two waves (curves 2 and 3 in Fig. 2). The delay may be connected with enormously
high compliance of the periphery vascular bed and nonlinear properties of the walls.
The patients who exhibited this behavior of the measured signals were diagnosed
deep varicose vein problems.

The patients with age-related degeneration of the blood vessel walls,
atherosclerosis, and thrombosis of deep veins demonstrated very complex discor-
dant high oscillating pressures (Fig. 3). The phase curves D'(D) for that subgroup
of patients exhibited chaotic dynamics as it was reported in [4]. In the control group
the clear quasi-regular dynamics has been detected even in those individuals who
possessed asymmetric signals on their left and right extremities. Involvement of the
state of the veins in different blood pressure dynamics means that the mathematical
model of the studied system must include not only arterial but also the microcir-
culatory and venous compartments.
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The very good correspondence between the pressures in aorta and left femoral
artery (Fig. 4a), and in the left and right brachial arteries (Fig. 4b) in healthy young
volunteers also demonstrates quasi-regular dynamics. The systolic parts of the
pressure curves correspond to the parallel straight and curved lines in Fig. 4, while
the diastolic part may vary from beat-to-beat but with insignificant deviations.
Those deviations are practically absent when the arterial junctions are well matched
and produce almost zero wave reflection, so the arterial system between aorta and
brachial artery serves as optimal waveguide (Fig. 4a). The correlation between the
pressure oscillations in the left and right extremities (both upper and low) is not so
clear and the straight lines in the Py;(Py,) and P(Py) loops are absent even in the
young healthy subjects. In the elderly the arterial junctions are not well matched and
produce many reflected waves while the incident wave generated by the heart is
propagated along the arterial waveguide. Big area of the loops P,(P;) and Pp(Py,)
in Fig. 4 corresponds to high compliancy of arteries in young individuals [16].

The elderly patients with atherosclerosis and varicose veins demonstrated
chaotic dynamics in the dependences between different pressure signals. For
instance, in the Py(Py-) curve presented in Fig. 5a there is a short linear part at the
beginning of systole when the arterial wall is not stretched (below the gray straight
line), but the dynamics of the pressure oscillations demonstrate irregular jumps
between the subpart of the plane below and over the straight line. This dynamics
correspond to uncoordinated variations when the anacrotic or dicrotic peaks of one
curves may be lower or higher than the same peaks in the second curve, like in the
curves 2 and 3 in Fig. 2. In the studied group those cases corresponded to the deep
varicose veins in one or both legs. The beat-to-beat study of separate loops revealed
that in some cases a series consequent beats could locate below the grey straight
line (in the linear region), but then beat one or a chain of beats jumps into the
chaotic region (above the straight line). The jumps between the two regions are
irregular and unpredictable. Correlation analysis did not reveal any regularity.

The dependence Pp(Pp,) is almost linear but has random deviations within
narrow limits of pressure (Fig. 5b). The small area of the loop corresponds to high
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Fig. 4 Dependence between the pressures in aorta and left femoral (a) and two brachial
(b) arteries in a healthy young volunteer
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Fig. 5 Dependence between the pressures in left and right femoral (a) and brachial (b) arteries in
an adult volunteer with deep varicose veins in the left leg
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Fig. 6 Dependences between the pressures in left and right brachial (a) and femoral (b) arteries in
an adult volunteer with deep varicose veins in both legs and atherosclerosis

rigidity of the arterial wall caused by atherosclerosis. The elderly patients with
complex cardiovascular diseases demonstrated the chaotic dependencies with
large-amplitude high-frequency oscillations (Fig. 6a, b). The small areas of the
loops corresponded to high rigidity of the blood vessel wall and noticeable chaotic
time delay between the pressures in the symmetric extremities produced by high
compliance of the venous compartment.

3 Three-Chamber Mathematical Model

As it was shown by the foregoing measurement data, the compliance of the venous
compartment may influence the blood flow dynamics and provide transition from
quasi-regular to chaotic behavior. The simplest model describing the pulsatile
nature of the blood flow is the Windkessel model [1] that was found useful for
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Fig. 7 The model of 3 viscoelastic chamberw in a series connection

explanation of the main features of blood circulation as well as for preliminary
modeling and qualitative estimations of regularities in interaction different arterial
and venous compartments (Fig. 7). Recently, the novel approach based on super-
position of the reservoir (Windkessel) and the wave flows has been proposed [17].

The more complex two-dimensional models of the blood flow in compliant ducts
and axisymmetric wave propagation with fluid-wall interaction shows complexity
of the flow and appearance of the fluid-based and wall-based unstable modes than
could influence the flow stability and lead to transition from the regular to chaotic
dynamics [14, 15]. The two-dimensional and one-dimensional models describe the
blood flow in separate vessels as compliant tubes and direct computations on the
multi-vessel models of arterial vasculatures couples with venous systems is
time-consuming and strongly depends on geometry of the organ and vasculature
[18, 19]. In that way, the simple Windkessel model (Fig. 7) is considered for
quantitative estimations of interactions between the compartments with different
compliance of their walls. The model has been tested in [4] for the elastic walls and
here the generalization for the viscoelastic wall is proposed.

The Windkessel equations for the viscoelastic walls have the form [1, 4]

dV ( ) Qm( ) Q?ul(l),

]+1( )=07"(1), (1)
ol Pi(t)—P; 1 (t
Qj t(l‘)= J() J+(),
Z;(t)
where V;, P; are volume and pressure in the j = 1, 2, 3 chambers, Z/(t) are resis-

tivity of the chambers, Q% () = Q(r) is known as blood ejection function.
The wall rheology is described by the Kelvin—Voigt viscoelastic body

V(1)

dP;(1)
g dt ;

dr ~’

+V(6) = Fy(Py) +4 (2)
where 7; and A; are strain and stress relaxation parameters, Fj(P;) is the elastic law
for the passive wall which in a general case is a nonlinear function. The parameters
7; and A; are pressure dependent because the wall thickness, elasticity, and viscosity
depends on the pressure in the chamber, but in this model the constant values for 7;
and A; are accepted for simplicity.
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In the commonly used Windkessel models Z; =const, 7, = 17, =0,
F(P)=kP, k is the wall rigidity.
Substitution of (2) into (1) gives three ODEs for the pressures
d dP] d Pl _P2
Fi(P1)+4 I+7— r)— ,
dt ( 1P+, dt) I Tldt_ (Q() Zi (1) )
d dP; [ d] (Pi—Py, P,—P;
Fr(Py)+A = |/ — — , 3
dt ( 2(P2)+ 42 dt) i +72dt_ ( Zi (1) Z(1) ) 3)
d P [ d] (P,—Ps P
— | F3(P3)+A3— | =] — - ,
dt( 3(Ps) +43 dt) +T3dt_ < Z (1) Z3(t)>

where [ is the unit operator.

The system (3) may be reduced to the six-order nonlinear ODE for any P;. The
final form is not presented here due to complexity. The main sources of nonlin-
earities are nonlinearity of the vessel walls F;(P;), time-dependent resistivity Z;(z)
that may be time delay function Z;(f —¢) and the time delay ¢ determined by active
respond of the vessel wall or/and central nervous and humoral regulation is different
in young healthy and elderly individuals. Introduction the pressure-dependent
functions 7;(P;) and A;(P;), as well as more complex active resistivity Z;(z, Pj, Pj 1)
determined by the influence of the pressures in the adjacent chambers will add new
sources of nonlinear behavior of the system.

Solution of the nonlinear system (3) as expansion over a small parameter has
been proposed in [20] for the case 4;=0. When the walls are pure elastic and the
rheological law F;(P;) is the same in the three chambers, (3) can be reduced to the
third-order ODE [4].

Since numerical estimations on (3) accounting for time and pressure-dependent
parameters are senseless for medical applications because the dependencies 7;(P;),
Aj(P;), Z;(t, Pj, P, 1) are not known for the compartment, the simplified model with
A; =0, 7;, Z; = const is considered. When F;(P;) are linear functions (linear elasticity
of the chamber walls) then (3) can be reduced to the third-order linear ODE with
constant coefficients

([S2][Sa] + [F2][S5] = [S5][S6)) [S1] P2 (1) =

do(t (4)
S CCONFRES
where [Sl} = ZL11+ ;_11%’ [52] - Z%;Zf3[ <Zzz‘;§j)13 %, [‘83] = ZL21+ ;_Z%’
' 21+ 7
[Sa]= - 1+ 24, [Ss] =421+ ( lgzjm 4, [Sel= 21+ 24

Equatlon (4) describes regular dynamics of the blood pressure oscillations in the
three chambers. To describe the influence of the nonlinear wall on the blood flow
dynamics, let us introduce the rheological law for the chamber wall in the form [21]
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Fi(P))

3
4 (3,;.(1 Al —g») , (5)

- 3r 4\/EE,hj

where f;, g; are constants, h;, E;, 6; are thickness, Young modulus, and Poisson ratio
of the walls.

Solution of the nonlinear system (3), (5) can be found using the method of
expansions developed in [21]. Then the first-order approximation can be found
from the linearized model. Here the consecutive approximation method has been
used for numerical computations on the nonlinear model. The characteristic values
fi» &j»7j, hj, Ej, 6; proper to the arterial (j = 1), microsirculatory (j = 2), and venous
(j = 3) compartments. The physiological limits for the normal and pathological
walls [1] have been used to describe the blood dynamics in young healthy indi-
viduals and elderly persons. Since the resistivity Z; reflecting the net effect of the
resistive blood vessels of the compartments are not well estimated in the literature,
the characteristic value Z* has been introduced and the difference in the young and
elderly systems has been described by relatively low (young) and high (elderly)
values. The influence of the dimensionless parameters Z;/Z* has been studied in
numerical computations. The averaged arterial, capillary, and venous pressures
have been wused as initial approximation. The periodic function
O(t) =asin(2at /T) + Pcos(2rt /T) has been used in order to apply the model to any
measured input function Q(¢) by its Fourier expansion. Convergence of the iterative
process has been controlled by comparison of the difference in the consecutive
solutions.

4 Results and Discussions

The computations have been aimed at determination of the model parameters
responsible for transition from the regular to chaotic dynamics, especially the wall
compliance and viscosity determined by E; and 7;, and relative resistivity
Z1 /23,7 /Z3. The regular input signal Q(r) may produce chaotic dynamics in the
P;(t), Q;(t) when the system is not linear and described by ODE of order > 3.
Validity of the model has been checked by comparative analysis of dynamics of the
systems with high and low compliance of the chamber walls. The computed
dimensionless pressure-flow rate P(Q) loops in the arterial chamber (j = 1) in the
case of high E*~10°Pa (Fig. 8a) and low (Fig. 8b) distensibility. When the
chamber walls are more rigid, the bigger pressure is needed to provide the even
smaller flow rate (Fig. 8b) than in the chamber with more compliant wall (Fig. 8a)
The tangent tan @ =dP/4Q that determines the pulse wave velocity in arteries is
smaller in the compliant (Fig. 8a) and bigger in the rigid (Fig. 8b) chambers that
correspond to theoretical derivations for the fluid-filled compliant tubes. The
smoothness of the upper parts of the loops is determined by the wall viscosity. For
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Fig. 9 P(Q) loops for the regular (a) and chaotic (b) dynamics

the pure elastic wall 7; =0 the loops have acute part (Fig. 8b). The presence and
size of the secondary small loops in the pressure-decaying part of the loops is
determined by differences in 7; A&, 7, /3 (Fig. 9a, b).

5 Conclusions

The phenomena of quasi-regular blood flow dynamics in young healthy individuals
and chaotic dynamics in the elderly have been studied by experimental measure-
ments of the pressure signals in aorta, brachial, and femoral arteries. The chaotic
dynamics connected with varicose and thrombosis of deep veins is studied. The
mathematical model describing the circulation system as a series connection of
arterial, capillary, and venous chambers with nonlinear walls is formulated. The
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model is based on three nonlinear ODEs for the pressures P;_3(¢). Numerical
computations for the model parameters corresponded to the physiological data
revealed the transition from regular to chaotic dynamics when the chamber wall
compliance and resistivity differs 2-3 orders of magnitude that corresponds to the
physiological measurement data.
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Maximization of Average Velocity
of Vibratory Robot (with One Restriction
on Acceleration)

Maria Golitsyna and Vitaly Samsonov

Abstract The subject of the study is control synthesis for a vibratory robot, which is
presented by a rigid box with a pendulum inside it. The robot can move forward and
backward and there is a Coulomb friction between the box and the surface. There are
considered certain constraints of motion of the robot and limitations of control. In
this paper, there is shown that the proposed control not only provides motion within
the constraints and limitations but also maximizes average velocity of the robot. This
control contains two phases on each period: resting phase where the box is standing
still and gliding phase where the robot is moving forward. To show the advantages
of the proposed solution there is provided numerical comparison between differ-
ent types of control. Numerical experiments also show that the considered control
appears to be energetically efficient.

1 Introduction

Lately, the theme of vibration-driven robots has drawn interest of scientists both from
Russia and other countries. Vibratory robots are usually presented by mechanisms
that can transform oscillations into linear motion and turning of the robot.

The main advantage of vibratory robots compared to robots with wheels, legs,
caterpillar treads, and other outer manipulators is that the considered class of robots
can be represented by solid capsule, so that no interaction with outer world is guar-
anteed. Such robots can be used in aggressive environment as their vehicles are hard
to damage.
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Fig. 1 Considered model of !
vibratory robot Y

The dynamics of plane motion of vibratory robots was investigated in papers [7—
10, 15-17]. One-dimensional motion with movable inner masses is considered in
studies [1-6, 9, 11-14]. Robots can be presented by several bodies connected with
each other by a spring [14] or by a single body with internal oscillating elements [1—
13, 15-17]. Several authors solve the problem of search of control, assuming that
the movement is made in viscous environment and that there is either quadratic or
piecewise smooth friction law [3, 4, 16]. In most papers devoted to the theme one-
dimensional motion of the main body is provided either by horizontal movement of
one mass [2—6, 13] or by two masses, one of which is moving along horizontal axis
and the other—along vertical [1, 5, 9].

In this paper, a research of the control synthesis for a vibratory robot is provided.
Consider the movement of the system to be in two dimensions, and the robot to be
presented by a rigid box with a pendulum inside it. Assume the mass of the rigid
box to be denoted as M and of the pendulum—m, respectively (see Fig. 1). The box
can move along Ox axis forward and backward, and there is a Coulomb friction
between the box and the surface. In study [11] viscous friction in the joint is taken
into account, in the current paper we will ignore it.

The unicity of the considered model is that, provided by rotation of the inner mass,
the control moment can impact not only on the sign of the tractive force but also on
the value of the normal support reaction force and the friction force, respectively.

2 Problem Definition

There are two coordinates, that define the state of the system: x—corresponds to the
coordinate of center of mass of the box and ¢—the angle of pendulum deviation from
the direction of the gravitational acceleration (¢ is measured counterclockwise). We
will consider the motion class that corresponds to the following conditions:

1. The size of the box guarantees nontoppling of the system.
2. Value of the normal support reaction force is nonnegative (this condition ensures
that there will be no hopping of the box).
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The task is to find the control law in the considered class of motion such that:

1. The control of the robot is represented by a choice of angular acceleration ¢ of
the pendulum.

2. There are two phases on one revolution of the pendulum: gliding phase, where

X > 0 and resting phase, where x = 0.

. Angular velocity of the pendulum ¢ > 0.

. The motion of the robot is 2z-periodic.

5. There is a restriction on the maximum value of angular acceleration ¢,,,.. This
restriction corresponds with technical characteristics of the DC motor that pro-
vides rotation of the pendulum. In the current problem definition, we will assume
that there is no restriction on the minimum value of angular acceleration, consid-
ering that the system can slow down using other mechanical elements (friction in
joint, etc.).

6. The chosen control law should provide maximum average velocity of the box.

B~ W

Let us write down the equation of motion of center of mass along Ox axis for the
case when x > 0:

(m+M)X,, = —uN, (1)
where X, = w is the coordinate of center of mass of the whole system,
N—the normal support reaction force. The expression of N can be derived from the
principle of motion of center of mass projected on the vertical axis:

N =(m+M)g —ml(cosp) 2)
Let us introduce dimensionless and characteristic quantities:

% = 1,29
X= Pl e 3)

3;:

=S =

From now on, let (, 7, ¢) denote the characteristic quantities, and (3) the dimen-
sionless quantities. Let’s define the characteristic quantities in the following way:

n= ml T = g,d):lrad.

M’
After substituting Eq. 2 into Eq. 1, considering Eq. 3, we will get

(X + (sin® — pcos®))" = —pu, 4)

Equation 4 is the motion equation of the gliding phase. It is clear that in the dimen-
sionless quantities, the motion of the robot depends on only one parameter — .

Similarly, the equation of motion of center of mass projected on Ox axis for the
case X = 0 can be written down. Bellow, there are presented the equations of motion
of the pendulum, that provide its maximum acceleration (when the value of the fric-
tion is at its maximum in absolute value, and its vector is directed along the growth
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of the x coordinate) and maximum slow-down (when the value of the friction is at
its maximum in absolute value, and its vector is directed along the descent of the x
coordinate):

(sing + pcos®)’ = u )
(sin® — pcos®)' = —p (6)

3 Gliding Phase

Assume that at 7 = 0, the robot starts its gliding phase. Suppose that Eq. 4 is valid.
The second motion equation must be defined, such that it would enforce effective
motion of the robot in positive direction.

Lemma 1 If the second motion equation for the gliding phase would be the
Jollowing:
N =0, (N

then the resulting motion would appear to have maximum value of center-of-mass
velocity.

The proof of the lemma can be obtained from Eq. 1, because in the right part of
the equation there is a non-positive quantity that reaches its maximum when N = 0.

Such choice of the second motion equation on the gliding phase provides move-
ment of the robot without friction with constant center-of-mass velocity. Constancy
of velocity is provided by zero value of the forces projected on Ox axis.

If we solve Eq. 7 for vertical position of the pendulum (¢ = =) then we can derive
respective value of angular velocity (@’ = 1). Therefore to get initial and terminal
angular velocity—angle relationship, we should integrate Eq. 2:

¢6 = 2(1 + COS@())/C5C¢0, (8)

where @, and (71(’) denote starting angle and angular velocity, respectively.

Assume that there is a minimum acceleration constraint " > @, , where @
is a parameter.

If there are acceleration constraints of the form (b;;in <@" <@l . than initial
and terminal values of angle and angular velocities can be uniquely determined from
Eq. 7, after substitution of the constraints and expression of angular velocity Eq. 8.
Taking as initial (terminal) value of angle something different from the given above
will lead to breaking one of the restrictions. For instance, if initial value of angle is
below @, then the restriction on maximum value of angular acceleration would be
broken and if the value of initial angle would appear to be above @, then the normal
support reaction force would become negative.

2
min
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Given the fact that there are the restrictions on maximum and minimum values of
angular acceleration, the gliding phase would consist of three parts:

1. movement provided by rotation of the pendulum with its’ minimum angular
acceleration (¢"" = (7);; .,) up to the moment when the angle would become equal
to @q;

2. motion defined by Eq. 7 that is movement without friction up to the moment when
the restriction on the maximum value would be reached;

3. motion is provided by rotation of the pendulum with maximum angular acceler-
ation " = @’ up to the moment when the box of the robot will stop (x" = 0).

The choice of the part without friction was reasoned above already, so it is nec-
essary now to explain the choice of the first and the third part of the phase. It is not
possible to stop the motion of the box of the robot on the second part of the phase
as there is the restriction on maximum angular acceleration @’ . This means that it
is necessary to change the law of movement. After running several numerical tests
it was shown that if on the first and the third part of the phase angular acceleration
would appear less then restrictions allow, then average velocity of the robot x” would
also appear less then in case when moving along restrictions.

Lemma 2 Absolute freedom in choice of angular acceleration allows achieving infi-
nitely large average velocity of center of mass of the robot.

Proof Let us derive angular acceleration from Eq. 7:

=1 —@"cosp
4 - =
sing

This expression implies that achieving angles equal to € or 2z — €, where eisa
small quantity, can be provided by angular accelerations, which are of order ~. If it
will be considered that there are no restrictions on angular velocity, then the loop (by
loop here we mean one cycle) can be closed and hence movement without friction
can be provided. This lemma combined with Eq. 1 implies that angular velocity of
center of mass of the robot is always equal to zero and thus any value of average
velocity can be maintained (even infinitely large velocity).

Note 1 Maximum value of average velocity of center of mass of the robot is defined
by restrictions on angular acceleration of the pendulum.

Note 2 Lemma 2 also implies that restriction on angular acceleration can be derived
in order to provide any predefined average velocity of center of mass of the robot.

Hence, if the system can be optimized by choosing restrictions on angular accel-
eration of the pendulum (both maximum and minimum value), then it would lead to
infinite values.
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4 Resting Phase

It is necessary to maximize average velocity of the robot throughout the cycle, for
resting phase it means to maximize average angular velocity

€. Ll(b
% ©)

There will be used two considerations to find optimal control on the resting phase:

1. Maximization of average angular velocity of the pendulum.
2. The movement has to be 2z-periodic.

Let us denote by 7, the time, when the box of the robot is moving forward, while
the pendulum is rotating with minimum angular acceleration @ = ¢ :r’lm (from start-
ing point up to the moment when it is possible to move without friction (¢ = @,)).
%,is a parameter of the system, so if 7; and @'/, are given then both starting and
terminal conditions of the resting phase are determined.

Let us prove the following lemma:

Lemma 3 7o provide maximum average angular velocity of the pendulum on the
resting phase laws of control should be chosen as follows:

1. First part—motion, provided by maximum possible angular velocity along cone
of friction (Eq. 5) up to the moment when the restriction on maximum acceleration
@l s reached.

2. Second part—motion with " = /! .

Third part—motion with @" = @' .

4. Forth part—motion, provided by minimum possible angular velocity along cone
of friction (Eq. 6) up to the moment when starting conditions of the gliding phase

are reached.

w

Before proving the lemma let us make the following note:

Note 3 The moment of switching from the second part to the third part of the resting
phase can be defined uniquely, given the knowledge that the motion has to be 27-
periodic and that starting and terminal conditions of the phase are determined.

Proof of Lemma 3.

In Fig. 2, angular velocity—angle dependency curve is drawn. The crosshatched
region corresponds to the resting phase and numbers above correspond to the parts
of the phase with respect to the numbers given in the lemma.

@, and @, are starting and terminal angles of the resting phase. If any other law
of control was chosen, then corresponding line would lie within the crosshatched
region, this means that provided control law for every angle between @, and @,
ensures maximum angular velocity and this, in turn, proves that the chosen control
provides maximum average angular velocity on the resting phase.
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Fig.2 Angular velocity 4
versus angle curve

éae ng éa

Note 4 In previous research, the optimization of the control by choosing right para-
meter 7, was already conducted. It turned out there that 7, should be increased up to
its maximum value. Maximum value of the parameter is defined by condition of 27-
periodicity. This optimization leads to shortening of the resting phase by two parts,
so that optimal control on the phase would consist only from the first and the second
part, defined in the Lemma 3, respectively.

In Fig. 3, angular velocity angle curve is shown for the case where the value of 7,
is optimal in terms of maximization of average velocity of the robot.

Thus, in this part of the paper, a core principle of control synthesis for the resting
phase that maximizes average velocity of the box was shown.

Fig. 3 Angular velocity ~ 1
versus angle curve @
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5 Numerical Experiments and (ﬁ:':in Optimization

Let us take the following characteristic parameters for the numerical experiments:
u =0.05, n =0.04 (For instance, these parameters can correspond to these values
m=1kg, M =4%kg [=025m, g=9.8 m/s?).

. . . . 100
Let us consider that the restriction on maximum acceleration is @’ = —

Pmax = 9
(respective dimensional value is 500 rad/s?), and the restriction on the minimum
value (27:"1 = —14%0, then the optimal value of the parameter 7, = 0.47.

Figure 4 demonstrates angular acceleration time dependency, where orange par-
allel lines correspond to the restrictions on angular acceleration (¢’ and (ﬁ;; ) The
diagram shows that throughout all the time of motion all restrictions are met. Below
main diagram there is a detalization of one period, numbers there correspond to dif-
ferent parts of motion. Numbers from 1 to 3 correspond do gliding phase: motion
with minimum angular acceleration, motion without friction and motion with max-
imum angular acceleration. Numbers 4 and 5 correspond to resting phase and these
parts conform to 1 and 2 part of the phase, described in Lemma 3.

Figure 5a illustrates dependency between time and angle modulo 2z. The gray
line corresponds to 2z value. This diagram shows that angle is time periodic, and this
means that considering that the system is 2z-periodic is equivalent to considering
that it is time periodic with some period 7.

In Fig. 5b the normal support reaction force time dependency is drawn. This dia-
gram illustrates that the normal support reaction force is always non-negative and
that there are phases when N is equal to zero.

Fig.4 Angular é}"
acceleration—time
dependency 4

S

‘A |
O~ @
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Fig. 5 a Angle modulo 2z-time dependency, b normal support reaction force-time dependency

Lemma 4 Average velocity of the box of the robot increases as the restriction on
the minimum angular acceleration qb;; ., 8oes down. Maximum average velocity of the
box of the robot with the chosen control synthesis can be achieved with the restriction
on minimum angular velocity such that

o There is 2r-periodicity.
o Optimal 7, is equal to zero, so that the gliding phase would consist from 2 parts:
movement without friction and movement with maximum angular velocity.

To show the validity of the statement there was numerically performed several
experiments and average velocity of the box versus absolute value of the restric-
tion on minimum angular acceleration dependency was drawn (Fig. 6a). The starting
restriction on minimum angular acceleration was chosen equal to the restriction on
maximum angular acceleration in absolute values, after that every calculation was
made with step L up to the moment when the first hypothesis of the lemma stopped
to be true. This diagram shows that indeed the average velocity of the box of the
robot increases with growth of the restriction on minimum angular acceleration in
absolute values.

(a) v (b) ¢
3

25 A=, . / r
/"f 1 2 3 a !
2 /

1,5 i

1 |

05 |
~=n |

2,04 14,9 @ min

Fig. 6 a Average velocity—absolute value of minimum angular acceleration dependency, b angular
acceleration—time dependency on one period
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Figure 6b depicts angular acceleration time dependency calculated for the opti-
mal choice of the restriction on minimum value of angular acceleration. In Fig. 6b,
the dependency is drawn for only one period, as it can be seen, the gliding phase
now consists form only two parts, so that there is no part of the phase where the
robot is moving with minimum angular acceleration, thus optimal 7, here is equal to
zero. This condition determines the choice of the optimal restriction on the minimum
angular acceleration. If the restriction on the angular velocity will be less than its
optimal value, than the condition of 2z-periodicity would not be fulfilled, because
beginning the gliding phase with minimum value of angular acceleration requires
higher angular velocity then it could be provided on the resting phase.

Hence, following equations can represent optimal control synthesis:

N=0 if @, < @(mod2z) < @,

o' =q! if @, < @(mod2z) | J% >0 (10)
(sin@+pcos@)' =p if" <!

"' =9 if @(mod2rx) < @,

In the system Eq. 10 starting and terminal angels of the part, where robot is moving
without friction, are denoted by @, and @, respectively. The first two equations of
the system correspond to the gliding phase and the second two—to the resting phase.

For this set of parameters optimal value of the restriction on minimum value of
angular acceleration @”. = —15.2.

In Fig.7, a comparison between different types of control synthesis is shown.
There is drawn coordinate of center of mass of the robot versus time dependency for
following control laws:

1. Orange curve corresponds to a relay control, which ensures periodic motion.

2. Blue line corresponds to a control law similar to the described above. The main
difference of the control method lie in the fact that in place of the condition of 2z-
periodicity there is a condition of symmetry of the resting phase. This solution is
described in more detail in paper [12].

3. Velvet line corresponds to a control law with equal in absolute values restrictions
on maximum and minimum angular acceleration (|¢”| < @' ) and with non-
optimal choice of the parameter 7, = 0.25.

4. Brown line corresponds to a control law same as previous but with optimal choice
of parameter 7, (7, = 0.47).

5. Black line corresponds to a control law with both optimal value of parameter 7,
and optimal value of the restriction on minimum value of angular acceleration.

The restrictions on maximum angular velocity and initial conditions for all simu-
lations were the same, thus such comparison is legitimate. In dimensional quantities
the time of simulation is equal to 10 s, and black control law allows the robot to cover
15.8 m, brawn—11.8 and velvet—9.5 m, respectively, which is more then twice as
much as can be covered by orange control law. This diagram shows that every step
of optimization allows significant improvement of solution of the optimization prob-
lem.
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Fig.7 Comparison of X
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300
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Solution described in this paper and similar solutions (2—4) described in papers
[12] and the other previous research also show energy efficiency in comparison with
relay control law (1). This conclusion could be made from detailed part of Fig. 7,
where it could be seen that orange curve has its ups and downs (this corresponds to
moving forwards and backwards, respectively), while all other curves do not have
intervals, corresponding to moving backwards. This means that for control laws (2—
5) all energy is used to move the robot forwards, while in orange control law some
energy is wasted on moving backwards.

6 Conclusion

In this article, there has been found optimal control for the vibratory robot, repre-
sented by a box and a pendulum within it.

Optimal control here is defined in terms of maximization of average velocity of
the robot along Ox axis and the chosen class of motion.

It is also important to point out that according to Eq. 10 to implement this con-
trol it is necessary to measure not only the angle of the pendulum, but also angular
acceleration and velocity of center of mass of the robot.

There has been made several numerical experiments that illustrated that chosen
control law provides movement of the robot within all restrictions. There has been
also provided numerical comparison between different control laws and it demon-
strated that chosen control ensures fastest motion.
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It has been also shown that such control laws (represented by (2-5) in Fig. 7) are

more energetically efficient then the relay control law.
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Asymptotic Solution of the Problem
to a Convective Diffusion Equation
with a Chemical Reaction Around
a Cylinder

Rustyam G. Akhmetov and Natalya V. Maksimova

Abstract We consider the convective diffusion around the cylinder streamlined
cross-flow of fluid at low Reynolds numbers, in view of the volume of the chemical
reaction. The characteristic peculiarity of the task is the presence of the large
number dimensionless parameters: Peclet numbers and constants of chemical
reaction. The relation of these of parameters is supposed to be constant. The leading
terms of the asymptotic solution around the cylinder are constructed. The method of
matched asymptotic expansions is used for solving the problem.

1 Introduction

Let the cylinder with radius a streamlined cross flow of ideal fluid with velocity
U at infinity. The study will be carried out in a cylindrical coordinate system with
the origin on the axis of the cylinder, where the angle is measured from the
direction of the flow at infinity. The distribution concentrations in dimensionless
variables satisfies to the equation (e.g., see., [1], ch. 5, (6.1)—(6.3))

1 /0duoy Oduoy
2
Au——|———-———|—-puFu)= 1
ea r(drde 606r> HE) =0, (1)

Where u= % is a constant, e=Pe~'” is a small parameter, Pe =% is Peclet

number, D is the diffusion coefficient of the substance in the outer phase, k, is a
parameter depending on the chemical reaction rate.
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The boundary conditions are the form
u=latr=1,u—0atr— oco. (2)
The velocity field of fluid out of the cylinder is determined by the expression [2]

Loy
=0T T or (3)

1
w(r, 0)= (r— —) sin @, 4)
r
where y/(r, §)—is a stream function (e.g., see., [3], ch. 6, Sect. 5, (39)).
It is assumed that F(u) is continuous and satisfy the conditions of

F:R' >R F(0)=0,F (u) >0, F(u) € C*(R). (5)

In the vicinity of a cylinder, one has to consider several boundary layers. In each
region new independent variables are introduced, then Eq. (1) is recorded in these
variables, and the solution is constructed by the method of matched asymptotic
expansions (Fig. 1). For convenience, we introduce the mutually overlapping
region, we assume that a, 3,y satisfies the inequalities 0 <a<f<y<1.

Fig. 1 e—is the exterior domain: Dl = {e<r—1,e<wy}, 0—is the diffusion boundary
layer: DO ={0<r-1<2¢'"% ¢/ <0<z}, 1—is the convective boundary layer:
D = {el T p—1<2e7 ! grt] Sy/§2€7}, 2—is the internal domain of the diffusion trail:
D ={el"v<r—1<2¢"1, 0<y<2e’*!'}, 3—is the rear stagnation point domain:
D® ={0<r-1<2¢'7%,0<0<2¢}, 4—is the mixing domain: D = {¢*~! <r, y <2¢'}



Asymptotic Solution of the Problem to a Convective Diffusion ... 235

2 The Diffusion Boundary Layer

The asymptotic solution of the diffusion boundary layer is built in variables
t=e~'(r—1), 0, for the main term of the expansion we obtain the following
equation:

*u® (1, 6 au®(z, 0 au®(z, 0
TuT10) o592 0) 5 Gng2 "0 _ L kO 0)) =0, (6)
o1’ ot
4©
u®(0,0)=1,u(z, 0) - 0ast - o, 0 (¢, 7)=0. (7)

Construction of the solution of the problem (6), (7) are first performed together
with the construction of the asymptotic expansion of the solution at 8 — 7z, in
particular, in the region {(z,0):1>0, § <0 <x} for some a; >0, ;>0 and sat-
isfies the estimate (see [4, 5])

0<u®(1,0) < exp(—a; 12).

The structure of the asymptotics of u()(z,8) at  — 0 is different for small and
large values of y. For small y asymptotic expansion is constructed in the variables
t, 0, and if the values y are separated from zero in the variables v, 7, where
7=1(1+ cosf) .

The asymptotics of the function u()(z, §) as @ — 0 is sought in the view

up(t) +0(6),

where the function u(f) is constructed [6] for small y as the solution for the
problem

2
’ ;’?2(’) ~21 af;)f” — 1 Fuo(t)) =0, (8)

The boundary conditions have the following form
up(0) =1;up(r) > 0 atz - oo. 9)

The study [6, 7] gives the following.

Theorem Let F(u) satisfy condition (5), then the solution of the Eq. (8) for
t — + oo has the following asymptotic expansion
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(o] o0 .
w()=Y X cpit 7%, (10)
i=1k=0
&+
where 6=5 and cp; have the form: Co,1 =const, ¢y, | = — 2 co,
1,C()72=F2C(2)’1,C1’2=ﬁ(z&cmo,lcl,z—(sCO,z(l+25)),C0,3=%(2FQCO’1C0’2+

F3C(3)’1), ceen

The idea of the proof is similar to works [8, 9].
In [6, 7] the coefficients ¢y ; are found numerically.

In Eq. (6) the function F (ug))) can be represented as a Taylor series with
remainder term and linear part are left on the left side, the rest move to the right side
of the equation. Then we get the following equation:

Lul® = 1 =), (1)

where le/tE gz—l’; —2tcos 09" +2sin 0%, fo=pu(F(u)—F (0)u) =4 F'(i))(u)* and
u, =u F'(0). For convenience, we set F (0) =1.

In Eq. (11) we make the following change of functions and variables [10]

1 1+7\
woztsine,r:§(1+cosﬁ),u:gV:<l+7> V. (12)
-7
Then (11) takes the form
PV(yyt) V(py 1) _
7~ = =qW)g ™ (@O (Ve 7)) (13)

()y/% or
where ¢(z)=0(z" 1) as 1> 0,q(r) =0((1-7) ") as t— 1 and fi =g~ ' (2)fo.

The boundary conditions have the following:

1+7\"*
V=(1_:) ,wo—0,7>0, (14)

V—0asy,— . (15)

We consider the auxiliary problem

2
0 V(WO’T) _ aV(WO’T) =0. (16)
01//(2) or
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The solution of (16), (14) and (15) are described by the expression:

1140\ w2
V(o 7)= -0 dr 17
o, 7) 2\/5/ <l—t) (r—t)MeXp( 4(T—f)> (7
0
Then the solution of the problem (11), (14), (15), when f; =0 will have the form
1 [1=2\"* [ (140" w2
0) = [(—= /) 0 - 0 \gr. (18
=37 (177) 0/(1_) (g e 09

In the case when the function F(u) is a linear formula analogous of (18) is
obtained in [7]

u?(1,0) =g (g, 7) + O(277). asy = 0(e ~%*) for a certainyy>0.  (19)

3 The Rear Stagnation Point Domain

The solution is constructed in the area of the rear stagnation point in the variables

E= g, t=" L for the main member we have the following equation:

PuP (1) PuB (&) ouB(&,1) ouB(&,1)
s > _ 2 > 2 > —uF (3) —
ozt oz gty THFEn)=0,
(20)
the boundary conditions
(3) 0u(3) (5, t)
ud(E0)=1;, —=2~=0asé=0 (21)
o0&
and matching condition as £ — o
u (1,E) —uo(t) = 0. (22)

The function defined by u® (¢, &) =uo() is the solution of problem (20)—(22)
where u(¢) has the form (10) constructed in Theorem.
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4 The Convective Boundary Layer

The solution of the convection-diffusion boundary layer region is sought in the

following variables y = % = f(”%, y=r—1. Then Eq. (1) is reduced to the form

f) ouV(y.7) i _
v+l oy +uF(u(y,7))=0. (23)

The solution should satisfy the following matching condition
uV (y,7) =u®(t,0) - 0aty - 0. (24)

in the area D© n D).
We consider the equation

4
T2 0) taal 0r) = ) 23)

where the right side is the same as in (11).
The solution of the homogeneous equation has the form

U (1) = c(y) )y e HOT INVIF2) (26)

Function ¢(y) is obtained from a function

C(W)ZCO,leXp(—ﬂlnﬁ) 8o ”A/l“i’ L+ exp( - vi \y
1 2\/7_1' 2—50 0 1—1¢ (l—l‘)3/2 4(1_t) ’

(27)

passing to the limit when &y — 0, where v, (r,7) = (r— %)y, and co; is the same
constant that in Theorem. Then the solution of the problems (23)—(24) takes the
form

uV (y,yry, ) =2y "2 THOTIMVIF2) ey ) 4 O(2°710) for acertainyy > 0. (28)
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5 The Internal Domain of the Diffusion Trail

The solution of the internal region of the diffusion trace is sought in variables
p=¢e"'y=e"f(y)sinf, y=r— 1. The equation for the field has the form

£20) *u®  f(y) ou®
(y+1)> 0p>  (y+1) 9y

+uF(u?). (29)

We construct a solution of Eq. (29) satisfying the following conditions:

ou®
op 0> p)=0asp=0 (30)
and matching conditions
u® (e, y,p) —u®(e,1,&) = 0(e°**) aty — O in the area D N D), (31)
u® (e, y,p) —uV(e,y,7) > o(e**) at p — oo in the area D@ 0 DV (32)

for some 0 <1< 1.
In Eq. (30) we make the change of variables z=y +
the conditions (29) takes the form

p. Then Eq. (29) with

+1’

PuP(z,p)  u?(z,p)

3,° P LG @ (z.p)). (33)

where ¢(z)=vz—1+0(z—1) at z— 1, g(z) =z+ O(1). at z > .
We construct a solution of Eq. (33) satisfying the condition —“’) =0atp=0,
and matching conditions

u®(e,2,p) —u (e,1,8) > 0(e°+*) atz > linthe area D¥ N D), (34)
u®(e,2,p) —uV(e,y,7) = o(e?**) at p - o inthe area D N DV, (35)
Then the solution of problem (33)—(35) takes the form

“ C() 1 —yln\/i

(2) _ b 25—
u™ (y,p)=ety” 22\/7?7@4 mv TOETTT). (36)

It is necessary to explore the area mixing for sufficiently small values of the rate
constant of a chemical reaction. The function e ™#Y — 1 for u — 0.
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6 The Mixing Domain

The solution is sought in variables v =¢~'2f(y) sinf, =& (y+ 1). Then we obtain
the equation

*u®(v,)  ou™(v,n)

— =0. 37
0v? on (37)
The solution is constructed with the conditions
ou™ (v,
u(4)(v,i1)—>0atn—>oo,w=0, atv=0, (38)
v

u® (e,0,7) —uV(e,y, ) = 0(e°+*) aty = 0, in the area DY N DV, (39)

The solution (37)—(39) has the form

where u(!) () is the leading term of asymptotics u'!) (e, y,y,) at y = oo.

7 Conclusion

This paper considers the problem of convective diffusion streamlined cross-flow of
an ideal fluid around the cylinder in the presence of volumetric chemical reaction.
The neighborhood of the cylinder is divided into several boundary layers, in each
region, and the independent variables are introduced. The solution of the problem is
constructed by the method of matched asymptotic expansions for the main terms.
Similar results were obtained in the flow drops. The linear problem of convective
diffusion of about a drop in the presence of the bulk chemical reaction where [10],
and in [6]—were considered nonlinear problems in the diffusion boundary layer.
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Assessment of Eigenfrequencies
of the Middle Ear Oscillating System:
Effect of the Cartilage Transplant

Gennady Mikhasev, Sergei Bosiakov, Lyudmila Petrova,
Marina Maisyuk and Kirill Yurkevich

Abstract Finite-element models of the intact middle ear and the diseased one with
the eardrum subjected to retraction in the posterosuperior quadrant are proposed.
Because the natural frequencies of the middle ear oscillating system are the princi-
ple dynamic characteristics, finite-element calculations of eigenfrequencies for both
the normal middle ear and the middle ear with pathological changes of the tympanic
membrane in the posterosuperior quadrant are carried out. The geometrical model
of the middle ear consisting of the eardrum, malleus, incus, and stapes was obtained
on basis of the tomographic data. When the eardrum has a retraction pocket, a car-
tilage transplant superimposed on the posterosuperior quadrant is considered as a
reinforcing element. The optimal thicknesses of the cartilage transplant are defined
in such a manner that the natural frequencies of the reconstructed middle ear were as
close to those of the normal middle ear as possible. The obtained results can be used
to predict the thickness of the cartilage transplant needed to restore the functions of
the human middle ear.
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1 Introduction

The retraction pocket of the tympanic membrane (TM) is a clinical manifesta-
tion of atelectatic otitis media. For many reasons this pathology of the middle ear
deserves special attention. In particular, it is necessary to assess correctly the nature
of the pathogenesis and formulate a treatment strategy to repair the retraction pocket
formed as a result of the cholesteatoma growth in the middle ear [1, 11]. The retrac-
tion of the TM can be formed due to an imbalance of pressure in the middle ear cavity
(negative pressure conserved in the middle ear cavity for a long time) and changes
in the structure of the tympanic membrane (thinning and changing its physical prop-
erties) [5]. The process of retraction is accompanied with irreversible changes in the
TM structure and consequently, with a significant reduction of its elastic character-
istics. For this reason the weakened segment of the eardrum, more often the pos-
terosuperior quadrant of pars tensa, comes into contact with underlying auditory
ossicles (the long crus of incus, the incudo-stapedial articulation). This inevitably
leads to their erosion [3] and epidermal ingrowth into the middle ear cavity with
cholesteatoma formation. And the recent clinical study by Lee et al. [8] showed that
even a tiny retraction of the pars flaccida may results in attic cholesteatoma. Retrac-
tion pockets are therefore dangerous because they are asymptomatic for a long time
but ultimately lead to permanent irreversible hearing loss.

One of the preventive measures of the middle ear cholesteatoma is “early” surgical
approach in treatment of retraction pockets. This approach involves the installation
of a cartilage transplant in the posterosuperior quadrant of the pars tensa to increase
the rigidity of this TM part and preserve its auditory function [4, 10]. An average
thickness of the cartilage transplant for different techniques of myringoplasty is about
500 wm. The cartilage transplant of such thickness can prevent the TM retraction
and results in the good sound conduction. At the same time, objective advices on the
prediction of the optimal thickness of a cartilage needed to restore the basic function
of the middle ear are absent. The acoustic performance of eardrums reinforced with
cartilage grafting and their postoperative functions has not been also well analyzed.

The basic purpose of this study is an assessment of the geometric dimensions
of the cartilage transplant at various pathologies of the TM to create sound condi-
tions corresponding to functions of the normal TM. We aim to estimate the optimal
thickness of cartilage transplants which would result in the natural frequencies close
to those of the intact middle ear. Another goal is to formulate some recommenda-
tions for the operations envisaging a removal of the retraction pocket in the TM. The
finite-element method (FEM) will be used to reach these aims.

2 Geometric and Finite-Element Models

A solid 3D model of the TM was obtained by gluing different parts of the pars tensa
and pars flaccida. The thickness h,, = 30 wm of the pars flaccida was taken in our
study. The posterosuperior quadrant of the pars fensa of the thickness
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h,; = 60 pm involves two layers, and the remaining part of the eardrum of the thick-
ness h,p = 90 wm composes three layers. The above geometrical data, hp_ N hps,hrp,
are typical of an adult and may vary slightly. All the dimensions of the TM shown
in Fig. 1 are given in millimeters (mm).

The solid 3D models of the malleus, incus and stapes were generated in the Solid-
Works 2010 using a tomogram of the middle ear. The characteristic dimensions of
the middle ear model under consideration are shown in Fig. 2.

The finite-element segmentations of the eardrum and auditory ossicles as well are
presented in Fig. 3.

In order to simplify the FEM analysis, the effect of the cochlear liquid, ligaments
and muscles (4 malleus ligaments, musculus tensor tympani, stapedial tendon, and
stapedial annular ligament) are not taken into account in what follows.
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Fig. 1 Geometrical dimensions of the TM: a external view, b plane section of the TM at x = 0
(0A,A,A; is the posterosuperior quadrant of the pars tensa, A,A,As is the pars flaccida)
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18'6

Fig. 2 Geometric model of the middle ear and its characteristic dimensions: a internal view;
b side view; ¢ external view
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(b)

Fig. 3 Discrete models of the middle ear: a FEM models of the TM, malleus, incus and stapes; b
finite-element segmentation of the TM layers in the pars tensa segment; ¢ the external surface of
the TM experiencing static pressure

The rigid clamp conditions at the tympanic ring were considered as the boundary
ones for the TM. Contact between the eardrum and the malleus handle as well as con-
tacts between the auditory ossicles were described by using ANSYS 15.0 ‘Bonded-
type’ (corresponding to absence of slip and penetration). For this type of contact all
gaps between contacting surfaces are closed, i.e., the contacting surfaces are bonded.
The finite-element segmentation was carried out in the semi-automatic mode. The
maximal dimensions of the finite-element rib for the auditory ossicles and eardrum
were 0.3 mm and 0.1 mm, respectively. The total number of nodes and elements used
for the FEM simulation amounted to 239379 and 149863, respectively.

We assumed homogeneous isotropic elastic material properties for all the audi-
tory ossicles with the average values of Young’s modulus E, = 20 GPa, Poisson’s
ratio v, = 0.3 and density p, = 2 mg/mm?® taken from references [2, 6, 12]. The
microstructure of the TM was taken into consideration by also anisotropic elastic
material properties with the elastic moduli £, = 33 MPa, E,, = 11 MPa for the
pars tensa (excepting the posterosuperior quadrant 0A;A,A;) and the pars flac-
cida, respectively, and Poisson’s ratio Vo = Vyr = 0.4 for these two segments [7, 12].
The elastic modulus of the normal posterosuperior quadrant 0A;A,A; is about
E,; = 33 MPa. In the case of pathological changes of elastic properties of the pos-
terosuperior, its elastic modulus E,; were varied from 11 to 22 MPa. The densities
for the pars tensa and the pars flaccida were assumed to be the same, and were taken
to be [12] p,, = p,; =1.2 g/cm?.

When the TM has a retraction pocket in the posterosuperior quadrant 0A;A,A5, a
cartilage transplant superimposed on the weakened part of the TM was considered as
an additional element in our model. We considered cartilage slices having different
thicknesses /., = 250,500,750 wm, but covering all the region 0A;A,A5. Different
types of cartilage transplants from the cavum, conchae or tragus are usually applied
for restoration of an eardrum. Here, slices of transplant made from the tragal carti-
lage with Young’s modulus E. = 3.4 MPa, Poisson’s ratio v, = 0.3 [9], and density
p. = 1.1 g/lem® were considered. In what follows, we consider a rigid coupling
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(a) | (b)
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Fig.4 FEM model of the middle ear with the cartilage transplant on the posterosuperior quadrant:
a side view; b fragment of the posterosuperior segment with the cartilage transplant

between the cartilage transplant and TM, whereas the contour of the transplant along
the tympanic ring was assumed to be rigidly clamped. The FEM models of the middle
ear with the cartilage transplant of the thickness #, = 500 pwm are shown in Fig. 4.

3 Static Model of Middle Ear with Negative Pressure
in Tympanic Cavity

Because the negative pressure in the tympanic cavity may be considered as a reason
leading to formation of retraction pockets, the first step in our study was to examine
the influence of this pressure on the static deflection of the eardrum for two different
cases: (1) elastic properties of the posterosuperior quadrant are typical of a healthy
middle ear, (2) the elastic modulus E,,; is reduced because of pathological changes
in the TM microstructure.

The negative pressure in the tympanic cavity, leading to the eardrum retraction,
was simulated by the static normal pressure pg = 20 Pa (pgp; = 120 dB) applied to
the external side of the eardrum. Figure 5 shows the distribution of total deforma-
tions (displacements, mm) in the eardrum for the normal middle ear (a) and for that
with the reduced elastic modulus E,; = 11 MPa for the posterosuperior quadrant
subjected to pathologic changes (b) as well. It is seen, for both the normal middle
ear and the diseased one the greatest displacements of the TM under the standard
negative pressure is observed in the posterosuperior quadrant. For the normal mid-
dle ear with Eps = 33 MPa, the maximum deflection is equal to 3.0186 pm, while
for the middle ear with the reduced elastic modulus, Eps = 11 MPa, the maximum
deflection amounts to 8.0395 pm. As seen, the reduction of the elastic modulus E
of the posterosuperior quadrant from 33 to 11 MPa results in the increase of the TM
retraction up to about 3 times.
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Fig. 5 Distribution of total deformations (displacements, mm) in the eardrum under action of the
external pressure pg = 20 Pa: a normal middle ear; b middle ear with the reduced elastic modulus
E,, = 11 MPa for the posterosuperior quadrant
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Fig. 6 Distribution of total deformations (displacements, mm) in the reinforced eardrum with
the reduced elastic modulus E,; = 11 MPa of the posterosuperior quadrant under action of the
external pressure pg = 20 Pa at different thicknesses A, of the superimposed cartilage transplant: a
h, =250 pm; b h, = 750 pm
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We examined also the influence of installed cartilage grafts of different thick-
nesses h, = 250,750 pm on static deflections of the reinforced eardrum (with the
reduced modulus E,; = 11 MPa) under the same external pressure pg = 20 Pa (see
Fig. 6). It is seen that the attachment of the cartilage slice results in increasing the
total rigidity of the reinforced composite eardrum and, as a consequence, gives a
reduction of the TM retraction. The comparison of Figs.5b and 6 shows that the
maximum retraction of the reconstructed TM with A, = 250 pm is 12 times less
then the retraction of the eardrum without a transplant, and for 4, = 750 pm this
reduction amounts to 18 times. Apparently, the thinner cartilage transplant is, the
larger the total rigidity of the composite TM is, and the smaller probability of form-
ing retraction pocket becomes. However, it is also obvious that too high total rigidity
of an reinforced TM might lead to undesirable effects, such as desensitization of the
eardrum to the sound signal, decreasing the transfer function of the middle ear, and
the significant shift of the natural frequency spectrum. Therefore, it is very important
to define such optimal dimensions of the transplant which would result in mechanical
characteristics close to characteristics of the normal middle ear.

4 Eigenfrequencies of Diseased Middle Ear
with Reinforced Eardrum

In this section we perform the FEM simulation of free vibrations of the oscillating
system of the normal and diseased middle ear with pathological changes of elastic
properties of the eardrum in the posterosuperior segment. In the case of the diseased
middle ear, the model of the reconstructed middle ear with cartilage transplants of
different thicknesses attached to the eardrum in the region of the posterosuperior
quadrant is considered. In all calculations, the initial strain—stress state of the TM and
its initial deflections as well, caused by the standard negative pressure pg = 20 Pa,
are taken into consideration.

The eigenfrequencies w, kHz, of the normal middle ear as well as of the diseased
one with the reduced elastic moduli E,; = 11,22 MPa for the different mode shapes
are shown in Fig. 7. As seen, the assumed reduction in the modulus E,,S does not
influence the natural frequencies corresponding to the first three modes (n = 1,2, 3).
However, this effect appears at n > 4 and becomes noticeable for high eigenfrequen-
cies, including frequencies from the auditory range, 16 Hz < w < 20kHz. The reduc-
tion of Young’s modulus E,, in the posterosuperior quadrant results in the strong
decrease of all eigenfrequencies beginning with the 4" mode.

Note, in spite of the fact that all ligaments and muscles were not taken into
account, the eigenfrequencies found here for the normal middle ear turned out to
be very close to the data obtained by Mikhasev et al. [9]. This coincidence may be
treated as wholly satisfactory verification of our model.
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Fig. 7 Eigenfrequencies of the normal middle ear and the diseased one with pathological changes
of the TM elastic properties for different mode shapes: /—normal middle ear; 2—middle ear with
the elastic modulus E,; = 22 MPa for the posterosuperior quadrant; 3—middle ear with the elastic
modulus E,; = 11 MPa for the posterosuperior quadrant
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Fig. 8 Eigenfrequencies for different mode shapes: /—normal middle ear; 2—middle ear with
elastic modulus of the posterosuperior quadrant of 22 MPa; 3, 4 and 5—middle ear with elastic
modulus of the posterosuperior quadrant of 22 MPa and the cartilage transplant thickness of 750
pm, 500 pm and 250 pm, respectively

In Fig. 8, the natural frequencies of the diseased middle ear with the reduced elas-
tic modulus E,; = 22 MPa versus the mode number are shown for different thick-
nesses of the attached cartilage transplant s, = 250, 500, 750 pwm. The same plots,
but for E,; = 22 MPa, are presented in Fig. 9. In both Figures, curves corresponding
to the oscillating systems of the normal and diseased middle ear without a cartilage
graft are also drawn.

As expected, using cartilage transplants with the purpose of reinforcement of
the weakened posterosuperior quadrant does not allow to get the oscillated system
whose natural frequencies would be as much as possible close to those of the normal
middle ear for all modes. For thick laminas of a cartilage (at 2, > 500pum), the men-
tioned closeness of eigenfrequencies is observed only for the first 15 modes, whereas
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Fig. 9 Eigenfrequencies for different mode shapes: /—normal middle ear; 2—middle ear with
elastic modulus of the posterosuperior quadrant of 11 MPa; 3, 4 and 5—middle ear with elastic
modulus of the posterosuperior quadrant of 11 MPa and the cartilage transplant thickness of 750
pm, 500 pm and 250 pm, respectively
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Fig. 10 Diagrams “eigenfrequency of normal middle ear—thickness of cartilage transplant”; the
cartilage transplant is superimposed on the posterosuperior quadrant of TM with elastic modulus:
afk, =22MPa;b E, =11 MPa

for high modes the divergence between frequencies for the normal and reconstructed
systems grows together with the mode number. Furthermore, the smaller the modu-
lus E, is, the larger this divergence becomes (compare Figs. 8 and 9 for a large n).
The comparison of data presented in both the Figures allows to conclude that the
optimal thickness of the cartilage transplants under consideration should not exceed
500 pm.

More detailed information on coupling “eigenfrequency of the normal middle
ear—optimal thickness of cartilage transplant” is shown by the diagrams in Fig. 10.
The diagrams are plotted using the exponential regression functions on basis of the
date presented in Figs. 7, 8 and 9. Each of these diagrams gives the cartilage trans-
plant optimal thickness 4, which has to be chosen for the oscillating system of the
reinforced middle ear to have the eigenfrequency close to that of the normal middle
ear. It is seen that the size of changing of the optimal thickness £, is too wide and
depends on the rate of destruction of the TM in the region of the posterosuperior
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segment. If £, = 22 MPa, then this diapason is 40 pm < h, < 890 wm, and for
E, =11 MPa, itis as follows: 250 pm < i, < 1200 pm. When taking into account
the basic auditory range (spoken), 500 Hz < w < 2 kHz, then the recommendations
are as follows: in the case of a minor destruction of the eardrum, with £ s N 20 MPa,
the average thickness £, of the cartilage transplant should be about 200 pwm, and for
the greatly weakened eardrum, with Eps ~ 10 MPa, it is encourage to use more thin
graft with /. ~ 400 pm.

5 Conclusions

Three-dimensional FEM models of the intact middle ear and the diseased one with
the eardrum subjected to retraction in the posterosuperior quadrant have been pro-
posed. The middle ear was considered as the oscillating system consisting of the
tympanic membrane, malleus, incus and stapes. Solid 3D models of the auditory
ossicles were generated in the SolidWorks 2010 on the basis of the tomographic
data of all elements of the bio-mechanical system. The functions of ligaments in the
tympanic cavity were not taken into account.

The retraction pocket in the posterosuperior quadrant of the TM was treated as a
result of initial deformations (retractions) of the eardrum with pathological changes
of elastic properties under action of the negative pressure in the tympanic cavity.
In order to reinforce the weakened eardrum, the diseased segment on the TM was
covered by a slice of the cartilage graft made from tragal cartilage. The cartilage
transplant attached to the TM was considered as an additional element (a thin shell)
coupling rigidly to the surface of the TM. All elements of the middle ear oscillating
system as well as the cartilage transplant were assumed to be homogeneous and
elastic with mechanical characteristics taken from available references.

On basis of the developed FEM models, the two different problems were studied
in the paper. First, the FEM analysis of the initial deformations of the diseased TM
with the reduced Young’s modulus E,; of the posterosuperior segment under sta-
tic external pressure pg = 20 Pa applied to the TM was performed. The static FEM
analysis has revealed that the reduction of the elastic modulus E,, of the posterosu-
perior quadrant from 33 to 11 MPa results in the increasing the TM retraction up to
about 3 times. The influence of imposed cartilage transplants of different thicknesses
h, = 250,750 wm on static deflections of the reinforced eardrum (with the reduced
modulus E,; = 11MPa) under the same external pressure pg = 20 Pa has also been
studied. It was shown that the attachment of the cartilage slice may lead to the notice-
able decrease of the TM retraction. So, the maximum retraction of the reconstructed
TM with the attached cartilage transplant of the thickness /., = 250 pwm turned out
to be 12 times less then the retraction of the eardrum without a transplant.

The second problem of our study concerned the FEM simulation of free vibrations
of the normal and diseased middle ear with the eardrum having the reduced Young’s
modulus in the posterosuperior quadrant. In the dynamic analyses, the initial static
strain—stress state of the TM caused by the standard negative pressure pg = 20 Pa
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were taken into consideration. Calculations have revealed that decreasing Young’s
modulus E,; from 33 to 11 MPa does not influence the natural frequencies corre-
sponding to the first three modes (n = 1,2, 3). However, this effect becomes very
strong at n > 4: the reduction of the modulus E,; may result in very strong dropping
all eigenfrequencies from the auditory range.

In order to study the effect of the cartilage transplant superimposed on the weak-
ened posterosuperior segment, the FEM simulations of the reconstructed middle
ear with the reinforced TM have been performed. Use of the cartilage transplants
had not enabled us to get the oscillating system with eigenfrequencies close to those
of the normal middle ear for all modes. For instance, superimposing cartilage trans-
plants with thicknesses /. > 500 wm resulted in very good coincidence of the natural
frequencies of the intact and reconstructed oscillating systems only for the first 15
modes, whereas closeness of the corresponding frequencies for higher modes turned
out to be not wholly satisfactory.

To select the optimal thickness of the cartilage transplant, the detailed analysis on
coupling “eigenfrequency of the normal middle ear—optimal thickness of cartilage
transplant” has been made. This analysis permits to give the following recommen-
dations:

(i) If aneardrum in the posterosuperior segment has minor destructive changes, and
is characterized by Young’s modulus E,; ~ 20 MPa, then the average thickness
h, of the cartilage transplant should be about 200 pm.

(i) When the pathological changes in elastic properties of the posterosuperior quad-
rant is too great, with Young’s modulus E,; dropped up to about 10 MPa, it is
required to utilize more thick slices of a cartilage with i1, = 400 pm.
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The Method of Modeling of Human
Skeletons Multi-Body System

Tomasz Miroslaw

Abstract The analyses of human movement are interesting subjects for medicine,
sport, or for bionics robots designers as well as people, who have been looking for
analytical tools for many years, and one of them is the multi-body system analysis.
In this paper, a short overview of different methods of analysis of multi-body
systems is presented. These methods are very important and effective for analyses
and designing of defined mechanical structures and their control. But during
physical movement the skeleton changes its structure from close to open. The
mechanical energy accumulated in skeleton’s bones and muscles are cyclically
converted from kinetic to potential and vice versa. Hence, the direct usage of
multi-body analyses does not appear to be effective enough. In this paper, the author
presents a new modification of the multi-body system modeling method which
enables dynamic analyses of changing structures. The model is a structure of stiff
branches (bones) as well as flexible and rotatable nodes (joints) with the branches
moving in accordance to forces and torques. The movement causes the relative
displacements of two elements generating reaction forces and torques in joints. This
force then flows to a particular element where it is added to others. This method was
used for force and movement modeling for low lamb exoskeleton designing. In
addition, the simplified model of human leg and the result of simulation are also
presented in this paper.

1 Introduction

The human body has been the subject of artists, medical practitioners, sportsmen,
and technicians for many years showing admiration for this study in ancient
sculpture, sketches, or drawings made by Leonardo da Vinci, Mikael Angelo, and
other artists.
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At present, the body structure and its movements for human body analyses play
very practical role in sports, healthcare, industry as well as safety and security or
defense systems. The ergonomics is autonomous science which helps to design:
tools, workplaces, houses, vehicles interiors, etc. Sportsmen analyze human body,
its movement mechanism, in order to devise ways to move better and quicker. That
is why specialists of ergonomics have been trying hard to find ways to realize work
with minimal effort, or how to design vehicles which will protect car passengers
during accidents etc. They all would like to know how the human body works or
how it would respond to various forms of stimulation. For finding the answers to
these questions, some real models have been built which imitate human. Of course
the range of imitation is optimized to find answer to the main question. So we have
many models depending on the question we would like to answer.

It is worth adding that the search for systems which could make us stronger,
quicker, happier has continued unabated. But currently, people are still exposed to
diseases, injuries which limit the human mobility skill. The population is becoming
older and the problems with walking have continued to limit people’s activities.
Another substantive problem worth pointing out is the amount of people injured in
accidents and recovery. Today’s level of technological advancement enables con-
struction of exoskeletons which can help people solve these problems. This idea,
since it appeared in the 1960s, has remained very attractive hitherto. In the medical
and technical magazines or the Internet there are a lot of exoskeleton examples. The
most exciting solutions are dedicated to the military, however, at a demonstrative
stage.

There are some exoskeletons on the market which are dedicated to rehabilitation.

They help with the recovery process from illness or accidents to start again,
getting people on their feet again [5—8]. They are carriers of human body which
carry and force its parts to move, thereby realizing the programmed pattern of
movement. Although the exoskeleton does not only propel the legs and arms but
also helps keep and maintain balance. It is quite a complicated and expensive
device used by qualified medics, rehabilitants, in special environments. This
equipment is very useful as it speeds up recovery process, though people might
need more, even as some old people have to use sticks or other devices to aid
movement—making them more active or self-sufficient when they could be sup-
ported by special exoskeleton. On the other hand this exoskeleton has to support the
human body, strengthen its muscles (only in needed range), maintain balance, and
protect the body against harm. Having such devices people will be able to feel
better and save a lot of money, though it is quite a long way toward building such
devices. The main problem in exoskeleton designing is the human body. All of us
differ from one to other and our way of movement is also different. We tend to
move in different ways depending on the weight of our outfit, the ground surface as
well as our mood, to name a few. Let me also add that our movements are not
repetitive so, if a self-movable man would like to be supported by such devices he
should be only assisted and supported by it only in required states. Should
exoskeleton do everything for us, it could end up hindering the development of
(human) skills and resulting in the loss of mobility. On the other hand exoskeleton
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cannot move the human body in a programed way, because it could cause harm
while trying to move by taking a step in a different way due to some obstacles or
change of mind during movement.

These problems are very strongly visible during designing exoskeletons for the
military. Contemporary battle field requires soldiers to carry more and more as well
as heavier equipment. Thanks to these exoskeletons, soldiers are able to stand
longer, walk long distance, and maintain the ability to take rapid unexpected
steps (Fig.1) [9, 10]. The exoskeleton for soldiers or disabled-assistants should be
imperceptible carrying its load and moving simultaneously with him and working
indefinitely [4].

When we are thinking about exoskeleton for soldiers, it should move in similar
way like man dose, and not cause any additional load for him and be similarly
efficient like soldier is.

To design such devices, we need to model how man is moving [8—10]. The most
interesting thing is efficiency of human moving way, what is still better than others
waking machines. Man intuitively set body in way what take advantages on gravity,
landform, muscle, sinew, and bones springiness. But the most important is there is
no universal pattern or rules of movement that will suit to all of us. Everybody
moves in their own way. The only common thing is we need to generate force to
overcome movement resistance and carry body load.

2 Remarks on Human Body Movement Analyses

As it was said, there is no universal model of human movement. Everyone is
moving in different way even in the same day. We can be recognized by our
relatives by our walk or running style. So what can we do to find the way to support
people in walking with load, or make this walk longer or faster?

Against above remark, some common features or rules of human movement
have been pointed. To find them analyses of sportsmen, soldier, and street people
movement were recorded and analyzed [1]. For analyses some typical actions have
chosen like standing (with burden), walking, running, and others like kneeling,
squat, or stars climbing.

2.1 Standing

Standing is quite tiring “activity” especially if you need to stay in one place and
carry some burden. Our body is uptight and we need to change muscles tension
from time to time changing our position by waving or move our body load from one
leg to other. The mass center is moved through the field between feet. (It is pre-
sented in Fig. 2). We keep it above this surface by all body muscle tensions and
configuration.



258 T. Miroslaw

Fig. 1 Conceptual sketch of
a lower extremity human
exoskeleton [9, 10]
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We swing moving in our hips or bending knees. The high of mass center is
changing slightly. Our mechanical work is not too big, but the chemical process in
our muscles is running and we are getting tired. Some time we release our muscle
too much or by other disturbance we can lose balance during standing and we
automatically change position of one leg to change the support field. The graph
diagram of standing is presented in Fig. 3.
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2.2 Walking

This the most characteristic action and occurs in a individual way depending on
various conditions. During walking at least one leg is supporting us and the mass
center is swinging from one leg to other and rise and down.

We can have few types of walking. Below are the three most different styles are
presented.

The silent “cat’s walk” when man is moving on legs with knees and moves feet
low over the ground and step them slowly. The moving leg is always ready to
support body (Fig. 3).

Slow stable walk when man is moving stable, without losing the balance and the
mass center is always above or between supporting legs. In this style we can see the
“rolling triangle” presented in Fig. 4. The mass center is above standing foot. When
we move the second leg forward this center is moving but it is still above support
surface. When we put the second foot on the ground we move the weight over it.
This move is realized by hill erection calf caused by rotation of foot around toes
axle.

In this style the toes and feet rolling play important role. The calf muscles are the
main propellers.

When we speed up, the movement loses its stability and the mass center is not
always above support. The balance is temporarily lost which is used for speed up or
keep the speed of movement.

When we lengthen our steps we lose balance and our walk is quicker but we can
stop immediately. Our body fall down and its energy is partly absorbed by hill and
transform to thigh’s “muscle” which is accumulated and release in rising cycle. The
movement of mass center needs the energy so the “walker” set his legs in unnatural
way to reduce mass center with high changes. But “normal” walking people also
take advantage on gravity and use the falling cycle of walking to accelerate body

Fig. 4 “Cat’s Walking” movement phases with support surfaces and trace of mass center
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and the kinetic energy of it is accumulated in “muscles and sinews” and is released
during rising. Human during movement take advantage on gravity.

We can see that the waking is realized by combination of rotation of all body and
its parts in hill, knee, hip. The propelling torques come from gravity and muscles.
Depending on the style, movement is stable with the balance kept all the time or
with lose of balance. Normally our walking is a combination of many styles
(Figs. 5, 6 and 7).

Fig. 5 “Stable Walk” movement phases with rolling triangle; below relevant support surfaces and
“trace” of mass center

Fig. 6 “Dynamic Walk”—movement phases with support surfaces and trace of mass center
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Fig. 7 The acceleration and braking during walking by gravity utilization—movement phase
with the body support surface

2.3 Running

Running is the action what is not in interest in medical exoskeletons or exoskele-
tons dedicated for load carrying. But it is very important for sportsmen soldiers. The
run phase study is presented in Fig. 8. To start running we bend our body to lose
balance and jump from one leg second. We take the balance back for a while by
setting the landing leg below mass center. We rotate around toes moving body
forward and push when mass center is forward supporting place. It gives us the
propelling force as the combination gravity and muscle force. When we our leg hits
on the ground it is slightly bent in knee. During landing some part of energy is
accumulated in thigh by extension of straightening muscles.

0

\f

g\

Fig. 8 Run phase study
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This energy is used back during taking off. When we do not land on the bent leg
we will feel pain in knee.

2.4 Summary of Analyses

Basing on these short analyses, we can assume that our movement is a combination
of body part rotation caused by muscles forces or by gravity.

The body structure and force acting points is various and it is very difficult to be
predicted.

The flexibility of our muscles helps us to recuperate energy and bounce from the
ground. The analyses pointed that lower limb model should consist of 4 elements
toes, foot, calf, and thigh as bodies and joints toes, hill, knee, hip. Some models do
not care about toes which they play important role in walking.

The main force what effect on human body is gravity, ground reaction or wing.
So we can analyze our movement in reference to the natural horizontal-vertical
frame of system.

We manage our mechanical energy by controlled conversion from gravity
potential energy by kinetic, to spring “muscle” and back to kinetic and potential
energy. The energy conversion model is presented in Fig. 9.

Chemical
energy

sinew
elastic strain
energy

Energia
kinetyczna ruchu
Muscle elastic obrotowego
strain energyi

ciata

Energia
kinetyczna ruchu
postgpowego

Movement
resistance

Fig. 9 The energy conversion cycle
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This energy transformation is the crucial problem in exoskeleton designing. To
do it we build the human body model whicht help us better understanding of its
behavior and predict its movement when we will affect on it external forces.

3 Human Body Models

Many computer models of human body are available, especially prepared for
computer games, movies etc. Those models are focused at movement visualization
based on videos recorded in real tests of body position data or on mathematical
model of body kinetics describing body part movement in time.

We can find models which help us to calculate forces or torques in particular
body elements and joints, for set structure. But it is very difficult to find the model
of body behavior as the response to the torques and forces generated in joints are
acting on body.

The theory of muti-body analyses is basing on mathematical matrix operations
what in author’s opinion does not describe the real phenomena in systems. When
we have the so long chain of bodies what could work in open or close structure the
matrix calculation especially the revers task (finding position as the force acting
result) is very difficult.

The modeling is the sequence of differential equation system solutions for one
parameter changing in the time. Some times this system is unsolvable.

Many models assume that the body structure is the mutli-body stiffness elements
structure. This assumption helps to use the matrix operation. But our body is not
stiff, we are flexible and our muscles could be modeled like it is presented in
Fig. 10.

So the human body which consist of stiff elements are propelled with flexible
muscles. So we can build model like in Fig. 11 [3].

But this model is not easy to be transformed into computer model. Because it is a
parallel system of stiff and flexible elements which effect one on others. So we need
other methods.

L e

Fig. 10 Model of human muscle. It consists of three passive elements: a series elastic element
corresponding to tendon and connective tissue, parallel elastic element and damper [2]
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Fig. 11 Model o human
body as the stiff skeleton and
flexible muscles

4 Methods of Multi-Body Modeling with Flexibility
4.1 Concept of Model

Basing on other models and provided research on human movement the new
concept of modeling is proposed. The main assumptions are that the model
structure should reflect human body structure as the mutli-body systems with bodies
and joints, the modeled body movement should be the effect of combination of
rotation in joints. The energy conversion should be reflected in model. It should be
as one universal model for open or close structure and reflect body behaviors when
it is supported on the ground or it is in the fly state. As the simplification the
structure of human body is modeled with 15-body model what are representing:
toes, feet, calves, thighs, hip, breast, arms, forearm, neck with had. Model is shown
in Fig. 12.

This model for movement analyses does not have palms. All bodies are joined
with joins which are responsible for relative bodies movement—rotations and
transfer forces between joined elements. This model was expanded with points



The Method of Modeling Human Skeletons of Multi-Body System 265

e - laxle rotation joint
(one degree of freedom
@ - spherical joint
(three degree of freedom)

®_]axle rotation joint
@- 3 spherical joint
& - Support point

Fig. 12 Model of human body as the 15-bodies and joints system

where supporting forces effects on system. These forces represent ground reaction,
or load weight force.

All bodies are modeled in the same way as a stiff stick with mass concentrated in
mass center C which has defined location in space C[X,y,z], the flexible ends A and
B in defined distance to C (model is presented in Fig. 13). The stick is oriented in
space by angles set between stick and axle of reference system set (in figure only

(a)

m- body mass
C- Mass center
J -moment of inertia

(b) y '}?BB

/SB
m- body mass

C- Mass center
Jc -moment of inertia for C axle

%A Fsc=Fsa+FsB

S0 Fnc=Fna+FnB
Mc= Fna La-FnB LB

Fne

a=a, +'[£_‘dt
j

Fig. 13 Model of element in multi-body system
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one “a” is presented). There are forces what effect on the mass center: the weight
force and force coming from terminates a and B (ends): the tangential and
axial/orthogonal/normal forces. These forces are summed in mass central causing
its movement. The orthogonal forces produces torques what are summed and
enforces retaliation of stich, changing the angle a and position of A and B.

In multi-body systems each element is joined at least to one other element (seen
at figure) and affects on it. The exchange reaction force, appears as the spring force
thanks to deformation difference between joined terminals positions. In this way so
the changes of position of terminals of one body causes forces acting on others.
Because of these forces bodies want to rotate around mass center but because the
tangential forces the mass center is pushed and centrifugal force appears, so the
body rotates around its end. In simplification we can say that in human body
muscles produce torques what drive elements rotation. Model with torques is
presented in Fig. 14b. If we have support only on one end, the second is free and
moves according to forces on the second end and C. So if our chain is not supported
on end it would like to move in this direction. If we support it the force will
“reflect” and propels system in opposite direction.

The place of bodies affecting can be simplified by introducing joint model
(presented in Fig. 15).

In these joins all reaction forces and torques appear and effects on the body by
propelling the mass center enforce rotations. For simplification the joint can be used
as the “gate” for (place of) acting of external forces and torques. Basing on this
assumption computer model of human body was build. As in others model the start
condition should be defined as the position of mass centuries and orientation of
each element, their masses (weights). The structure of human body system made in
Simulink is presented in figure. It consists of bodies and joints model and the
calculator of start parameters. This calculator is prepared only for simplification of
start bodies position estimation.

(a) ®) o
B3 <
b = 3
C3
- \ A3
e
/(\
/L N
A2 ]
>\ S

Fig. 14 Multi-bodies system model built of three effecting on each other’s elements: a model of
acting forces coming from gravity and bodies’ reaction; b model of forces and torques produced
e.g. by human muscles
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Fig. 15 Model of affecting \:ﬁ\
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4.2 Model Description

The model of human body was built according to rules mentioned above. The main
problem what was solved is the multi-body model which would generate and
transmit forces and torques as well as energy storage and conversion. The computer
gives new possibilities of modeling not only by solving the system of differential
equations, but can simulate bodies’ behavior in time.

To present methods of modeling three bodies system was created with structure
similar to lower limb. This model is presented in Fig. 16 In this example we have
three bodies and two joints between and blocks for start point calculations. The
lower body is resting on the ground which generates reaction force when the
coordinate Y is lower than 0. The upper body is free. All of them have some mass,
and start positions it means coordinates of their centers of gravity the angle of
bending to horizon, moment of inertia, and two distances of stick ends to center of
mass. The model of body is (presented in Fig. 17) quite universal. It consists of two
terminals A and B and mass center. The body block has inputs for forces repre-
sented by components in horizontal and vertical reference systems) for two
terminals a and B: FBXR (—terminal B component X Reaction force), FBYR
(—terminal B component X Reaction force) and external forces: FBXE and FBYE,
analogously FAXR, FAYR, FAXE, FAYE for terminal A. Mext—represents the
external torque for body rotation. Additionally the start position of mass center X0
and YO with start angle ALFA) and distances of terminals from the mass center
DLA and DLB are given. The outputs are: coordinated of real position terminal BX,
CY, AX, AY and mass center CX and CY and real angle. Additionally two outputs
of MA and MB representing torques generated in terminals are present for tests.

The structure of terminal model is presented in Fig. 18. This model consists of
terminal position calculator market as DBXY (its structure presented in Fig. 19).
The effect of calculation is given to outputs EY and EX. Forces from inputs Fx, FXr
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Fig. 16 The structure of three-bodies system

and Fy, FYr are summed and given together with real angle to XY2SN transfor-
mation block, where XY components are converted to SN component. The
orthogonal force component is used for torque calculation. This Forces and torque
are sent to mass center model.
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Fig. 17 The body model

D

Model of mass center is presented in Fig. 20. In this block the weight force
appear and is transformed into SN components basing on actual rotation angle. This
force is summed with forces coming from terminal and after dividing by mass value
appears the acceleration in axles N and S. This acceleration is converted to XY
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Fig. 20 The mass center block internal structure

coordinate and integrated for real speed and XY position. The real speed is
reversely converted to SN coordinates for damping force calculations. The CX and
Y position is estimated in reference to Y0, X0—start position.

In this block the toque is calculated as the sum torques coming from both
terminals and from external. This torque accelerates the rotation proportionally to

inversion of body inertia moment. After its double integration we get real angle of
body bending.
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The structure of joint is presented in Fig. 21. It consist of two blocks: Torques
and reaction force generator. Their structures are shown in Figs. 22 and 23. The
forces and torque are calculated in reference to displacement or bending flexible
elements. So the forces are generated in place of displacement not as the free vector.
In torque generator input Gamma the reference angle is added to move the zero
torque point. Each force and torque are multiplied by “—1" to give the action and
reaction force which are sent to both cooperating bodies.

One of important reaction block in general model is the ground reaction model.
This reaction appear only when Y position component overcome the bound of
ground. Structure of its model is presented in Fig. 24.

4.3 Model Verification

As the verification of model the experiment of falling body on the ground was
chosen for presentation. It seems to be important because of kinetic energy and
dynamically changed system structure. In this experiment free body was falling
down from height of 0.5 m. In model the damping were set to imitate the human
body landing.

In Fig. 25 the diagram of movement of free terminal and mass center highest
body is shown. We can see that after landing this body is bending and rising. In

Fig. 21 Structure of joint
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Fig. 26, we can see the way of mass centers of lower and middle part of system.
They are moved almost on straight line.

In Fig. 27 we can see the position of bodies’ mass centers. The highest body has
biggest displacement and oscillations. In Fig. 28 we can see displacements of
terminals and mass center of lowest bodies what imitated the food. It was set
parallel to ground.

These results are in accordance with expectations. This experiment together with
others confirmed quite good quality of this method.

Using this method the author build model of all body and simulate its behavior
in responds to external forces and internal torques.
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Fig. 25 Diagram of highest body movement
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Fig. 26 Diagrams of mass centers movement for a middle and b lowest s
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Fig. 27 Bodies’ mass centers
positions in time. Yellow
highest, magenta middle,
blue-lowest body

Fig. 28 Displacements of
foot parts: magenta- mass
center, yellow terminal B
(hill) blue terminal A (toes)
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5 Conclusion

The analyses of human body movement are still attractive and important for
medicine, sport, and army.

There are many model of human movement, basing on measurement or theory of
multi-body systems. But it is almost impossible to find universal model for human
walking or running scenarios.

The author in this paper focused on model which will reflect the energy con-
version during movement. Proposed model based on introduction of flexibility and
force generation are the displacement effects.

Presented in paper method multi-body simulation seems to be quite simple and
effective. The bodies displacement and deformation are the source of forces and
torques gives advantages of positioning the forces actions and its flow from support
to weight center. The differential equation system is built behind model ant the
solution is done in time domain. Because of flexibility the system adjust itself its
structure, positions and angles in accordance to its stiffness and always find
solution.

Model respects the energy conversions, what is very important in analyses of
human body movement mechanism.
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Fragility Estimation and Comparison
Using IDA and Simplified Macro-Modeling
of In-Plane Shear in Old Masonry Walls

Eduardo Charters Morais, Laszlé Gergely Vigh and Janos Krihling

Abstract The estimation of fragility functions associated with dynamic structural
analysis provides the probability of a certain damage state given an intensity mea-
sure. The presented paper discusses this technique regarding its application to a
method to estimate the magnitude of historical seismic events relying on the behav-
ior and damage in real historical structures. A bin of 50 seismic records is selected
matching the Komarom hazard spectrum and applied with Incremental Dynamic
Analysis to generate the damage state points of a 2D one-story frame numerical
model developed using Opensees code and calibrated to simulate the in-plane shear
behavior of historical old clay and adobe masonry infilled walls. A scaling technique
is applied and a damage type identification strategy adapted to the material model
are developed to perform Incremental Dynamic Analysis and efficient fragility func-
tion fitting in MATLAB. Results highlight considerable uncertainties regarding the
calibration of the numerical model, material and geometric nonlinearities and seis-
mic record selection in this procedure. Despite efficiency, the methodology applica-
tion and overview suggest that a full probabilistic approach fragility function fitting
using the background of seismic hazard analysis and reliability theory, providing a
concomitant sensitivity analysis, is important to proceed with variables weight eval-
uation and account for uncertainties.
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1 Introduction

Most of old masonry buildings have nowadays the status of cultural heritage, and
despite being used as residences, offices, hotels, etc., their importance transcends
mere usage. As symbols they connect us to culture, and to a sort of common history
(political/economic history, architectural history, etc.) but as entities every single
structure is as unique as its own singular history (construction materials, technol-
ogy and philosophy, usage, loading history, damage history, etc.). Although these
two perspectives are usually unseparated in historical study, the effort of studying
structures as such or in the context of recalcitrant phenomena (i.e. shear or bending
in structures, or structural elements, in the context of earthquakes historical earth-
quake effects) obliges us to a relative effort of abstraction and generalization in order
to conveniently characterize both the structure, phenomena and the associated dam-
age in a consistent and multifaceted transdisciplinary methodology.

A method of that kind is associated with the estimation of the magnitude of histor-
ical seismic events relying on the behavior and damage in real historical structures
[1]. An early approach regarding this methodology [2] considered the identifica-
tion of critical points in a late Romanesque church, in Zsambék (Fig. 1a, b), which
collapsed due to the historical earthquake of Komérom, in the June 28, 1763. In
that paper a bilinear material model was used with shell elements representing the
assumed homogeneous behavior of the medieval three-layered ashlar masonry walls
and the general aspects of the design response spectrum were applied considering
the hazard map of Hungary and local soil type [3]. Modal Response Spectrum and
nonlinear Pushover Analysis suggested maximum stresses in key elements in the
structure, maximum displacements in the towers and extensive plastification of the
walls. Although, some difficulties for the application of [1] could be pointed: the
complexity of both local and global scales mechanisms can be misleading, the dif-
ficult account for uncertainties and analysis time makes it prohibitive for the future
development of the full methodology (see Fig. 2). Therefore, further developments
should reduce the previous numerical model complexity by relying both on wall
model simplification and failure modes selection. Although, the complexity of the
local mechanism of the three-leaf medieval masonry wall will not be addressed here
as the load transfer mechanisms and cyclic behavior need for considerations that fall
from present scope.

1.1 Damage History Remarks

The Komarom 1763 historical earthquake left extensive damage near its epicenter
[4, 5] despite some opposition regarding the reliability of the portraits [6] (Fig. 1¢).
In the city of Koméarom, out of 1169 houses in total, 279 ended completely destroyed,
353 partially collapsed, 213 needed expensive repair and 219 cheap repair [4]. As
most of the affected buildings (91 % of total) were typically composed of masonry
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Fig.1 Pictures a and b Zsdmbék church ruin in 1857 and ¢ Komérom after the 1763 earthquake
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Fig. 2 Conceptual map with work steps systematization

walls (made of stone, clay or adobe with mortar infills) arches, vaults and/or wooden
roofs, before assessing the earthquakes magnitude using the methodology in [1] it is
important to develop structural and numerical models matching the structural types
of the region, evaluate the specific damage, select the appropriate failure modes
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(shear compression failure as arguably suggested in Fig. 1¢) for verification and then
address the generation and calibration of fragility functions. Here, only the in-plane
shear with compression failure mechanism of unreinforced masonry walls subjected
to the action of lateral loads will be discussed [7] and the shear tests experimen-
tal results of both clay [8, 9] and adobe [9-12] old masonry infill panels will be
addressed here.

The majority of the houses of the town belonged to local peasants. These build-
ings were built of adobe and possibly with flexible willow-twigs; their constructions
might be mud wall (sarfal) [13]. The foundation structure on which the walls were
built was just the well-rammed level of soil. The typical peasant’s houses were built
with open chimney covering the kitchen in the middle therefore there were smoke-
free living rooms as their stoves were heated from the kitchen. Their typical layout as
seen from the street consists of room, entrance hall with doors to the rooms and con-
nected to the kitchen, kitchen, room and pantry. The houses had beam ceiling, a gable
roof or a hip roof, with thatch-roofing or covered with straw. Parallels to the rural
houses can be seen at model plans of the region [14]. According to the records of the
earthquake made by the eye-witness Johann Grossinger, the peasant’s houses with
their simple structures and one-story showed more resistance against the impacts of
the earthquake then the brick-built public, ecclesiastical or civil houses of the town
with possibly multiple stories, more embellishment and vaulted constructions [15].

2 Methodology

The methodology in [1] is rooted in the apparatus of Probabilistic Seismic Hazard
Analysis (PSHA) and it presupposes the use of structural fragility functions in the
form P(dm,|im,m,r) associated to one or more structure and/or damage types (dm,),
given an intensity measure (im), magnitude (m) and distance (r). Quantitative analy-
sis of the structural damage record and the computation of attenuation relationship
s 2 (im|m,r), prior distribution of distance fz (r) and prior distribution of mag-
nitude f,, (m) are also required. In this early step the estimation of fragility func-
tions associated with Dynamic Structural Analysis (DSA) is addressed. It provides
the probability of occurrence of a certain damage state (DM =dm;) given an inten-
sity measure (IM) [16]. Thus, DSA tools as Incremental Dynamic Analysis (IDA)
and Multiple Stripes Analysis (MSA) provide the statistical means to study struc-
tural damage due to seismic demand in structures. Fragility Functions are usually
assumed to be represented by a lognormal cumulative distribution function:

In(x/6) >
B

P(DM|IM) = @ < (D

The usual procedure consists of the estimation of function (1) parameters 6 and
p, respectively, the median of the fragility function and the standard deviation of
In(IM). DSA involves the time-history analysis of a global macro-model charac-
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terizing the nonlinear behavior of a global macro-model calibrated to behave as a
masonry infill wall, resorting to previously selected seismic/ground motion records
[17] and using IDA and MSA for fragility function fitting. Considering present pur-
poses, this work can be summarized in a conceptual map (Fig. 2). Issues related to the
mainframe of the method [1] as the general method theoretical apparatus, account for
uncertainties, ground motions (GM) selection, characterization of the seismic area,
attenuation relationships, the nature and variability of damage descriptions will not
be addressed here.

3 Experimental Sources

Old masonry subjected to in-plane shear with compression generally reveals highly
nonlinear pinching behavior and considerable cyclic degradation [7, 8, 10]. Obser-
vations of the cyclic testing of an old clay masonry panel 590 x 680 x 290 mm? (with
290 x 140 x 65 mm? bricks) with a three ramp dynamic horizontal deflection loading
[8] show initial elasticity followed by nonlinear hardening, and softening behavior
after the 10 mm deflection (envelope, Fig. 3a, and cyclic behavior, Fig. 3b). Its cyclic
behavior can be described as initially pinching with hysteretic behavior, strength
degradation, unloading stiffness degradation but not clear, or perhaps inexistent,
reloading stiffness degradation (Fig. 3).

Masonry shear behavior highly depends on confinement conditions and compres-
sive normal forces largely affect the Young’s modulus and therefore the shear mod-
ulus. To extend the model to larger wall panels cyclic parameters from empirical
studies of [8] can be used. Despite the EC6 recommendation for shear modulus esti-
mation, G=0.40 X E [18], an empirical study suggests G=0.10 X E to be a better
match for experimental results [7], also appropriate to the experiments in [8] (see
Fig. 4). As to the adobe masonry, its hysteretic curve layout (Fig. 4c) is not qualita-
tively very different from that of the old clay masonry, and so, a similar configuration
with different material strength parameters can be applied.

4 Numerical Modeling

Usually masonry modeling resorts to Finite Elements (FEM) or Discrete Elements
(DEM) methods associated with micro- and macro-modeling techniques, and model
calibration regarding experimental results. These models can either be constituted
by small discretized blocks or rectangles with or without mortar infills where inter-
faces are contact elements (micro-models), by a homogeneous shell or plate ele-
ments or by a reticular frame built and calibrated to simulate the behavior of the
whole wall (macro-models). The composition of such simpler models constitutes
the global model.
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Fig. 3 Clay masonry wall a hysteretic behavior, b envelope curve [8] and ¢ adobe masonry wall
hysteretic curve [10]
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Fig. 4 a Simplified micro-model, b simplified macro-model [19], and ¢ simplified macro-model

4.1 Structural Modeling

The structural model developed for calibration, a simplified macro-model (Fig. 4c),
which represents the old masonry infill wall panel (L. = 685 mm, h = 590 mm and
d =290 mm) in [16], tries to capture the idea of the common usage of masonry walls,
generally pinched inside a concrete frame and wall intersections, or in older times
between rigid ashlar columns and cornerstones.
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Fig. 5 Typical peasants house and structural models for the a front/Back wall (panels 3, 1 and 2,
respectively) and b lateral walls (panel 3)

The present model (Fig.4c) consists on an isostatic system composed by truss
elements associated to uniaxial material models, where the trusses from (1) to (7)
have a very high rigidity s