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Preface

The International Conference on Computational Social Network (CSoNet) provides a
premier interdisciplinary forum bringing together researchers and practitioners from all
fields of social networks. The objective of this conference is to advance and promote
the theoretical foundation, mathematical aspects, and applications of social computing.
This conference series started in 2013 in Hangzhou, China, under the title of the
Workshop on Computational Social Networks (CSoNet 2013) and was co-located with
COCOON 2013. The second edition was co-located with COCOON 2014 in August,
2014, at Atlanta, USA, while the third edition was co-located with COCOA 2014 in
December, 2014, at Maui, Hawaii, USA. The name of the conference series changed to
its current title during the fourth conference held in August, 2015, at Beijing, China.
The fifth CSoNet (CSoNet 2016) was held during August 2–4, 2016, in Ho Chi Minh
City, Vietnam.

The conference welcomed all submissions focusing on common principles, algo-
rithms, and tools that govern social network structures/topologies, functionalities,
social interactions, security and privacy, network behaviors, information diffusions and
influence, and social recommendation systems that are applicable to all types of social
networks and social media.

The organizers received 79 submissions. Each submission was reviewed by at least
two external reviewers or Program Committee members. Finally, a total of 30 papers
were accepted as regular papers for presentation at CSoNet 2016 and publication in the
proceedings.

We would like to express our appreciation to the numerous reviewers and special
session chairs whose efforts enabled us to achieve a high scientific standard for the
proceedings. We cordially thank the members of the Technical Program Committee
and Steering Committee for their support and cooperation in this publication. We
would like to thank Alfred Hofmann, Anna Kramer, and their colleagues at Springer for
meticulously supporting us in the timely production of this volume. Moreover, the
conference could not have happened without the commitment of the Faculty of
Information Technology - Ton Duc Thang University, who helped in many ways to
assemble and run the conference. Last but not least, our special thanks go to all the
authors who submitted papers and all the participants for their contributions to the
success of this event.

June 2016 Hien T. Nguyen
Vaclav Snasel
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Shortest Paths on Evolving Graphs

Yiming Zou1, Gang Zeng2, Yuyi Wang3, Xingwu Liu2(B), Xiaoming Sun2,
Jialin Zhang2, and Qiang Li2

1 School of Informatics and Computing, Indiana University Bloomington,
Bloomington, IN, USA

yizou@iu.edu
2 Institute of Computing Technology, Chinese Academy of Sciences, Beijing, China

{zenggang,liuxingwu,sunxiaoming,zhangjialin,liqiang01}@ict.ac.cn
3 Distributed Computing Group, ETH Zürich, Zürich, Switzerland

yuyiwang920@gmail.com

Abstract. We consider the shortest path problem in evolving graphs
with restricted access, i.e., the changes are unknown and can be probed
only by limited queries. The goal is to maintain a shortest path between
a given pair of nodes. We propose a heuristic algorithm that takes into
account time-dependent edge reliability and reduces the problem to find
an edge-weighted shortest path. Our algorithm leads to higher precision
and recall than those of the existing method introduced in [5] on both
real-life data and synthetic data, while the error is negligible.

Keywords: Evolving graphs · Heuristic algorithm · Shortest path

1 Introduction

Network structure plays key roles in cyber space, physical world, and human
society. One common feature of various real-life networks is that they are evolving
all the time, e.g., the follow/unfollow action in Twitter, the crash failure in
the sensor network, the traffic accident in the traffic network. Besides, many
interesting networks are very big and changing so rapidly that it becomes difficult
to handle all the change information in time. Take the Web as an example: it
is impossible for any agent to exactly learn about the topological changes in
the last hour, due to the sheering size of Web. Another example is that a third
party vendor cannot capture the exact changes of Facebook networks, because
the changes can be probed only through a rate-limited API. This dynamic and
ignorant nature poses challenges to traditional data analyzing techniques where
inputs are given initially and are fixed during computing. The challenges remain
even if more and more interactive computing styles are emerging such as online,
streaming, incremental algorithms, etc., since all of them basically assume that
the changes are fully known.

The work is partially supported by National Natural Science Foundation of China
(61222202, 61433014, 61502449) and the China National Program for support of
Top-notch Young Professionals.

c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 1–13, 2016.
DOI: 10.1007/978-3-319-42345-6 1



2 Y. Zou et al.

In this context, Anagnostopoulos et al. [5] introduced an algorithmic frame-
work which probes changes and maintains a specific feature of an evolving graph
while this graph changes constantly. In concrete, they assume that, at each time
step, a randomly selected edge is removed from the graph, a new edge is added
between a random pair of non-adjacent nodes, and the algorithm, unaware of
the positions of the changes, is allowed to query one arbitrary node for its neigh-
bors. They studied the connectivity problem in this framework and proposed an
algorithm which outputs a valid path connecting two given nodes at every step
with probability at least 1 − logn

n , where n is the order of this graph. However,
the basic assumption of uniform randomness is difficult, if not impossible, to
verify for many real-life networks such as Math coauthorship, the Internet at
the router level, and the Web [2]. Furthermore, the performance of their algo-
rithm is guaranteed only for dense graphs with average degree at least Ω(ln n),
but numerous networks in real life are relatively sparse. For instance, Twitter
network [11], DBpedia producer network [6], and Amazon buyers network [24]
all have average degree less than five in spite of their big size. These limitations
compromise the practical relevance of the algorithm in [5].

Instead of making such assumptions, we investigate real-life evolving net-
works. Besides, we go one step further to study the shortest path problem,
because of its important role in research and its numerous applications such
as GPS navigation in traffic networks and target influence in social networks.
Our goal is to find a shortest path (if it exists) between two given nodes
S and T in networks at every step, under the condition that changes of the
network is unknown and can be probed only through few queries. In fact, short-
est path problems are among the most actively-studied topics in dynamic graphs
[12,17,20,23], where network changes are fully known, contrary to our setting.

Our contributions in this paper are threefold:

– we find that it is advantageous to exploit historic query results, even though
they were far from updated.

– we propose a novel heuristic algorithm which fully uses historic query results
by weighting the edges in a time-dependent way and reducing the problem to
the edge-weighted shortest path problem.

– we experimentally study this algorithm, and the results show that our algo-
rithm outperforms the previous method (which almost ignores historic infor-
mation) in terms of recall and precision, while its error is negligible.

Related work. In their seminal paper in 2009 [4], Anagnostopoulos et al. studied
the sorting problem on dynamic data, initializing the new algorithmic paradigm
where limited-accessible data evolves indefinitely. The paradigm was first applied
to evolving graphs in 2012 [5], focusing on the connectivity problem and the min-
imum spanning tree problem. The work on the connectivity problem has inspired
the dynamic shortest path problem, which is the topic of the present paper. Actu-
ally, the algorithm in [5] can be slightly modified to solve this problem, though
the performance is not good enough on real-life networks (see Sect. 4). Two other
problems have also been studied in similar settings: Bahmani et al. [7] designed an
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algorithm to approximate the PageRank; Zhuang et al. [25] considered the influ-
ence maximization problem in dynamic social networks.

The dynamic graph model, where the changes are fully known, has been
actively studied. The tasks mainly belong to two categories. One is to efficiently
answer queries for some properties of a changing graph [9,13]. The other is to ana-
lyze a stream of graphs, subject to limited resources (storage, for example) [18,22].
Both of them assume that the changes of the graphs can be completely observed,
fundamentally different from our evolving graph model.

It is worth noting that the evolving data model in this paper is essentially
different from the noisy information model [1,15] whose main difficulty is caused
by misleading information. In our model, the query results are reliable, while the
challenge comes from the restricted access to the data and the key is to design
informative query strategies.

In the algorithm community, there are many other models dealing with
dynamic and uncertain data, from various points of view. However, none of
them captures the two crucial aspects of our evolving scenario: (i) the under-
lying data keeps changing, and (ii) the data is limited-accessible. For example,
local algorithms [8,16] try to capture a certain property with a limited number
of queries, but the underlying graphs are typically static; online algorithms [3]
know all the data up to now, though the data comes over time and is processed
without knowledge about the future data.

2 Model

We follow the framework defined by Anagnostopoulos et al. [5] used for algorithms
on evolving graphs. The time is discretized into steps numbered by sequential non-
negative integers. An evolving graph is a graph whose edges change over time,
modeled by an infinite stream of graphs Gt = (V,Et), t ≥ 0, where V is the set of
vertices and Et is the set of edges at time t. For any t > 0, αt = |Et\Et−1|

|Et−1| is called
the evolution rate at time t. The graphs are unknown except that it can be probed
by querying local structures. Specifically, at time t, for any node v, a query of v
returns all the neighbors of v in Gt. The query operation is highly restricted, in the
sense that the number of queries at one time step cannot exceed a prescribed con-
stant β which is called the probing rate in this paper. Note that [5] assumes that
the graph evolves in a uniformly random manner, but we don’t make this assump-
tion since real-life evolving networks are mainly considered. This paper just deals
with undirected graphs, but the algorithm can also be applied to directed graphs,
up to minor modifications.

Then we formulate the shortest path problem on the evolving graphs. Given
an evolving graph Gt(t ≥ 0) with a specified pair of nodes S and T , the objective
is to design an algorithm which runs forever and at any time t, produces a short-
est (S, T )-path in Gt. When S and T are disconnected at time t, the algorithm
should claim disconnected. We say that an output path is valid, if and only if it
is indeed a path in the current graph.
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Obviously, when β is small, it is impossible to design an algorithm exactly
solving this problem, so approximation is the only choice. To evaluate the per-
formance of the algorithm, we define three metrics: recall, precision, and error.
Formally, recall is the proportion of the cases that a valid path is output among
the cases that S and T are connected, precision is the proportion of the cases
that the output path is valid among the cases that a path is output, and error is
the average value of ( length of the output path

distance between S and T −1) among the cases that a valid path
is output. Note that error is defined only when a valid path is found, because
the path length makes sense just in this case.

The motivation of these measures is as follows. Essentially, the objective
of the shortest path problem is twofold: validity which means finding a path
that does exist, and optimality which means the path should be as short as
possible. Contrary to the case of static graphs, the two aspects may not be
fulfilled simultaneously in dynamic graphs. Hence they are measured separately:
validity is captured by recall and precision, and optimality by error.

3 Algorithm

This section describes two algorithms (Growing-Ball and DynSP) for maintaining
a shortest (S, T )-path on an evolving graph modeled by a stream of graphs. Each
algorithm boils down into two interacting parts: probing strategy that decides
which nodes to probe, and computing strategy which maintains the shortest
(S, T )-path based on the probed information up to now. Growing-Ball serves as a
baseline, and is a natural adaption of the connectivity algorithm in [5]. DynSP is
specially designed for the shortest path problem, and is the main contribution of
this paper. Both algorithms are parameterized by a positive integer β, the probing
rate. Recall that β, usually small compared with the size of the graphs, is mainly
determined by the accessability of the underlying graph stream. It would be desir-
able that an algorithm performs well even when β is small.

3.1 Growing-Ball

Now we describe the algorithm Growing-Ball, whose basic idea comes from [5].
It was proposed to find an (S, T )-path in a dense evolving graph, and is slightly
adapted in the present paper to find a shortest (S, T )-path.

Basically, Growing-Ball proceeds phase by phase. At the beginning of each
phase, it initializes two singleton balls BS = {S} and BT = {T}. Then it goes
round by round, alternatively growing the balls BS and BT . Until BS and BT

meet or one of them cannot grow any more, the current phase ends and the next
phase is started. In the first case, an (S, T )-path P is naturally obtained and
will be output throughout the next phase. In the second case, the next phase
will always claim “disconnected”.

Now take a close look at a round of growing the ball BS (likewise for BT ).
If all vertices of BS are labeled as visited, BS cannot grow any more and this
round ends. Otherwise, among all the vertices of BS that are labeled as unvisited,
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choose one (say v) that is the closest to S. Mark v as visited, and query v for all
its neighbors in the current graph. Then grow BS with the neighbors that were
not in BS , and mark them as unvisited. Note that the algorithm has parameter
β, meaning that at each time step, BS and BT altogether grow for β rounds.

Algorithm 1. Dynamic Shortest Path (DynSP)
Input: S, T, β
Output: A path P or disconnected, at every step

initialize a vertex-labeled graph G = (V, ∅, �) with labels �[v] = 0 for all v ∈ V ;
initialize balls B0 = {S}, B1 = {T} and mark S, T as unvisited;
while True do

for i = 1 : β do
set j = i mod 2;
in Bj , choose an unvisited node v closest to the center and mark v as visited;
query v for all its neighbors in the present stream graph;
add all of v’s news neighbors to Bj and mark them as unvisited;
update v’s neighborhood in G according to the query result;
�[v] = 0 and �[u] = �[u] + 1 for all nodes u �= v in G;
if B0 ∩ B1 �= ∅, then

set queues B0 = {S}, B1 = {T} and mark S, T as unvisited;
end if

end for /** f in the next line is the weighting function **/
weight each edge e = {u, v} in G with we = f(min{�[u], �[v]});
compute an edge-weighted shortest (S, T )-path P in G;
if P does not exist in G then

Output ’disconnected’;
else

Output P without edge-weights;
end if

end while

3.2 DynSP

By [5], the algorithm Growing-Ball has perfect recall and precision on randomly-
evolving dense graphs with high probability. This is mainly due to the fact
that the path found in a phase will remain valid in the next phase with high
probability. The fact remains true if the graph changes slowly and uniformly,
but it may not be the case for real-life networks which may change dramatically
and irregularly.

A natural idea to improve Growing-Ball is to recompute a shortest path at
every step, rather than directly output the path found in the last phase. Since
the recently-probed information is well incorporated, it is more likely that the
recomputed result conforms with the ground truth. However, there is a dilemma.
On the one hand, historic query results must be used to recompute the path,
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because query results at the current time step usually don’t lead to an (S, T )-
path (when the balls don’t meet in β rounds). On the other hand, historic query
results should be avoided as far as possible, since it might be out-of-date.

The point of our solution is to measure the reliability of historic query results
in terms of the elapse time and accordingly make a trade-off between length and
reliability of the paths. The algorithm, called DynSP, is shown in Algorithm 1.

Basically, DynSP follows the probing strategy of Growing-Ball and uses a
novel computing strategy. It maintains a vertex-labeled graph G to incorporate
all the information probed up to now, weights the edges of G in an elapsed-
time-dependent way, and reduces the original shortest path problem to weighted
shortest path problem on G.

Specifically, DynSP carries out three tasks at every time t. First, alternatively
grow balls BS and BT for totally β rounds, update the topology of the graph
G according to the query results, and update the label of each vertex of G.
Intuitively, the label of a vertex indicates how long it has been probed since the
last query of the vertex. Second, weight each edge of G with a function (called
the weighting function) of the elapsed time since the last observation of the edge.
The weight of an edge is supposed to capture the risk that the edge gets invalid.
It is conceivable that in general the risk increases with the elapsed time, which is
actually the smaller label of the endpoints of the edge. Third and last, compute
a shortest (S, T )-path in the edge-weighted graph G and output it (with the
weights ignored). If S and T are not connected in G, output “disconnected”.

As to the weighting function, it determines the trade-off between length and
validity of the path. Intuitively, the bigger the weighting function is, the less
likely highly-risky edges are used in the path. It seems that any non-negative,
non-decreasing function f can be used as the weighting function. In Sect. 4, we
will try five candidates: f(x) = 1, f(x) = lnx, f(x) = x, f(x) = x2, f(x) = x3.

Note that DynSP does not degenerate into Growing-Ball, even if f(x) = 1.
Actually, DynSP is uses a novel computing strategy (the blue lines in Algorithm 1)
which is essentially different from Growing-Ball.

4 Experiments

In this section, we first introduce the data sets that will be used, then describe
the setup of the experiments, and finally present the experimental results.

4.1 Data Sets

We use synthetic dynamic networks of various sizes, the human contact network
in an American high school on January 14th of 2010, the coauthor network of
scientific papers from DBLP, and the network of German Wikipedia articles.

Synthetic Networks. We generate the synthetic dynamic networks by the
unweighted evolving graph model in [5]. Specifically, the vertices and the number
of edges are fixed. The initial graph G0 is sampled from the Erdős-Rényi model
Gn,m. At every step t > 0, randomly remove αm edges from Gt−1, and randomly
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add αm edges to Gt−1, resulting in Gt. We generate two dynamic networks,
namely Syn1K and Syn1M, with m = n = 103 and m = n = 106, respectively.
Both networks have evolution rate α =20 %, and evolve for T = 1000 time steps
for Syn1K, T = 100 for Syn1M.

Contact Network. This data set is borrowed from [21]. It records the 8-hour
close-proximity interactions among 789 volunteers from an American high school.
The 8 h is discretized into 1440 steps. A contact network is defined at each step
with the volunteers as vertices and with edges indicating the occurrences of
interactions during that interval. Among the networks, only 1296 consecutive
ones will be used in the experiment. The evolution rate is 8–12 %.

Coauthor Network. This data is shared with us by the authors of [25].
It records the publication information of 862,770 authors during 31 years.
A network is constructed for each year with the authors as vertices and with
edges indicating co-authorship in the past or the next two years. In this way, we
get an evolving network with 31 time steps. The evolution rate is 11–20 %.

Wiki Network. It is available at http://konect.uni-koblenz.de/networks/ and
provided by [19]. It includes the editing history of 1.5 million Germany Wikipedia
articles. The history is uniformly discretized into 150 time steps. For each step,
an undirected graph is constructed with articles as vertices and with edges indi-
cating links in that time interval. We choose to produce undirected graph so as
to be consistent with the other data sets. Altogether, we get an evolving network
with 150 time steps. The evolution rate is 0.7–6 %.

Table 1. Summary of the data sets

Data sets Average n Average m Evolution rate Time steps Connectivity Duration

Syn1K 103 103 20% 1000 80.1% 2.0

Syn1M 106 106 20% 100 79.8% 3.1

Contact 789 1.6× 103 8–12% 1296 92.4% 4.8

Coauthor 862, 770 1.2× 106 11–20% 31 74.8% 5.6

Wiki 1.5× 106 1.1× 106 0.7-6% 150 77.3% 7.2

The data sets are summarized in Table 1, where connectivity means the
expected fraction of steps in which a randomly-chosen pair is connected and
duration means the expected period of time in which a random-chosen pair
remains connected once it gets connected.

4.2 Experimental Setup

Since the algorithms are designed to run infinitely, what’s really interesting is
their performance in steady states. Hence, in the experiments we assume that
the algorithms fully know the initial underlying graph G0. However, G0 can be

http://konect.uni-koblenz.de/networks/
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unknown in general. The assumption of knowing G0 is just to guarantee that
the simulations quickly reach steady states.

The experiments have one parameter β, which prescribes how many queries
can be made at a time step. Conceivably, fixing an algorithm and a data set, the
bigger β is, the better the algorithm performs. To further explore the effect of β
on performance, we use multiple values of β on each data set. Namely, choose β =
40, 60, 80, ..., 160 for Syn1K and β = 40, 60, 80, ..., 260 for the contact network.
For the other data sets, choose β = 100, 200, ..., 600; such β are relatively small,
considering the high evolution rate and big size of each data set.

Now we talk about the weighting function f in DynSP. It is hard to figure
out a universally optimal weighting function, especially when real-life networks
are considered. So, we test five candidates on each data set, namely f(x) =
1, ln x, x, x2, and x3. These candidates are chosen because they are very simple,
positive, and non-decreasing.

As to the choice of S and T , for each data set, we uniformly and randomly
choose 1000 pairs of vertices and run the algorithms with each pair as input.
For each algorithm, the average performance on the 1000 inputs reasonably
approximates the algorithm’s performance on the data set.

4.3 Results

As mentioned in Sect. 2, the algorithms are evaluated in terms of recall, preci-
sion, and error. The results will be presented in four aspects. Due to the space
limitation, only partial results will be illustrated.

Effect of β on the Performance. In this part, all the figures of DynSP are
based on the weighting function f(x) = x. However, all the results remain valid
for the other weighting function candidates.

The first observation is that on all the data sets, both DynSP and Growing-
Ball have better performance (higher recall and precision and smaller error)
when β is bigger, as shown in Figs. 1 and 2. This is reasonable, since when β is
bigger, more queries can be made in one step, which means more information of
the underlying graph can be obtained.

We also observe that on all the data sets, recall and precision quickly app-
roach 1 and the error rapidly approaches 0 when β increases. It is a surprise
that extremely good performance on all the large data sets (Figs. 1 and 2) can
be achieved when β is as low as 600, even though tens of thousands of edges
change at every time step. This is desirable, indicating that our algorithm DynSP
works perfectly with few queries even though the networks change dramatically.

Performance Comparison of the Algorithms. We compare the performance
of Growing-Ball with that of DynSP, in terms of the experimental results.
Throughout this part, the weighting function in DynSP is f(x) = x, but all the
results remain true for the other weighting functions. Again from Figs. 1 and 2,
we make the following observations.

First, DynSP always outperforms Growing-Ball in both recall and precision
under the same β. Take the coauthor network as an example. When β = 100,
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Fig. 1. Growing-Ball and DynSP: perfor-
mance vs β on Coauthor network

Fig. 2. Growing-Ball and DynSP: perfor-
mance vs β on Wiki network

recall of DynSP is 0.49, 50 % higher than that of Growing-Ball which is 0.33;
precision of DynSP is also 50 % higher than that of Growing-Ball. When β = 600,
recall and precision of DynSP are as high as 0.97, but those of Growing-Ball are
no more than 0.84.

The better performance of DynSP is mainly due to the fact that at every
time step, DynSP uses the latest probed information to update the path or con-
nectivity. It is hence possible to capture the changes that have occurred recently,
and to produce outputs that conform with the ground truth. On the contrary,
Growing-Ball always outputs the path that was found in the last finished phase,
so the outputs are risky of getting invalid.

Second, when parameterized by the same β, the error of DynSP is no smaller
than that of Growing-Ball, but the difference is at most 0.02. It means that
the increase in error is negligible. Such small increase in error deserves, since
the precision and recall are substantially improved. Hence our trade-off between
path length and validity is justified.

The higher error of DynSP may be due to the following reason. Growing-
Ball searches for a path locally (only in the union of the two balls), but DynSP
searches globally in the graph G. In extreme cases where local paths between
S, T consist of highly-risky edges, DynSP may find a bypassing path with lower
risk. This helps to improve recall and precision, at the cost that the bypassing
path may be a little too long, compared with the true shortest path.

The paths computed by Growing-Ball and DynSP are further analyzed in
Table 2, where GT and GB mean ground truth shortest paths and the paths
output by Growing-Ball respectively, while average length and length variance
stand for the average length of the paths and the variance of the length respec-
tively. It indicates that Growing-Ball and DynSP almost have the same average
length and variance which are very close to those of the ground truth.

DynSP with Different Weighting Functions. Now we check the perfor-
mance of DynSP when different weighting functions f are used. For each
f(x) = 1, ln x, x, x2, x3, we run DynSP on every data set. Part of the results
including coauthor network, Wiki network are shown in Figs. 3 and 4, with
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Table 2. Summary of the results

Data sets GT average length GT length GB average GB length DynSP DynSP

variance length variance average length length variance

Syn1K 3.1 1.3 3.3 1.3 3.3 1.3

Syn1M 5.7 2.6 5.7 2.7 5.8 2.8

Contact 2.8 0.9 3.0 1.0 3.1 0.9

Coauthor 4.9 2.8 5.3 3.2 5.3 3.0

Wiki 5.2 3.1 5.4 3.3 5.4 3.4

β = 400, 400, respectively. Each figure shows how recall, precision, and error
vary with the weighting functions, on the corresponding data set. The results
with other β are not illustrated here due to space limitation, but they also coin-
cide with the following observation.

From the figures, we can observe that all the performance metrics reach the
maximum at f(x) = x2. Namely, when f changes from 1 through to x2, precision,
recall, and error all increase; when f changes from x2 to x3, this trend does not
continue: precision, recall, and error all decrease (though just slightly). This
phenomenon happens in all the experiments, suggesting that this may hold in
general. It means that if one wants to choose f for a trade-off between precision,
recall, and error, he/she just needs to try one side of x2.

It is reasonable that all the metrics are relatively small when f is either too
small or too big. Intuitively, when f is too small, the difference between new
edges and old edges disappears, so it is likely that out-of-dated edges are used
in the output path; when f is too big, all old edges will not be used, possibly
leading to incorrect decision on a path or connectivity. However, it is a surprise
that f(x) = x2 is a universal peak in the experiments, and we have no idea yet
to formally prove it.

Fig. 3. DynSP: performance vs weight-
ing functions on Coauthor network (Color
figure online)

Fig. 4. DynSP: performance vs weighting
functions on Wiki network (Color figure
online)

Asymptotic Performance of DynSP. Since DynSP is designed to deal with
graphs that evolve infinitely, an important issue is whether the performance
decays with time. We have done experiments on all data sets except the coauthor
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Fig. 5. DynSP: asymptotic perfor-
mance on Syn1M (Color figure online)

Fig. 6. DynSP: asymptotic perfor-
mance on Wiki network (Color figure
online)

network due to the small size of its time step. The weighting function is f(x) = x.
At every time step t during an experiment, we record the recall, precision, and
error during the period from the beginning till t. By this means, a curve can
be naturally obtained for each metrics. Figures 5 and 6 in the following show
the curves of the three metrics on Syn1M and Wiki network, with β = 400, 400,
respectively. These figures indicate that the performance of DynSP does not
decay with time. This remains true for other β and weighting functions.

5 Conclusion

We study the dynamic shortest path problem, where the underlying graph keeps
evolving but the changes are unknown. The only way to learn about the changes
is through local queries. The goal is to maintain the shortest path between a
given pair of nodes. We propose the DynSP algorithm to solve this problem.
Experiments on synthetic and real-life data show that DynSP has high recall
and precision with negligible error. This work sheds light on handling dynamic
real-life big data that evolves dramatically and irregularly and can be accessed
only in a highly-restricted manner.

An interesting future direction is to explore why the weighting function x2 is
so special for DynSP. This may lead to a general guideline on choosing weighting
functions in practice. Another future direction is to find a method to determine
the probing rate β when the algorithm only has limited access to the network
evolution. A more ambitious task is to adaptively tune β during computing,
rather than fix it at the beginning.
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14. Erdős, P., Rényi, A.: On the evolution of random graphs. Publ. Math. Inst. Hungar.
Acad. Sci. 5, 17–61 (1960)

15. Feige, U., Raghavan, P., Peleg, D., Upfal, E.: Computing with noisy information.
SIAM J. Comput. 23(5), 1001–1018 (1994)

16. Fujiwara, Y., Nakatsuji, M., Shiokawa, H., Mishima, T., Onizuka, M.: Fast and
exact top-k algorithm for pagerank. In: Proceedings of the 27th AAAI Conference
on Artificial Intelligence, pp. 1106–1112 (2013)

17. Huo, W., Tsotras, V.J.: Efficient temporal shortest path queries on evolving social
graphs. In: Proceedings of the 26th International Conference on Scientific and
Statistical Database Management (SSDBM) (2014). Article No. 38

18. Muthukrishnan, S.: Data streams: algorithms and applications. Found. Trends The-
oret. Comput. Sci. 1(2), 117–236 (2005)

19. Preusse, J., Kunegis, J., Thimm, M., Gottron, T., Staab, S.: Structural dynamics
of knowledge networks. In: Proceedings of ICWSM 2013 (2013)

20. Ren, C.: Algorithms for evolving graph analysis. Ph.D. thesis, The University of
Hong Kong (2014)
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Abstract. Many online social networks such as Twitter, Google+,
Flickr and Youtube are directed in nature, and have been shown to
exhibit a nontrivial amount of reciprocity. Reciprocity is defined as the
ratio of the number of reciprocal edges to the total number of edges in
the network, and has been well studied in the literature. However, little
attention is given to understand the connectivity or network form by the
reciprocal edges themselves (reciprocal network), its structural proper-
ties, and how it evolves over time. In this paper, we bridge this gap by
presenting a comprehensive measurement-based characterization of the
connectivity among reciprocal edges in Google+ and their evolution over
time, with the goal to gain insight into the structural properties of the
reciprocal network. Our analysis shows that the reciprocal network of
Google+ reveals some important user behavior patterns, which reflect
how the social network was being adopted over time.

Keywords: Reciprocal Network · Google+ · Evolution · Reciprocity

1 Introduction

Many online social networks are fundamentally directed: they consist of both
reciprocal edges, i.e., edges that have already been linked back, and parasocial
edges, i.e., edges have not been or is not linked back [1]. Reciprocity is defined
as the ratio of the number of reciprocal edges to the total number of edges in the
network. It has been shown that major online social networks (OSN) that are
directed in nature, such as Twitter, Google+, Flickr and Youtube, all exhibit a
nontrivial amount of reciprocity: for example, the global reciprocity of Flickr [2],
Youtube [2], Twitter [3] and Google+ [4] have been empirically measured to be
0.62, 0.79, 0.22 and 0.32, respectively. Reciprocity has been widely studied in
the literature. For example, it has been used to compare and classify different
directed networks, e.g., reciprocal or anti-reciprocal networks [5]. The authors
in [1] investigate the factors that influence parasocial edges to become reciprocal
ones. The problem of maximum achievable reciprocity in directed networks is for-
mulated and studied in [6], with the goal to understand how bi-degree sequences
(or resources or “social bandwidth”) of users determines the reciprocity observed
in real directed networks. The authors in [7] propose schemes to extract mean-
ingful sub-communities from dense networks by considering the roles of users and
c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 14–26, 2016.
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their respective connections (reciprocal versus non-reciprocal ties). The authors
in [8] examine the evolution of reciprocity and speculate that its evolution is
affected by the hybrid nature of Google+, whereas the authors in [9] conduct a
similar study and conclude that Google+ users reciprocated only a small frac-
tion of their edges: this was often done by very low degree users with no or little
activity.

Reciprocal edges represent the most stable type of connections or relations in
directed network – they reflect strong ties between nodes or users [10–12], such
as (mutual) friendships in an online social network or “following” each other in a
social media network like Twitter. Connectivity among reciprocal edges can thus
potentially reveal more information about users in such networks. For example,
a clique formed by reciprocal edges suggest users involved are mutual friends or
share common interests. More generally, it is believed that nontrivial patterns
in the reciprocal network – the bidirectional subgraph (see Fig. 1) of a directed
graph could reveal possible mechanism of social, biological or different nature
that systematically acts as organizing principles shaping the observed network
topology [5]. Moreover, understanding the dynamic structural properties of the
reciprocal network can provide us with additional information to characterize or
compare directed networks that go beyond the classic reciprocity metric, a single
static value currently used in many studies. However, little attention has been
paid in the literature to understand the connectivity between reciprocal edges –
the reciprocal network – and how it evolves over time.

In this paper we perform a comprehensive measurement-based characteriza-
tion of the connectivity and evolution of reciprocal edges in Google+ (thereafter
referred to as G+ in short), in order to shed some light on the structural proper-
ties of G+’s reciprocal network. We are particularly interested in understanding
how the reciprocal network of G+ evolves over time as new users (nodes) join
the social network, and how reciprocal edges are created, e.g., whether they are
formed mostly among extant nodes already in the system or by new nodes join-
ing the network. For this, we employ a unique massive dataset collected in a
previous study [9]. We start by providing a brief overview of G+ and a descrip-
tion of our dataset in Sect. 2. We then present our methodology to extract the
reciprocal network of G+ using Breadth-First-Search (BFS), together with some
notations in Sect. 3. In Sect. 4.1, we discuss a few key aggregate properties of the
reciprocal network including the growth of the numbers of nodes and edges over
time, the in-degree, out-degree, and reciprocal or mutual degree distributions.
We then analyze the evolution of the reciprocal network in terms of its density,
and categorize the nodes joining the reciprocal network based on the (observed)
time they joined the network in Sect. 4.2, and study the types of connections
they make (reciprocal edges) in Sect. 4.3. Finally we discuss the implications
of our findings and we conclude the paper in Sect. 5. We summarize the major
findings of our study as follows:

– We find that the density of G+ – which reflects the overall degree of social
connections among G+ users – decreases as the network evolves from its second
to third year of existence. This finding differs from the observations reported
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in [8], where it found that G+ social density fluctuates in an increase-decrease
fashion in three phases, but it reaches a steady increase in the last phase
during its first year of existence.

– Furthermore, we observe that both the density and reciprocity metrics of G+’s
reciprocal network also decrease over time. Our analysis reveals that these are
due to the fact that the new users joining G+ later tend to be less “social” as
they make fewer connections in general. In particular, (i) the number of users
creating at least one reciprocal edge is decreasing as the network evolves; (ii)
the new users joining the reciprocal network are creating fewer edges than the
users in the previous generation.

– We show that if a user does not create a reciprocal edge when he/she joins
G+, there is a lower chance that he/she will create one later. In addition, users
who already have reciprocal connections with some users tend to create more
reciprocal connections with additional users.

To the best our knowledge, our study is the first study on the properties and
evolution of a “reciprocal network” extracted from a directed social graph.

Fig. 1. Illustration of the reciprocal network (Hi+1) of a directed graph (Ωi+1). Specif-
ically, (B, C), (C, B), (B, D), (D, B), (D, E), (E, D), (C, E), (E, C) are reciprocal
edges; (A, B), (C, A), (D, F ), (F, E) are parasocial edges. The reciprocity of Ωi+1 is
8/12 = 0.67

2 Google+ Overview and Dataset

In this section, we briefly describe key features of the Google+ service and a
summary of our dataset.

Platform Description: Google has launched in June 2011 its own social net-
working service called Google+ (G+). The platform was announced as a new gen-
eration of social network. Previous works on the literature [8,9] claim that G+
cannot be classified as particularly asymmetric (Twitter-like), but it is also not
as symmetric (Facebook-like) because G+ features have some similarity to both
Facebook and Twitter. Therefore, they labelled G+ as a hybrid online social net-
work [8]. Similar to Twitter (and different from Facebook) the relationships in
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G+ are unidirectional. In graph-theoretical terms, if user1 x follows user y this
relationship can be represented as a directed social edge (x, y); if user y also has
a directed social edge (y, x), the relationship x, y is called symmetric [13]. Simi-
lar to Facebook, each user has a stream, where any activity performed by the user
appears (like the Facebook wall). For more informations about the features of G+
the reader is referred to [14,15].

Dataset: We obtained our dataset from an earlier study on G+ [9], so no propri-
etary rights can be claimed. The dataset is a collection of 12 directed graphs of the
social links of the users2 in G+, collected from August, 2012 to June, 2013. We
used BFS to extract the Largest Weakly Connected Component (LWCC) from
all of our snapshots of G+. We label these set of LWCCs as subgraphs Ωi (for
i = 1, ..., 12). Since LWCC users form the most important component of G+ net-
work [9], we extract the reciprocal network of G+ from the Ωi subgraphs (see
Sect. 3). However, for consistency in our analysis, we removed from the subgraphs
Ωi=1,...,11 those nodes that do not appear in our last snapshot at Ω12. Table 1
summarizes the main characteristics of the extracted Ωi.

Table 1. Main characteristics of G+ dataset

ID # nodes # edges Start-date Duration

Ω1 66,237,724 1,291,890,737 24-Aug-12 17

Ω2 69,454,116 1,345,797,560 10-Sept-12 11

Ω3 71,308,308 1,376,350,508 21-Sept-12 13

Ω4 73,146,149 1,406,353,479 04-Oct-12 15

Ω5 76,438,791 1,442,504,499 19-Oct-12 14

Ω6 84,789,166 1,633,199,823 02-Nov-12 35

Ω7 90,004,753 1,716,223,015 07-Dec-12 40

Ω8 101,931,411 1,893,641,818 16-Jan-13 40

Ω9 114,216,757 2,078,888,623 25-Feb-13 35

Ω10 125,773,639 2,253,413,103 01-Apr-13 25

Ω11 132,983,313 2,356,107,044 26-Apr-13 55

Ω12 145,478,563 2,548,275,802 20-Jun-13 N/A

3 Methodology and Basic Notations

In this section, we describe our methodology to extract the reciprocal network
of G+. To derive the reciprocal network of G+, we proceed as follows: we extract
1 In this paper we use the terms “user” and “node” interchangeable.
2 G+ assigns each user a 21-digit integer ID, where the highest order digit is always 1

(e.g., 100000000006155622736).



18 B. Dumba et al.

the subgraphs composed of nodes with at least one reciprocal edge for each of the
snapshots of Ωi. We label these new subgraphs Gi (for i = 1, 2, ..., 12). By com-
paring the set of nodes and edges in each of the sugbraphs Gi, we observe that
a very small percentage of nodes depart Gi as it evolves (unfollowing behaviour
[16]). Therefore, for consistency in our analysis, we removed from the subgraphs
Gi=1,...,11 those nodes that don’t appear in our last snapshot at G12. We label
these new set of subgraphs Li (for i = 1, 2, ..., 12). However, Li is not a connected
subgraph. Hence, we use BFS to extract the Largest Weakly Connected Com-
ponent (LWCC) for each of the snapshots of Li=1,...,12. We label these extracted
LWCCs as subgraphs Hi (for i = 1, 2, ..., 12).

In this paper, we consider subgraph Hi as the “reciprocal network” of G+3.
In the next sections, we will focus our analysis on the structural properties and
evolution of Hi. To achieve this, we extract subgraphs Hi

j composed of the set
of users that join the network at snapshot i and j represents this subgraph at
specific snapshots (j => i).

Let ΔHi+1 denote the subgraph composed with the set of nodes that join
subgraph Hi

j at snapshot j = i + 1. Then, we define the following relationship
(see Fig. 2):

Hi+1 = Hi ∪ ΔHi+1 (1)

In the following sections, we use subgraphs ΔHi+1, Hi
j and (1) to analyse

the reciprocal network of G+. For clarity of notation, we sometimes drop the
superscript i and subscript j from the above notations, unless we are referring
to specific snapshots or subgraphs.

Fig. 2. Illustration of the relationship between subgraphs ΔHi+1, Hi+1, Hi and the
categories of the edges in subgraph Hi (for i=1,...,12)

4 Reciprocal Network Characteristics and Its Evolution

In this section, we present a comprehensive characterization of the connectivity
and evolution of the reciprocal edges in G+, in order to shed an insightful light
on the structural properties of the reciprocal network of G+. To achieve this,
3 It contains more than 90 % of the nodes with at least one reciprocal edge in G+.

Hence, our analysis of the dataset is eventually approximate.
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we proceed as follows: (a) we provide a brief overview of the structural properties
of the reciprocal network; (b) we analyse the evolution of the density of the
reciprocal network and (c) we categorize the nodes joining the reciprocal network
and their edges respectively.

4.1 Overview of the Reciprocal Network

We start by providing a brief overview of some global structural properties of
the reciprocal network of G+, more precisely, the growth of its number of nodes
and edges, as well as, its degree distributions:

Fig. 3. Growth in the number of nodes and edges in H (Color figure online)

Nodes and Edges: Figure 3 plots the number of nodes (left axis) and edges
(right axis) across time. We observe that the number of nodes and edges increase
(almost) linearly as Hi evolves. The only exception is between Hi snapshots 5–6
(19.Oct.12 – 02.Nov.12), where we observe a significant increase in the number
of nodes and edges. The time of this event correlates with the addition of a new
G+ feature, on 31.Oct.12, that allows users to share contents created and stored
in Google Drive [17] directly into the G+ stream, as reported in [17]: “share the
stuff you create and store in Google Drive, and people will be able to flip through
presentations, open PDFs, play videos and more, directly in the G+ stream”. Our
dataset shows the impact of this event in G+: it attracts more users to join G+
and many of these users might have already been using Google Drive in the past.

In-degree, Out-degree and Mutual Degree Distributions: Figure 4 shows
the CCDF for mutual degree, in-degree and out-degree for nodes in subgraphs
Hi. We can see that these curves have approximately the shape of a Power Law
distribution. The CCDF of a Power Law distribution is given by Cx−α and
x, α,C > 0. By using the tool in [18,19], we estimated the exponent α that best
models our distributions. We obtained α = 2.72 for mutual degree, α = 2.41 for
out-degree and α = 2.03 for in-degree. We observe that the mutual degree and
out-degree distribuition have similar x-axis range and the out-degree curve drops
sharply around 5000. We conjecture this is because G+ maintains a policy that
allows only some special users to add more than 5000 friends to their circles [4].
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(a) Mutual degree distribuition

(b) In-degree distribution

(c) Out-degree distribution

Fig. 4. Degree distributions for subgraph Hi (Color figure online)

The observed power law trend in the distributions implies that a small frac-
tion of users have disproportionately large number of connections, while most
users have a small number of connections - this is characteristics for many
social networks. We also observe that the shape of the distributions have ini-
tially evolved as the number of users with larger degree appeared.

4.2 Density Evolution and Nodes Categories

In this section, we analyze the evolution of the reciprocal network in terms of
its density, and categorize the nodes joining the reciprocal network based on the
(observed) time they joined the network. Next, we present our analysis:

Density: Figure 5(a) shows the evolution of the density of subgraph Hi, mea-
sured as the ratio of links-to-nodes4. We observe that as subgraph Hi=1,...,12

evolves its density decreases. However, if we fix the number of nodes for each

4 We follow the terminology in [22] in order to compare with previous results.
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of the snapshots of Hi and analyse their evolution, we observe that the density
is increasing (see Fig. 5(a)). From these results, we conclude that the new users
(ΔHi+1) joining subgraphs Hi are responsible for the observed decrease in the
density. Because these users initially create few connection when they join Hi

(cold start phenomenon). However, the longer these users stay in the network,
they discover more of their friends and consequently they increase their number
of connections (edges). From the slopes of the graphs in Fig. 5(a), we observe
that the new users are creating fewer links than the new users in the previous
generation. Here, we define “previous generation” as the set of new users in the
anterior snapshot, for example: the previous generation for new users in ΔH3

are the users in ΔH2.

(a) Density evolution - Hi

(b) Density evolution - Ω

Fig. 5. Evolution of the Density for graphs Ω and H (Color figure online)

We also observe that the percentage of total users with at least one recipro-
cal edges in G+ decreases from 66.7 % to 54.1 % as the network evolves. Conse-
quently, in our analysis, we also observe that the global reciprocity of G+ decreases
(almost) linearly from 33.9 % to 25.9 %. From these results, we extract some impor-
tant points: (a) the number of users creating at least one reciprocal edge is decreasing
as the network evolves and (b) the new users joining the reciprocal network are cre-
ating fewer edges than the users in the previous generation. Thus, the new users in
G+ are becoming less social.

Previous studies on social networks show that the social density for Facebook
[20] and affiliation networks [21] increases over time. However, it fluctuates on
Flickr [22] and is almost constant on email networks [23]. Differently, our dataset
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shows that the social density of G+ and of its reciprocal network (Fig. 5(a) and (b))
decrease as the network evolves. This is an interesting observation because it con-
tradicts the densification power law, which states that real networks tend to densify
as they grow [24].

The authors in [8] analysed the evolution of the social density of G+ using a
dataset collected in the first year of its existence (06.Jun.11 – 11.Oct.11). They
reported that G+ social density fluctuates in an increase-decrease fashion in
three phases, but it reaches a steady increase in the last phase [8]. Differently,
our results shows that the social density of G+ is decreasing as the network
evolves from its second to third year of existence – the only exception is between
snapshots 5 to 6, due to the events discussed in Sect. 4.1.

Node Categories: We classify the nodes joining H into the following categories
(for clarity of notations we drop the superscript i and subscript j):

– Ω: node “x” exists in subgraph Ω at snapshot j − 1 and joins H at snapshot
j

– G: node “x” exists in subgraph G at snapshot j − 1 and joins H at snapshot
j

– L: node “x” exists in subgraph L at snapshot j − 1 and joins H at snapshot j
– NewArrival: node “x” does not exist in the system at snapshot j − 1 and

joins both Ω and H at snapshot j

Figure 6(a) shows the distribution of the nodes joining H by categories. We
observe that on average 63 % of the nodes joining the subgraph H are new users
in the system, 29 % comes from the subgraph Ω and the remaining percentage
comes from either subgraphs G or L. From these results we infer the following:
(a) the majority of users that are joining the reciprocal network of G+ are
new users in the system; (b) if a user doesn’t create a reciprocal edge when
he/she joins G+, it is very unlikely that he/she will ever reciprocate a link in the
network.

4.3 Edge Categories and Its Evolution

In order to understand the connectivity between the nodes in the reciprocal
network, we analyse the evolution of the reciprocal edges in Hi. To achieve this,
we restrict our analysis5 to the subgraphs H1 and H2. Firstly, we present our
edges categories. Secondly, we analyse the evolution of the degree distribution
for each edge category:

Edges Categories: We classify the edges created by nodes joining Hi into the
following three categories (see Fig. 2 for an illustration):

– Category 1: e(u, v) such that u ∈ ΔHi+1 and v ∈ Hi

– Category 2: e(u, v) such that u ∈ ΔHi+1 and v ∈ ΔHi+1 and ∃v∗ ∈ Hi :
e∗(u, v∗)

– Category 3: e(u, v) such that u ∈ Hi and v ∈ Hi

5 Similar results are obtained using the other subgraphs (Hi=3,...,12).
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(a) Total number of nodes joining Hi per category

(b) Total number of new edges per category created in H2
j

for each of j snapshots

Fig. 6. Nodes and edges categories for subgraph H (Color figure online)

Figure 6(b) shows the distribution of the edges based on the defined cate-
gories. We observe that most of the new edges seen across all snapshots of H2

j

are due to category 3 edges. Furthermore, by looking at the last snapshot of
Hi (for i = 12), we observe that 69 % of the edges in H12

12 are between nodes
in H1 only. This result shows that although the density decreases as subgraph
Hi evolves, the connectivity of a subset of its nodes is increasing (densification)
and their connectivity accounts for a huge percentage of the total edges in the
system.

Degree Distribution: Figure 7 shows the degree distribution for all categories
of edges and how they evolve across time. Figure 7(a) shows the CDF of the
degree distribution for category 1 edges. From this figure, we observe that when
new nodes (ΔH2) join H1

2 , initially they create few connections, but the longer
they stay in the system the number of connections to nodes already in the system
increases significantly (as stated in Sect. 4.2). Furthermore, from our dataset, we
observe that 72 % of the nodes in ΔH2 have only connections (edges) to nodes
already in the system (H1

2 ).
Figure 7(b) shows the CDF for the degree distribution of category 2 edges.

From the results of Fig. 7(a) and (b), we infer that when new nodes (ΔH2)
join H1

2 , they create more connections with the nodes already in the system.
Figure 7(c) shows the degree distribution for edges of category 3. We observe
that the shape of the degree distribution is decreasing which implies that the
network is become more dense (densification), as discussed above.
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(a) Category 1

(b) Category 2

(c) Category 3

Fig. 7. Degree distribution per edge category (Color figure online)

In summary, our analysis on the categories of nodes and edges, in this section,
led to the following key findings: (a) the majority of users that joins the reciprocal
network of G+ are new users in the network and they tend to create reciprocal
connections mostly to users who already have reciprocal connections to others;
(b) if a user does not create a reciprocal edge when he/she joins G+, there is a
lower chance that he/she will create one later.

5 Implication of Our Results for G+ and Conclusion

In this paper, we present the first study on the properties and evolution of a “recip-
rocal network”, using a very large G+ dataset. Analyzing the connectivity of recip-
rocal edges is relevant because they are the most stable type of connections in
directed network and they represent the strongest ties between nodes: users with
large number of mutual edges are less likely to depart from the network and they
may form the most relevant community structure6(the intimacy community [7])
6 We will analyse the community structure in a reciprocal network as future work.
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in directed OSN networks. Our analysis show that the reciprocal network of G+
reveals some important patterns of the user’s behavior, for example: newusers join-
ing G+ are becoming less social as the network involves and they tend to create
reciprocal connections mostly to users who already have reciprocal connections to
others. Understanding these behaviors is important because they expose insightful
information about how the social network is being adopted.

The findings here also provide hints that can help explain why G+ is failing
to compete with Twitter and Facebook, as recently reported [25]. Firstly, we
observe that although the number of nodes and edges increase as G+ evolves,
the density of the network is decreasing. This result supports the claim that
some users joined G+ because they need to access some of Google products
but they weren’t interested in creating connections in the network, in contrast
to users in Twitter. Secondly, we observe a decrease in the reciprocity of G+
because the percentage of users with at least a reciprocal edge decrease as the
network evolved. Furthermore, the users that are joining the reciprocal network
of G+ always create fewer connections than the users in the previous generation.
From this result, we infer that many users didn’t use G+ to connect and chat
with friends, in contrast to users in Facebook7. Therefore, since its second year
of life, the G+ social network was already showing “signs” that it was failing to
compete with others online social network, such as Twitter and Facebook. Many
of the studies in the literature about G+ [4,8,9,13] were done using dataset
mostly collected on the first year of G+ existence. Thus, they either did not
observe or failed to see these signs.

Our work is only a first step towards exploring the connectivity of reciprocal
edges in social and other complex networks, or reciprocal networks. There are
several interesting directions for future work that we will explore further to
uncover the properties of a reciprocal network so as to further understand the
structural properties of directed graphs.
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Abstract. Function estimation on Online Social Networks (OSN) is an
important field of study in complex network analysis. An efficient way to
do function estimation on large networks is to use random walks. We can
then defer to the extensive theory of Markov chains to do error analysis
of these estimators. In this work we compare two existing techniques,
Metropolis-Hastings MCMC and Respondent-Driven Sampling, that use
random walks to do function estimation and compare them with a new
reinforcement learning based technique. We provide both theoretical and
empirical analyses for the estimators we consider.

Keywords: Social network analysis · Estimation · Random walks on
graph

1 Introduction

The analysis of many Online Social Networks (OSN) is severely constrained by
a limit on Application Programming Interface (API) request rate. We provide
evidence that random walk based methods can explore complex networks with
very low computational load. One of the basic questions in complex network
analysis is the estimation of averages of network characteristics. For instance,
one would like to know how young a given social network is, or how many
friends an average network member has, or what proportion of a population
supports a given political party. The answers to all the above questions can
be mathematically formulated as the solutions to a problem of estimating an
average of a function defined on the network nodes.

Specifically, we model an OSN as a connected graph G with node set V and
edge set E . Suppose we have a function f : V → R defined on the nodes. If the
graph is not connected, we can mitigate the situation by considering a modified
random walk with jumps as in [2]. Our goal is to propose good estimators for
the average of f(.) over V defined as

μ(G) =
1

|V|
∑

v∈V
f(v). (1)
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The above formulation is rather general and can be used to address a range of
questions. For example to estimate the average age of a network we can take
f(v) as an age of node v ∈ V, and to estimate the number of friends an average
network member has we can set f(v) = dv, where dv is the degree of node v.

In this work, we compare in a systematic manner several random walk based
techniques for estimating network averages μ(G) for a deterministic function f. In
addition to familiar techniques in complex network analysis such as Metropolis-
Hastings MCMC [6,8,13,15] and Respondent-Driven Sampling (RDS) [9,17,18],
we also consider a new technique based on Reinforcement Learning (RL) [1,5].
If a theoretic expression for the limiting variance of Metropolis-Hastings MCMC
was already known (see e.g., [6]), the variance and convergence analysis of RDS
and RL can be considered as another contribution of the present work.

Metropolis-Hastings MCMC has being applied previously for network sam-
pling (see e.g., [8,10] and references therein). Then, RDS method [9,17,18] has
been proposed and it was observed that in many cases RDS practically supe-
rior over MH-MCMC. We confirm this observation here using our theoretical
derivations. We demonstrate that with a good choice of cooling schedule, the
performance of RL is similar to that of RDS but the trajectories of RL have less
fluctuations than RDS.

There are also specific methods tailored for certain forms of function f(v).
For example, in [7] the authors developed an efficient estimation technique for
estimating the average degree. In the extended journal version of our work we
plan to perform a more extensive comparison across various methods. Among
those methods are Frontier Sampling [14], Snowball Sampling [11] and Walk-
Estimate [12], just to name a few.

The paper is organized as follows: in Sect. 3 we describe various random walk
techniques and provide error analysis, then, in Sect. 4 we compare all the methods
by means of numerical experiments on social networks. Finally, in Sect. 5 we
present our main conclusions.

2 Background and Notation

First we introduce some notation and background material that will make the
exposition more transparent. A column vector is denoted by bold lower font
e.g., x and its components as xi. The probability vector π is a column vector.
A matrix is represented in bold and its components in normal font (e.g., A, Aij .)
In addition, 1 represents the all-one column vector in R

n.

For a sequence of random variables (rvs), Xn
D−→ X, denotes convergence in

distribution to X [3].
A random walk (RW) is simply a time-homogenous first-order Markov Chain

whose state space is V, the set of vertices of the graph and the transition prob-
abilities are given as:

pij = P (Xt+1 = j|Xt = i) =
1
di
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if there is a link between i and j, i.e., (i, j) ∈ E, di being the degree of node i.
Therefore we can think of the random walker as a process that traverses the links
of the graph in a random fashion. We can define P the transition probability
matrix (t.p.m) of the Random walk as an |V| × |V| matrix, such that Pij = pij .
Since we consider undirected networks, our random walk is time reversible. When
the graph is connected the transition probability matrix P is irreducible and by
Frobenius Perron Theorem there always exists a unique stationary probability
vector π ∈ R

1×|V| which solves πP = π, which is in fact πi = di

2|E| . Since
our state space is finite the Markov chain is also positive recurrent and the
quantities such as hitting times, and cover times are finite and well-defined. An
important application of Random walks is in estimating various graph functions.
The random walk based techniques can be easily implemented via APIs of OSNs
and can also be easily distributed.

Let us define the fundamental matrix of a Markov chain given by Z :=
(I − P + 1πT )−1. For two functions f, g : V → R, we define σ2

ff := 2〈f ,Zf〉π −
〈f, f〉π −〈f,1πT f〉π, and σ2

fg = 〈f ,Zg〉π +〈g,Zf〉π −〈f, g〉π −〈f,1πT g〉π, where
〈x,y〉π =

∑
i xiyiπi, for any two vectors x,y ∈ R

|V|, π being the stationary
distribution of the Markov chain. In addition N denotes the number of steps of
the random walk. By the Ergodic Theorem for Markov Chains applied to graphs
the following is true [6], where f is an arbitrary function defined on the vertex
set V.

Theorem 1. [6] For a RW {X0,X1,X2 . . . Xn, . . .} on a connected undirected
graph,

1
N

N∑

t=1

f(Xt) →
∑

x∈V
π(x)f(x), N → ∞,

almost surely.

In addition the following central limit theorems also follow for RWs on graphs
from the general theory of recurrent Markov chains [13].

Theorem 2. [13] If f is a function defined on the states of a random walk on
graphs, the following CLT holds

√
N

(
1
N

N∑

i=1

f(Xi) − Eπ(f)

)
D−→ N (0, σ2

ff )

Theorem 3. [13] If f, g are two functions defined on the states of a random

walk, define the vector sequence zt =
[
f(xt)
g(xt)

]
the following CLT holds

√
N

(
1
N

N∑

t=1

zt − Eπ(zt)

)
D−→ N (0,Σ),

where Σ is 2× 2 matrix such that Σ11 = σ2
ff , Σ22 = σ2

gg and Σ12 = Σ21 = σ2
fg.
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In the following section we describe some of the most commonly used RW tech-
niques to estimate functions defined on the vertices of a graph. We also give
theoretical mean squared error (MSE) for each estimator defined as MSE =
E[|μ̂(G) − μ(G)|2].

3 Description of the Techniques

In light of the Ergodic theorem of RW, there are several ways to estimate μ(G)
as we describe in the following subsections.

Basic Markov Chain Monte Carlo Technique (MCMC-Technique)

MCMC is an algorithm that modifies the jump probabilities of a given MC to
achieve a desired stationary distribution. Notice that by the Ergodic Theorem
of MC, if the stationary distribution is uniform, then an estimate formed by
averaging the function values over the visited nodes converges asymptotically
to μ(G) as the number of steps tend to infinity. We use the MCMC algorithm
to achieve π(x) = 1/|V|,∀x ∈ V. Let pij be the transition probabilities of the
original graph. We present here the Metropolis Hastings MCMC (MH-MCMC)
algorithm for our specific purpose. When the chain is in state i it chooses the
next state j according to transition probability pij . It then jumps to this state
with probability aij or remains in the current state i with probability 1 − aij ,
where aij is given as below

aij =

{
min

(
pji

pij
, 1

)
if pij > 0,

1 if pij = 0.
(2)

Therefore the effective jump probability from state i to state j is aijpij , when
i 	= j. It follows that the final chain represents a Markov chain with the following
transition matrix PMH

PMH
ij =

{
1

max(di,dj)
if j 	= i

1 − ∑
k �=i

1
max(di,dk)

if j = i.

This chain can be easily checked to be reversible with stationary distribution
πi = 1/n ∀i ∈ V. Therefore the following estimate for μ(G) using MH-MCMC is
asymptotically consistent.

μ̂MH(G) =
1
N

N∑

t=1

f(Xt).

By using the 1D CLT for RW from Theorem 2 we can show the following central
limit theorem for MH.
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Proposition 1 (Central Limit Theorem for MH-MCMC). For MCMC with uni-
form target distribution it holds that

√
N (μ̂MH(G) − μ(G)) D−→ N (0, σ2

MH),

as N → ∞, where σ2
MH = σ2

ff = 2
n f

TZf − 1
n f

T f − (
1
n f

T1
)2

Proof. Follows from Theorem 2 above. 
�

Respondent Driven Sampling Technique (RDS-Technique)

This estimator uses the unmodified RW on graphs but applies a correction to
the estimator to compensate for the non-uniform stationary distribution.

μ̂
(N)
RDS(G) =

∑N
t=1 f(Xt)/d(Xt)∑N

t=1 1/d(Xt)
:=

∑N
t=1 f

′
(Xt)∑N

t=1 g(Xt)
, (3)

where f
′
(Xt) := f(Xt)/d(Xt), g(Xt) := 1/d(Xt). The following result shows that

the RDS estimator is asymptotically consistent and also gives the asymptotic
mean squared error.

Proposition 2 (Asymptotic Distribution of RDS Estimate). The RDS estimate
μ̂RDS(G) satisfies a central limit theorem given below

√
N(μ̂(N)

RDS(G) − μ(G)) D−→ N (0, σ2
RDS),

where σ2
RDS is given by

σ2
RDS = d2av

(
σ2
1 + σ2

2μ
2(G) − 2μ(G)σ2

12

)
,

where σ2
1 = 1

|E| f
TZf

′ − 1
2|E|

∑
x

f(x)2

d(x) −
(

1
2|E| f

T1
)2

, σ2
2 = σ2

gg = 1
|E|1

TZg −
1

2|E|g
T1 − ( 1

dav
)2 and σ2

12 = 1
2|E| f

TZg + 1
2|E|1

TZf
′ − 1

2|E| f
Tg − 1

dav

1
2|E|1

T f

Proof. Let f
′
(x) := f(x)

d(x) and g(x) := 1
d(x) . Define the vector zt =

[
f

′
(xt)

g(xt)

]
,

and let zN =
√

N
(

1
N

∑
t=1 zt − Eπ(zt)

)
. Then by Theorem 3, zN

D−→ N (0,Σ),
where Σ is defined as in the theorem. Equivalently, by Skorohod representation
theorem [3] in a space (Ω,F ,P), Ω ⊂ R

2, there is an embedding of zN s.t.
zN → z almost surely (a.s.), such that z ∼ N (0,Σ). Hence the distribution of√

N(μ̂(N)
RDS(G) − μ(G)) is the same as that of

∑N
t=1 f

′
(Xt)∑N

t=1 g(Xt)
D=

1√
N

z
(N)
1 + μf ′

1√
N

z
(N)
2 + μg

=
z
(N)
1 +

√
Nμf ′

z
(N)
2 +

√
Nμg

=
z
(N)
1 +

√
Nμf ′

√
Nμg(1 + z

(N)
2√
Nμg

)

=
1√
Nμg

(z(N)
1 − z(N)(1)z(N)

2√
Nμg

+
√

Nμf ′ − z
(N)
2 μf ′

μg
+ O(

1√
N

))
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This gives

√
N

(∑N
t=1 f

′
(Xt)∑N

t=1 g(Xt)
− μf ′

μg

)
D−→ 1

μg

(
z1 − z2

μf ′

μg

)
,

since the term O( 1√
N

) tend to zero in probability, and using Slutsky’s lemma
[3]. The result then follows from the fact that z ∼ N (0,Σ). 
�

Reinforcement Learning Technique (RL-Technique)

Consider a connected graph G with node set V and edge set E . Let V0 ⊂ V
with |V0| << |V|. Consider a simple random walk {Xn} on G with transition
probabilities p(j|i) = 1/d(i) if (i, j) ∈ E and zero otherwise. Define Yn := Xτn

for τn := successive times to visit V0. Then {(Yn, τn)} is a semi-Markov process
on V0. In particular, {Yn} is a Markov chain on V0 with transition matrix (say)
[[pY (j|i)]]. Let ξ := min{n > 0 : Xn ∈ V0} and for a prescribed f : V �→ R,
define

Ti := Ei[ξ],

h(i) := Ei

[
ξ∑

m=1

f(Xm)

]
, i ∈ V0.

Then the Poisson equation for the semi-Markov process (Yn, τn) is [16]

V (i) = h(i) − βTi +
∑

j∈V0

pY (j|i)V (j), i ∈ V0. (4)

Here β := the desired stationary average of f . Let {z} be IID uniform on V0.
For each n ≥ 1, generate an independent copy {Xn

m} of {Xm} with Xn
0 = z for

0 ≤ m ≤ ξ(n) := the first return time to V0. A learning algorithm for (4) along
the lines of [1] then is

Vn+1(i) = Vn(i) + a(n)I{z = i}×⎡

⎣

⎛

⎝
ξ(n)∑

m=1

f(Xn
m)

⎞

⎠ − Vn(i0)ξ(n) + Vn(Xn
ξ(n)) − Vn(i)

⎤

⎦ , (5)

where a(n) > 0 are stepsizes satisfying
∑

n a(n) = ∞,
∑

n a(n)2 < ∞. (One
good choice is a(n) = 1/� n

N � for N = 50 or 100.) Here I{A} denotes indicator
function for the set A. Also, i0 is a prescribed element of V0. One can use other
normalizations in place of Vn(i0), such as 1

|V0|
∑

j Vn(j) or mini Vn(i), etc. Then
this normalizing term (Vn(i0) in (5)) converges to β as n increases to ∞. This
normalizing term forms our estimator μ̂

(n)
RL(G) in RL based approach.
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The relative value iteration algorithm to solve (4) is

Vn+1(i) = h(i) − Vn(i0)Ti +
∑

j

pY (j|i)Vn(j)

and (5) is the stochastic approximation analog of it which replaces conditional
expectation w.r.t. transition probabilities with an actual sample and then makes
an incremental correction based on it, with a slowly decreasing stepwise that
ensures averaging. The latter is a standard aspect of stochastic approximation
theory. The smaller the stepwise the less the fluctuations but slower the speed,
thus there is a trade-off between the two.

RL methods can be thought of as a cross between a pure deterministic iter-
ation such as the relative value iteration above and pure MCMC, trading off
variance against per iterate computation. The gain is significant if the number
of neighbours of a node is much smaller than the number of nodes, because we
are essentially replacing averaging over the latter by averaging over neighbours.
The V -dependent terms can be thought of as control variates to reduce variance.

MSE of RL Estimate
For the RL Estimate the following concentration bound is true [4]:

P

{
|μ̂(N)

RL (G) − μ(G)| ≥ ε
}

≤ K exp(−kε2N).

Thus it follows that MSE is O( 1√
N

) because

E|μ̂(N)
RL (G) − μ(G)|2 =

∫ ∞

0

P

{
|μ̂(N)

RL (G) − μ(G)|2 ≥ ε
}

dε

=
∫ ∞

0

P

{
|μ̂(N)

RL (G) − μ(G)| ≥ ε1/2
}

dε

≤
∫ ∞

0

K exp(−kεN) dε = O
(

1
N

)
.

4 Numerical Comparison

The algorithms explained in Sect. 3 are compared in this section using simula-
tions on two real-world networks. For the figures given below, the x-axis repre-
sents the budget B which is the number of allowed samples, and is the same for
all the techniques. We use the normalized root mean squared error (NRMSE)
for comparison for a given B and is defined as

NRMSE :=
√

MSE/μ(G), where MSE = E
[
(μ̂(G) − μ(G))2

]
.

For the RL technique we choose the initial or super-node V0 by uniformly
sampling nodes assuming the size of V0 is given a priori.
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4.1 Les Misérables network

In Les Misérables network, nodes are the characters of the novel and edges are
formed if two characters appear in the same chapter in the novel. The number
of nodes is 77 and number of edges is 254. We have chosen this rather small
network in order to compare all the three methods in terms of theoretical limiting
variance. Here we consider four demonstrative functions: (a) f(v) = I{d(v) > 10}
(b) f(v) = I{d(v) < 4} (c) f(v) = d(v), where I{A} is the indicator function for
set A and (d) for calculating μ(G) as the average clustering coefficient

C :=
1

|V|
∑

v∈V
c(v), where c(v) =

{
t(v)/

(
dv

2

)
if d(v) ≥ 2

0 otherwise,
(6)

with t(v) as the number of triangles that contain node v. Then f(v) is taken as
c(v) itself.

The average in MSE is calculated from multiple runs of the simulations. The
simulations on Les Misérables network is shown in Fig. 1 with a(n) = 1/� n

10�
and the super-node size as 25.

Study of Asymptotic MSE: In order to show the asymptotic MSE expres-
sions derived in Propositions 1 and 2, we plot the sample MSE as MSE × B in
Figs. 2a, b and c. These figures correspond to the three different functions we
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(a) f(v) = I{d(v) > 10}
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(b) f(v) = I{d(v) < 4}
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(c) f(v) = d(v)
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(d) f(v) = c(v), c(v) defined in(6)

Fig. 1. Les Misérables network: NRMSE comparisons (Color figure online)
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(a) f(v) = I{d(v) > 10}
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(b) f(v) = I{d(v) < 4}
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(c) f(v) = d(v)

Fig. 2. Les Misérables network: asymptotic MSE comparisons (Color figure online)
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(a) f(v) = I{d(v) > 50}
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(b) f(v) = c(v), c(v) defined in(6)
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(c) Single sample path: Varying super-node size
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(d) Single sample path: Varying step size

Fig. 3. Friendster network: (a) and (b) NRMSE comparison, (c) and (d) Single sample
path comparison with f(v) = I{d(v) > 50} (Color figure online)
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have considered. It can be seen that asymptotic MSE expressions match well
with the estimated ones.

4.2 Friendster Network

We consider a larger graph here, a connected subgraph of an online social network
called Friendster with 64,600 nodes and 1,246,479 edges. The nodes in Friendster
are individuals and edges indicate friendship. We consider the functions (a).
f(v) = I{d(v) > 50} and (b). f(v) = c(v) (see (6)) used to estimate the average
clustering coefficient. The plot in Fig. 3b shows the results for Friendster graph
with super-node size 1000. Here the sequence a(n) is taken as 1/� n

25�.
Now we concentrate on single sample path properties of the algorithms.

Hence the numerator of NRMSE becomes absolute error. Figure 3c shows the
effect of increasing super-node size while fixing step size a(n) and Fig. 3d shows
the effect of changing a(n) when super-node is fixed. In both the cases, the green
curve of RL technique shows much stability compared to the other techniques.

4.3 Observations

Some observations from the numerical experiments are as follows:

1. With respect to the limiting variance, RDS always outperforms the other two
methods tested. However, with a good choice of parameters the performance
of RL is not far from RDS;

2. In the RL technique, we find that the normalizing term 1/|V0|
∑

j Vn(j) con-
verges much faster than the other two options, Vt(i0) and mini Vt(i);

3. When the size of the super-node decreases, the RL technique requires smaller
step size a(n). For instance in case of Les Misérables network, if the super-
node size is less than 10, RL technique does not converge with a(n) =
1/(� n

50� + 1) and requires a(n) = 1/(�n
5 �);

4. If step size a(n) decreases or the super node size increases, RL fluctuates
less but with slower convergence. In general, RL has less fluctuations than
MH-MCMC or RDS.

5 Conclusion and Discussion

In this work we studied and compared the performances of various random walk-
based techniques for function estimation on OSNs and provide both empirical
and theoretical analyses of their performance. We found that in terms of asymp-
totic mean squared error (MSE), RDS technique outperforms the other methods
considered. However, RL technique with small step size displays a more stable
sample path in terms of MSE. In the extended version of the paper we plan to
test the methods on larger graphs and involve more methods for comparison.
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Abstract. When two social groups merge, members of both groups
should socialize effectively into the merged new entity. In other words,
interpersonal ties should be established between the groups to give mem-
bers appropriate access to resource and information. Viewing a social
group as a network, we investigate such integration from a computational
perspective. In particular, we assume that the networks have equipo-
tent nodes, which refers to the situation when every member has equal
privilege. We introduce the network integration problem: Given two net-
works, set up links between them so that the integrated network has
diameter no more than a fixed value. We propose a few heuristics for
solving this problem, study their computational complexity and compare
their performance using experimental analysis. The results show that our
approach is a feasible way to solve the network integration problem by
establishing a small number of edges.

1 Introduction

All social groups evolve through time. When two social groups merge, new rela-
tions need to be set up. Take, as an example, a merger between two companies.
The success of mergers and acquisitions of companies often hinges on whether
firms can socialize employees effectively into the merged new entity [1]. Therefore
a big challenge faced by the top managers of both companies is how to integrate
the two companies to ensure coherence and efficient communication. This paper
approaches this challenge from a computational perspective. To motivate our
formal framework, we make three assumptions: (1) the integration takes place
assuming equipotency of nodes; (2) creating weak ties between the networks can
be encouraged and forced; and (3) structural properties such as distance provide
a measure of effective communication and resource accessibility.

The first condition assumes the networks follow peer-to-peer relational
dynamic, which refers to social structures where information and resources are dis-
tributed. In such a social structure, as discussed by Baker in [3], members have no
formal authority over each other, and have equal privileges regardless their roles
[5]. Examples of such social groups include volunteer organizations, teams of scien-
tists, and companies that embrace a holacracymanagement style [16]. Baker claims
that in order for such a peer-to-peer network to operate efficiently, there must be

c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 39–50, 2016.
DOI: 10.1007/978-3-319-42345-6 4
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clear and open communication; moreover each individual should be aware of the
resources available from other nodes.

The second condition arises from the nature of interpersonal relations. Social
networks are usually the result of complex interactions among autonomous indi-
viduals whose relationships cannot be simply controlled and forced. Ties between
people differ by strength; while strong ties denote frequent interactions which
form a basis for trust, weak ties plays an important role in information flow. In
business networks, although a firm is seldom in control of strong relationships
among its employees [15], it can normally prepare the ground for future weak
ties: conferences and meetings, group assignments, special promotions etc. can
be instruments of bringing people together.

The third condition discusses how the integrated network provides members
with appropriate access to resource and information.Distance is an important fac-
tor of information dissemination in a network [8]: a network with a small diameter
means that members are in general close to each other and information could be
passed from one person to any others within a small number of steps [17]. This
argument has been used to explain how small-world property – the property that
any node is reachable from others via only a few hops – becomes a common feature
of most real-world social networks [2].

Extending these ideas, we define network integration as the process when one
or more edges are established across two existing networks in such a way that
the integrated network has a bounded diameter Δ. Furthermore, a new edge
always costs effort and time to establish and maintain. Thus, we also want to
minimize the number of new edges to be created during the integration process.
We propose two heuristics to perform network integration. The first is a naive
greedy method that iteratively creates edges to minimize the diameter of the
resulting network. The second method separately discusses two cases: (1) When
Δ is at least the diameter of the original networks, we create edges by considering
center and peripheral nodes in the networks. (2) When Δ is smaller than the
original diameter of the original networks, we first reduce the distance between
nodes in the respective networks and then apply the procedure in case (1). The
experiments verify that, our second heuristic significantly outperforms the first,
both in terms of running time, and in terms of the output edge set.

The rest of the paper is organized as follows: Sect. 2 presents the formal frame-
work of network integration and shows that it is a computationally hard problem.
Section 3 presents a naive greedy heuristic Naive. Section 4 discusses our Integrate
algorithm. Section 5 presents experimental results on our algorithms using both
generated and real-world data. Section 6 discusses related works before conclu-
sion in Sect. 7.

2 Preliminaries and Problem Setup

We define a network as an undirected unweighted connected graph G = (V,E)
where V is a set of nodes and E is a set of (undirected) edges on V . We write an
edge {u, v} as uv. A path (of length k) is a sequence of nodes u0, u1, . . . , uk where
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uiui+1∈E for any 0≤ i<k. The distance between u and v, denoted by dist(u, v),
is the length of a shortest path from u to v. The eccentricity of u is ecc(u) =
maxv∈V dist(u, v). The diameter of the network G is diam(G) = maxu∈V ecc(u).
The radius rad(G) of G is minu∈V ecc(u). For two sets V1, V2, we use V1⊗V2 to
denote the set of all edges {uv | u ∈ V1, v ∈ V2}.

Definition 1. Let G1=(V1, E1) and G2=(V2, E2) be two networks. Fix a set of
edges E ⊆ V1⊗V2. We define the integrated network of G1, G2 with edge set E
as the graph G1 ⊕E G2 = (V1 ∪ V2, E1 ∪ E2 ∪ E).

When integrating two organizations, each person normally has constraints over
who he or she may connect to; this is determined largely by privilege, i.e., the type
of social inequality created from difference in positions, titles, ranks, etc. [5]. In this
paper we focus on the simpler case of social networks with equipotent nodes, and
therefore assume all nodes have unbounded and equal privilege. Take an integer
Δ ≥ 1, we propose the network integration problem NIΔ(G1, G2):

INPUT. Two networks G1 = (V1, E1), G2 = (V2, E2) where V1 ∩ V2 = ∅.

OUTPUT. A set E ⊆ V1 ⊗ V2 such that diam(G1 ⊕E G2) ≤ Δ.
In the rest of the paper we investigate NIΔ(G1, G2) on two networks G1 =

(V1, E1) and G2 = (V2, E2) where V1 ∩ V2 = ∅. The problem naturally depends
on the value of Δ. When Δ = 1, it is easy to see that NIΔ(G1, G2) has a solution if
and only if both networks G1, G2 are complete. When Δ ≥ 2, since G1⊕V1⊗V2 G2

has diameter 2, NIΔ(G1, G2) guarantees to have a solution.
Throughout, we assume Δ ≥ 2. We are interested in a solution E to the

problem NIΔ(G1, G2) that contains the least number of edges; such an E is
called an optimal solution. The brute-force way of finding optimal solutions for
NIΔ(G1, G2) examines all possible sets of edges until it finds a required solution
set E. This will take time 2O(|V1|·|V2|). In fact, obtaining optimal solutions is
computationally-hard; the following theorem implies that this problem is unlikely
to be polynomial-time solvable.

Theorem 2. The problem of deciding, given two graph G1, G2 and an integer
k > 0, whether NIΔ(G1, G2) has a solution set E with cardinality ≤ k, is hard
for W[2], the second level of the W-hierarchy.

Proof. Let G = (V,E) be a graph. A distance-r dominating set of G is a set S of
nodes such that for all u ∈ V , there is some v ∈ S with dist(u, v) ≤ r. As shown
in [11], finding the smallest distance-r dominating set in G with diameter r + 1
is complete for W[2] (for any fixed r). In fact, the W[2]-hardness also holds if G
is diametrically uniform, i.e., if all nodes have the same eccentricity.

Now let G1 = (V1, E1) be a diametrically uniform graph with diameter Δ ≥ 2
and let G2 be a graph that contains only a single node {u}. For any distance-(Δ−
1) dominating set S ⊆ V1, the set of edge S ⊗ {u} is a solution of NIΔ(G1, G2).
Conversely, suppose S ⊆ V1 is not distance-(Δ − 1) dominating. Then there is
a node w ∈ V1 that is at distance at least Δ away from any node v ∈ S. This
means that dist(w, u) in the integrated network is at least Δ + 1 and S is not
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a solution of NIΔ(G1, G2). Thus NIΔ(G1, G2) has a size-k solution if and only if
G1 has a size-k distance-(Δ − 1) dominating set. 
�

3 The Naive Greedy Method

We thus turn to heuristics for finding small solution sets of NIΔ(G1, G2). As a
first step we introduce a greedy heuristic that approximates a solution.

Definition 3. A set of edges E ⊆ V1 ⊗ V2 is called a naive greedy set
if we can write it as {e1, . . . , e�} such that for all 1 ≤ i ≤ �, and e′ ∈
(V1⊗V2) \{e1, . . . , ei−1}, diam(G1 ⊕{e1,...,ei} G2) ≤ diam(G1 ⊕{e1,...,ei−1,e′} G2).
A naive greedy solution to NIΔ(G1, G2) is a solution that is a naive greedy set.

As its name suggests, a naive greedy set can be constructed incrementally using a
greedy strategy that locally optimizes diameter in the integrated network. Naive
greedy solutions to NIΔ(G1, G2) are not necessarily optimal, and vice versa:

Example. Let both G1 and G2 be paths of length 5, i.e., G1 contains nodes
a1, . . . , a5 while G2 contains nodes b1, . . . , b5 with edges aiai+1, bibi+1 for any
1 ≤ i < 5. Suppose Δ = 3. The only optimal solution E contains four edges, i.e.,
E = {a1b3, a3b1, a3b5, a5b3}. However, for any edge e ∈ E, diam

(
G1 ⊕{e} G2

)
=

7, while diam
(
G1 ⊕{a3b3} G2

)
= 5. Thus E is not a naive greedy solution, nor

will any naive greedy solution be optimal.

Theorem 4. There exists an algorithm NaiveΔ(G1, G2) that runs in time O(n6)
and computes a naive greedy solution for NIΔ(G1, G2) where n = |V1 ∪ V2|.
Proof. The algorithm NaiveΔ(G1, G2) iteratively adds edges e1, e2, . . . to the
solution set E. It also computes a matrix D: (V1 ∪ V2)2 → N that represents the
distance between nodes in the current integrated graph. See Procedure 1

Since Δ ≥ 2, the algorithm will terminate. Furthermore, the set of edges
created by the algorithm is a naive greedy solution. At each iteration, computing
each matrix De takes time O(n2); computing F takes O(n2). Since there are
O(n2) edges in (V1⊗V2) \Ei, this iteration runs in O(n4). Since there are at
most n2 iterations, the algorithm takes times O(n6). 
�
We remark that when Δ > 2, the maximum number of edges required is O(n),
and hence NaiveΔ(G1, G2) will take O(n5). The algorithm NaiveΔ(G1, G2) is still
too inefficient in most practical cases and hence in subsequent sections we discuss
more efficient heuristics for NIΔ(G1, G2).

4 Efficient Algorithms for NIΔ(G1, G2)

We separately discuss two cases: (1) when the integrated network’s diameter is
at least the diameters of the given networks, i.e. Δ ≥ max{diam(G1), diam(G2)};
and (2) when we improve the diameter, i.e. Δ < max{diam(G1), diam(G2)}.
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Procedure 1. NaiveΔ(G1, G2); Output E

Initialize D (for the disjoint union of G1, G2); Set E := ∅

while diam (G1 ⊕E G2) > Δ do
for e := xy ∈ (V1⊗V2) \ E do

for (u, v) ∈ (V1 ∪ V2)
2 do � define a temporary De : (V1 ∪ V2)

2 → N

De(u, v) := min{Di(u, v), Di(u, x) + Di(y, v) + 1}
end for
Set diame := max{De(u, v) : (u, v) ∈ (V1 ∪ V2)

2}.
end for
Set F := {e ∈ (V1⊗V2) \ Ei | diame ≤ diame′ for all e′ ∈ (V1⊗V2) \ Ei}.
Pick a random edge ei ∈ F and set D := Dei , E := E ∪ {ei}

end while

4.1 The Case When Δ ≥ max{diam(G1), diam(G2)}
Firstly, when integrating two networks, it makes sense to establish a link between
the most central persons in the networks, as they have the closest proximity
to other nodes. Furthermore, if x, y are nodes that are furthest apart in the
integrated network, they are unlikely to communicate effectively thanks to their
shear distance; this, in a certain sense, represents a form of structural hole [4].
Hence in integrating these two networks, it makes sense to connect x, y by an
edge. Formally, the center C(G) of a graph G = (V,E) is the set of all nodes
that have the least eccentricity, i.e., C(G)={v ∈ V |ecc(v) = rad(G)}. A pair of
nodes (x, y) in G forms a peripheral pair, denoted by (x, y)∈P(G), if dist(x, y)=
diam(G). Our heuristic first creates an edge between two nodes that are in C(G1)
and C(G2) respectively, and then iteratively “bridges” peripheral pairs.

Definition 5. A set E ⊆ V1 ⊗ V2 is called a center-periphery set if we can
write it as {e0, . . . , e�} such that (1) e0 ∈ C(G1) ⊗ C(G2); and (2) for all
1≤ i≤�, ei ∈ P

(
G1 ⊕{e0,e1,...,ei−1} G2

)
. A center-periphery solution is a solution

to NIΔ(G1, G2) that is also a center-periphery set.

Clearly, if Δ>rad(G1) + rad(G2), then for any uv ∈ C(G1) ⊗ C(G2), we have
diam

(
G1 ⊕{uv} G2

) ≤ max{diam(G1), diam(G2), rad(G1) + rad(G2) + 1} ≤ Δ.
Thus {uv} forms a solution of NIΔ(G1, G2). In this case, center-periphery solu-
tions coincide with optimal solutions.

Theorem 6. There exists an algorithm CtrPerΔ(G1, G2) that has O(n4) run-
ning time and computes a center-periphery solution for NIΔ(G1, G2) assuming
Δ ≥ max{diam(G1), diam(G2)}, where n = |V1 ∪ V2|.
Proof. The CtrPerΔ(G1, G2) algorithm also maintains a matrix D: (V1∪V2)2 → N

such that D(u, v) is the distance between u, v. The eccentricity of each node can
be easily extracted from D allowing the algorithm to identify the centers C(G1)
and C(G2), respectively. The algorithm then iteratively adds edges that connect
peripheral pairs in the integrated graph until its diameter becomes at most Δ.
See Procedure 2.
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Suppose the algorithm creates a set E ⊆ V1⊗V2 and diam (G1 ⊕E G2) > Δ.
The algorithm will update the matrix D and then picks (u, v) with the largest
D(u, v). By definition of D, (u, v) forms a peripheral pair in G1 ⊕E G2. We
need to show that uv is a valid edge to add, that is, u, v cannot both lie in
one of V1 and V2. Indeed, if {u, v} ⊆ V1 or {u, v} ⊆ V2, then dist(u, v) ≤
max{diam(G1), diam(G2)} ≤ Δ < diam (G1 ⊕E G2). Thus uv ∈ V1 ⊗ V2. Now
either E∪{uv} is a solution, or diam

(
G1 ⊕E∪{uv} G2

)
> Δ. In the latter case the

algorithm repeats the iteration to find another peripheral pair. Thus the algo-
rithm will terminate and produce a center-periphery solution to NIΔ(G1, G2).

It takes O(n3) to initialize the matrix D using Floyd-Warshall algorithm. At
each iteration, the algorithm takes O(n2) to update D and finds a peripheral
pair. Since there are at most n2 iterations, the algorithm takes time O(n4). 
�

Procedure 2. CtrPerΔ(G1, G2): Δ ≥ max{diam(G1), diam(G2)}; Output E

Initialize the matrix D so that D(u, v) = dist(u, v) in the un-integrated graphs
Take a node u ∈ C(G1) and a node v ∈ C(G2)
Set e := uv, E := {e}
while (diam (G1 ⊕E G2) > Δ) do

for (x, y) ∈ (V1 ∪ V2)
2 do � define D′ : (V1 ∪ V2)

2 → N

D′(x, y) := min{D(x, y), D(x, u) + D(v, y) + 1} where e = uv
end for
D := D′ � update matrix D
Pick (u, v) with the largest D(u, v). Set e := uv and E := E ∪ {e}

end while

4.2 The Case When Δ < max{diam(G1), diam(G2)}
When the diameter bound Δ is less than the diameters of the two component
networks G1, G2, the goal is to improve the connectivity of each original network
through integration. In other words, the integration should “bring people closer”.
In this case CtrPerΔ(G1, G2) no longer applies as it is possible for both nodes in
a peripheral pair to lie in the same component graph G1 or G2, forbidding us
to create the edge xy. We therefore need to first decrease the distance between
nodes in each G1 and G2. Suppose a, b are two people in an organization with
large distance. When their organization merges with another organization, a
and b can be brought closer if they both know a ‘third person’ c in the other
organization, i.e., the ties ac and bc allows a, b to be only 2 steps away.

Definition 7. Let E ⊆ V1⊗V2 be a set of edges and i ∈ {1, 2}. The diameter
of Gi relative to E is the maximum distance between any two nodes in Vi in
the integrated network G1 ⊕E G2; we denote this by diamE(Gi). A set of edges
E ⊆ V1⊗V2 is a Δ-bridge if diamE(Gi) ≤ Δ for both i ∈ {1, 2}.
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Theorem 8. For any Δ ≥ 2, there exists an algorithm BridgeΔ(G1, G2) that
runs in time O(n4) and computes a Δ-bridge E, where n = |V1 ∪ V2|.
Proof. The algorithm has two phases. In phase i ∈ {1, 2}, it makes diamE(Gi)≤
Δ. Phase i consists of several iterations; at each iteration, the algorithm takes
a pair (u, v) ∈ Vi with maximum distance and a node w ∈ V3−i, and builds two
edges uw and vw. See Procedure 3. Throughout, the algorithm computes and
maintains a matrix D: (V1 ∪ V2)2 → N such that D(u, v) is the current distance
between nodes u, v. When a pair of new edges uw, vw are added, the new distance
D′(x, y) between any pair of nodes (x, y) ∈ V 2

i is calculated as follows:

D′(x, y) = min{D(x, y),D(x, u)+D(w, y)+1,D(x, u)+D(v, y)+2,
D(x, v)+D(w, y)+1,D(x, v)+D(u, y)+2} (1)

In the worst case, the algorithm adds edges uw, vw for any pair (u, v) ∈ V 2
i where

i ∈ {1, 2}. Thus the algorithm terminates in at most n2 iterations. Finding nodes
u, v, w and updating the matrix D at each iteration takes time O(n2). Therefore
the total running time is O(n4). 
�

Procedure 3. BridgeΔ(G1, G2): Δ < max{diam(G1), diam(G2)}; Output E

Initialize the matrix D so that D(u, v) = dist(u, v) in the un-integrated graphs
Initialize E := ∅

for i = 1, 2 do � The two phases
while diamE(Gi) > Δ do

Take a pair of nodes u, v ∈ Vi with maximum D(u, v)
Take a node w in V3−i

E := E ∪ {uw, wv}
for (x, y) ∈ (V1 ∪ V2)

2 do � define D′ : (V1 ∪ V2)
2 → N

Compute D′(x, y) as in (1)
end for
D := D′ � update matrix D

end while
end for

Remark. Suppose the BridgeΔ(G1, G2) algorithm adds edges uw, vw. Here w
plays the role as a bridging node that links u and v. Naturally, the choice of
w affects the performance of the algorithm: by carefully choosing the bridging
node w, we may reduce the number of new ties that need to be created. Imagine
that G1, G2 represent two organizations.

1. To allow smooth flow of information between the two organizations and avoid
information gate keepers, we should have many bridging nodes in G2.

2. A node with a higher degree means it has better access to resource and
information, and thus is a more appropriate bridging nodes.
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Therefore, we introduce the following heuristics to BridgeΔ(G1, G2): Suppose the
algorithm has selected a set E of edges and picked (u, v) ∈ Vi where i ∈ {1, 2}
with the largest D(u, v). To pick a bridging node w:

Heuristic 1. For any node w∈V3−i, let b(w)=|{v | wv∈E}|. The chosen bridging
node w is taken from Bi={w∈V3−i | b(w)≤b(w′) for all w′∈V3−i}.

Heuristic 2. The chosen bridging node w has the highest degree in Bi.

We now extend BridgeΔ(G1, G2) to an algorithm that solves NIΔ(G1, G2).

Algorithm 4. IntegrateΔ(G1, G2); Output E

Run BridgeΔ(G1, G2) to obtain a set E ⊆ V1 ⊗ V2

Run CtrPerΔ(G1, G2) to add edges to E (instead of building E from scratch)

Theorem 9. The IntegrateΔ(G1, G2) algorithm runs in time O(n4) and com-
putes a solution to NIΔ(G1, G2) for any networks G1, G2 and Δ ≥ 2, where
n = |V1 ∪ V2|.

5 Experiments and Case Studies

To test the algorithms, we generate two types of random graphs: the first (NWS)
is Newman-Watts-Strogatz’s small-world networks, which have small average
path lengths and high clustering coefficients [13]. The second (BA) is Barabasi-
Albert’s preferential attachment model which produces scale-free graphs whose
degree distribution of nodes follows a power law [2]. In Figs. 1 and 2, we integrate
two graphs of each type using the IntegrateΔ(G1, G2) algorithm. The statistics
for each graph is shown in the table below. For the NWS graphs, Δ ranges from
6 to 11, while for the BA graphs, Δ ranges from 4 to 7. The figures show how the
two networks dissolve into each other with decreasing Δ: when very few edges
link the two networks, the network exhibits a clear community structure; this,
however, becomes less clear as more edges are created.

NWS Graph 1 NWS Graph 2 BA Graph 1 BA Graph 2

Number of nodes/edges 50/77 50/78 50/141 50/141

Diameter/radius 7/5 8/5 4/3 4/3

Experiment 1 (Running times). We implement both algorithms and record
their running times on 300 generated NWS and BA networks. The results indicate
that IntegrateΔ(G1, G2) outperformsNaiveΔ(G1, G2) significantly,with the former
runsmore than3000 times faster onnetworkswith1000nodes to adda single edge in
the solution set. Figure 3 plots how much longer (on average)NaiveΔ(G1, G2) takes
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Fig. 1. Integrating two NWS networks with different Δ

Fig. 2. Integrating two BA networks with different Δ

to add a single edge to the solution set compared to IntegrateΔ(G1, G2), against the
number of nodes in the networks.

Experiment 2 (Solution size). We compare the output of IntegrateΔ(G1, G2)
against the NaiveΔ(G1, G2) algorithm. While NaiveΔ(G1, G2) may output
smaller solutions when Δ is large, IntegrateΔ(G1, G2) is more likely to produce
smaller solutions as Δ decreases. Figure 4 plots the percentage of the cases where
IntegrateΔ(G1, G2) returns smaller sets. Note that IntegrateΔ(G1, G2) almost
always returns smaller sets whenever Δ < max{diam(G1), diam(G2)}. Figure 5
plots the average output size of IntegrateΔ(G1, G2) and NaiveΔ(G1, G2), against
absolute and relative values of Δ. Here, each graph consists of 100 nodes.
Even though NaiveΔ(G1, G2) may outperform IntegrateΔ(G1, G2) when Δ is
large, the difference is not very significant; as Δ decreases, the advantage of
IntegrateΔ(G1, G2) becomes increasingly significant.
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Fig. 3. The number of times NaiveΔ(G1, G2) runs slower than IntegrateΔ(G1, G2)
(Color figure online)

Fig. 4. The probability that IntegrateΔ(G1, G2) outputs smaller sets with varying Δ ∈
{d − 2, . . . , d + 5} where d = max{diam(G1), diam(G2)} (Color figure online)

Fig. 5. Comparing the IntegrateΔ(G1, G2) algorithm and the NaiveΔ(G1, G2) algo-
rithm: average number of edges with different parameter Δ (Color figure online)

6 Related Works

This paper studies the integration between two social networks of equipotent
nodes. This problem relates to several established topics in network science:

Firstly, strategic network formation aims to explain how a network evolves in
time [7]. A well known example along this line is on the rise of the Medici Family
in the XV century [14], which explains how inter-family ties shape political
structures. In a certain sense, the network integration problem can be regarded
as network formation between two established networks. However, the network
formation models are typically about the transformation within a single network,
while this paper initiates the perspective of integrating several different networks.

Secondly, the topic of interdependent networks aims to model a complex
environment where multiple networks interact and form a type of network of
networks [6]. The networks in such a complex environment are non-homogeneous,
i.e., the networks are of different types. For example, one may be interested in
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the interdependence between a telecommunication network and a transportation
networks and how such interaction affects robustness of the entire infrastructure.
The focus here is on robustness of the combined structure: how does a failure in
one network affects the other network. Compared to interdependent networks,
the problem in this paper involves homogeneous networks and concerns a type
of dynamic that ‘dissolves’ the two networks into one. This is more suitable for
the social context discussed in this paper.

A third related area is link prediction, which aims to infer potential ties
between nodes of a network [9]. Here, most approaches take into account sur-
rounding contexts such as homophily and maximum likelihood.

7 Conclusion and Future Works

This paper amounts to our effort to study integration of social networks from a
computational perspective, and is a continuation of our earlier work on network
socialization [12], where we study how an individual joins an established network,
in order to take an advantageous position in the network.

The simple formulation of the problem means that several natural limitations
exist: Firstly, the equipotency assumption restricts us to a special class of social
networks. In practice, individuals may have different constraints (e.g. titles, roles,
positions, etc.) forbidding certain ties to be created. Hence as a future work
we plan to enrich our framework by introducing privileges to nodes and study
how networks are integrated with privileged-based constraints on new edges to
be forged. Secondly, the paper focuses on optimising the number of new edges
between networks, which may not be the most crucial factor when merging social
groups. Indeed, every edge is established with certain cost; it may thus be an
interesting future work to develop a cost model for the establishment of ties in
a social network. Thirdly, the paper concerns with diameter of the integrated
network, which is a strong measure on access to resources and information; it
may make sense to consider other weaker notions. For example, a more relevant
measure of integration may be the distance from any node in one network to
any node in the other network, or the average distance between nodes. Lastly,
we would like to extend our notion of network integration to more elaborated
forms of networks. For example, in [10], a framework of hierarchical networks is
defined which incorporates both formal ties in an organization and information
ties. This framework allows the definition of a notion of power in a hierarchical
network. It is then natural to ask how power is affected during integration of
two hierarchical networks.
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Abstract. Identifying “influential spreader” is finding a subset of indi-
viduals in the social network, so that when information injected into this
subset, it is spread most broadly to the rest of the network individu-
als. The determination of the information influence degree of individual
plays an important role in online social networking. Once there is a list of
individuals who have high influence, the marketers can access these indi-
viduals and seek them to impress, bribe or somehow make them spread
up the good information for their business as well as their product in
marketing campaign. In this paper, according to the idea “Information
can be spread between two unconnected users in the network as long
as they both check-in at the same location”, we proposed an algorithm
called SMPRank (Social Meta Path Rank) to identify individuals with
the largest influence in complex online social networks. The experimental
results show that SMPRank performs better than Weighted LeaderRank
because of the ability to determinate more influential spreaders.

Keywords: Influential spreader · LeaderRank · Random walk ·
PageRank · Social meta path

1 Introduction

Today, the online social network such as Facebook, Twitter becoming a popular
channel for transmission of information such as news, brochures, and market-
ing, ... The booming in the number of OSN users poses a major challenge is how
information can be spread to the users in the most effective and optimal way
with a fixed cost. One way to do is to find users who have the greatest degree of
spread (influential spreaders) and inject information into these people to get the
benefit, information from them will be widely spread in online social networks
and lead to the most effective marketing result.
c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-42345-6 5
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Given a network G(V, E) - V is the user set and E is the edge set of G which
represents the connections between users in G. X is a subset of V and a function
influence(X) is the influence function which maps the seed user set X to the
number of users influenced by users in X. Identifying influential spreaders aims
at selecting the optimal subset X� which contains n seed users to maximize the
propagation of information across the networks.

X� = argmaxX⊆V influence (X)
|X| =n (1)

How to determine efficiently the individuals who have the highest degree
of influence in social networks is a major challenge up to the present [4–9,14].
Recently, Lu et al. [10] proposed an algorithm LeaderRank to identify influential
spreaders in directed network which is a simple variant of PageRank. The authors
said that the connection matrix between individuals (adjacency matrix) in social
networks is relatively sparse and they introduced the concept “ground node”
(an additional node) and create virtual connections from the ground node to all
existing nodes in social networks and set the weight of virtual edge a value of
1. This approach has limited success in shortening the convergence time when
running the PageRank algorithm to determine the ranking of the node. However,
it has one drawback is whether individuals who have more fans or less fans then
receives the same weight value of 1 from the ground node and this slightly
estate reasonable. Li et al. [1] proposed the Weighted LeaderRank algorithm,
an improvement of standard LeaderRank by allowing nodes with more fans get
more scores from the ground node. Weighted LeaderRank is a straightforward
and efficient method, however, it is less relevant to real network in which the
information diffusion depends not only on the network structure but also the
network behavior. In fact, when applying the Weighted LeaderRank to actual
dataset (Twitter), the obtained result is not the most influential spreaders.

In this paper, we further improve the Weighted LeaderRank algorithm by
applying the definition of social meta path which introduced by Zhan et al. [3].
Our approach, which called SMPRank is the hybrid method of Weighted Leader-
Rank method and a part of social meta path. The experiments on the real social
network (Twitter) show that the SMPRank can considerably improve the spread-
ability of the original Weighted LeaderRank. Our approach is based on the idea:

(1) Typically, information can only spread from a user to another user if and
only if they are connected to each other (friends or following). However, our
approach assumes that even if there is no direct connection to each other,
the information is still able to exchange if they both check-in at the same
location (by talking directly).

(2) Even between connected users, the information may be spread stronger
between users who often communicate to each other and weaker between
users who rarely communicate to each other. For instance, A and B are two
followers of C, usually each 10 tweets C writes then A retweets 5 and B
retweets 3 mean that information may be spread from C to A stronger than
from C to B.
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The main contribution of our research is the improvement of the accuracy,
our influential spreaders obtained from SMPRank is closer to observed dataset
than the result obtained from Weighted LeaderRank. The remaining parts of
this paper are organized as follows. We summary the related work in Sect. 2. In
Sects. 3, we introduce the proposed SMPRank method. Experiments are given
in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Related Work

Identifying the most influential spreaders in a network is critical for ensuring
efficient diffusion of information. For instance, a social media campaign can be
optimized by targeting influential individuals who can trigger large cascades of
further adoptions. This section presents briefly some related works that illustrate
the various possible ways to measure the influence of individuals in the online
social network.

Cataldi et al. [12] propose to use the well known PageRank algorithm [11,13]
to calculate the influence of individuals throughout the network. The PageRank
value of a given node is proportional to the probability of visiting that node
in a random walk of the social network, where the set of states of the random
walk is the set of nodes. It directly applies the standard random walk process
to determine the score of every node. Accordingly, the score of each node in
the network will be calculated step by step from t0 to tn. At the time ti, the
score of node u will be calculated based on the score of u and the score of u’s
neighbors in the previous step ti−1. The random walk can be described by an
iterative process as formulate (2). In that: Su(ti) is the score of node u at the
time ti, wv,u is the weight of connection from v to u, it has value of 1 if existing
a connection from v to u and opposite it has value of 0.

Su (ti) =
∑

v∈Neighbor(u)

wu,v

outdeg(v)
∗ Su(ti−1) (2)

Recently, Lu et al. [10] proposed an algorithm LeaderRank to identify influen-
tial spreaders in directed network which is a simple variant of the algorithm
PageRank [2]. To reduce the convergence time of PageRank, it adds an addi-
tional node called ground node, by creating many virtual connections from real
nodes to ground node it improves the sparseness of original connection matrix.
The Fig. 1 demonstrates the LeaderRank by set the value of 1 to all virtual
connections from real nodes to ground node and vice versa.

Li et al. [1] proposed the Weighted LeaderRank algorithm, an improvement
of standard LeaderRank by allowing nodes with more fans get more scores from
the ground node. Instead of setting the value of 1 to all virtual connections,
Weighted LeaderRank sets the difference values to difference virtual connections.
The virtual connections from ground node to high in-degree real node will get
higher weight value compare with the virtual connections from ground node to
low in-degree real node. For example, in the Fig. 2, the connection from ground
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Fig. 1. An example of LeaderRank algorithm

Fig. 2. An example of Weighted LeaderRank algorithm

node g to node u will get higher weight value than the connection from ground
node g to node v because u’s in-degree is higher than v’s in-degree.

The methods we have just described above exist a drawback that they only
exploit the structure (topology) of the network, and ignore other important
properties, such as nodes’ features and the way they interact with other nodes
in the network.

Zhan et al. [3] proposed a new model M&M to resolve the Aligned Heteroge-
neous network Influence maximization (AHI) problem. The explosion of online
social networks lead to a person can participate and have multiple accounts on
different online social networks. Information can be spread not only on internal
network but also it can be exchanged together between difference networks. If a
user A participate onto two online social networks X and Y simultaneously, the
information A received on the network X can be forwarded to the network Y
this means that information can be spread through difference channels: internal
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and external channel. Through this idea, the author proposed a definition of
path, meta path and social meta path.

3 Proposed Model

Typically, information can only spread from user A to user B if and only if
A and B are connected to each other (friends or following). However, in our
approach we assume that even if there is no direct connection with each other,
the information is still able to spreading from A to B (i.e., A and B check-in
at the same location on the same event, A is the host of the event and B is
the client that attends the event - information will spread from A to B). The
Fig. 3 demonstrates the idea of our algorithm, the actual network doesn’t have
a direct connection from node v to node u but it may exist a hidden connection
from v to u (represented by dotted line) through another channel such as v and
u check-in the same location on the same event.

Fig. 3. An example of SMPRank algorithm

In this paper, we will follow the definitions of concepts Social Meta Path
proposed in [3]. The Fig. 4 illustrates the schema of Twitter network which we
chose to do the experiment. Depend on the network schema, we select 3 social
meta paths as below:

(1) Follow

MP 1: User
follow−−−−→ User

(2) Co-location check-in

MP 2: User
write−−−→ Tweet

checkin−−−−−→ Location
checkin−1

−−−−−−−→ Tweet
write−1

−−−−−→ User
(3) Re-tweet

MP 3: User
write−−−→ Tweet

retweet−−−−−→ Tweet
write−1

−−−−−→ User
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Fig. 4. The network schema of Twitter

Fig. 5. An example of Twitter network with User, Tweet, and Location

Based on the social media path information, we calculated the value of θi
u,v

based on Formula (3). In which u, v are vertices of the network, i is in [1, 3]
represents the three types of social meta paths selected above. The values of
θi

u,v represent the power of information transmission from vertex u to vertex v

through the ith social meta path channel.
Applying the formula (3) to the example in the Fig. 5 we get the values as

shown in Table 1.
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Fig. 6. Re-draw the network base on Table 2

θi
u,v =

2 ∗ |MP i
u,v|

|MP i
(u,)| + |MP i

(,v)|
(3)

After obtaining the value which represent the power of information transmis-
sion from user u to user v in each channel (each social meta path) individually,
we will calculate the aggregation weight w(u, v) based on Formula (4). In which
αi is the ratio of each type of meta social path, the greater value of αi then
the information will likely spread greater through the ith social meta path. The
value of w(u, v) represents the degree of information that can be transmitted
from u to v (u, v is not necessarily to be a friend of each other).

Table 1. The value of θi
u,v for example in the Fig. 5

u1 u2 u3

u1 θ1 = 0, θ2 = 0, θ3 = 0 θ1 = 0, θ2 = 0, θ3 = 0

u2 θ1 = 0, θ2 = 0, θ3 = 0 θ1 = 0, θ2 = 2, θ3 = 0

u3 θ1 = 1, θ2 = 0, θ3 = 1 θ1 = 1, θ2 = 2, θ3 = 0

In the experimental process, our team selected the optimal value for α1, α2,
α3 respectively 5, 1, 1.

w(u, v) =
∑3

i=1 αi ∗ θi
u,v∑

αi
(4)

Applying Formula (4) to the example in the Fig. 5 along with value of θi
(u,v)

calculated in Table 1 we will calculate the value of w(u, v) as shown in Table 2.
Based on the result in Table 2, we re-draw the network as shown in the

Fig. 6. Next step, we apply the algorithm Weighted Rank Leader in the [1] and
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Fig. 7. Re-draw the network after add the ground node

Algorithm 1. Calculate Weight
1: function CalculateWeight(G, MP ) � Where G - Input network, MP -

Meta-path values
2: k ← 3
3: α ← [5, 1, 1]
4: for u ∈V do
5: for v ∈V do
6: wu,v ← 0
7: for i = 1 to k do

8: θi
u,v ← 2∗MP i

u,v

MP(u,)+MP(,v)

9: wu,v ← wu,v + αi ∗ θi
u,v

10: end for
11: end for
12: end for
13: end function

Table 2. The value of w(u, v) for example in the Fig. 5

u1 u2 u3

u1 0 0 0

u2 0 0 2/7 = 0.286

u3 6/7 = 0.857 7/7= 1 0
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Table 3. The value of w(u, v) with ground node for example in the Fig. 5

g u1 u2 u3

g 0 1 1 1

u1 0 0 0 0

u2 1 0 0 0.286

u3 2 0.857 1 0

proceed adding a ground node (virtual node) along with the virtual edges which
connecting the ground node to existing other nodes (real nodes) in the network.
The weight of virtual connections (virtual edges) from real node (u) to ground
node (g) and vice versa are calculated according to the principle (5)

w(u, g) = 1

w(u, g) = kout
u . (5)

Apply above principle to example in the Fig. 5 along with w(u, v) in Table 2
we will calculate the final weight matrix as shown in Table 3 (Fig. 7).

Finally, after obtaining the weight w(u, v) of all edges in the network (which
has an additional ground node virtual node), we proceed to run the PageRank
algorithm and obtain the ranking list which represents the ordering of user’s
influential degree in the network. The users who have higher ranking value will
have greater impact in the network.

4 Experiments

To validate the effectiveness of our SMPRank algorithm, we run the experi-
ments on real datasets of Twitter social network. We use and extend the dataset
of Jure Leskovec which published on website: http://snap.stanford.edu/data/
egonets-Twitter.html The original dataset contains only the users and the con-
nections between users (following relationship). We extended the original dataset
by collecting all the tweets of users (each users we collect the maximum 3,200
tweets). For each tweet collected in the previous step, we proceed to gather infor-
mation such as: number of likes (favorite), number of user retweet, along with
the number of followers of their retweet users (Table 4).

Table 4. The statistic of real Twitter dataset

Number of nodes Number of edges Number of tweets

76,120 55,458,375 2,941,374

We divide the collected dataset into two parts, the first part contains only
tweets written before 30/12/2015 (for running the algorithm), the second part

http://snap.stanford.edu/data/egonets-Twitter.html
http://snap.stanford.edu/data/egonets-Twitter.html
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consists of tweets written after 30/12/2015 (for testing the effectiveness of the
algorithm). Run the SMPRank and Weighted LeaderRank algorithm on first
part dataset we have the output RankSMP and RankWL

Influence(u) =

∑
t∈tweets(u) Infection(t)

|tweets(u)| . (6)

We use Formula (6) to calculate the actual influence degree of each user in
the network. In which, Influence(u) is the influence rate of user u, tweets(u)
is the set of tweets written by the user u, |tweets(u)| is the number of tweets
written by the user u, Infection(t) is calculated according to Formula (7).

Infection(t) = infect rate ∗ |follower(ut)| +
∑

ti∈tweets(t)

infect rate ∗ |follower(uti)| (7)

In Formula (7), t is a tweet, ut is the user who write the tweet t, Infection(t)
is the number of users who saw the tweet t (seen times) which obtained from
formula (7), retweet(t) is the set of tweets that are retweeted from tweet t,
infect rate (in range [0, 1]) represents the rate of information diffusion. For
instance, infect rate = 0.5 means that if a user has 10 followers then every
tweet written by this user will have 5 followers see that tweet.

Applying Formula (6) to all users on the test data (part 2 of the dataset)
we calculated the influence’s values of all users, then the actual user’s rank-
ing (RankActual) will be determined based on the strategy: users who have
higher influence value will have higher ranking. We compare the SMPRank and
Weighted LeaderRank by measuring the Pearson correlation coefficient of each
pair (RankSMP , RankActual) and (RankWL, RankActual). The empirical data
at Table 5 show that the results of SMPRank ranking better than Weighted
LeaderRank because of higher correlation coefficient value.

Table 5. The Pearson correlation coefficient comparing between Weighted Leader-
Rank, SMPRank and the ground truth ranking.

Actual ranking

Weighted LeaderRank 0.713

SMP rank 0.852

5 Conclusion

Weighted LeaderRank is an efficient method, however, it calculates user’s rank-
ing only based on the network structure and ignores the behavior of users (write
tweets, retweet, check-in). In this paper, we further improve the Weighted Lead-
erRank algorithm by apply the definition of social meta path which introduced
by Zhan et al. [3]. Typically, information can only spread from user A to user B if
and only if A and B are connected to each other (friends or following). However,
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our approach assumes that even if there is no direct connection to each other,
the information is still able to exchange if they both check-in at the same loca-
tion (by talking directly). Our approach, which called SMPRank is the hybrid
method of Weighted LeaderRank method and social meta path. Experiments
on the real social network (Twitter) show that the SMPRank can considerably
improve the degree of spreadability of the original Weighted LeaderRank.
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Abstract. Understanding how the network topology affects the spread
of an epidemic is a main concern in order to develop efficient immu-
nization strategies. While there is a great deal of work dealing with the
macroscopic topological properties of the networks, few studies have been
devoted to the influence of the community structure. Furthermore, while
in many real-world networks communities may overlap, in these stud-
ies non-overlapping community structures are considered. In order to
gain insight about the influence of the overlapping nodes in the epidemic
process we conduct an empirical evaluation of basic deterministic immu-
nization strategies based on the overlapping nodes. Using the classical
SIR model on a real-world network with ground truth overlapping com-
munity structure we analyse how immunization based on the membership
number of overlapping nodes (which is the number of communities the
node belongs to) affect the largest connected component size. Compar-
ison with random immunization strategies designed for networks with
non-overlapping community structure show that overlapping nodes play
a major role in the epidemic process.

Keywords: Immunization · Diffusion · Complex networks · Overlap-
ping community · Membership number

1 Introduction

The effect of network structure on the spread of diseases is a widely studied
topic, and much research has gone into this field [1–8]. The topological fea-
ture of network have been used for immunization within network [9–15]. These
works have mainly studied the various immunization strategies and their effect
on epidemic outbreak within a social network or contact network. The study
of networks according to the degree distribution, and further the influence of
immunization on degree distribution and targeted attacks has been explored
by scholars in recent past [16–18]. But the community-based study of the net-
work has not received much attention. In this level of abstraction, which has
c© Springer International Publishing Switzerland 2016
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been termed as the mesoscopic level, the concern lies with the properties of the
communities. Communities are sets of nodes which show more level of inter-
connectivity amongst themselves, than with the rest of the network. We can
distinguish two type of community structure in the literature depending on the
fact that they share some nodes or not. Non-overlapping communities are stand-
alone groups where a node belongs to a single community while in overlapping
communities a node can belongs to more than one community. Recent research
and analysis of real-world networks have revealed that a significant portion of
nodes lies within the overlapping region of two communities [19]. Thus, we look
to explore the effect of immunization with these overlapping area of commu-
nities on the overall spread of the epidemic within the system. Recently the
studies of few researchers have considered community structure in the field of
epidemiology or pharmaco-vigilance [20–22]. But, mostly they have taken these
sets as stand-alone groups and have again, not explored the communities as
they truly are in real world, overlapping sets of shared nodes. Results in the
recent literature show that the knowledge of degree distribution and after that,
degree distribution based immunization strategies are not sufficient enough to
predict viral outbreak or epidemics in general. Further, the behavior shown by
an epidemic on networks with varying community structures also show a certain
degree of independence amongst themselves [23–25]. Thus, confirming the fact
that community structures also play a vital role in the spreading process for epi-
demics within the network. So community structure has to be factored into the
immunization process. In this level of abstraction, the focus lies on nodes of con-
nectivity within two or more communities. In fact, Salathe’ and Jones [21] had
studied the effect of immunization through these bridge nodes and edges in their
paper. However, their community bridge finder model analysed the communities
as non-overlapping groups. Further studies have been done by Samukhin et al.
[26], who analyzed the Laplacian operator of an uncorrelated random network
and diffusion process on the networks. Gupta et al. [27,28] analyse the properties
of communities and the effect of their immunization within their paper. They
take the community nodes and analyse them on their out-degree, in-degree and
difference of two on the communities to which they belong. Their study shows
that community-based degree parameter can help in identifying key structural
bridge/hub nodes within any given network. Their analysis further consolidated
the importance of communities and their effect on the overall immunization
strategy once they are taken into account. The major drawback of all these
studies are that; they take networks with no underlying overlap within commu-
nity structures. Even if there exists a certain amount of overlapping within these
networks, they overlook those regions and analyse these areas as independent
sets. In this paper, we look at community overlaps and study their immuniza-
tion. We analyse the effect of two targeted immunization strategies of nodes
within the overlapping regions based on the membership number. We use the
classical SIR model of epidemics to analyze the spread of diseases within the
network. The Experiment are conducted on a real-world network with ground
truth community structure (Pretty Good Privacy). A comparative study with
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an immunization strategy that is agnostic of the overlapping community struc-
ture (random acquaintance [29]) and an immunization strategy derived for non-
overlapping community structure (Community Bridge Finder [21]) is performed.
The remaining of the paper is arranged as follows: In Sect. 2, we present a short
introduction to the classical SIR model following which we present briefly the
existing immunization strategies which are agnostic to network structure. In
Sect. 3, the overlapping community structure is defined along with the statistic
associated with these structures. In Sect. 4 we discuss the experimental results
following which we conclude our findings in Sect. 5.

2 Background

2.1 Classical SIR Model

The property of the connection of the individual nodes and the nodes that are
in the neighborhood have a direct effect on their ability to propagate informa-
tion within a system, and their ability to stop the information is also worthy.
To characterize the immunization of nodes we first look into the spread of the
epidemic within a network. We present the classical SIR model which we use
to study the general characteristic of diffusion within a system. The model uses
rate definitions to define the change of state of each node within the Suscep-
tible, Infected and Recovered states with rates α, λ and β. Whenever infected
contacts a susceptible, the susceptible becomes infected at a rate α. Whenever
an infected spontaneously changes to a recovered (simulating the random cure
of the individual on diffusion), it does so at the rate β. S(t), I(t), R(t) gives
the evolution of each set within the network. For example, S(t) gives us the
fraction of nodes which are susceptible to infection at time t. The spreading rate
λ = α/β describes the ability of the epidemic to spread within the network. High
spreading rate signifies epidemic can spread more quickly within the network.

2.2 Immunization Strategies

Largest Connected Component lcc of a network is that component of the network
which contains the most number of nodes within them and each node is reachable
from every other node. In a sense, no node is dis-connected from another node
within the component. In effect, the size of the largest connected component
will tell us the maximum limit to which an epidemic can spread. Starting from
the full network N one can remove the nodes according to an immunization
strategy and check for the effect on lcc. As one transforms the network N , the
size of the lcc is also subject to change. The transformed network N ′ has the
largest component of size lcc′. With N being the number of nodes in N and N ′

being the number of nodes in N ′, one can say that, since N > N ′, lcc > lcc′,
N ∈ N and N ′ ∈ N ′. Thus with each transformation of network N one aims at
reducing the size of lcc as much as possible. A good immunization strategy is one,
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which, with the least number of nodes removed, transforms the network in such a
manner, that the lcc′ of the transformed network N ′ is the least. Here, we present
stochastic strategies of immunization. Stochastic models are usually agnostic
about the global structure and thus are used here for comparative analysis with
the proposed strategy which too uses no prior information about the network.

2.3 Random Acquaintance

Random Acquaintance is one of the stochastic strategies for immunization
present in current literature. Random Acquaintance was first introduced by
Cohen et al. in their paper [29]. It works by picking a random node and then
choosing its neighbour at random. A number n is taken before the start of the
process and if an acquaintance of the randomly selected node is selected more
than or equal to n times, then, it is Immunized. In case where n = 1, any acquain-
tance will be immunized immediately. Without any prior global knowledge of the
network, this strategy identifies highly connected individuals.

2.4 Community Bridge Finder CBF

CBF is a random walk based method to find nodes connecting multiple com-
munities. It was presented first by Salathe et al. in their work [21]. A random
node is selected at the start, and then a random path is followed until a node
is reached which is not connected to more than one of the previously visited
nodes. The idea is based on the belief that this node which is not connected to
more than one of the previously visited nodes, in the random walk is more likely
to belong to a different community. This strategy too has no prior information
about the network structure.

3 Overlapping Community Structure

Studies have been carried out by scholars for detecting communities within a
network. However, till now, there has been no widely accepted definition of com-
munity structures in literature. A common notion is to consider those sets/groups
of nodes which show high inter-connectivity amongst themselves than with the
rest of the network, as communities. These densely connected sets of nodes may
thus carry structural hubs within themselves. Overlapping communities are sets
of nodes with common nodes shared within them. These common nodes of the
sets lie within the overlapping region of the communities.The total number of
nodes shared amongst two or more communities, nov gives us the total number
of nodes within the overlapping region in the network.

3.1 Definitions

Community Size: The community size s defines the number of nodes in each
community. If C1, C2, C3....Cz signify each of the z communities in a network
N then the size of a community, s is |Ci| for i ∈ [1, 2, ....z] and it signifies the
number of nodes in the community i.
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Membership Number: The Membership, m, of each node i, i ∈ [1, 2, ...N ]
where N signifies the total number of nodes in the network, defines the num-
ber of communities to which any node i belongs to. Thus for m greater than 1,
one can state that the node belongs to the overlapping region in the network.
A quick analysis of the degree distribution of nodes within the overlapping
regions reveals that the degree distribution of the overlapping region also
follows a power law characteristic [19].

Membership Function: The membership function m() gives us the member-
ship number of any node i, within the network, provided we know the communi-
ties within the network. A finite number of nodes dictate restricted communities
present within the network, and thus, the variation of m is also finite. If the
largest membership within the network is x, the smallest being 0, one can divide
the entire network as a group of disjoint sets where each set contains the nodes
whose membership number is equal to the membership number of all other ele-
ments of the set. Thus, for all i ∈ N , m(i) = m, where m ∈ [1, 2, 3....x] and
i ∈ Mm, where Mm ∈ [M1,M2,M3.....Mx] and M1 ∩ M2 ∩ M3 ∩ ..... ∩ Mx = 0.
Further, for all i, j ∈ N if i, j ∈ Mm, then m(i) = m(j) = m.

Overlap Size: The overlap size sov is the number of nodes shared between any
two communities. C1, C2, C3....Cz signify each of the z communities in a network
N . The intersection of two communities Ci, Cj is given by Cij and the size of
the overlapping region sov is defined as |Ci,j | which signifies the number of nodes
shared by the two communities.

3.2 Immunization of Overlapping Nodes

In this work membership based immunization strategy has been proposed. The
membership number metric had been explored by Palla et al. [19] and we have
studied the effect of immunization based on this metric on the overall diffusion
process. We study the effect of immunization on the lcc. We have looked into
the importance of high membership nodes as well as low membership nodes. As
it is shown in [19] the power law nature of m makes it interesting to analyse the
effect of membership number based immunization on the lcc. A strategy based
on membership based immunization is proposed here. If nodes i, j, k, l, ...... are
arranged in sequence of their membership number and then removal is initialized,
two possible strategies emerge.
In our analysis, nodes, i, j, k, l, ... are removed and analysed.
For any nodes, i, j, k, ...,
Immunization starting from highest overlap membership to lowest
overlap membership (HLMI):

i is removed before j and j is removed before k if
m(i) > m(j) > m(k), ∀i, j, k ∈ N
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Algorithm 1. HLMI algorithm
Input Graph G(V,E), Membership measure (m), No. of nodes to be immunized
Output Graph with Immunized/Removed Nodes
Calculate the Membership number m for each node in the graph using membership
function m() ;
Sort the nodes in decreasing order of their membership values ;
Remove top n nodes with highest membership values from the Graph G ;
Return graph G after removal of immunized nodes ;

Algorithm 2. LHMI algorithm
Input Graph G(V,E), Membership measure (m), No. of nodes to be immunized
Output Graph with Immunized/Removed Nodes
Calculate the Membership number m for each node in the graph using membership
function m() ;
Sort the nodes in increasing order of their membership values ;
Remove top n nodes with lowest membership values from the Graph G ;
Return graph G after removal of immunized nodes ;

Immunization starting from lowest overlap membership to highest
overlap membership (LHMI):

i is removed before j and j is removed before k if
m(i) < m(j) < m(k), ∀i, j, k ∈ N

The distribution of membership number m and the degree distribution of
corresponding set of nodes with equal membership number shows that small
membership node sets have a larger number of nodes while large membership
node sets have a small number of nodes in them. The outliers of the small
membership nodes show that the spread of degree values in each set is vast,
and high degree nodes are spread in all the sets of different membership. The
small membership number nodes, which are large in number by intuition should
perform comparatively better than the immunization removing high membership
nodes first since, the small membership set contains more nodes with larger
variance in its degree distribution.

4 Experimental Results

4.1 Analysis of the PGP Dataset

We have used the Pretty Good Privacy network [30] dataset for our work. The
network consists of email addresses which have signatures associated with them.
The groups in this network are the email domains which are present in the
dataset as ground-truth communities, where every node explicitly states its full
involvement in the community it belongs. The network does show a certain
degree of overlap amongst its various groups. The dataset consists of 81036
nodes and 190143 edges, with 17824 groups. Further, the link between two nodes
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is undirected and un-weighted in nature. The network confirms to the power-
law degree distribution followed by scale free networks and contains no cyclic or
multiple edges. The ground-truth community structures have been studied and
their overall effect on epidemic/diffusion process has been analysed. Our analysis
of ground truth data shows us that the size of communities within a network
follow a power-law property confirming with the existing literature [19]. Thus,
there exists a significant number of small communities and comparatively less
number of communities which are quite large in size. The underlying overlapping
nature of the communities present in the dataset is explicitly shown within the
ground-truth community data. We find the nodes within the overlap regions and
study the size of all the overlapping areas within the network. It too showcases
power-law characteristics to a certain degree. The membership number m too
follows a power-law characteristic. Hence, a larger portion of the nodes within
the network shows lower membership to communities. The result for m and
the distribution for sov together give us an interesting insight into the nature
of overlap within the network and the participating nodes. This distribution
confirms with the existing literature [19] wherein we see the inherent power-law
nature of the metrics associated with any node within a community. More nodes
were found to exist within the lower membership sets while higher membership
set showcased less number of nodes present within them. Also, the number of
outliers for lower membership nodes are large in number. One may conclude that
the high degree nodes are spread through all memberships within the network.
It is thus an important reason to study the immunization from two viewpoints
as explained in Sect. 3. The analysis of community metrics mainly s, the size
of communities, sov, the size of the overlap region, membership number m, and
the degree distribution of the nodes in the overlap region nov, are presented in
Fig. 1. We show that all the metrics follow the characteristic as given by Palla
et al. [19]. The metric d(nov) signifies the degree of the nodes within overlapping
region in the network. The function p(.) of any metric, signifies the cumulative
distribution of the corresponding metric. It might be concluded that the PGP
network dataset and the facebook dataset adheres to all the prerequisites for
accepting the PGP and facebook network as a network containing overlapping
communities within the network.

4.2 Evaluation of the Immunization Strategies

The comparative results for the CBF and random acquaintance have been stud-
ied and have been presented in Fig. 2. We find that the immunization strategy
based on removal of nodes in overlap region show a comparatively better per-
formance than the stochastic methods of immunization. We see that the perfor-
mance of CBF and random acquaintance are acceptable only after fifty percent
of the nodes have been removed from the network. This necessitates that half or
more of the entire population be vaccinated/immunized to ensure no outbreak.
Although it is a good approach still the requirement to immunize half of the
population becomes a problem. Considering areas of vast population or even
highly populated network of nodes, this strategy presents us with an uphill task
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Fig. 1. (a) Shows the degree distribution in the overlapping nodes within the network,
(b) shows the variation of community sizes in the network, (c) the cumulative degree
distribution of the membership number m and (d) the cumulative distribution of the
overlap size. All the above studies were made on the PGP dataset. (Color figure online)

of immunizing a considerable amount of the population. It is a hefty price to pay,
but at the same time it is a must since CBF and random acquaintance being
stochastic strategies have no knowledge of the entire network. A similar fraction
of nodes is required to be immunized if we have an idea about the communities
present within the network and follow the HLMI strategy of immunization. It
does not give an overall better performance than the stochastic methods. How-
ever, its performance is comparable to the one for CBF and random acquain-
tance and is thus a strategy which may be accepted as at par with the exist-
ing stochastic methods. The HLMI strategy, on the other hand, outperforms
stochastic based strategies at lower levels of immunization. One point which
becomes important if the community knowledge is readily available. It must be
understood that the HLMI strategy gives good performance when half of the
population is vaccinated. But, the performance at lower levels of immunization
at the same time brings to notice that there is a chance of a trade off between
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the two groups of strategies. Thus, it gives us a viable alternative approach to
solving the same problem, whereas, with varying cases, we may take varying
options as and when we feel suited to the need of the hour. Next, we look into
the performance of the LHMI strategy. As lower membership nodes are more
in number, owing to the power-law characteristic followed by the membership
number m [19] it comes as no surprise that we have more variance in the degree
distribution of the nodes in the sets of smaller m values. Also, this variance may
play an important part and have an overall better effect in the immunization
process. From Fig. 2 it is evident that the immunization on the network as a
consequence of LHMI outperforms all the other three strategies namely CBF ,
random acquaintance and HLMI. At every level of immunization, LHMI gives
a performance which HLMI achieves only at the next level. Throughout the
levels, it consistently outperforms the stochastic strategies. The nodes which are
immunized first in LHMI strategy being part of communities are themselves
part of small clusters. Also, since small clusters dominate in any network as
shown by Palla et al. [19] the LHMI strategy can distort/break connections
in a larger part of the network than the HLMI strategy. The small clusters
which populate a network more contain a wider range of degree distribution,
and thus, their removal has a better effect on reducing the largest component
size. Thus, as is evident from our findings, the LHMI strategy gains an advan-
tage to other strategies in the immunization procedure and hence outperforms
stochastic strategies. In both HLMI and LHMI, the abrupt halt in the stud-
ies of membership based immunization is due to the absence of further nodes
belonging to communities within the network. At forty percent removal, the per-
formance of LHMI is worthy. From the results, it is evident that immunization
based on LHMI strategy is better at reducing the size of the largest connected
component than the one following HLMI strategy. Therefore, one may further
conclude that the removal of sets with higher variance in the degree distribution
of their nodes give a comparatively better result than those where the number of
nodes and variability in their degree distribution is less. In Fig. 3 the evolution of
Infected (I), Susceptible (S) and Recovered (R) nodes are shown. The evolution
in the network after immunization based on our proposed strategy (LHMI) is
compared with the evolution within the network with no immunization. Initially
we start with one infected node within the network and we study the gradual
evolution at consequent time evolution. The value of λ, is set to 1. Comparative
studies in all these figures show that our proposed method (LHMI) is efficient
in arresting the fast growth within the system and thus is capable of stopping
an epidemic from occurring. The overall performance may be attributed to the
stopping of infection spread, which the LHMI algorithm does quite efficiently
in the beginning stages of diffusion. Thus our proposed strategy based on mem-
bership based immunization is a viable alternative to the stochastic strategies
present in the current literature.
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Fig. 3. (a) Shows the time evolution of the fraction of infected nodes, I(t), (b) shows
the time evolution of the fraction of susceptible nodes, S(t) and (c) shows the time
evolution for the fraction of recovered nodes R(t) within the network (Color figure
online)
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5 Conclusion

The global topological information of a network is not always available to us.
Thus, the requirement of procedures which utilize another available information
of communities is needed. In the results of our study, we have analysed the effect
of local community information(present in ground truth communities) based
immunization strategy on real world network of a vast number of nodes. The
membership number based calculation is dependent solely on the knowledge of
the communities in the network. We see that LHMI and HLMI give results
which are comparable to stochastic models of immunization and work on par
with the same efficiency if not better. We require no knowledge of the network,
and yet the achieved results surpassed the stochastic model performances which
need at least some local connection information of the studied nodes. Thus,
we find that community information may be effectively utilized for developing
efficient immunization strategies.

References
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Abstract. Community detection is to detect groups consisting of
densely connected nodes, and having sparse connections between them.
Many researchers indicate that detecting community structures in com-
plex networks can extract plenty of useful information, such as the
structural features, network properties, and dynamic characteristics of
the community. Several community detection methods introduced dif-
ferent similarity measures between nodes, and their performance can
be improved. In this paper, we propose a community detection method
based on an improvement of node similarities. Our method initializes a
level for each node and assigns nodes into a community based on similar-
ity between nodes. Then it selects core communities and expands those
communities by layers. Finally, we merge communities and choose the
best community in the network. The experimental results show that our
method achieves state-of-the-art performance.

Keywords: Community detection · Similarity measure · Complex
networks

1 Introduction

In recent times, many academic works have been published on complex networks
in attempts to determine their structural features [1,3,20]. A network is viewed
as a graph with vertices connected through edges. Communities are subgraphs
of a network consisting of densely connected nodes, while links between the
subgraphs are sparse [15]. Generally, a complex network has many nodes and
a huge number of connections among nodes, such as the Internet, World Wide
Web, citation networks, co-citation networks, biological, and metabolic networks,
computer networks and social networks [18]. A community normally contains
nodes having similar properties; for example, in web services, a community is a
c© Springer International Publishing Switzerland 2016
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group of websites sharing the same topics or a group of users sharing common
interests in a social network; in contrast a citation is between two authors of or
between two research papers in a co-citation network. In metabolic networks,
communities may be related to functional modules such as cycles and pathways
or a group of proteins functioning in a similar way within a cell in the protein-
protein interaction networks [7,10]. Finding the similarity of communities in
complex networks is an issue because doing so can help determines structures
and changes in the network based on properties of each element in the network.

One of the most important issues that researchers have recently considered
in finding communities in complex networks involves structures and properties
of each element in communities. Moreover, based on structures and properties,
researchers can find useful information about communities in complex networks.
To date, many methods have been developed to detect community structure in
networks. Each has advantages and disadvantages. Two of the classical algo-
rithms are Kernighan-Lin [17], which introduced a greedy algorithm to optimize
the value of the edges within a community, and the spectral bisection method
[9], which is based on the eigenvector of the Laplacian matrix of the graph. In
2002, Girvan and Newman proposed an algorithm based on the iterative removal
of edges with high betweenness scores that appears to identify the community
of networks with some sensitivity [26]; they used the concept of modularity to
measure the quality of algorithms for community detection. Newman [24] pro-
posed a fast algorithm for detecting community structure based on the idea of
modularity. Furthermore, Clauset et al. [6] introduced an algorithm based on
hierarchical clustering to detect community structure in very large networks.
Some algorithms for detecting communities are based on node similarity with
no need to know in advance the quantity of communities or its measure.

In this paper, we propose a method that improves similarity between nodes
for community detection. It initializes a level for each node and assigns nodes
to a community based on their similarity. Then it selects the core communities,
and expands those communities by layers. Finally, we merge communities and
choose the best community.

The structure of this paper is organized as follows. The general view about
community detection and related works are introduced in Sects. 1 and 2, respec-
tively. Section 3 presents our proposed method. Section 4 presents experiments
and results. Finally, we draw a conclusion in the last section.

2 Related Work

In this section, we present related works about community detection in complex
networks. Detecting community structures in complex networks is considered a
challenging task. Many methods of detecting communities in complex networks
are introduced, normally including two traditional methods called graph parti-
tioning and hierarchical clustering. Those included in graph partitioning are the
Kernighan-Lin algorithm [17], Radicchi et al. [29], and normalized cut by Shi
and Malik [31]. The drawbacks of these methods include that: the quantity of
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communities and their size of clusters must be known and the repetition of graph
division is not reliable. Those included in hierarchical clustering can be classi-
fied in two categories called agglomerative algorithms and divisive algorithms
such as finding communities based on random walks [28] and edge betweenness
by Newman [23]. Many algorithms detect communities in complex networks by
maximizing modularity such as Blondel et al. [2], Good et al. [14], Dinh and Thai
[8]. However, according to Fortunato and Barthelemy [11], the drawback of the
algorithms based on modularity is that they fail to detect communities whose
size of clusters is smaller than the inherent size based on the network edges.
Moreover, Clauset et al. [6] can usually obtain a large value of modularity while
the accuracy is not necessarily high. Chen et al. [4] proposed an agglomerative
clustering algorithm using the max-min modularity quality measure. The algo-
rithm considers both topology of the network and provided domain knowledge.

Pan et al. [27] presented a community detection method based on node simi-
larity with a running time lower than the other methods and the computational
complexity of O(nk) where k is the mean node degree of the whole network. The
CDHC [34] proposed an algorithm for community detection based on hierarchi-
cal clustering which aims to extend modularity on the basic of modularity. [33]
presented an algorithm for detecting communities based on edge structure and
node attributes. The algorithm can detect overlapping communities in networks.

3 Proposed Method

In this section, we present how we use the Normalized Google Distance (NGD) to
measure similarity between nodes and between communities. Then, we present
in detail our algorithm for detecting communities based on node similarity. Fur-
thermore, we also analyze the complexity of our algorithm.

3.1 Measurement Quantity

3.1.1 Node Similarity
Similar measurement is a quantity used to measure the closeness between two
nodes or two objects. Much work has introduced such as Jaccard Index [16],
Zhou-Lu-Zhang Index [36], Sorensen Index [32] and so on. In our research, similar
measurement for two nodes in a network is based on Normalized Google Distance
(NGD) proposed by Cilibrasi and Vitanyi [5] as follows.

SIMx,y = 1 − max(log|X|, log|Y |) − log|X ∩ Y |
N − min(log|X|, log|Y |) , (1)

where X and Y are sets of adjacent nodes of node x and y, respectively. N is the
total number of nodes in the network. Based on the idea of similarity of nodes,
we proposed a formula for calculating the similarity of communities by using a
set of adjacent node as presented in Eq. 2.
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3.1.2 Community Similarity
This is the second quantity we use to measure the similarity between communi-
ties. Based on NGD and the idea of connection of adjacent nodes, the quantity
to measure the similarity between two communities is as follows.

CSIMa,b = 1 − max(log|A|, log|B|) − log|A ∩ B|
Mc − min(log|A|, log|B|) , (2)

where Mc = Σc∈C | C |, C is a set of all communities, a and b are the two
communities, A is a set of nodes adjacent with community a, B is a set of nodes
adjacent with community b. In this formula, a node adjacent a community is if
and only if it can connect to at least one node in that community.

3.2 Detecting Community Structure

Our algorithm includes four phases, described below:

Phase1. Initializing communities: All nodes in the network are placed in
descending order by degree. Then we mark the level for all nodes by mark-
ing nodes with an equal degree in the same level. Moreover, we combine nodes
with high similarity in the same level to create communities.

Phase2. Finding core communities (CCs): We sort communities in descending
order by total degree. After that, we select first K communities and mark as
core communities, in which K is the parameter.

Phase3. Classifying communities: We mark core communities at layer 0. Then
we choose the communities adjacent to the core communities without belonging
to any layer, so we mark these communities in layer 1. In general, communities
that are adjacent to communities in layer p and do not belong to any layer are
marked in layer p+1, until all communities has to be assigned the layer.

Phase4. Merging communities: For each community c in layer p(p>0, p = 1. . .
n− 1layer), we find a community h, which has maximal similarity with commu-
nity c, in layer p − 1 then we merge community c into the core community that
contains community h. It repeats this process until the last layer.

4 Experiments

In this section, we evaluated our proposed algorithm with several famous real-
world dataset such as Zachary’s Karate network, American College Football net-
work, Dolphin Social network and Books about US politics (PolBooks). More-
over, we also applied our method with computer-generated networks. Finally,
we compared the results of our algorithm with those of state-of-the-art meth-
ods. The experimental results showed that our method has better efficiency than
others in terms of F-Measure and NMI. Note that we implemented the algorithms
by Python programming language on a PC with Core-i3 2.2 GHz processor and
4 GB memory.
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4.1 Datasets

Zachary’s Karate Club [35] is a classical data set used to test many commu-
nity detection algorithms. Zachary’s karate club is a friendship network with 34
members of a US karate club over two years. The members of the karate club
are divided into two groups: instructor (node 0) and administrator (node 33). In
Fig. 1 we show a network structure extracted from the karate club. In our work,
our algorithms found exactly two communities of Zachary’s karate club with a
period of 0.33 s and a value of modularity of 0.371.

Fig. 1. Community detection in the Zachary’s karate club network using our method

The American College Football network [12] presents the schedule of games
between American college football teams in a single season. This dataset includes
115 teams and is divided into 12 groups with intraconference games being more
frequent than interconference games. In this data, nodes in the graph represent
teams and each edge represents regular season games between the two teams
having a connection. Our method detected correctly 10 groups with modularity
of partition of 0.574.

The Dolphins network [22] shows the associations between 62 dolphins liv-
ing in Doubtful Sound in New Zealand with edges representing social relations
between individuals by Lusseau from seven years of field studies of the dolphins.
The dolphin network is divided into two groups. Figure 2 shows the community
structure detected by our algorithm with modularity of 0.378.

PolBooks1 is a network of books about US politics published around the time
of the 2004 presidential election and sold by the online bookseller Amazon.com.

1 http://www-personal.umich.edu/∼mejn/netdata/.

www.amazon.com
http://www-personal.umich.edu/~mejn/netdata/
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Fig. 2. Community detection in the Dolphin network using our method

Edges between books represent frequent co-purchasing of books by the same
buyers.

In addition, to evaluate the performance of the community detection in the
large network, we are also implementing a dataset with a large network such
as Jazz musicians, PowerGrid and Internet. The experimental results show that
our method has better efficiency with higher modularity than other algorithms.

Jazz musicians [13] is a dataset that includes 198 bands that performed
between 1912 and 1940 with bands connected if they have a musician in common.
The database lists the musicians that played in each band without distinguishing
which musicians played at different times.

PowerGrid (see footnote 1) is an undirected, unweighted network representing
the topology of the Western States Power Grid of the United States and data
compiled by Watts and Strogatz, which includes 4,941 nodes and 6,594 edges.

Internet (see footnote 1) is a symmetrized snapshot of the structure of the
Internet at the level of autonomous systems that was created by Newman in
2006.

4.2 Evaluation

We use the following measures to evaluate the performance of our method pre-
sented in this paper. Given a community set C produced by an algorithm and
the ground truth community set S. The precision and recall are defined as:

precision =
|C ∩ S|

|C| , (3)

recall =
|C ∩ S|

|S| . (4)
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To test the quality of the accuracy of algorithms, we use F-Measure and NMI
as an evaluation index. Normally, F-Measure [21] can compute as follows.

F − Measure =
2 ∗ precision ∗ recall

precision + recall
, (5)

NMI (Normalized Mutual Information) [7]: Nij is the number of nodes in the
real community i that appear in the found community j, a measure of NMI as
follows.

I(A,B) =
−2

∑CA

j=1

∑CB

j=1 Nij log
NijN
Ni.N.j∑CA

j=1 Ni.log
Ni.

N +
∑CB

j=1 N.j log
N.j

N

. (6)

This measure is calculating by using a confusion matrix N, where rows corre-
spond to the expected community result and the columns correspond to the
obtained community structure. The value of NMI is a number between 0 and 1 ;
if NMI is large then the result of algorithm is better.

Modularity was introduced by Newman and Girvan in 2004 as a quantity
to assess whether the partition of network is good or not. The modularity Q is
defined as the number of edges within communities minus expected number of
such edges [26].

Q =
∑

i

(eij−a2
i
) = Tre − ||e2||, (7)

where e is an k x k symmetric matrix whose element eij is a fraction of all edges
in the network with one vertex in community i and the other in community j,
Tre =

∑
i eii, gives the fraction of edges that connect vertices in the same

community, and ai =
∑

i eij represent the fraction of edges that connect to
vertices in community i The value of modularity is in between 0 and 1, and
normally between 0.3 and 0.7. If the value of modularity is higher, then the
used algorithm is considered better.

Table 1. Experimental results of our method on four real-world datasets. K is a
number of core communities and C is the best number of communities detected.

Data set K C Q F-Measure NMI

Zachary [35] 2 2 0.371 1 1

Dolphin [22] 3 2 0.378 0.975 0.78

Football [12] 19 10 0.574 0 0.863

Polbooksa 5 2 0.439 0.847 0.585
aSee footnote 1

The algorithm is done on four real datasets combined with ground-truth in
order to calculate F-Measure and NMI. Because parameter k has different values
on each set of data, we can observe and select the best results the algorithm may
detect, then synthetize them into Table 1. In each set of data, modularity Q,
F-Measure and NMI are used to evaluate the results.
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Table 2. Experimental results with different algorithms on the Zachary’s karate club
and Dolphin network dataset. Community C is the best number of communities
detected.

Algorithm Zachary Dolphin

C Q F NMI C Q F NMI

GN [26] 5 0.401 0.042 0.617 8 0.595 0.204 0.879

CNM [6] 3 0.380 0.000 0.706 6 0.549 0.005 0.708

LPA [30] 1 0.000 0.692 - 10 0.589 0.312 0.879

Louvain Method [2] 4 0.418 0.369 0.618 10 0.604 0.013 0.890

This paper 2 0.371 1.000 1.000 10 0.574 - 0.863

Table 3. Experimental results with different algorithms on the Football and PolBooks
dataset. Community C is the best number of communities detected.

Algorithm Football PolBooks

C Q F NMI C Q F NMI

GN [26] 8 0.595 0.204 0.879 5 0.595 0.074 0.561

CNM [6] 6 0.549 0.005 0.708 4 0.501 0.100 0.531

LPA [30] 10 0.589 0.312 0.879 4 0.503 0.087 0.544

Louvain Method [2] 10 0.604 0.013 0.890 4 0.520 0.222 0.516

This paper 10 0.574 - 0.863 2 0.439 0.847 0.585

Through the results found in the Table 1, the best one can be found in the
set of data Zachary. In three set of data including Dolphin, Football, and Pol-
books, the results similar to the best results can also be found. Now we compare
our algorithm with some community detection methods with different results.
Tables 2 and 3 show the results of Girvan and Newman (GN), Clauset (CNM),
Label Propagation Algorithms (LPA) [30], Louvain Method [2] and our method
on Zachary, Dolphin, Football and PolBooks. The results show that modular-
ity of communities detected by our method is not higher than the others, but
F-Measure and NMI are highest on Zachary and PolBooks. On Dolphin and
Football datasets, the results are nearly highest.

In order to verify the performance of our method, we have also applied our
algorithm on some datasets in the large networks. In Table 4, we show the experi-
mental results of our method on three datasets such as Jazz musician, PowerGrid
and Internet. For Jazz musicians dataset, we compared the result of Newman
[25] and our method, Newmans method presented better results in terms of
modularity Q was 0.442 while our work generated in terms of Q was 0.337. For
PowerGrid dataset, the best result of our method in terms of Q was 0.732, which
is slightly better than Q generated by FastQ [6], which generated in terms of Q
was 0.452. However, we have obtained the value of modularity Q, which is not
good on the Internet dataset as show in Table 4.
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Table 4. Experimental results on large datasets.

Data Node Edge K C Q

Jazz [13] 198 2,742 7 3 0.337

PowerGrida 4,941 6,594 8 6 0.732

Interneta 22,963 48,436 5 5 0.391
aSee footnote 1

Fig. 3. The experimental results on a datasets with N = 1000, 2000, 4000 and 5000
nodes with four algorithms CNM, LPA, Louvain and our algorithm.

4.3 Computer-Generated Networks

In order to demonstrate the performance achievable by our method, we applied
our algorithm on computer-generated networks, which we use the class of
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benchmark computer-generated networks proposed by Lancichinetti et al. [19].
Each set of data share similar properties of the real communities aiming to ver-
ify our algorithm. Each node shares a fraction 1 − μ of its link with the other
nodes of its community and a fraction μ with the other nodes of the network,
calling μ the mixing parameter of the network. In order to check the capability
of the algorithm, measurement of F and NMI is used. In the comparative tables,
parameter μ has the value in between 0.1 and 1.0, and our set of value has N
peaks including 1000, 2000, 4000 and 5000; other parameters have the values
like k = 20, maxk = 30, on = 0 and om = 0. Experimental results show that
our algorithm can detect the approximate actual community. In our algorithms
results, the NMI always bigger than 0.8 when the value of parameter μ is 0.1
and 0.2 respectively. The NMI decreased to 0.3 when μ increases to 1.0 as show
in Fig. 3.

5 Conclusion

In this paper, the method of detecting community structure based on node simi-
larity is introduced. We extend the method to consider similarity of communities
to create new ones. The stages of the applied algorithm include creating com-
munities, detecting core communities, classifying communities, merging com-
munities and selecting the best community. In the experiments, the algorithm is
applied on different datasets such as real-world datasets and computer-generated
networks. We compared our algorithm to many others algorithms, such as GN,
CNM, LPA, and Louvains method. The results show that our algorithm is more
effective than those based on F-Measure and NMI. In the future, our algorithm
for analyzing complex networks will be introduced. Moreover, this algorithm
can be developed to maximize the properties and attributes of each object in
complex networks to detect community structures.
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Abstract. The growing use of the smart device such as smartphones
and tablets has resulted in increasing number of social network service
(SNS) users recently. SNS allows a fast propagation and it is used as a
tool to send information. But its negative sides need to be considered. In
this paper, we analyzed actual data of malicious accounts and extracted
features. Based on this results, we detect the suspected accounts that
spread rumors. Firstly, we crawled actual data and analyzed feature.
And we selected feature as three approaches and added a new feature
as propagation approach by existing work. That is user can re-tweet
influencer’s tweet and edit it. We discussed it by ratio for RT. After
that, we selected classification standard using average of data based on
selected feature and trained it. Bayesian network is used for training.
And the system may provide a new classification through re-analysis of
the data. Proposed system is that the accuracy is 91.94% and F-measure
is 93.76%.

Keywords: Social Network Services · Rumor propagation · Rumor
detection · Machine learning · Bayesian Network

1 Introduction

Social Network Service (SNS) is a service that helps people to make a wide range
of human network by strengthening relationships with acquaintances or forming
new connections [6]. With the advent of social network service, users are able
to communicate with each other regardless of location and time and two-way
communication became possible by sharing own information of users.

As smart phones emerged, social network service is available at any time and
the production and processing of information has became faster than ever [2].
The interactivity of social network allowed a rapid dissemination of information
in real-time, however the reliability of the information has been doubted due to
indiscriminate flood of information.

c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 86–98, 2016.
DOI: 10.1007/978-3-319-42345-6 8
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Normal users also suffered from distorted information spread by malicious
users while using the service. For example, social fear is created among social
network service users because of false stories spread, or social matter is caused by
untested slander and libel that defame celebrities [12]. A malicious users create
accounts as many as the number of email addresses they have, using the simple
email authentication method on Twitter or Facebook.

The easy way of authentication via email is exploited to create mass accounts
and spread false rumors which then cause a bad influence in society [14]. Accord-
ingly, removing such malicious accounts has been recognised as an important
matter and a number of studies are performed to detect rumor disseminations
using the structural features.

Twitter users can arbitrarily determine and report malicious accounts by
clicking ‘Report to @username for spam’ [10]. In this process, normal users may
be maliciously reported and the inconvenience of being cut off occurs. This also
may allow malicious users to hide themselves skillfully to avoid the policy of
Twitter.

In this paper, certain information is verified to determine whether it is a
rumor or a general information and accounts that spread the information will be
detected when the information is false. Malicious accounts are gradually evolving
by taking a number of actions in order to avoid a policy of Twitter. Thus, it is
able to detect the account that spread rumors by using Bayesian network which
is one of machine learning technique to update new characteristics of internal
trolls and re-classify them.

The structure of this paper is as followed. In Sect. 2, theoretical background
will be discussed, followed by related research in Sect. 3. In Sect. 4, features are
extracted through data crawling, and malicious accounts are detected based on
classified features.

2 Related Work

The phenomenon usually referred to as ‘rumors’ are aspects that are becoming
more universal due to the proliferation of social networks [15]. In the past when
the media such as newspapers and TV broadcasts existed, there were only a small
number of people who were able to express their opinions. However, everyone
can express their opinions and share reprocessed information through social net-
work services nowadays. The fact, that everyone is free to express own opinion,
means that any comments or words can go up online without any judgement
of the credibility. Individuals and society can be damaged when unconfirmed
information without clear source is spread.

There is no one who can express an opinion with sufficient amount of infor-
mation in a sophisticated modern society, therefore, it is close to impossible to
determine whether the information is false or not when it is up online. This means
that the information needs to be spread first in order to be verified whether it
is rumor or reliable information [11,17].

In recent years, various studies have been conducted to detect and prevent
the spread of the incorrect and malicious information from the SNS, and various
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techniques are proposed to create a method that can be applied to any network
environment.

The new method, that can obscure the authenticity of rumors drifting in
SNS, has been studied recently. Kwon analysed the graph of spreading rumors
and general information, and classified the characteristics of rumor propagation
into three categories [7].

First, rumors unlike general information has a tendency to continuously
spread. General information is rarely mentioned after the wide range of dis-
semination, however rumors are continuously mentioned for a long period of
time. Second, the dissemination of rumors consists of a sporadic involvement of
any unrelated users. The path of general information is derived from the rela-
tionship between users within the online, while rumors has a characteristic that
it is composed of unconnected individuals. Finally, the rumors have different
linguistic characteristics to general information. This means that the ratio of
words inferring doubt and denial is much higher in rumors.

Detection of account that spread rumors is similar to detection of spammers
from previous studies. Spammer is an account or an individual that spam and
spam includes unwanted message, commercial letter or article that is sent to
a large number of unspecified recipients. In contrast, rumor is a little different
to spam as it intendedly spread malicious information about an individual, a
company or even a country to manipulate public opinion and create a certain
atmosphere.

Gurajala proposed a spam detection technique that analyses the time of
users updating the tweets and gradually reduce a set of accounts with a high
probability to be fake based on the profiles of accounts [4]. Gao proposed a spam
detecting technique by extracting the features of malicious messages and URL
on Twitter and Facebook based on SVM (Support Vector Machine) while Bosma
proposed a system that detects spams based on HITS technique [3,9].

Moreover, Jonghyuk suggested a research that detects spams based on the
features of relationships between users and Kyumin proposed a social-honeypot
with message training data that is a date analysis of user profiles, relation-
ships and message information [8,10]. Benevenuto extracted 62 features based
on tweet contents and behaviors of users from Twitter and Zhu proposed a spam
classification model based on Matrix Factorization [1,18].

The studies above extracted feature values by analyzing the entire data.
However, there is a limitation to detect malicious accounts by comprehensively
reflecting the characteristics of existing malicious accounts and there was no
consideration of addition of new data. Furthermore, the new features are needed
to be extracted in order to detect accounts tat spread rumors. Thus, in this paper,
the features of malicious accounts are extracted through actual data analysis and
a efficient rumor propagation detection system that allows addition of data lively
based on the analysis is proposed.
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3 Preliminaries

3.1 Definition and Features of SNSs

Social network services (SNSs) is an online platform that generates and enhances
social relations through the free communication and information sharing among
users. In recent years, the use of smart devices such as smart phones and tablets
has increased and this affected the growth of the number of social network service
users.

There are social networks such as Facebook, Twitter, Instagram, and Twitter
of these services has shown the fastest growth. Twitter is similar to other social
networking services in a way that users meet new people or be in touch with
friends and share information in real time.

However, Twitter provides a micro blogging service called ‘Tweet’, where
users can post a relatively small data message of a short paragraph of 140 char-
acters or a video link to other users [6]. This feature of Twitter is easily exploited
by internet trolls. In order to detect the exploitation, following features of
Twitter need to be discussed [16].

– Tweet: Acts of writing and posting are called “Tweet”. Since the length of
tweet is limited to 140 characters, users use a service which reduces the URL
to post it. However, malicious users use the service to attract other users with
a short URL and a small number of words.

– Following and Follower: ‘Following’ is an act of subscribing others’ tweets
and ‘Follower’ is a user who follows my tweets. This means that one’s tweets
are not uploaded on following subjects’ timeline and follower’s tweets are not
uploaded on one’s timeline. The state of following each other’s tweets is called
‘Matpal (mutual following)’.

– Mention: ‘Mention’ is a similar concept to Tweet, however it is an act of
sending tweets to a specific user. It is a tweet that is created to refer a certain
users and it has the form of @username.

– Retweet: This is the retransmission of tweets on timeline to one’s connected
followers when he wants to share it. Usually mention is added in the form of
@username and there is RT which is the same concept to ‘Retweet’. RT is
the same as retweet, however there is a difference that users can add their
opinions to tweets that are retransmitted.

– Hashtag: This is in a form of ‘#word’ that expresses the specific topic of article
and it is used to search related topics of article easily.

3.2 Bayesian Network

In this paper, we classified based on the Bayes theorem to extract the features
of the account that spread rumors. Bayes theorem was derived by modifying the
conditional probability, and is the arrangement showing the relationship between
a prior probability and the a posterior probability of two random variables. That
is, a probability of the causes of the incident after the incident occurs, can be
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obtained by using the information already given before the incident. Thus, the
posterior probability is proportional to the product of the prior probability and
likelihoods, and the expression is shown below.

P (h|d) =
P (d|h)P (h)

P (d)
,

where h is hypothesis, d is data, p(h) and p(d) are the probabilities of h and d
regardless of each other, p(h|d), a conditional probability, is the probability of
observing event h given that d is true, and p(d|h) is the probability of observing
event h given that d is true.

Bayesian Network (BN) is a useful model to solve the problem including
uncertainty based on the arrangement. Bayesian network takes the form of a
directed acyclic graph and nodes of the graph refer to random variables while
the trunk between nodes refers to a probabilistic dependency. In other words,
Bayesian network is the image of the network that is classified with calculations
of the posterior probabilities for all classes using Bayse theory [5]. It is used when
the problem needs to be solved with consideration of a certain dependence. This
method is considered to be appropriate for the system proposed because many
features are required in order to determine which one of the accounts spread
malicious rumors.

4 The Proposed Rumor Propagation Detection Scheme

4.1 Data Collection and Analysis

First, we chose 20 rumor topics from the sites such as snopes.com,
urbanlegends.about.com, times.com in order to collect the cases of rumors and
verified information. Then, we defined a regular expression for each subject and
crawled user information and hash tags of Twitter. ‘twitter4j API’ was used for
crawling, and the number of massages in the timeline was opted to 20 while the
number of followers and following were opted to 300 people each.

Recent studies on the propagation of rumors shows that the propagation of
rumors takes place with a sporadic involvement of unrelated users [2]. The flow
of common information is spreading via friendship between accounts, however
rumors is spreading with participation of individual accounts that are not con-
nected. This is because the accounts that spread rumors have a high probability
to be unusual and less known by people. That is, the graph of the spread-
ing rumors has more independent clusters than generic graph. Accordingly, the
graph of general information and the graph of rumors are specified with the
following formula.

Then, we chose 200 regular accounts that act frequently and 200 malicious
accounts that repeatedly post the same false retweets in order to detect accounts
that take malicious acts to spread rumors.

The information, then, will be used to analyse whether the account is spread-
ing rumors or not, by extracting the features of general accounts and malicious

www.snopes.com
www.urbanlegends.about.com
www.times.com
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Fig. 1. Cumulative distribution graph
of ratio of friend (Color figure online)

Fig. 2. Cumulative distribution graph
of age of account (Color figure online)

Fig. 3. Distribution graph of average of
mentions (Color figure online)

Fig. 4. Distribution graph of number
of hashtags (Color figure online)

Fig. 5. Distribution graph of number
of links (Color figure online)

Fig. 6. Distribution graph of number
of reply (Color figure online)

accounts. Features of malicious accounts are insufficient to indicate as a few, there-
fore features extracted from the previous studies are used to find the accounts.
Characters are as follows: the presence or absence of a profile picture, account cre-
ation date, the number of followings, the number of followers, the number ofmutual
followings, the number of average mention, the average number of retweets, the
average number of hash tags, the number of tweets including URL.

In this paper, we classify the accounts through a Bayesian network. Bayesian
networks may be efficiently used to detect.
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Fig. 7. Distribution graph of ratio of RT (Color figure online)

4.2 Feature Analysis

Unlike general accounts, malicious accounts behave in a specific way with a spe-
cific purpose. We selected elements that should be observed based on Twitter’s
spam policies and analysed their features. The features were analysed by three
aspects and they are as follows [1,13,16].

Account Based Feature. The most important function of Twitter, ‘following’,
allows users to see the other’s tweetswithout following each other’s twitter.Twitter
trolls use this function to attract the other users to be interested in their accounts.
It is hard for malicious accounts to be friend with normal accounts, because the
relationship between users in a social network service is based on trust. Malicious
accounts follow a huge number of general accounts to introduce their accounts,
however it is not easy. Therefore, accounts that spread rumors have lots of fol-
lowings and relatively small number of followers. Figure 1 represents the value of
each account’s followings divided by the sum of followings and followers which is
then shown in the cumulative distribution function. In addition, these malicious
accounts are not that old because the users of these accounts continuously repeat
the cycle of making new account and being blocked. Figure 2 represents the dura-
tion of accounts created.

Contents Based Feature. Malicious accounts take a number of actions in
order to spread rumors, and they are as follow. First to mention is the act of
sending duplicate tweets to random people. Twitter trolls mention the names of
celebrities or influencers on social networks to spread rumors. This is because the
other person can see the tweets of malicious users by being mentioned. Second is
the act of continuously posting a tweet with URL. Twitter can filter the spiteful
links based on their policy, however the problem is there are malicious links that
are transformed into a short URL like ‘bit.ly’. And some accounts can transform
external links to shorter URL to disseminate rumors and avoid the filtering. The
last act is hash tagging tweets with something that has nothing to do with the
content.

Malicious accounts can hash tag the most often mentioned topics or some-
thing about that people would be interested regardless of the content. This is

http://bit.ly


Rumor Propagation Detection System in Social Network Services 93

to make people to read the tweets by making it easy to search these tweets.
Therefore, in order to analyse those three actions, we looked at the number of
mentions with ‘@’ of latest 20 tweets, the number of hash tags in each tweet and
the number of tweets that include ‘http://’.

Figure 3 represents the number of mentions. According to this, it is clear that
malicious accounts tend to have more mentions than normal accounts. Figure 4
shows an average for each account of a number of hash tags per tweet. This
shows that malicious accounts have a higher average number of hash tags, but it
also shows that the distribution of general accounts is wide. Figure 5 is a distri-
bution of the number of tweets that include URL. This result shows that there
is a huge number of malicious accounts and also that accounts of company for
promoting are found to be in the top position among general accounts. Figure 6
is a distribution of the number of replies which is re-send to another account.
And, this result shows that malicious accounts have a lower number of replies.

Propagation Based Feature. Twitter has a function of re-tweeting others’
messages. Re-tweeted messages are displayed as RT @username, and Twitter
trolls often re-tweet the tweets and fix them rather than tweeting directly. This
method is related to the psychology of people who tends to show more trust
towards tweet post brought from somewhere else than posts posted directly by
others. This means that the mass psychology can be easily exploited. Thus, we
looked at 20 latest tweets and the ratio of re-tweeted tweets and tweets posted
by people. Figure 7 represents the number of re-tweeted tweets that are fixed.
This shows that it is distributed widely regardless of which account they are,
however there are more malicious accounts located on the top.

4.3 System Modeling

First, observed variable and the results value defined like that for modeling of the
system. F of Eq. (1) means a set of observed variable and n means the number of
variable. Using this variables, Eq. (2) represents the capable probability model
of some k.

F = {f1, f2, . . . , fn} (1)
p(Mk|f1, f2, . . . , fn) (2)

We represent the equation divided n of observed feature into i of dependent
feature and j of independent feature.

p(Mk)p(f1, f2, . . . , fi|Mk) (3)
= p(Mk)p(f1|Mk)p(f2|Mk, f1) · · · p(fn|Mk, f1, f2, . . . , fi) (4)

Above equation is in the case of dependent feature, and independent feature is
showed as follows.

p(Mk)p(f1, f2, . . . , fi|Mk) (5)
= p(Mk)p(f1|Mk)p(f2|Mk) · · · p(fi|Mk) (6)
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Fig. 8. Bayesian network modeling

Implemented system used two mentioned cases is modelled as follows.

p(Mk)p(f1, f2, . . . , fi|Mk) (7)
∝ p(Mk)p(f1|Mk)p(f2|Mk, f1)p(fi|Mk, f1, f2, (8)
. . . , fi−1) · · · p(fi−1|Mk)p(fi|M − k)

∝ p(Mk)
i∏

n=1

p(fn|Mk, f1, . . . , fn−1)
j∏

n=i+1

p(fn|Mk) (9)

Based on this equation, Bayesian Network is constructed as Fig. 8, and a
classifier from the probability model is as follows. Two equation selects the most
probable hypothesis. In other words, it finds class k that has maximum proba-
bility through rule.

Ô = argmax(Mk)
i∏

n=1

p(fn|mk, f1, . . . , fn−1)
j∏

n=i+1

p(fn|Mk)

4.4 System Implementation

We implemented a system that determines whether the account is spreading
rumors or not when the account is inputted by putting the analysed data
into the system. The purpose of the system is to allow the users to determine
which account is an account that spreads rumors in a real Twitter environment
(Tables 1 and 2).

The proposed system consists of three modules which are a tweeter crawling
module, the feature extraction module and the module that determines whether
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Table 1. Example of confusion matrix

Category Predicted

Malicious account Account

True Malicious account a b

Account c d

Table 2. Performance metric

Factor Formula

Accuracy (A) (a+ d)/(a+ b+ c+ d)

Precision (P) a/(a+ c)

Recall (R) a/(a+ b)

F-measure 2PR/(P +R)

the account carries a malicious act or not based on learned data. Three modules
are implemented using java 1.8.50 and javascript. The order of process is as
follows.

– Prototype software includes a user interface that can receive the account name
based on the implementation of the data crawler.

– The user inputs the account name in order to find if this account is malicious
or not.

– The account is crawled and classified according to the analysis based on the
characteristics of contents and behaviors learned from the data.

– Analyze the trends of hash tags about rumors of recent tweets, and output
the probability of being malicious account by calculating them.

– When the account is classified as a malicious account, it will be input into
database and it re-learned by the system.

5 Experiment and Evalution

5.1 Evaluation Metric

The evaluation uses a confusing matrix of Table 3. Confusing matrix is known
as error matrix, it means specific table layout visualized performance of algo-
rithms ‘a’ represents the number of accurately classified malicious accounts and
‘b’ represents the number of malicious accounts that are misclassified as general
accounts. ‘c’ is the number of general accounts that are misclassified as mali-
cious accounts and ‘d’ is the number of accounts that are correctly classified as
general accounts. We will evaluate them by using the confusing matrix. Rating
scales are Precision, Recall, and F-measure. The performance is measured by
the classification of the performance index above.
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Table 3. Bayesian classification results

Category Predicted

Malicious account Account

True Malicious account 94.16% 5.84%

Account 13.34% 86.66%

Table 4. Machine learning algorithms scenario

No. Algorithm

1 Support Vector Machine (SVM)

2 Decision Tree (DT)

3 Bayesian Network (BN)

4 Neural Network (NN)

Table 5. Performance results

Algorithm Accuracy Precision Recall F-measure

SVM 91.38% 92.65% 94.58% 93.60%

DT 89.72% 92.11% 92.50% 92.30%

BN 91.94% 93.38% 94.16% 93.76%

NN 90.83% 92.94% 93.33% 93.13%

5.2 Evaluation

This experiment uses WEKA which is an open source framework that contains a
collection of visualization tools and algorithms for data analysis and predictive
modeling. For experiment, the selected topic is a rumor called ‘CallNotRegi’
which is that if you do not want to receive calls coming from telemarketers, you
call a specific number and register your number. The number is false and the
topic is turned out to be rumor at ‘snopes.com’. We crawled through hash tags,
and 360 account information with 120 malicious accounts were selected. Also,
the experiment processed by algorithms scenario of Table 4. And the result is as
follows.

As the performance testing result is shown in Table 5, generally our pro-
posed method improves the accuracy of the classification. However, in the case
of Recall, SVM has a little better performance than our method. Moreover, DT
has the lowest performance among the other algorithms.

6 Conclusion

In this paper, we proposed malicious accounts detection system based on
Bayesian network to detect the action of spreading rumors. This system analyses

www.snopes.com
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and relearns the date based on learned features of malicious accounts. In addi-
tion, we measured the performance and classified the malicious accounts that
spread rumors in a real social networks and the accuracy was 91.94 %.
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Abstract. Overlapping community detection in social networks is a
challenging task for revealing the community structure, as one user may
belong to several communities. Most previous methods of overlapping
community detection ignore the belonging levels when one node belongs
to several communities. The membership-degree is used to embody the
belonging level. In this paper, an novel method calling Fuzzy Membership-
Degree Algorithm (FMA) is put forward. Firstly, we propagate the
membership-degree with consideration of the nodes-attraction, which is
a new proposed definition based on topological characteristics. Then we
further mine communities under the guidance of Extended Modularity
(EQ). In this paper, the proposed algorithm FMA makes full use of the
topological information, and membership-degree suggests the belonging
level of overlapping community. Experiments on synthetic and real-world
networks demonstrate that our algorithm performs significantly.

Keywords: Overlapping community · Membership-degree · Social
networks

1 Introduction

With increasing number of Internet technique, such as Twitter, Facebook, Skype,
people pay more attention on social networks instead of communication in real
life.

Generally, social network analysis attempts to conduct research in terms of
the nodes, the relationship and the network structures [1,2]. Community detec-
tion is to find latent community structures in social networks. Community, which
is also called cluster, is considered as a group of nodes, in which intra-group is
more similar and inter-group is more dissimilar. Nowadays, community detection
has been one of the significant topics in the field of social network analysis.

Most works on community detection attempt to discover non-overlapping
communities in which one node is limited to only one cluster. However, in social
networks, there exist a large number of highly overlapping cohesive communities
in which one node belongs to several communities. For example, in the interest
c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 99–110, 2016.
DOI: 10.1007/978-3-319-42345-6 9



100 J. Rao et al.

communities, one person likes sports, food and music, which drives this person
to be in several communities. As a result, it is more available to study the
overlapping communities than non-overlapping communities.

Traditional methods of overlapping community detection are not supposed
to definitely point out the belonging levels [3,4]. However, there exist different
belonging levels to the overlapping nodes in most cases. For instance, in the
interest communities, one person shows preference for music when this person
is simultaneously interested in sports and food. To address the problem, the
membership-degree is introduced to express the level of one node belonging to a
cluster. The membership-degree is defined as an value which ranges from 0 to 1,
and the membership-degree is a notion originated in fuzzy set.

In this paper, we propose a novel algorithm named FMA to detect overlap-
ping communities. Inspired by the ideas that the membership-degree of a node
is similar to its neighboring nodes, we iteratively propagate the membership-
degree. And accounting that two closely linked nodes are more similar, we intro-
duce the nodes-attraction to guide the propogation. Meanwhile, we further mine
communities with the guidance of EQ [5]. In this step, we set a threshold for the
membership-degree when the communities is with the maximum EQ. This step
is to find communities with good modularity. To sum up, the main contributions
in this paper are as follows:

1. In this paper, we come up with a notion of nodes-attraction and use it to guide
the propagation. Nodes-attraction is proposed based on topological character-
istics, which makes full use of topological information and greatly improves
the clustering accuracy.

2. We further mine communities with EQ, which contributes to better perfor-
mance. This step ensures the good modularity of the obtaining communities.
And it is accepted by most researchers that communities with good modu-
larity mean great community detection.

3. Comparing to traditional label propagation, the membership-degree propaga-
tion of proposed method is stable as there are no random choice and unstable
termination.

4. The time cost of proposed algorithm is nearly linear, and the experimen-
tal results of synthetic networks and real-world networks indicate that the
proposed algorithm outperforms other algorithms.

The rest of this paper is organized as follows. Section 2 discuss the related
work. Section 3 explain the specific problem. Framework of FMA is described in
Sect. 4. Analysis is in Sects. 5 and 6. Finally, Sect. 7 concludes this paper.

2 Related Work

Overlapping community detection in social networks has been studied over the
past decades. Traditionally, the way of overlapping community detection in social
networks is discrete assignment [6]. CPM [7] first finds all k-cliques in which all
nodes are fully connected, then combines two cliques if they share k-1 members.
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This method is suitable for dense connected networks and time cost is expensive.
Gregory came up with the idea of EAGLE. It proposed the notion of extended
modularity which is used for evaluating the goodness of overlapping community
detection. Steve Gregory put forward the method of COPRA [8], which is based
on the label propagation. Different from COPRA, the method FMA in this paper
mainly relies on membership-degree propagation.

Fuzzy clustering or soft clustering is another way to detect overlapping com-
munities, which each node assigns to a community with the membership degree.
FCM [9] is the prominent method for fuzzy clustering. It iteratively updates the
membership and center node based on an objection function [10]. Most previous
methods for fuzzy community detection were based on an objection functions,
which ignored the topological characteristic of the social networks. In this paper,
we propose an novel method which combines the achievement of traditional dis-
crete way and fuzzy membership.

3 Problem Statement

In social networks, a community is defined as a group of users who are more
similar in some aspects within the group than outside [11]. For example, Interest
community means that a cluster which holds the similar interests, and there exist
big differences among different communities. In this section, we will state some
basic notions and formulate the problem.

The social network is represented as a weighted undirected graph. The
weights of edges represent the feature dissimilarity of nodes. We use G(N,K,W )
to denote the network, in which, N is the total number of nodes in the network,
K is the total clusters number, W denotes the weight matrix. And Wij denotes
the weight of edge eij . And the membership uij denotes the membership-degree
of node j belonging to cluster i. Obviously we can get that the membership-
degree vector −→u i denotes the membership degrees of nodes which belong to
community i. So there exist the membership-degree matrix U(−→u 1,

−→u 2, . . .
−→u K)

and the membership-degree vector −→u i(u11, u12, . . . u1N ).
∑

uij = 1. And the
communities denote as C(c1, c2, . . . cK), in which, ci represents the community i.
After above notions, we can formulate our problem as follows.

Problem Definition: Given a undirected weighted graph G(N,K,W ), our
objection is to find communities C in which the intra-clusters are more similar
and inter-clusters are more dissimilar, and we point out the membership-degree
matrix U.

4 Fuzzy Membership-Degree Algorithm

In this section, we discuss the method FMA in detail. Fuzzy clustering for
overlapping community detection showed up in recent years. The membership-
degree is a significant notion in fuzzy clustering. Most existing fuzzy clustering
for overlapping community detection are based on objective functions which
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ignore the topological characteristic of the network and the achievements of tra-
ditional overlapping detection algorithm. FMA is a method which combines the
traditional overlapping communities detection algorithm and fuzzy clustering.
The proposed algorithm incorporates the membership-degree into traditional
propagating process and make full use of the EQ. Inspired by the ideas that
the membership-degree of a node is similar to its neighboring nodes and the
more closely the two adjacent nodes are, the more similar they are, FMA itera-
tively propagates the membership-degree in consideration of the nodes-attraction
among nodes. The nodes-attraction will be discussed in detail in next subsec-
tions. Then, we further mine communities through EQ. This step is to keep
a good modularity of communities. FMA is a learning algorithm as one node
continuously learn the membership-degree from neighbor nodes.

Based on the above discussions, we conclude FMA as three main steps:

1. How to initial the membership degree?
2. How to iteratively propagate the membership-degree and terminate it?
3. How to further mine the overlapping communities under the guidance of EQ?

4.1 Initial Membership Degree

In order to initialize the membership, we firstly need to find seeds. Many studies
prove that seeds can be found in communities [12,13]. Seeds are nodes which
usually own high degree and are centrality of a network. In this paper, accounting
that the seeds are representative for different communities at the beginning of
algorithm, we choose the nodes with high degree. Moreover, seeds need to keep
certain distance because different communities are dissimilar in a certain extent.
Distance indicates the dissimilarity. Let S(s1, s2, . . . sK) denote the seeds set,
the conditions for seeds are formulate as

Degree(si > si+1 ∩ si > si−1) (1)

and
Distance(|si − si−1| > γ) (2)

in which, γ is the threshold value of the distance or dissimilarity. Then we cal-
culate the initial membership according to selected seeds. Accounting that the
membership degree is inversely proportional to the distance, we initialize the
membership-degree as

uij =
1

1 + dist(i, j)
(3)

where dist(i, j) is the shortest path length from i to j and is computed through
Dijkstra algorithm. And i is the seed si which represents for cluster i. And we
choose the shortest path to denote the distance.
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4.2 Propagation Process

Propagation process is an an learning process. Nodes continuously learn the
membership-degree from their neighbor nodes, as the membership-degree of a
node is mainly dependent on its neighbor nodes. For example, in social networks,
the interests of one person is usually influenced by his friends instead of strangers,
where friends denote as the linking nodes. Meanwhile, the closer the two people
are, the more similar the interest is. That is to say, the similarity of two nodes
decides the degree of learning. The nodes-attraction is used to express the degree
of learning. And the computation of nodes-attraction is based on the topological
characteristics. Before giving the definition of nodes-attraction, we need to give
another proposed definition int-similarity.

Definition 1 (int-similarity). The int-similarity among two nodes is defined
as the ratio of common linking nodes to total linking nodes. The int-similarity
is formulated as

int(a, b) =
N(a) ∩ N(b)
N(a) ∪ N(b)

(4)

in which, N(i) denotes the number of neighboring nodes of node i, int(i, j)
expresses the int-similarity between node a and node b.

Definition 2 (nodes-attraction). The nodes-attraction is a comprehensive
parameter which depends on int-similarity and weight of edge. And The nodes-
attraction is proportional to the int-similarity and inversely proportional to the
weight of edge.

NA(i, j) = α ·
1

Wij∑
mεN(n)

1
Wmn

+ (1 − α) · int(i, j)∑
mεN(n)

int(m,n)
(5)

In Definition 2, α ε [0, 1], is a tuning parameter. When α = 1, NA(i, j) rep-
resents feature similarity of Node i and j. When α = 0, NA(i, j) means the
int-similarity of node i and node j. In this paper, we set α = 0.5.

Iteratively Propagation. The propagation is an iterative process in which we
continuously updates membership-degree. After propagation, the similar nodes
come together. According to the above discussion, we know that the membership-
degree updates with the guidance of nodes-attraction, so we get

uij =
∑

kεN(j)

NA(j, k) · uik (6)

It is necessary to discuss about seeds propagation. In small scale network, we
can usually specific the membership for seeds, often set membership-degree 1
for seeds to its representing community. In this case, we keep the membership-
degree of seeds unchange. While in big scale of network, we updates membership
as normal nodes.
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Fig. 1. The propagation process of example 1

Termination Condition. The Termination of propagation is decided by cosine
similarity. Recording twice membership matrix U and Ubefore in two successive
iterations. The cosine similarity between U and Ubefore is defined as

CS(U,Ubefore) =
∑

i,j∈[1,K]

−→ui · −→
bi

|−→ui | � |−→bi |
(7)

when CS > λ, we terminate the iteration. That is to say, the membership of all
nodes is stable after propagation.

Example 1 of Fig. 1 is given to express the specific propagating process.
Firstly according to Eqs. 1 and 2, we select seeds of Node 1 and Node 7, and com-
pute the initialized membership with selected seeds by Eq. 3. Then we update the
membership-degree through Eq. 6. When algorithm arrives to the third iteration,
according to the termination condition Eq. 7, we terminate the propagation. And
finally the membership tends to be instant.

4.3 Further Mine Overlapping Communities

After propagation, we further mine communities under the guide of EQ. With
respect to the criteria of overlapping community, EQ shows the goodness of
overlapping community composition. Aimed at weighted undirected graph, EQ
gets

EQ =
1

2
∑

Wij

∑

i,j∈Ck

∑
(Wij − di ∗ dj

2
∑

Wij
)

1
OiOj

(8)

in which, Oi denotes the number of communities that node i belongs to, di

denote the degree of node i. Selecting a threshold of membership-degree to get
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great overlapping communities with maximum EQ. The threshold ranges from
0.1 to the value which is the minimum of the all nodes maximum membership-
degree. This process drives the algorithm to improve performance as more as
possible and gets final overlapping communities. We use umax(i) to denote the
maximum membership degree of node i. The complete procedure of FMA is
shown in Algorithm1.

Algorithm 1. Fuzzy Membership-Degree Algorithm
Input: G = (N, K, W), λ
Output: K overlapping communities, U
1: Select seeds S according to Eqs. 1 and 2
2: Initialize membership degree using Eq. 3
3: Compute TF (i, j) for all neighboring nodes pair(i, j)
4: while CS(U, Ubefore) > λ do
5: Update U with Eq. 6
6: Ubefore ← U
7: end while
8: for tempVar ← 0.1 to minimum(umax(j)), jε[1, N ] do
9: for All nodes in G do

10: if uij < tempV ar then
11: uij ← 0
12: end if
13: end for
14: Normalize U of each nodes
15: Compute EQ
16: if EQ > MAX(EQ) then
17: MAX(EQ) ← EQ
18: end if
19: end for
20: Normalized U with MAX(EQ)
21: Output final communities and U

5 Theoretical Analysis

Stability Analysis. In this paper, we discard the unstable termination condi-
tion and random selection process of label propagation, which makes the pro-
posed algorithm stable. As for COPRA, there exist two latent drawbacks to
result of unstability. One is the random choosing label process. However, there
is no need for the proposed algorithm, as every node is with fixed number of
membership. And the number of membership is fixed at K and keeps unchanged
throughout the whole membership-degree propagation process. The other is the
termination of COPRA. Comparing to COPRA, the termination condition Eq. 7
of FMA is stably achieved and ensure a good result.
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Complexity Analysis. According to the above discussion, we know that the
main time of the proposed algorithm is spent on the propagation process. We are
supposed to ignore the little time on further mining with EQ when comparing
to the propagation process. Suppose that the once updating operation of a node
costs R, R is a constant. Then the cost of each iteration is N * R, and we assume
the number of iterations is Q. Then the time complexity is O(N * R * Q), R is
a constant, so it equals to O(N * Q), which is nearly linear time.

6 Experiments Analysis

To discuss the performance of FMA, we experiment the algorithm on both syn-
thetic network and real social networks. Relatively to real network, synthetic net-
works provide an ground truth to evaluate the communities. In next subsections,
we separately simulate on two types of network and analyze its performance.

6.1 Experiment on LFR Benchmark and Analysis

As a widely recognized measuring benchmark, LFR [14] is fully convinced to
show the performance of algorithm in overlapping community detection. Make
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use of the ground-truth characteristic, researchers compute Normalized Mutual
Information (NMI) to indicate the similarity between the our obtaining commu-
nities and the standard communities of LFR.
Experiments and Analysis on Big and Small Networks. In this exper-
iment, we first get network through LFR benchmark with 2000 and 50 nodes.
And changing the mixing parameter mu from 0.1 to 0.9, in which mixing para-
meter suggests the distribution of the ratio of external degree/total degree. As
Figs. 2 and 3 show, NMI [15] of both networks gradually descend as the mixing
parameter decaying, the reason is that a high mixing parameter means ambigu-
ous community structure, which often drives obscure community characteristic.
Meanwhile, both figures shows that NMI of FMA is always better than COPRA,
whatever the mixing parameter or the network scale is. Comparing Figs. 2 and
3, we can achieve that FMA is more suitable to large scale datas than COPRA.
And the subtraction of NMI among two algorithms is enlarge with the scale of
network being larger.
Experiments and Analysis on Sparse and Dense Networks. As Fig. 2
shows, we compare the dense network with the sparse network by computing
NMI. we change the density of network through setting the value of average
degree. To highlight the distinction of density and sparsity, we separately set 40
and 4 to average-degree parameter k of 2000 nodes. In order to avoid confusion
with K of above discussion, we change to use avek to denote average degree of
network. And comparing the NMI under different mu. On accounts of the nodes-
attraction guiding propagation, FMA takes full consideration in the structural
similarity, which greatly increases the precise of clustering. And Figs. 4 and 5
proves that NMI of dense network is better than sparse. Especially the Fig. 5
indicates that FMA has pretty great result when compares to COPRA with
density networks.
Experiments to Show the Efficiency of EQ Guiding . The most obvious
drawback of traditional label propagation for overlapping community detection is
unstability, while FMA avoids random selection and unstable termination which
eliminates the unstability of COPRA. Figures 6 and 7 show the membership
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before and after setting threshold, it is a process of changing the fuzzy community
detection to overlapping community detection and gets communities with better
modularity. One node belongs to some communities when their membership-
degree are bigger than 0, which clearly detects the overlapping communities.
Taking an instance of Node 5 in Fig. 7, it attributes to community two and
community three.

Table 1. Basic information of real social networks

Network Node Edge

Karate 34 78

Football 115 613

Email 1133 5451

6.2 Experiments on Real World Social Network

In this sections, we evaluate the ability of FMA in real-world social networks.
And mainly experiment on Karate club data [16], American college football
data and Emails of human interactions. Some basic information of datasets
are revealed by Table 1. Karate club data is undirected weighted graph which
includes 34 nodes and 78 edges. It was collected by Zachary in 1997. Football
data is an undirected graph with 115 vertices. It recorded 115 college football
team in regular match. Both karate and football are common datasets in social
networks. Email is a dataset expressing human behaviors with 1133 nodes and
average degree 3.932.

Fig. 8. Visualization of Karate communities with FMA

Our experiments are measured by computing EQ of all sets. As mentioned
above, EQ is a criteria to evaluate the goodness of communities. Good commu-
nities often ranges in 0.4 to 0.7. Making comparison among datasets and show
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Table 2. EQ of three data sets

EQ

Network FMA COPRA

Karate 0.4236 0.3783

Football 0.4648 0.3261

Email 0.5372 0.4097

results as Table 2. Figure 8 is visualization of karate, k = 4, and Node 1, 3, 11, 28
are overlapping nodes. Due to the unstable feature of COPRA, all experiments
with COPRA are running algorithm for 50 times.

7 Conclusion

FMA is proposed in this paper, it introduces the nodes-attraction to iteratively
propagation. Then we further mine the communities with the guidance of EQ.
Experimental results on synthetic and real-world networks demonstrate that our
algorithm performs significantly, especially for dense and large networks. And
our algorithm is effective, stable and nearly linear time cost. Meanwhile, there
exist some problems, such as the way of fuzzy membership initialization and
seeds selection. And these will be discussed in the future work.
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Abstract. According to the development of the Internet, using social
networks has become an efficient way to marketing these days. The prob-
lem of Influence Maximization (IM) appeared in marketing diffusion is
one of hot subjects. Nevertheless, there are no researches on propagating
information whereas limits unwanted users. Moreover, recent researches
shows that information spreading seems to dim after some steps. Hence,
how to maximize the influence while limits opposite users after a number
of steps? The problem has real applications because business companies
always mutually compete and extremely potential desire to broad cart
their product without the leakage to opponents.

To be motivated by the phenomenon, we proposed a problem called
Influence Maximization while unwanted users limited (d-IML) during
known propagation hops d. The problem would be proved to be NP-
Complete and could not be approximated with the rate 1 − 1/e and its
objective function was sub modular. Furthermore, we recommended an
efficient algorithms to solve the problem. The experiments were handled
via the real social networks datasets and the results showed that our algo-
rithm generated better outcome than several other heuristic methods.

Keywords: Influence maximization · Viral marketing · Leakage
information

1 Introduction

With the fast development and steady of the Online Social Networks (OSNs),
such as Facebook, Twitter, Google+, etc., OSNs have become the most com-
mon vehicle for information propagation. OSNs provided a nice platform for
information diffusion and fast information exchange among their users.
c© Springer International Publishing Switzerland 2016
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The topic of Influence Maximization (IM) has received a lot of research inter-
ests in recent years. This problem is firstly proposed by Kempe et al. [5] in two
diffusion models which are Independent Cascade (IC) model and Linear Thresh-
old (LT) model, then rapidly becoming a hot topic in social network field. They
also proved that influence maximization problem is NP-hard, and a natural
greedy algorithm can obtain 1 − 1/e. Although extensive related works have
been conducted on the IM problem [1–3,12,13], most of them are based on such
an assumption that without existence of the unwanted target users whom we do
not want information come to. In reality, on OSNs exits the group of users who
have opposite viewpoint and benefits with us and they create a negative impact
to oppose for information received.

Considering the following example that highlights a basic need for every
organization that uses OSNs. There are two mutual competitive companies A
and B. The A has been deploying a large advertisement, even via the Internet.
They drew a marketing blueprint on several social networks but the A tried to
hide everything against every one of the B as long as its possible. Constantly,
the advertising information of A can reach to the B after a time. Thus, the A
needs a solution help them fast imply the marketing strategy to much many users
except unwanted users (from B) to gain the best consumption more quickly than
B within t hop.

Motivated by the above phenomenon, this paper proposes a new optimiza-
tion problem called Maximizing Influence while unwanted target users limited
(IML) that finds a set of seeding S to Maximize Influence such that influence to
unwanted ones is under a certain threshold after the largest d hop propagations.
The total influence is the total activated people. The unwanted ones are those
whom we do not want the information come to.

Our contributions in this paper are summarized as follows:

– We first attempt to study the maximizing influence while unwanted target
users limited after d hops (d-IML) under LT model and show that the objective
function was submodular.

– We proved d-IML was NP-Complete and show it can not be approximated in
polynomial time with a ratio 1 − 1/e unless NP ⊆ DTIME(nO(log n log n)).
We also designed an efficient algorithm for the problem of d-MIL.

– We conducted our experiments on real-world datasets, the results indicated
that our algorithm gives better results than several other heuristic methods.

Related Work. The target is to spread the desired information for as many
people as possible on OSNs. There are different related works on this topic
[1–3,12,13]. Zhang et al. [1] proposed a problem to maximize the positive news
in propaganda rather than maximizing the users affected. They said that to
maximize positive things in many cases had more beneficial than maximizing
the number of people affected. They used the Cascade Opinion (OC) model
to solve the problem. On the other hands, Guo et al. [2] recommended to
maximize the influence of information to a specific user by finding out the k
most influential users and proved that it was NP-hard problem and the func-
tion is submodular. They also launched an effective approximation algorithm.
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Zhuang et al. [3] have studied the IM problem in the dynamic social network
model over time. In addition, there were several other studies: Chen et al. [12]
investigated IM problem on a limited time; Gomez-Rodriguez et al. [13] stud-
ied IM problem for continuous time. Researches on IM with various contexts
and various models received many attentions, but the diffusion of information
problem, in addition to spreading the positive information still faced with the
misinformation. How to spread the positive information while the misinforma-
tion limited? To solve it, Budak et al. [4] launched the problem selecting k users
to convince them aware of good information so that after the campaign, amount
of use influenced by the misinformation was the least. By using Model-Oblivious
Independent Campaign Cascade, they proved the problem be NP-hard and the
objective function was submodular. Nguyen et al. [6] gave the decontamination
problem of misinformation by selecting a set of users with sources of misinforma-
tion I assumed to have existed on the social network at the rate of β ∈ [0, 1] after
T time. They launched the different circumstances of the I and the T , but they
only solved the case I was unknown. On preventing infiltration to steal informa-
tion on OSNs, Pham et al. [11] have built a Safe Community for the purpose of
protecting all users in an Organization. In problems of detecting misinformation
source on social networks, Nguyen et al. [8] assumed that the exist a set of mis-
information sources I, they purposed of finding the largest number of users in
I who started to propagate that information. Nevertheless, the predictions were
likely confused because they did not know the order of real time start to spread
misinformation. Zhang et al. [9] studied the problem of limited resources that
often was incorrect information while maximized the positive source of misinfor-
mation on OSNs under Competitive Activation model. In this study, they were
considered a model of misinformation and good information and presence on the
social network, they also proved to be NP-complete problem and could not be

approximated with rate (1 − 1
e
) unless NP ⊆ DTIME(nO(log log n)).

In these researches, no one focused on the spread of information with the lim-
iting of information to the set of ones who we did not want the information reach
to (called unwanted users). While positive information is desired to propagate
to more and more users, we also face with the existence of unlike users on OSNs.
Because every time they receive the positive information, they can be able to
conduct the activities, propagation strategies that opposes to our benefits.

2 Model and Problem Definition

2.1 Network and Information Diffusion Model

We are given a social network modeled as an undirected graph G = (V,E,w)
where the vertices in V represent users in the network, the edges in E repre-
sent social links between users and the weight represent frequency of interaction
between two users. We use n and m to denote the number of vertices and edges.
The set of neighbors of a vertex v ∈ V is denote by N(v). Existing diffusion
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models can be categorized into two main groups [5]: Threshold model and Inde-
pendent Cascade model. In this work, we use the Linear Threshold (LT) model
which is the one that has been extensively used in studying diffusion models
among the generalizations of threshold models.

Linear Threshold (LT) Model. In this model, each node v has a threshold θv

and for every u ∈ N(v), edge (u, v) has a nonnegative weight w(u, v) such that∑
v∈N(u) w(u, v) ≤ 1. Given the thresholds and an initial set of active nodes, the

process unfolds deterministically in discrete steps. At hop t, an inactive node v
becomes active if ∑

u∈Na(v)

w(u, v) ≥ θv

where Na(v) denotes the set of active neighbors of v. Every activated node
remains active, and the process terminates if no more activations are possible.
Kempe et al. [5] prove that influence function δ(.) is submodular function.

2.2 Problem Definition

The paper we are interested in the value of the influence function after d hops.
Considering that influence can be propagate at most d hops, we define the influ-
ence function δd(S) as total number of nodes have been active by S after d hops.
We study maximizing influence while unwanted target users limited after d hops
(d-IML) under LT model as follow:

Definition 1 (d-IML problem). Given an social network represented by a
directed graph G = (V,E,w) and an under LT model. Let T = {t1, t2, .., tp} be
the set of |T | = p unwanted users and d is number of hops limited. Our goal
chose the set seed user S ⊆ V at most k-size that maximize δd(S) such that total
influence user come to ti less than threshold for prevent information leakage τi

i.e.:
∑

ui∈Na(ti)
ti < τi.

Lemma 1. The influence function δd(.) is monotone and submodular for an
arbitrary instance of the LT model, given any time d ≥ 1.

Proof. LT model is a special case of LT-M model [12] with all parameters
m(u, v) = 1 and deadline τ = d and influence function δd(.) is influence function
δτ (.). Due to δτ (.) is monotone and submodular in LT-M model, thus δd(.) is
monotone and submodular in LT model. ��

3 Complexity

In this section, we first show the NP-Completeness of IML problem on LT model
by reducing it from Maximum Coverage problem. By this result, we further prove
the inapproximability of d-MIL which is NP-hard to be approximated within a
ratio of 1 − 1/e unless NP ⊆ DTIME(nO(log log n)).

Theorem 1. d-IML is NP-Complete in LT model.
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Proof. We consider of the decision version of d-MIL problem that asks whether
the graph G = (V,E,w) contains a set k − size of seed user S ⊂ V that number
active node at least K, such that

∑
u∈Na(ti)

w(u, ti) < τi within at most d
rounds.

Given S ⊂ V , we can calculate the influence spread of S in polynomial time
under LT model. This implies d-MIL is NP. Now we prove a restricted class of
d-MIL instance is NP-hard, d = 1.

To prove that 1-MIL is NP-hard, we reduce it from the decision version of
Maximum Coverage problem defined as follows.
Maximum Coverage. Given a positive integer k, a set of m element U =
{e1, e2, . . . , em} and a collection of set S = {S1, S2, . . . , Sn}. The sets may have
common elements. The Maximum Coverage problem asks to find a subset S′ ⊂ S,
such that | ∪Si∈S′ Si| is maximized with |S′| ≤ k. The decision of this problem
asks whatever the input instance contains a subset S′ of size k which can cover
at least t elements where t is a positive integer.
Reduction. Given an instance I = {U ,S, k, t} of the maximum coverage, we
construct an instance G = (V,E,w, θ) of 1-IML problem as follows:

– The set of vertices: add one vertex ui for each subset Si ∈ S, once vertex vj

for each ej ∈ U , and a vertex x is a unwanted users.
– The set of edges: add an edge (vi, uj) for each ej ∈ Si and connect x to each

vertex vj .

– Thresholds and weights: assign all vertices the same threshold θ =
1
m

and

each edges (ui, vj) has weight wuivj
=

1
m

. In addition, for all edges (vj , x), we

assign their weight
1
m

.
– Threshold for prevent leakage information: we assign threshold for prevent

leakage information for vertex x is τx =
1
m

.

The reduction is illustrated in Fig. 1. Finally, set d = 1,K = t.
Suppose that S∗ is a solution to the maximum coverage instance, thus |S∗| ≤

k and it can cover at least t elements in U . By our construction, we select all
nodes ui corresponding to subset Si ∈ S∗ as seeding set S. Thus, |S| = k.
Since S∗ cover at least t elements ej in U so S influence at least t vertices
vj corresponding to those ej . Additionally, for each vj total influence incoming
based on LT model at least wuivj

= θuivj
= wuivj

. Hence, there are at least
t = K nodes in the 1-IML has been active.

Conversely, suppose there is seeding S, |S| = k such that the number of
active node at least K. We see that vj /∈ S, j = 1, 2, ..,m because total influence

incoming x at least wvjx = τx =
1
m

. Thus S ⊆ {u1, u2, . . . , un}. Then S∗ can
be collection of subset Si corresponding to those ui ∈ S. Hence the number of
elements which it can cover is at least K = t. ��

Based on above reduction, we further show that inapproximation of IML in
the following theorem.
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Fig. 1. Reduction from MC to 1-IML

Theorem 2. The d-IML problem can not be approximated in polynomial time
within a ratio of

e

1 − e
unless NP ⊆ DTIME(nO(log log n)).

Proof. Supposed that there exits a
e

1 − e
-approximation algorithm A for d-MIL

problem. We use the above reduction in proof of Theorem1 then A can return the
number of active nodes in G with seeding size equal to k. By our constructed
instance in Theorem 1, we obtain the Maximum Coverage with size t if the
number of active nodes in optimal solution given by A is K. Thus algorithm
A can be applied to solve the Maximum Coverage problem in polynomial time.
This contradict to the NP-hardness of Maximum Coverage problem in [10].

4 Methodology

4.1 ILP Formulation

One advantage of our discrete diffusion model over probabilities is that the exact
solution can found be using mathematical programming. Thus, we formulate
d-IML problem as an 0 − 1 Integer Linear Programming (ILP) problem below.

The objective function (1) of the ILP is to find the number of node is active.
The constraint (2) is number of set seed is bounded by k; the constraints (3) cap-
ture the propagation model; the constraint (4) limit leakage information income
to unwanted user by threshold τi; and the constraint is simply to keep vertices
active once they are activated. The number of variables and constraints of ILP
are nd.

maximize
∑

v∈V \T

xd
v (1)

st:
∑

v∈V \T

x0
v ≤ k (2)
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∑

v∈N(u)

xi−1
u .w(u, v) + θv.xi−1

v ≥ θv.x
i
v,

∀v ∈ V, i = 1..d (3)
∑

v∈N(ti)

xd
v.w(v, ti) < τi (4)

xi
v ≥ xi−1

w ,∀v ∈ V, i = 1..d (5)

where xi
v =

{
1 if x is active at round (hop) i
0 otherwise

4.2 Meta Heuristic Algorithm

A commonly heuristic used for IM problem in the simple case is greedy algo-
rithm, the idea of which choses the node is maximize influence marginal gain in
each step:

δd(S, v) = δd(S + {v}) − δd(S) (6)

Although the objective function is submodular, propagation of influence is
constraint by the leak. Hence we can not give an algorithm for approximately
with the ratio 1 − 1/e as Kemp et al. [5]. To avoid this issue, we designed
the algorithm combine the influence marginal gain and evaluation information
leakage based on idea of IGC [7]. Accordingly, we used a heuristic function f(v)
to evaluate the fitness of user v which defined as follows:

f(v) =
δd(S, v)

1 +
1
p

∑

ti∈T

lti(v)
(7)

Where Lti(S) is the total influence to ti respect to seeding sets S after d hop i.e.,
Lti(S) =

∑
v∈Na(ti)

w(v, ti), lti(v) = Lti
(S+{v})

τi
is the normalized leakage level at

ti after adding v to seed set S. The numerator of f(v) is selected to be influence
marginal gain δd(S, v) so that the algorithm will favor users have maximizing
influence, denominator of f(v) will favor users with lower information leakage.

The Meta-heuristic (MH) algorithm as shown in Algorithm1. In each iter-
ation, firstly, we update the set of candidate users C, those whose addition to
seeding set S still guarantees that the information leakage to each unwanted ti
does not exceed the threshold τi. The algorithms also adds one user v of can-
didate set C into S which has f(v) is maximize until size of S no exceed k.

5 Experiment

In this section, we do a lot of experiment on three real-world datasets, and
compare our algorithm with algorithms: Random method, Max degree, Greedy
and ILP method.
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Algorithm 1. Meta-heuristic Algorithm
Data: G = (V, E, w, θ, τ), set users U = {t1, t2, . . . , tp}, p, k;
Result: Seeding S;

1 S ← ∅;
2 C ← V ;
3 for i = 1 to k do
4 foreach v ∈ C do
5 if ∃j : Ltj (S + {v}) ≥ τj then
6 C ← C − {v};
7 end

8 end
9 if C = ∅ then

10 Return S;
11 end
12 Find v ∈ C that maximizes f(v);
13 S ← S + {v};
14 C ← C − {v};

15 end
16 Return S;

5.1 Datasets

BlogCatalog. BlogCatalog is a social blog directory website. This contains
the friendship network crawled and group memberships. Nodes represent users
and edges are the friendship network among the users. Since the network is
symmetric, each edge is represented only once [14].
ArXiv-Collaboration. The data covers papers in the period from January
1993 to April 2003 (124 months). It begins within a few months of the inception
of the arXiv, and thus represents essentially the complete history of its GR-QC
section. If an author i co-authored a paper with author j, the graph contains
a undirected edge from i to j. If the paper is co-authored by k authors this
generates a completely connected (sub)graph on k nodes [15].
Gnutella. A sequence of snapshots of the Gnutella peer-to-peer file sharing
network from August 2002. There are total of 9 snapshots of Gnutella network
collected in August 2002. Nodes represent hosts in the Gnutella network topology
and edges represent connections between the Gnutella hosts [15].

Table 1. Basic information of Network Datasets

Network Nodes Edges Type Avg. Degree

BlogCatalog 10,312 333,983 Undirect 32.39

ArXiv-Collaboration 5,242 28,980 Direct 5.53

Gnutella 6,301 20,777 Direct 3.30
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In each graph, we used the method in [5] to assign the diffusion weight to
each edge and then normalize the weights of all incoming edges of a node v to
let it satisfy that

∑
u∈Nin(v) w(u, v) ≤ 1 (Table 1).

5.2 Comparision Algorithm

In this part, we describe tow comparison algorithms: random and Max degree.

1. Random: This is a general method used for most problem. In our problem, we
chose the seeding node randomly when the information leaked to unwanted
users less than the threshold leakage.

2. Max Degree method: The greedy algorithm chose the vertex v that had max-
imum degree when the information leaked to unwanted users less than the
threshold leakage.

3. Greedy algorithm (GA) method: The method based on the idea that chose
the node maximize information diffusion gain when information leaked to
unwanted users less than the threshold leakage.

4. Meta heuristic (MH) algorithm: Here the algorithm in Sect. 4 collectively
called our algorithms.

5. ILP method: Solve the ILP problem to compare with optimal seeding.

We solved the ILP problem on Gnutella network [15], with d = 4, The ILP was
solve with CPLEX version 12.6 on Intel Xeon 3.6 Ghz, 16G memories and setting
time limit for the solver to be 48 h. For k = 5, 10, 15 and 20 the solver return the
optimal solution. However, for k = 25, 30, 35, 40, 45 and 50, the solver can not
find the optimal solution within time limit and return sub-optimal solutions.

5.3 Experiment Results

Solution Quality. The number of active users changed when the number of
steps d changed and fixed k = 50 shown in Fig. 3. The algorithm really resulted
better than Max Degree and GA. The bigger k was, the better the result was
than Max Degree. For example with the social network BlogCatalog, the MH
generated more active users with 1.71 times (k = 50, d = 4). According to GA,
when k was small, MH and GA issued the same outcome. When k was larger,
the gap between MH and GA became clearer. MH produced better than GA
7.3 % with k = 50, using Guntella network.

Number of Activated Users. We compared the performance of MH with the
others when k changed and d = 4. The number of active users was detailed via
Figs. 1, 2 and 3. Definitely, MH generated better than Max. Even MH worked
better than Maxdegree 1.7 times when k = 10 via the network BlogCatalog. GA
generated approximately to MH when k was small (k = 5, 10). When k was
larger, MH worked better than GA. In case of maximum of k (k = 50) Gnutella
activated users using MH more 56 people than GA whereas in BlogCatalog,
activated users of MH and GA were 56 and 44, respectively.
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(a) BlogCatalog (b) Gnutella

(c) arXiv-Collaboration

Fig. 2. The actived nodes when the size of seeding set varies (d = 4).

(a) BlogCatalog (b) Gnutella

(c) arXiv-Collaboration

Fig. 3. The actived nodes when number of propagation varies (k = 50).
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On the whole, the estimation of the function f(.) resulted better than the one
of the maximization of Influence gain. Nevertheless, when k was small these ways
are the same. The comparison with ILP in Arxiv Collaboration, the proportion
of the solution of MH at least marked at 68 % when k = 20 with activate users
was less than 185. The rating was smallest when k = 50, pointed at 80 % of
sub-optimal. Note that ILP did not generate optimized solution in this case.

Number of Hops. When d was small, MH and GA issued the same outcome.
When d was large, MH resulted moderately better than MD and quite bet-
ter than GA. It can be seen via BlogCatalog, when d = 5, the largest distance
between GA and MH was 86 nodes. It proved that the larger d was, the better
estimation the function f() had to choose the optimization values.

6 Conclusions

In order to propose a viral marketing solution while exists the competition
between organizations that have benefit collisions, we built the problem of max-
imization influence to users whereas limits the information reach to unwanted
ones in constrained time. We proved it be an NP-complete and not be approx-
imated with 1 − 1/e rating number. We also recommended an efficient solution
MH to solve the problem. The experiment via social networks data showed that
our algorithm got the better result of object function than some ones and got
desired rate in optimized solution.
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Abstract. More and more businesses use social media to advertise their services.
Such businesses typically maintain online social network accounts and regularly
update their pages with advertisement messages describing new products and
promotions. One recent trend in such businesses’ activity is to offer incentives to
individual users for re-posting the advertisement messages to their own profiles,
thus making it visible to more and more users. A common type of an incentive
puts all the re-posting users into a random draw for a valuable gift. Understanding
the dynamics of user engagement into the re-posting activity can shed light on
social influence mechanisms and help determine the optimal incentive value to
achieve a large viral cascade of advertisement. We have collected approximately
1800 advertisement messages from social media site VK.com and all the subse‐
quent reposts of those messages, together with all the immediate friends of the
reposting users. In addition to that, approximately 150000 non-advertisement
messages with their reposts were collected, amounting to approximately 6.5 M
of reposts in total. This paper presents the results of the analysis based on these
data. We then discuss the problem of maximizing a repost cascade size under a
given budget.

Keywords: Social media · Reposts · Information cascades · Viral advertisements ·
Influence maximization

1 Introduction

Social media sites host large amounts of data about users’ social connections, preferences
and decisions. The largest one, Facebook.com, has more than 1.3 B registered users,
Twitter has 316 M users active in any given month, and VK.com has over 300 M regis‐
tered users, with over 70 M visiting the site on a daily basis (https://vk.com/about). There

© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 123–134, 2016.
DOI: 10.1007/978-3-319-42345-6_11

https://vk.com/about


are hundreds of other social media sites, created for different purposes. In [1] social
networking sites are defined as “web-based services that allow individuals to (1) construct
a public or semi-public profile within a bounded system, (2) articulate a list of other users
with whom they share a connection, and (3) view and traverse their list of connections and
those made by others within the system”. The latter connections may be called “friends”,
“followers”, etc. A majority of social media sites offers to its users the ability to share
posts (or links to 3rd party site) with other users. Such exchanges are typically done
through one’s public front page, often referred to as “wall”.

Importantly, the shared content can be shared further, reaching larger and larger
audience in a cascading manner, and this phenomenon can be strategically exploited.
The set of social media site users includes businesses and public figures; usually, the
sites provide special interfaces for such entities, where they create and manage “public
pages”. However, at some sites (e.g. Twitter), the businesses are provided with exactly
the same type of the page as regular users. Nowadays, many businesses maintain their
presence in the social media, aiming at reaching more customers through it. Typically,
businesses regularly update their social media pages with descriptions of new products
and services. Social media sites offer different possibilities of promotion of these pages;
one of the most widely offered types is purchasing of impressions of the post to other
users in a special part of social media site page intended for ads. Part of the impressions
would attract users to go to the public page of the business being advertised. Then, some
users may share the posts they saw on business public page to their own profile, so that
their friends would see them, too. In some cases that may lead to viral message spread,
and long reposting cascades.

One of the most recent trends in social media advertising is to offer incentives to the
users, who would repost the message to their own profile, thus making it visible to their
peers. Often, the incentive is the possibility to participate in a random draw for some
valuable gift. Sometimes, a guaranteed incentive can be offered instead – such payments
typically target special users with a large follower base, – however, this paper focuses
on the analysis of the messages that explicitly mention the gift that is up for the winning
to anyone.

The reported analyses are conducted with the data of the social media site VK.com.
It is one of the most popular social networking resources in Russia and post-USSR
countries. Its former name is “Vkontakte” (translated as “in touch”), and it is known as
a “Russian Facebook”. VK.com is the 2nd in Alexa ranking for Russia, and 21st in the
global Alexa ranking (http://www.alexa.com/topsites/countries/RU).

Each user of VK.com has a profile, searchable by a numeric identifier. The profile
front page can include the user’s personal information: the first and last names, profile
picture, gender, education details, etc. Each profile page has a “wall” – a part of the page
that houses the user’s posts. Users can place posts to each other’s walls, making these
posts visible to any visitor of the respective wall. In addition to that, VK.com allows its
users to “repost” the posts they see; when a user reposts a post, it appears on their wall
with the reference to both the author of the original post and the reposting user.

Users of VK.com may add other VK.com users to their friend lists. Moreover, users
may create community pages, which can include information about the community and
the community wall. There are two types of communities: groups, and public pages.
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VK.com users may subscribe to community pages. Each logged-in user of VK.com may
see their own news feed, containing combination of recent updates on the walls of all
her friends, with all the updates on the walls of communities the user is subscribed to.
A user may comment on and/or repost the posts seen in the feed. When the user reposts
a post, their friends see this repost in their feeds; importantly, in the case when an already
reposted message is reposted again, VK.com allows its users to see the intermediaries,
i.e., enabling the tracking of the chain of reposts all the way up to the originator. This
feature makes VK.com reposts valuable for different analyses. For example,
Twitter.com does not store or reveal the intermediaries, and hence, if someone retweets
an already retweeted message, the information of all the re-tweeters except for the last
one is lost: Twitter would show that this re-tweeter re-tweeted directly the original tweet.

Summarizing the terms: wall is a part of the profile page, which stores the posts of
users or community public; post is the public message sent by VK.com user or
community to her own wall (it is equivalent to tweet on Twitter.com), repost is a post
reposted by some user from the wall of another user/community to her own wall (it is
equivalent to retweet on Twitter.com); xth level repost is the repost is the repost of the
message, which is a repost of (x − 1)th level itself. For example, a 1st level repost is a
repost of the original message, while a 2nd level repost, is a repost of the 1st level repost.

The first goal of the present research is to perform descriptive analyses of the VK.com
repost data, perform the analysis of the user base responses to the offered incentives for
reposting their advertisement posts (analyze number of reposts, depth of cascades, and
cost of the incentives), and formulate and solve the problem of maximizing a repost
cascade size under a given budget. Next, we look to design a model capturing the cascade
evolution and find a strategy to exploit cascades.

2 Related Work

In recent years, the increased availability of online social interaction data provided
opportunities to analyze information cascades in various domains. Although there is an
extensive body of work investigating such information diffusion processes (see the
review of news sharing literature [2] and one recent survey [3]), we briefly mention some
of the relevant notable studies analyzing the structural properties of information
cascades in social networks such as Facebook [4–8], Twitter [9, 10], LinkedIn [11], viral
marketing [12] and others [13, 14]. Paper [8] provides a large-scale and extensive study
(anatomy) of the photo resharing cascades in Facebook. In [12], the person-to-person
recommendation network and the dynamics of viral marketing cascades have been
investigated. Paper [14] describes the diffusion patterns (mainly, tree depth and tree size)
arising from seven online domains, ranging from communications platforms to
networked games to microblogging services, each involving distinct types of content
and modes of sharing. Differences in the mechanics of information diffusion across
topics: idioms, political hashtags, and complex contagion on Twitter are described in
paper [9]. Although, the most widely reported statistics of diffusion cascades are size
and depth (tree size and tree depth), other interesting characteristics of cascades have
also been analyzed. For example, in [10], the Weiner index (average distance) is
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proposed as a structural characteristic of cascades and analyzed on Twitter data including
propagation of news stories, videos, images, and petitions. In [7], the authors further
investigate Weiner index and other cascade characteristics to address cascade prediction
problems on Facebook photo sharing data. The invisible or exposed audience has also
been considered, for example, in [5, 6]. For more details on the related work we refer
the reader to the aforementioned studies and the references therein.

3 Data Collection

VK.com provides application programming interface (API), through which external
clients can query details about users, their friends, public messages, community details
and messages, and so on. Queries to VK.com API can be made through HTTP protocol,
and VK.com returns the responses in JavaScript Object Notation (JSON) format. Objec‐
tive of data collection was to gather messages from community pages, and collect the
reposts of these messages, along with friends of users who reposted the messages. We
picked 8 popular VK.com communities: (news, music, sports, popular press, etc.), and
added 3 communities, which concentrate on posting advertisement messages. These
communities formed our seed set. Then, we collected all the messages, posted by these
communities; after that, we collected all the reposts of these messages up to the 14th
level, and collected the identifiers of community members, and the friends of those who
reposted messages. After the collection, about 25 GB (in text) of reposts were collected,
about 4 GB (in text) of friends and followers; there were 194,630 wall posts (from 11
groups) with about 7.2 M of reposts. Out of these posts, approximately 1800 contained
offers of some gifts for the reposts. Overall, 169,535 unique posts produced 6,585,496
of first-level reposts; 64,4850 posts produced 639,897s-level reposts; 13,862 posts
produced 46,998 third-level reposts; 2,693 posts produced 6,053 fourth-level reposts;
614 posts produced 1231 fifth-level reposts. In total, these reposts were made by approx‐
imately 1,7 M different users. Friends and followers for those 1,7 M of people were
collected, that led to 296,049,591 friends (not unique). We used distributed data collec‐
tion software [15], using 11 servers: one server in Finland (having 16 cores, 10 TB Disk
space, and 192 GB RAM), and ten servers spread over Europe (mainly, located in
Frankfurt and Amsterdam). Collection of the data took about 10 days.

4 Findings

Table 1 shows the main topic discussed in each group for all 11 groups, as well as the
number of messages gathered from each groups, the number of reposts of these messages
(taken from VK.com counters), and the average number of reposts per message for the
group. The three groups labeled “free gifts” turn out to have the highest “reposts/posts”
ratio.

Figure 1 shows a log-log plot of the probability mass function (PMF) of the repost
counts (per post): it reveals a power law, with very few post reposted more than 10000
times, and many boasting between zero and ten reposts. Table 2 shows the types of top
ten most reposted messages. The first eight of these posts were originated by the adver‐
tisement-oriented communities and had gifts offered for reposting them.
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Fig. 1. Log-Log plot of the PMF of the repost counts

Table 2. Top ten most reposted posts

# of reposts text
59,329 Apple iPhone 6 as a gift
56,823 Apple iPhone 6 as a gift
40,768 MacBook Air as a gift
40,376 iPad mini as a gift
39,106 iPad mini as a gift
29,249 Apple iPhone 6 as a gift
28,667 Apple iPhone 6 as a gift
28,222 10 kg of chocolate
27,347 PS 4 as a gift
24,688 Russian skiers got Gold medal at Olympics

Table 1. “Reposts per Post” relation

Group topic Posts Reposts Avg. # reposts
IT related news 62,053 1,892,074 30
News (RT) 34,392 1,679,802 48
News 37,176 1,705,571 45
Music radio 32,029 2,018,262 62
Sports (Olympic games) 7,772 1,022,205 131
Black and white photos 6,832 171,880 29
Popular magazine 4,607 376,966 81
Musicians 2,722 22,837 11
Free gifts 846 231,942 274
Free gifts 755 178,677 236
Free gifts 182 21,526 118
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We have read all the advertising posts and labeled them with the estimates of the
worth/value of each gift in US dollars (USD). The most expensive gift was a MacBook
Air. The average value over all the gifts was 33 USD. In total, there were about 1800 of
such advertisement messages. Figure 2 shows the number of reposts at level one, as a
function of gift value. Figure 3 shows the impact of the gift value on the 2nd level repost
volume.

Fig. 2. Number of reposts as a function of value (1st level)

Fig. 3. Number of reposts as a function of value (2nd level)

Observe that for the 1st level reposts, the number of reposts grows with the value of
an offered gift; however, on the 2nd level, many messages have a rather large number of
the reposts.

Figure 4 shows the dependence of the number of 2nd level reposts on the number of
the 1st level. It can be observed that many messages having a large number of the reposts
had only few reposts on the 2nd level, and surprisingly, vice versa.
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Fig. 4. Dependency of the # of 2nd level reposts on the 1st

Figure 5 reveals the number of reposts that can be gained on average per 1 USD as
a function of the gift value. The messages, offering the most expensive gifts, can “buy”
about 50 reposts for 1 USD. The highest number of reposts per USD in our data had the
message with 700 reposts per 1 USD, that was the message offering 10 kg of chocolate.
Table 3 shows number of the reposts on different levels of the cascade. Columns repre‐
sent level of the cascade (depth of repost tree, from 1 to 8), rows represent types of the
groups.

Fig. 5. Number of reposts for 1 USD as a function of value

It can be observed that the group concentrating on posting news (labeled “News”)
has 22 reposts on the 8th level, the second largest number of reposts on this level belongs
to the popular magazine (8); meanwhile, the number of reposts for groups with free gifts
is smaller.
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Figure 6 shows exposure of the posts: total number of users who could have seen
the post in their feed, not including those who are members of the communities which
submitted the post. Minimum value of exposure equals to 1, maximal exposure is
27393223.

Fig. 6. Exposure of the posts

Next, we study the behavior of the individual users in reposting the messages of
different nature. To this end, we define different sets of circumstances under which a
user may get an opportunity to repost a message from their wall (the front page of their
account): each set of circumstances is defined by how exactly (through whom) a message
appears on the user’s wall. Set1 includes the situations where a user – referred to as ego
– receives a message (as a repost) from another user, typically a friend or a person the
ego follows – referred to as parent. Set 2 includes the situations where an ego user
receives a message directly from a group that creates it; such is the case when the ego
is subscribed to the message-originating group. Set 3 includes the situations where an
ego receives a message (as a repost) through a non-message-originating group. Note

Table 3. # of reposts on levels 1–8

#1 #2 #3 #4 #5 #6 #7 #8
Free gifts 203436 54158 2775 237 30 10 5 2
Free gifts 460869 221745 8533 504 53 15 7 5
Sports (Olympic games) 861976 39704 3144 400 74 13 10 0
Radio 1536657 88319 6942 736 136 25 9 3
News (RT) 738606 48447 6146 962 150 31 13 0
IT related news 551794 23024 2439 424 109 27 8 2
Musicians 19119 3313 464 50 6 5 3 2
Free gifts 309978 42331 2393 225 41 16 7 2
Popular magazine 205950 11847 1641 343 102 50 18 8
Black and white photos 160441 9198 741 113 25 9 1 1
News 1536670 97809 11781 2055 500 179 68 22
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that the groups involved in the situations in Set 2 can be viewed as authorities, while the
groups involved in the situations in Set 3 can be viewed as hubs: the former groups create
original content in their main topic of choice, while the latter ones serve to expose their
users to the original content from multiple authorities, effectively filtering the diverse
content to better appeal to the subscriber base.

Our objective is to compare the behavior of the users under the circumstances falling
in Sets 1, 2 and 3. More specifically, we look to distill the drivers of the repost probability
for two kinds of messages – paid ad messages, originated by “Free gift” groups, and
non-incentivized topical messages that news, sports, or other topical groups would orig‐
inate. To this end, we collect and organize the information about all the reposting oppor‐
tunities given to VK.com users for three topical groups and three “Free gift” groups
from the beginning of Year 2015 until 01 September 2015. Using these reposting oppor‐
tunities as data points, we partition them into the three sets of circumstances described
above. Then, within each set, we fit a logistic regression model with the repost indicators
as dependent variable and the ego user and circumstance characteristics as the predictors;
here’s a list of the predictors used:

• EGO_SEX – sex of the ego (i.e., the user who has an opportunity to repost a message
from their wall), with category 1 for females and 2 for males,

• PARENT_FF – the decimal logarithm of the sum of the number of friends and the
number of followers of the parent (i.e., the user via whom a message reaches the
ego’s wall), rounded down,

• PARENT_SEX – sex of the parent, with category 1 for females and 2 for males,
• VALUE – the value of a gift offered to be won in a draw that the ego would enter if

they reposted the message in question (only for messages originated by “free gift”
groups),

• EGO_REP – the decimal logarithm of the total number of the reposts the ego did
over the period of the study, rounded down,

• REP_SEEN – the number of the reposts collected by the message in question at the
parent level at the time the message appeared on the ego’s wall.

In Table 4 we provide a representative summary of one such model run, the one for
a “Free gift” group, circumstance:

Table 4. Representative summary of a model run

Predictor Estimate Std. Pr(> |z|)
(Intercept) −2.559 0.0807 < 2e − 16 ***
EGO_SEX2 −0.375 0.0323 < 2e − 16 ***
PARENT_SEX 0.294 0.0366 1.05e − 15 ***
PARENT_FF −1.212 0.0215 < 2e − 16 ***
VALUE 0.001 0.0001 < 2e − 16 ***
REP_SEEN 1.663 0.0323 < 2e − 16 ***
EGO_REP 0.445 0.018 < 2e − 16 ***

Analysis of Viral Advertisement Re-Posting Activity 131



The above results can be interpreted as follows. The baseline log-odds ratio is −2.559
for reposting on an opportunity presented to a female ego by a message that came to her
wall through a “free gift” group a female peer. If the ego was a male, that would reduce
the log-odds of reposting by 0.375. Also, if the message came through a male, that would
increase the log-odds of reposting by 0.294. If the parent had many friends/followers,
then per any log-unit in their number, the log-odds of the ego reposting the message
would decrease by 1.212, signaling that the ego would be less attentive to any single
post from this parent. Every 1 USD increase in the value of the gift, offered for reposting
the message, increases the log-odds of reposting by 0.001; note that this can be a
substantial increase for the gifts worth several hundred dollars. Now, if the parent’s
repost is already reposted by one of its friends/followers (besides the ego) then the log-
odds of the ego following suit increases by 1.663. Finally, per any log-unit in the number
of reposts the ego contributed during the study period (reflecting the ego’s overall
reposting activity), the log-odds of the ego reposting this particular message increases
by 0.445.

We proceed with a detailed summary of the observations made by comparing the
regression outputs across “Free gift” and “non-Free gift” groups and across the circum‐
stance Sets 1, 2, and 3.

First, we report the observation of user behavior in reposting the messages that
reached them through other users. We find that the users in “Free gift” groups are less
likely to repost a message with minimal expected reward, compared to the (always un-
incentivized) messages from topical groups, per the models’ baselines. Males are less
likely to repost messages than females, in general, and even more so in “Free gift”
groups. Yet, if an “Free gift” message reaches an ego’s wall through a male peer, then
it is more likely to be reposted, which is not the case for un-incentivized messages: in
the latter case, the sex of a parent matters much less, with the reposts from females
slightly more likely to be further reposted. Messages arriving to the ego through from
bulk reposters (i.e., those with many friends/followers) are less likely to be reposted, in
general, – and this effect is about the same with “Free gift” and “non-Free gift” groups.
The effect of reposts at a parent level attracting more reposts is equally strong for the
messages originated by groups of all types. Bulk reposters (i.e., those who repost a lot)
appear to value “Free gift” messages more than the non-bulk reposters.

Second, we discuss the insights of user behavior in reposting the messages that come
to them through groups. We begin by looking at the members of the authority groups
(original message creators). The baseline log-odds of reposting is about the same for
such groups’ members, no matter if the group is a “Free gift” or “non-Free gift” one.
Sex difference is less of an effect for group members, but still, males are less likely to
repost messages than females. The volume of reposts the ego makes has about the same
effect on the repost log-odds for “Free gift” and “non-Free gift” group members, which
is different from the behavior of the users who do not subscribe to authority groups.
Finally, we turn attention to the users whom the message in question reaches through
hub groups. Under such circumstances, the baseline log-odds of reposting a message
from a “Free gift” group is higher than that of reposting an un-incentivized message.
Sex difference has a much less pronounced effect on reposting activity among the hub
subscribers. Quite interestingly, volume reposters are less likely to repost an incentivized
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post coming through their hub group than an un-incentivized post – this is in contrast
with the user behavior in reposting the messages that reach them through peers (i.e., not
through groups).

Third, we compare the user behavior across the three sets of repost opportunity
circumstances. We find that the repost baseline for the hub groups is overall higher than
for authority groups (both for incentivized and un-incentivized message reposting).
Moreover, in turn, the baseline for reposting from friends (i.e., for the messages received
through other users as opposed to directly from/through groups) is even higher.

5 Conclusions

In this paper we analyze reposting cascades of the posts sent by 11 groups in social
media site VK.com. Groups post messages on different topics; three groups out of 11
concentrate on posting advertisement messages, where incentive is offered to the users
who would repost it in their own wall. We have gathered all messages sent by 11 groups,
and data on reposts of those messages. Average number of reposts per post for the groups
offering incentives for the repost is higher than of those which do not offer any incentives.
Out of ten mostly reposted messages in our dataset, nine belong to groups offering
incentives, however mostly the reposts are done by users who are members of these
groups, and depth of the cascades are less than in the other groups (such as those which
post news).
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Abstract. Online Social Communities and Networks (OSNs) have become a
popular source of information for those seeking advice for everyday decision
making. A key benefit of OSNs is known to be the provision of free and easy
access to a wide range of information, largely unconstrained by geographical
barriers and free of charge. This paper specifically addresses the potential use of
OSNs as a support tool for financial decision making. The key objectives of this
paper are to explore and identify the structure and sequence of decision-making
phases in financial OSNs (FOSNs). This research uses Netnography - a qualitative
research method to achieve these objectives. Key results suggest that most of the
decision-making phases identified by Simon and Mintzberg are present in FOSNs
and that the sequence of these phases tends to be anarchical.

Keywords: Decision making · Decision-making structure and sequence ·
Netnography · Online social networks · Financial online social networks

1 Introduction

Online social networks in the recent past have started to gain the attention of those in
the financial sectors [2]. There has been a substantial increase in the amount of financial
information, advice, services and tools that can be accessed online [21, 22]. Finance
(encompassing money, financial wellbeing) is considered to be one of the most important
elements in everyday life [16]. Financial issues or finance-related questions have been
identified as one of the top ten most commonly researched topics on the internet [3].

Despite being a relatively new phenomenon, FOSNs play a significant role in the
day-to-day dissemination of financial information and decision making for individuals
and professionals within the financial industry. FOSNs provide many sources of online
information that can include official listed companies, financial wealth management
advisers and experts, financial institutions, stock traders, and others that can distribute
investment information, including real-time market data, research, and trading recom‐
mendations. Therefore, it is understandable that FOSNs have become popular virtual
space for individuals seeking information on personal finance, budgeting, investment
strategies, stock market trading, or simply a place for self - education on financial matters
[22]. Therefore, FOSNs have become a decision-making tool that is used to support
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different types of decision making, ranging from the instrumental to the emotional and
informational.

Regardless of advances in related technology, when faced with a DM situation, it is
reasonable to assume that the core processes are similar. However, given the social and
behavioral nature of the DM process, it is necessary to find evidence in reality to confirm
the existence of a common core. Nowadays, the concept of reality is also related to the
online world of human interaction. With the explosion of FOSNs and the potential
wealth of information contained therein, we are interested in considering FOSNs as a
support tool for DM. The primary research objectives are to explore, identify and under‐
stand (1) the structure of DM phases that is supported in FOSNs and (2) the sequence
of DM phases assisted by the use of FOSNs.

2 Research Motivation and Objectives

Finance and financial-orientated research has caught the attention of the public and
academics for centuries. By nature, it is a sensitive, personal and globally important
topic. Even though the research into FOSNs has not gained the same popularity as, say,
online branding and online shopping yet, but the significance of this topic cannot be
underestimated. It is important to state that there is no lack of research with regard to
OSNs, decision making, and finance as stand-alone subjects of interest. Despite these
research topics being discussed within both academia and industry, the synergy of these
themes provides an innovative and unique perspective. There is a research gap in how
FOSNs support the decision making of key stakeholders: individuals, professional
investors, listed firms and financial institutions as a decision-making information source,
whether to seek for financial advice and/or to analyse market news, trends and fluctua‐
tions. Therefore this research study uses this unique opportunity and tries to discover a
niche that has not been overly researched yet.

To overcome the problem stated above, we propose a set of objectives and require‐
ments that should be addressed and further employed. This study not only wants to
observe stakeholders’ behaviour within FOSNs and conduct an analysis of their partic‐
ipation, but also aims to concurrently investigate the two following objectives:
(1) Determine the structure of DM phases in FOSNs, specifically what decision-making
phases are supported and influenced by FOSNs and identify any construct(s) that may
not have been identified before in this context. (2) Explore the sequence of DM phases
in FOSNs. This includes the proposal and validation of concepts relating to the sequence
of the FOSN-based DM processes. It may be possible, through zooming in, to understand
the relationship between the decision-makers and the process they undertake by using
FOSNs.

The requirements for these objectives are to understand and define the DM processes,
phases and sequence that are supported by FOSNs. This will be accomplished by using
the chosen qualitative research methodology, Netnography, and conducting a Netno‐
graphic study across various categories of FOSNs. In the following section we look at
DM processes, theories and concepts (Sect. 3). Thereafter, we proceed with the definition
of Netnography as a chosen research method and the Netnography research process to
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follow (Sect. 4). This will result in a detailed description of how the Netnography
research process is undertaken in this study (Sect. 5). We continue with the discussion
of findings from Netnography and how the research objectives and requirements have
been met in Sect. 6. Section 7 concludes this paper by discussing the overall findings
and the potential contributions of this research to the theory and practice of DM, OSNs
and FOSNs, as well as potential future studies.

3 Decision Making

The history of decision-making (DM) research is long, rich and diverse. In terms of
quantity, there is no shortage of frameworks, taxonomies, approaches and theories.
Decision making is a complex field; it can involve the adoption of various technologies,
in addition to having to accommodate the different psychological perspectives of indi‐
viduals. One of the foundational and impactful theories in the field of behavioral studies
in human decision making has been developed by Herbert Simon [4]. Simon [20]
suggested that the decision-making process can be structured and ordered in three
phases: intelligence, design, choice. Later, Huber and McDaniel [8] extended this model
by adding two further phases: implementation and monitoring. Figure 1 presents the
view on the decision-making process by Simon [20] with additions by [8].

Fig. 1. Decision making process (adapted from Langley et al. [11])

Intelligence is where the decision-maker is collecting information about the problem,
identifying the problem and its cause. The design phase is where recognition and under‐
standing of possible alternatives and consequences of the future decision occur. Choice
is where identified alternatives and options are narrowed down to the best utility option
that leads to a decision-maker’s choice. The implementation phase is about actual
execution of the chosen option, while monitoring relates to the consequences of the
implemented option.

Other researchers, for example, Cooke and Slack [6] developed the sequential model
based on Simon’s model to explain decision-making as a cyclical process that focuses
around the problem. Problem solving in their theory is not merely the three phases of
the Simon model, but a continuous process of identifying the best alternatives and course
of actions. Mintzberg et al.’s [15] model follows the linear structure from Simon’s
rational decision-making process and reflects the repetitive elements and incoherent
phases of decision making. In this model, the decision-maker comes with recognition
of a problem or tangible request that requires an action, with the solution coming in the
form of different repetitive DM stages that do not necessarily follow the sequence.

Unlike rational and sequential models, decision-making theories emerged into an
anarchical problem-solving process that is driven by events. There is no sequence for
decision phases and there is no established process to follow. There are chaotic and
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incoherent phases of decision making that build on need. In other words, this model is
a free decision-making process that is more intuitive than the rational one developed by
Langley et al. [11]. The decision-making process driven by events is similar to Cohen
et al.’s [5] garbage can model of decision choice. The four streams that interplay in
Cohen’s model are problems, solutions, participants, and choice opportunities. Sinclair
and Ashkanasy [19] developed a model of integrated analytical and intuitive decision
making that supports two mechanisms of decision making: first, the decision-making
process follows an intuitive behavior that is driven by events [5, 11]; and second, deci‐
sion making is rational and structured in a logical order toward problem solving.

4 Research Methodology

This research primarily follows Kozinets’ guidance in how to conduct Netnography [9,
10]. Netnography is a new approach in conducting exploratory research through the use
of ethnographic principles that combines archival and online communications work,
participation and observation, with new forms of digital and network data collection,
analysis and research representation [10]. This method helps us to gain an understanding
of human experience from online social interaction and/or content. The undertaken
research steps and their description is shown in Table 1.

Table 1. The netnography research process

# Steps Description
1 Planning and entrée Definition, identification, selection of research questions;

communities; conversations of interest and categori‐
sation of networks and participants

2 Data selection and collection Observation, participation and engagement; filtering
process, review and revisiting of conversation selec‐
tion; collection challenges; obtaining and selection of
a large sets of data for reading, analysis, and coding

3 Data analysis Data interpretation process with the use: discourse,
content and textual analysis, coding and noting

4 Discussion and findings Representation and reporting of research findings and
theoretical implications for the research objectives

5 Adapted Netnography Research Process

5.1 Planning and Entrée

The planning step requires the research questions and objectives to be defined. This has
been done and stated in the earlier sections of this paper. The entrée involves the actual
choice of networks of interest where the observation takes place first and then the
researcher can proceed with data collection. There are networks and communities that
are specifically designed to support the general public in finding answers to questions
on financial matters (e.g. everyday budgeting, saving tips, retirement plan options,
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passive investment strategies and financial news on economy and market updates). There
are also more sophisticated financial services offered online, such as online platforms
for trading currencies and shares, wealth management firms for providing financial
planning advice and a variety of online money management tools offered to the public
with diverse needs and requirements (e.g. mobile applications to track daily expenditure,
mirror trading (following a financial expert’s trading strategy or investing in their port‐
folio via online routes) etc.).

For the purposes of this paper, we have adopted and modified the categorisation of
FOSNs provided by Mainelli [12]. These three categories of FOSN are retail, support
services and professional. Within these three categories we have identified communities
of interest and their main topics; the mapping between FOSN categories and commun‐
ities of interest (with the web links as an example) outlined in Table 2.

Table 2. Planning and entre: Mapping of FOSN categories and communities of interest

FOSN category FOSN community and topics Example
Retail Investment options and strategies, Online

wealth management service, robo-
advising, insurance and retirement
plans

www.nerdwallet.com
www.boards.fool.com
www.barrons.com
www.wealthmanagement.com

Support services Saving and budgeting tips, Retirement
advice, non-professional investment
advice

www.savingadvice.com
www.reddit.com

Professional Professional Investment - Forex and share
trading (i.e. mirror trading)

www.oanda.com/
www.fxstreet.com

One of the other important steps in the planning and entrée phase of netnography is
an understanding of the participants on selected networks. Because the Internet has
already been in existence for a substantial period, researchers have categorised online
participants into various groups and come up with specific nomenclature [7]. The cate‐
gorisation of OSN participants used in this study have been developed by Kozinets [9],
who defined OSN users as being either Advisers, Seekers, Experts, or Observers.

Observers are less associated with community life, and are searching for the right
information to support their decision or simply to find some clues to, or interest in,
questions or answers. Observers are silent members of the group and the percentage of
observers of a particular network/community cannot be easily identified. Rodan et al.
[17] indicated that there is an approximately four to one ratio between people who have
accessed the site and those who have posted in the communities. Seekers do not always
have strong ties with an associated group. They are confident and brave enough to ask
questions, start a thread on the topic of their interest, and look for support. Seekers are
interested in immediate results – advice provided by advisers. Once seekers get the
information or find answers, their relationships with the community might dissolve.
Advisers have strong ties with a group, a high rate of participation, and take a strong
interest in the group. Advisers are those who provide support to seekers in order to solve
a problem. There are always two parts to the story: advisers can support decision-makers
and at the same time mislead them. Experts have strong ties within the community and
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their respect mainly depends on their profile, on which can be displayed their expertise,
education, volume and past history of participation. Some advisers can fall into the
category of experts, especially the ones with a high presence in the network, or, in some
cases, ‘experts’ can be acting as administrators of networks. In this study, experts did
not exist in every community that has been followed; but experts are important, espe‐
cially in FOSNs.

5.2 Data Selection and Collection

The second step from the netnographic research framework involves data selection and
collection. This is considered to be a delicate and important procedure that serves many
purposes in the research approach [1]. Kozinets [9] recommends obtaining three
different types of data during the data collection process, namely: archival, elicited, and
field notes. This study took two types of data for the collection process. First, the written
communications between different stakeholders that occurred in the online communities
(archival) have been directly downloaded and saved for analysis. Second are the
researcher’s self-authored field notes, in which the observation ideas and comments were
recorded and synthesised in the analysis section.

Field notes can provide the first fresh research perspective on the data collected.
Those that were taken from the observational process were mainly about the participants’
behaviour, FOSN design (i.e. background style, font style, graphical presentation, and
features of the webpage), conversations styles for each community, financial tools that
are offered to users (i.e. mortgage calculator, currency converter, financial adviser
matching questionnaires, etc.). All of these can significantly amplify or attenuate the
DM process of FOSN users.

The screening process proved to be a lengthy one: prior to screening, a list was drawn
up of factors that are essential to this research and could help in identification and filtering
the relevant communities and conversations from the pool of hundreds of FOSN
websites. The search for suitable posts was conducted using search engines like Google
and Yahoo Finance using keywords such as: top financial forums, top financial online
investing platforms, best financial virtual communities, and etc.

After the identification of the networks of interest, the researcher tried to become
familiar with the network by reading terms and conditions, searching for popular topics,
topics by last dates modified, observing member behaviour, understanding login require‐
ments and any other website design components that could influence the immediate
attitude towards the network and subsequently affect the decision-making process. As
a result, 10 websites were chosen (at least three per FOSN category) that had conver‐
sations related to the research questions and conversations showing the presence of the
DM process and phases. A total of more than 30 posts were selected from the chosen
websites. Statistically, one website could provide more than three conversations for
analysis purposes. This analysis ensured that the conversations were not on a single
subject and not conducted by the same participants; therefore the decision-making
process is not repetitive, and different participants represent the voice of different demo‐
graphics. Conversations were collected and separated according to the subject of interest
(indicated in Table 2), phases of decision making and conversation headings. Each post
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was assigned a specific code that indicates post subject correlated with the subject of
interest.

One of the challenges of using online networks as a source of data collection is the
abundance of data available. After the observation period, it was evident that the themes
of conversations in FOSNs are repetitive and the major difference in participants’
behaviour and the way conversations are structured and their sequence is dependent on
the FOSN category, whether professional, retail or support services. Therefore, the
number of conversations is not that essential: what was important was the variety of
conversations and questions for decision making.

5.3 Data Analysis

Once conversations, posts and websites that are directly related to the research objectives
are identified and the data collection process has taken place, the researcher starts sorting
the data. That is where the data analysis process really starts. Data analysis process in a
grounded theory approach has a generic sequence of common qualitative steps. We
followed the procedure described by Milles and Huberman [14] that considers four steps
that are applied to this study: (1) Generalising and Theorising: high level analysis of
collected data; (2) Coding and Noting: identification of main categories and research
concepts; (3) Abstracting and Comparing: supporting data, evidence, facts, identifica‐
tion of new categories; and (4) Checking and Refinement: revision of findings and
developing of new concepts and insights.

More detailed analysis started when the collected data started to fall into particular
categories and the pattern of findings could be identified. These categories came from
the research theory and research objectives. The initial categories were taken from
Simon’s DM model [20] in which he concluded that a rational human mind goes through
the phases of a DM process, those of Intelligence, Design, Choice, Implementation and
Monitoring. In the repetitive process of analysis, with additional exploration of data,
literature and pre-formed findings: the additional phases of the DM process were estab‐
lished, as well as new categories for further analysis and coding. The new categories
were based on the existing phases of Simon’s DM model [20], but with the addition of
the use of FOSNs. This was achieved by observation and comparison of multiple
conversations and networks.

The difference between real and online worlds is how people present and describe
their future decisions or the experience of DM processes they already have. After revi‐
sing the existing categories of phases of the DM process, the new categories within the
adviser model emerged. Most of the time, the adviser provides a model of decision
(design phase) based on their own previous experience of decisions made in the past,
knowledge and insights. The adviser model can include options or alternatives provided.
Therefore, the previous experience of the adviser expands the categories of the DM
process.

Through revising the conversations it was also identified that seekers, in contrast to
advisers, follow a real life conversation situation. By entering the community, they
familiarise themselves with it and introduce themselves (in some cases) and their ques‐
tion, and provide a background on their decision-making situation; for example, seekers
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introduce a situation with relevant background information that might assist advisers to
advise on a solution, so they can make a good choice or leave without taking any
responsibility for the decision to be made. In finance-related conversations, all the infor‐
mation that is provided by participants is usually relevant or closely correlated with the
future/past decision making.

The background information provided by a seeker can be identified as an entry step
into the DM process. In most of the observed conversations, the information provided
followed the logical explanation, if relevant. There is not much human introduction in
FOSNs as there would be in a real conversation: rarely will participants tell you where
they are from or what they do for living. In the case of advisers, they mainly provide
options and models at first, and only then is this followed with the background intro‐
duction. In most cases, their advice is based on their previous experience or existing
knowledge. What is common and interesting about advisers and seekers is that both
types of participants provide enough background information for DM, whether that be
a seeker posting an inquiry or an adviser proposing a model, options, or alternatives.

Figure 2 illustrates the data analysis on the DM conversation phases, structure and
sequence from the three categories of FOSN that this study observed. It shows how the

Fig. 2. Analysis on DM phases, structure and sequence in FOSN (Conversations Analysis)
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phases of DM process are interconnected in the online environment that makes the DM
process follow the anarchical structure. The phases of the DM process are visible, but
the sequence in which the conversations move between them is unstructured and appears
random. In the Fig. 2 - SS02 conversation, it is interesting to note that most advisers
started their conversation by stating the choice – the “decision” to be made first - and
only then proceeded with the explanation of the advice provided.

Another aspect that has emerged during the analysis process is advertising. In
FOSNs, online advertising undoubtedly affects the decision-making process [18].
Advertisement posts in FOSNs can be easily recognised and be identified by readers;
most of the time people are openly advertising their services (i.e. financial brokers, asset
management firms) with relevant credentials and experience. However, advertising or
self-advertisement as a service does not fit into any of the phases of the DM process. It
can be an influential factor, and therefore has been indicated as an additional step present
in the DM process, especially in an online environment.

6 Structure and Sequence of Decision Making in FOSN

To understand the structure and sequence of FOSN conversations, this study coded the
collected conversations to Simon’s DM-process phases.

Intelligence Phase (I): With the use of an FOSN, the decision-maker is capable of
retrieving information in real time in a matter of seconds. FOSNs are not standard search
engines, but can provide information according to the search query or problem. Further‐
more, it was evident that, through the use of an FOSN, the decision-maker can find
similar problems and already-developed solutions that have been tested and evaluated
by other members of networks. Therefore, FOSNs can enhance the intelligence phase
of the decision-making process by providing access to a variety of data sources and
different formats of data (visual, textual, mathematical, and graphical) [13].

Design Phase (D): The design phase is all about alternatives and models of outcomes
and consequences and additional questions that might lead to a better design option for
DM. An FOSN provides an opportunity for decision-makers to explore alternatives by
simply asking for advice or browsing through the different FOSNs of interest. An FOSN
also can attenuate this phase by simply presenting already-developed models of solu‐
tions that were provided by other members of the FOSN. Decision makers are not
required to accept the provided models, but they can evaluate them and find them useful
or irrelevant; the selection process leading to the choice of the right alternative is one
of the sub-processes of the design phase, before making a choice.

Choice Phase (C): The choice phase in FOSN was found to be present, specifically in
professional networks where investors could replicate the adviser’s strategy and show
their financial gains or losses; and also it could be seen in the posts where a seeker returns
to the thread to post the choice made or acknowledge that the thread had been reviewed
and used in a real-life environment.
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Implementation and Monitoring (IM and M): The implementation phase was found to
be partially present in FOSNs, even though originally it was anticipated that it would
be difficult to observe. Monitoring could be detected in professional or retail networks,
mainly when seekers were coming back to share the results of the decision made and
the consequences, or some part of the adviser’s options or models.

The FOSN can also help the decision-maker in identifying and providing tools and
resources that can assist in the DM process (i.e. the use of a budgeting spreadsheet,
mobile application apps for everyday monitoring of spending, online investment port‐
folio accounts where performance is monitored online). Moreover, an FOSN can assist
users in conducting a post - analysis evaluation of the financial decision made (e.g.
review of a report, or analysis of an asset wealth management service provider).

If the decision is viewed from the perspective of the ‘initial issue’ such as conver‐
sations between seekers and advisers in FOSN, then the phases of the DM process do
not have a sequence and do not follow any logical process. What is interesting is the
difference between how an advisers post their choices made in the past as part of their
previous experience and how seekers provide background information based on their
experiences of past decisions. Advisers, when suggesting a choice to make, usually start
the conversation with a clear statement - the choice to be made - and then proceed with
a description of their advice and reasoning (Design-Model (D) – Intelligence (I)), while
seekers usually follow the opposite sequence when explaining their DM. It usually
started with Intelligence (I) – background information on the decision to be (already)
made; C (Choice) and/or need; and D (Design-Model) – options and alternatives avail‐
able to them.

7 Conclusion

From the discussion above, it is apparent that an FOSN is used as a support tool which
helps to (1) find relevant information, understand alternatives, options, choices and
consequences; (2) observing and sharing the DM process experience; and (3) identifying
the necessary resources for implementation and evaluation of outcomes from decisions
taken. Based on our analysis using netnography as a research methodology, it is evident
that online conversations support most of the phases of the decision-making process
identified by Simon and Mintzberg; however, our results indicate that the phases in
online conversation do not follow Simon’s [20] sequence of a rational decision-making
process and that the sequence of these phases tends to be anarchical.

However, Simon’s study mainly concentrated on analysing the behaviour of rational
decision makers in the DM process. The main thoughts, discussions and considerations
that took place in this study were focused around the subject of the DM process and how
it can be supported by an FOSN. Rational models of decision-making emphasize struc‐
ture and sequence while anarchical models of decision-making imply that there is no
structure and sequence in many real-world decision making contexts. However our
results challenge both these models by suggesting that decision making on FOSNs
exhibits structure but not sequence.
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The findings of this research study suggest that certain DM processes observed in
FOSNs, from an overall perspective, are in some way related to the well-known model
of an anarchical DM process driven by events developed by [11]. The impulsive phases
of the DM process are recognised and evolved as needs of the decision maker arise.
Also, the observation validates the pattern of the DM process as being the interplay of
four streams (problems, participants, solutions and choice opportunities) [5]. A decision
is generated by various opportunities, alternatives, associated problems and people.
Discussions in FOSN environments involve individuals (as advisers or seekers) andmo‐
dels of choice, with alternatives and possible options that can be recommended by people
or provided from their experience. The observed FOSN DM process was found to have
no structure and displayed anarchic behavior; it also exhibited characteristics similar to
the Mintzberg et al. [15] model of the DM process as an iterative sequence.

Using discourse and conversational analysis for the data interpretation from netnog‐
raphy, it was observed that not every phase of DM was present in every conversation.
It was not surprising to realise that FOSN are more structured and result-orientated
networks and are always about figures, statistical analysis and predictions. On the other
hand, this phenomenon could not be found to exist in the Support Service FOSN cate‐
gory, nor, more specifically, in everyday budgeting and retirement conversations. It was
also observed that whether in support-orientated or retail FOSNs, advertisements were
found to be present; in some cases, the advertisers were targeting seekers specifically
by using FOSN as a tool. Therefore, the key results suggest that most of the decision-
making phases identified by Simon and Mintzberg are present in an FOSN and that the
sequence of these phases tends to be anarchical.

One of the unique findings of this study that will be further explored in detail in future
studies is the use of online financial tools provided by FOSNs, either for free or for cost.
That is where the rise of technological advances could be predominantly seen. This factor
has been recognised across most of the categories of FOSNs: even regulated websites and
networks have provided links or easily downloadable tools for managing a specific matter
of interest. Other considerations for future research include: first, an expansion of the scope
of the research categories of FOSNs - the number of posts and websites analysed. This
might contribute to the identification of new phases of the DM process; second, a future
study should carefully consider the import of FOSN location because each country has
different investment schemes, retirement plans and financial regulations, legislation and
obligations pertaining to professional and personal use. This also affects the decision-
making style of the decision makers; and a third area of investigation for future study is
global market manipulation by FOSNs. After conducting this study, it will be beneficial to
understand how and if the conversations posted online on financial matters might lead to
overall market fluctuations or, in some cases, manipulation.

Virtual financial communities are real, significant and growing. Organisations have
only started to scratch the surface of how technology can help to build these commun‐
ities. It is not the technological capability that is important; it is the ability of new tech‐
nology ideas to secure communities’ trust, i.e. managing risk and reward. The tech‐
nology is here. What is needed are novel ideas for using that technology. Ideas for
building virtual financial communities will succeed if they attract, engage and retain
people, build trust and spread to new people.
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Abstract. This paper extends the concept of betweenness centrality
based on Kirchhoff’s law for electric circuits from centrality of nodes to
centrality of edges. It is shown that this new measure admits analyti-
cal definition for some classes of networks such as bipartite graphs, with
computation for larger networks. This measure is applied for detecting
community structure within networks. The results of numerical experi-
ments for some examples of networks, in particular, Math-Net.ru (a Web
portal of mathematical publications) are presented, and a comparison
with PageRank is given.

Keywords: Kirchhoff centrality measure · Betweenness centrality ·
Weighted graph · Community structure

1 Introduction

Betweenness centrality is an efficient concept for analysis of social and collabo-
ration networks. A pioneering definition of the betweenness centrality for node
i was given in [9] as the mean ratio of the total number of geodesics (shortest
paths) between nodes s and t and the number of geodesics between s and t that
i lies on, considered for all i, j.

A shortcoming of betweenness centrality is analyzing only the shortest paths,
thereby ignoring the paths being one or two steps longer; at the same time, the
edges on such paths can be important for communication processes in a network.
In order to take such paths into account, Page and Brin developed the well-
known PageRank algorithm for ranking of all pages in the Web’s graph based
on the Markov chain limit theorem. Jackson and Wolinsky [11,12] proposed the
model of communication game in which the utility depends of the structure of
the network. They apply the Myerson value [1,13] to analyse the betweenness of
the nodes in the network. Other allocation rules were proposed in [5,6,16,17].
Brandes and Fleischer [8] and Newman [14] introduced the concept of current
c© Springer International Publishing Switzerland 2016
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flow betweenness centrality (CF-centrality). In [2,8], a graph was treated as an
electrical network with edges being unit resistances. The CF-centrality of an
edge is the amount of current flowing through it with averaging over all source-
destination pairs, when one unit of current is induced at the source and the
destination (sink) is connected to the ground.

In [3], the authors developed this concept further, suggesting to ground all
nodes equally; as a result, averaging runs only over the source nodes, reducing
computational cost. This new approach will be referred to as beta current flow
centrality (βCF-centrality). Moreover, in contrast to the works [2,8,14,15], the
weighted networks were considered in [3], mostly in the context of the βCF-
centrality of nodes. The present paper focuses on the βCF-centrality of edges.
Using this measure, a community detection method is proposed for the networks.
The method is tested on the collaboration network presented by Math-Net.ru, a
Web portal of mathematical publications.

2 Beta Current Flow Centrality Based on Kirchhoff’s
Law

Recall in brief the concept of βCF-centrality proposed in [3]. Consider a weighted
graph G = (V,E,W ), with V denoting the set of nodes, E the set of edges and
W the matrix of weights, i.e.,

W (G) =

⎛

⎜⎜⎜⎝

0 w1,2 . . . w1,n

w2,1 0 . . . w2,n

...
...

. . .
...

wn,1 wn,2 . . . 0

⎞

⎟⎟⎟⎠ .

Here wi,j � 0 is the weight of an edge connecting nodes i and j, n = |V | gives
the number of nodes. Note that wi,j = 0 if nodes i and j are not adjacent. By
assumption, G represents an undirected graph, viz., wi,j = wj,i.

For the weighted graph G, the Laplacian matrix L(G) is defined by

L(G) = D(G) − W (G) =

⎛

⎜⎜⎜⎝

d1 −w1,2 . . . −w1,n

−w2,1 d2 . . . −w2,n

...
...

. . .
...

−wn,1 −wn,2 . . . dn

⎞

⎟⎟⎟⎠ (1)

where di =
∑n

j=1 wi,j yields the sum of weights of the edges adjacent to node i
in the graph G.

Let a graph G′ be obtained from the graph G by adding single node n + 1
connected to all nodes of the graph G via the links of a constant conductance β.
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Thus, the Laplacian matrix for the modified graph G′ has the form

L(G′) = D(G′) − W (G′) =

⎛

⎜⎜⎜⎜⎜⎝

d1 + β −w1,2 . . . −w1,n −β
−w2,1 d2 + β . . . −w2,n −β

...
...

. . .
...

...
−wn,1 −wn,2 . . . dn + β −β
−β −β . . . −β βn

⎞

⎟⎟⎟⎟⎟⎠
.

Suppose that a unit of current flows into node s ∈ V and node n+1 is grounded.
Let ϕs

i be the electric potential at node i when an electric charge is concentrated
at node s. By Kirchhoff’s current law, the vector of all potentials ϕs(G′) =
[ϕs

1, . . . , ϕ
s
n, ϕs

n+1]
T at the nodes of the graph G′ satisfies the following system

of equations:
L(G′)ϕs(G′) = b′

s, (2)

where b′
s is the (n + 1)-dimensional vector

b′
s(i) =

{
1 i = s,

0 otherwise.
(3)

The Laplacian matrix (1) is singular. The potentials can be determined up to
a constant. Hence, without loss of generality, assume that the potential at node
n + 1 is 0 (a grounded node). Then it follows from (2) that

ϕ̃s(G′) = L̃(G′)−1bs, (4)

where ϕ̃s(G′), L̃(G′) and bs are obtained from (2) by deleting the last row and
column that correspond to node n + 1.

Thus, the vector ϕ̃s(G′) can be considered as the vector of potentials at the
nodes of graph G, i.e.,

ϕ̃s(G) = [L(G) + βI]−1bs.

According to Ohm’s law, for the link e = (i, j) the let-through current is
xs

e = |ϕs
i − ϕs

j | · wi,j . Define the βCF-centrality of edge e as

CFβ(e) =
1
n

∑

s∈V

xs
e. (5)

Given that the electric charge is concentrated at node s, the mean value of
the current flowing through node i is

xs(i) =
1
2
(bs(i) +

∑

e:i∈e

xs
e). (6)

And finally, define the beta current flow centrality (βCF-centrality) of node
i in the form

CFβ(i) =
1
n

∑

s∈V

xs(i). (7)
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3 Unweighted Network of Eleven Nodes

Let us begin with a simple example of an eleven-node network, which elucidates
the weak properties of flow centrality based on geodesics (see Fig. 1). A graph
contains two sets of nodes connected by three nodes 1, 2 and 11. Nodes 2 and
11 have higher values of centrality, as all geodesics between the two sets pass
through these nodes. Hence, node 1 has zero centrality based on geodesics.
Actually, node 1 plays an important role in information distribution. Information
can be transmitted not only directly from one node to another, but also via an
additional node.

Fig. 1. Unweighted network of eleven nodes.

First, compute the βCF-centrality of the nodes in this network with β = 0.5.
This method ranks nodes 2 and 11 as higher ones with centrality value 0.291
and node 1 as third with centrality value 0.147. The other nodes have centrality
values 0.127.

Then, calculate the βCF-centrality of the edges in this graph. The βCF-
centrality of the edge (2, 11) is 0.137, and the centrality of edges (1, 2), (1, 11) is
0.101. The other edges have centrality 0.0647.

In fact, the centrality of nodes 2 and 11 is twice as great as that of node 1. At
the same time, the centrality of node 1 and adjacent edges exceeds the centrality
of the other nodes and edges in the network.

4 Bipartite Unweighted Graph

Consider a bipartite graph G with n nodes divided into two sets V1 and V2 so
that a node from V1 is connected only with a node from V2, and vice versa (see
Fig. 2). Denote this graph by K|V1|,|V2|. Here all links have unit weights.
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4.1 Bipartite Graph K2,n−2

Let V1 = {v1, v2}, v′ ∈ V2. Then the Laplacian matrix is

D(G) − W (G) + βI

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

n − 2 + β 0 −1 −1 . . . −1
0 n − 2 + β −1 −1 . . . −1

−1 −1 2 + β 0 . . . 0
−1 −1 0 2 + β . . . 0
...

...
...

...
. . .

...
−1 −1 0 0 . . . 2 + β

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

.

Its inverse has the form

(D(G) − W (G) + βI)−1

=
1

β(n + δ)

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

n−2+nβ+β2

n+β−2
n−2

n+β−2 1 1 . . . 1
n−2

n+β−2
n−2+nβ+β2

n+β−2 1 1 . . . 1

1 1 2+nβ+β2

2+β
2

2+β . . . 2
2+β

1 1 2
2+β

2+nβ+β2

2+β . . . 2
2+β

...
...

...
...

. . .
...

1 1 2
2+β

2
2+β . . . 2+nβ+β2

2+β

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

For s = v1, the current is:

xs(v1) =
1
2

(
1 +

(β + n − 1)(n − 2)
(n + β)(n + β − 2)

)
,

xs(v2) =
(n − 2)

2(n + β − 2)(β + n)
,

xs(v′) =
1

2(n + β − 2)
.

Nodes v1 and v2 are symmetrical; and so, for s = v2 we obtain

xs(v1) =
(n − 2)

2(n + β − 2)(β + n)
,

xs(v2) =
1
2

(
1 +

(β + n − 1)(n − 2)
(n + β)(n + β − 2)

)
,

xs(v′) =
1

2(n + β − 2)
.

For s = v′,

xs(v1) = xs(v2) =
β + 2n − 4

2(2 + β)(β + n)
,
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xs(s) =
1
2

(
1 +

2(β + n − 1)
(2 + β)(β + n)

)
,

xs(v′) =
1

(2 + β)(β + n)
,

which yields

CFβ(v1) = CFβ(v2) =
1
2n

(
1 +

n − 2
n + β − 2

+
(n − 2)(β + 2n − 4)

(2 + β)(β + n)

)
,

CFβ(v′) =
1
2n

(
1 +

2
n + β − 2

+
2(β + 2n − 4)
(2 + β)(β + n)

)
.

4.2 Bipartite Graph K3,n−3

Let V1 = {v1, v2, v3}, v′ ∈ V2.
In this case, the Laplacian matrix is

D(G) − W (G) + βI

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

n − 3 + β 0 0 −1 −1 . . . −1
0 n − 3 + β 0 −1 −1 . . . −1
0 0 n − 3 + β −1 −1 . . . −1

−1 −1 −1 3 + β 0 . . . 0
−1 −1 −1 0 3 + β . . . 0
...

...
...

...
...

. . .
...

−1 −1 −1 0 0 . . . 3 + β

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Its inverse has the form

(D(G) − W (G) + βI)−1 =
1

β(n + β)

×

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

n−3+nβ+δ2

n+β−3
n−3

n+β−3
n−3

n+β−3 1 1 . . . 1
n−3

n+β−3
n−3+nβ+δ2

n+β−3
n−3

n+β−3 1 1 . . . 1
n−3

n+β−3
n−3

n+β−3
n−3+nβ+δ2

n+β−3 1 1 . . . 1

1 1 1 3+nβ+δ2

3+β
3

3+β . . . 3
3+β

1 1 1 3
3+β

3+nβ+β2

3+β . . . 3
3+β

...
...

...
...

...
. . .

...
1 1 1 3

3+β
3

3+β . . . 3+nβ+β2

3+β

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

By analogy with K2,n−2, for K3,n−3 it follows that
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CFβ(v1) = CFβ(v2) = CFβ(v3)

=
1
2n

(
1 +

(n − 3)(β + n + 1)
(n + β − 3)(β + n)

+
(n − 3)(β + 2n − 5)

(3 + β)(β + n)

)
,

CFβ(v′) =
1
2n

(
1 +

3(β + n + 1)
(n + β − 3)(β + n)

+
3(β + 2n − 5)
(3 + β)(β + n)

)
.

4.3 Bipartite Graph Kr,n−r

Consider the general case where v ∈ V1, v′ ∈ V2 and r = |V 1|, n − r = |V 2|.

Fig. 2. Bipartite graph Kr,n−r.

By induction, for the general graph Kr,n−r,

CFβ(v) =
1
2n

(
1 +

(n − r)(β + n − 2 + r)
(n + β − r)(β + n)

+
(n − r)(β + 2n − 2 − r)

(r + β)(β + n)

)
,

CFβ(v′) =
1
2n

(
1 +

r(β + n − 2 + r)
(n + β − r)(β + n)

+
r(β + 2n − 2 − r)
(r + β)(β + n)

)
.

Observe that all edges have the same βCF-centrality for the bipartite graph
Kr,n−r, i.e.,

CFβ(e) =
1
n

(
β + n − 2 + r

(n + β − r)(β + n)
+

β + 2n − 2 − r

(r + β)(β + n)

)
.

5 The Results of Computer Experiments
with Math-Net.ru

Figure 3 shows the subgraph associated with Math-Net.ru, a Web portal of math-
ematical publications. The total amount of the authors on the portal is 78839.



154 V.V. Mazalov and B.T. Tsynguev

Fig. 3. Subgraph of mathematical Web portal Math-Net.ru.

We will consider only one connected component of this graph with 7606 mathe-
maticians and 10747 publications coauthored by them. The nodes of the graph
describe the authors and the link weights give the number of coauthored publi-
cations. Actually, the publications having more that 6 coauthors are ignored.

For simplicity, all links with the weights smaller than 7 are deleted, see the
result in Fig. 4. Clearly, nodes 40, 34, 56 and 20 represent the centers of “local”
stars and, consequently, must have a high centrality. Note that node 32 also
must have a high centrality, as connecting two separate components.

Table 1 combines the ranking results for the first 11 nodes of the graph using
βCF-centrality (formula (8) with the parameter β = 1), the PageRank algorithm
with the parameter α = 0.85 and electric centrality (CF-betweenness) developed
in [7,8].

As supposed, nodes 40, 34, 56 and 20 have high centrality in all ranking
methods considered. But PageRank assigns a low rank (34) to node 32.

Now, let us detect the community structure of the network adhering to the
approach developed in [10]. The whole idea of this approach lies in the following.
If a network contains communities or groups that are only weakly connected via
a few internal edges, then the edges connecting the communities have a high
βCF centrality. By removing these edges, the groups are separated from each
other, and the underlying community structure of the network is revealed.
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Fig. 4. Main component of subgraph associated with Math-Net.ru.

Table 1. Ranking results for nodes of Math-Net.ru

Node Centrality (CFβ) Node PageRank Node CF-betwenness centrality

40 0.15740 40 0.04438 56 0.54237

34 0.14981 34 0.03285 32 0.53027

20 0.13690 20 0.03210 47 0.48222

47 0.12566 56 0.02774 22 0.41668

56 0.12518 47 0.02088 33 0.41361

26 0.10880 39 0.01874 34 0.39517

30 0.09098 28 0.01824 30 0.39426

9 0.08149 21 0.01695 52 0.37421

33 0.08024 65 0.01632 40 0.36946

32 0.07959 26 0.01552 26 0.35259

22 0.07903 107 0.01424 20 0.34413

First, calculate the βCF -centrality of all edges in the network. Find an edge
with the higher centrality (actually, edge (32,56)) and remove it from the graph.
Next, recalculate the βCF centrality of all edges in the modified network. Again,
find an edge with the higher centrality and remove it from the graph, etc. The
described process is continued until no edges remain.

The results of these computations are presented below.

(32, 56), (9, 30), (47, 52), (20, 75), (22, 26), (34, 119), (128, 132), (9, 11), (4, 5), . . .

After ranking of all edges, all nodes of the network can be divided into the
communities (clusters). Figure 4 shows the resulting community structure of the
collaboration network on the Web portal Math-Net.ru. The graph splits into 7
communities corresponding to different fields of mathematics, namely, coding,
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discrete mathematics, mathematical physics, functional analysis, algebra and
topology, optimal control, and probability theory (Fig. 5).

Fig. 5. Community structure of the subgraph associated with Math-Net.ru.

6 Conclusion

This paper has investigated the community structure of networks using a new
concept of betweenness centrality measure. The βCF-centrality measure of the
nodes in a network depending on the parameter β was introduced earlier in [3]
based on electric circuit interpretation. In the present paper, this measure has
been extended to the edges in a network. Moreover, the measure has been applied
for detecting the community structure of networks. The proposed method has
been have tested on the graph of mathematical publications available at the Web
portal Math-Net.ru.
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Abstract. Proximity Based Mobile Social Networks (PMSN) is a spe-
cial type of Mobile Social Network (MSN) where a user interacts with
other users present in near proximity in order to make social relationships
between them. The users’ mobile devices directly communicate with each
other with the help of Bluetooth/Wi-Fi interfaces. The possible presence
of a malicious user in the near proximity poses significant threats to the
privacy of legitimate users. Therefore, an efficient trust evaluation mech-
anism is necessary that enables a legitimate user to evaluate and decide
about the trustworthiness of other user in order to make friendship. This
paper proposes a protocol that evaluates various parameters in order
to calculate a trust value that assists a PMSN user in decision making
for building new social ties. This paper describes various components of
trust such as friend of friend, credibility and the type of social spot where
trust evaluation is being performed and then calculates these parame-
ters in order to compute the final trust value. We utilize semi-trusted
servers to authenticate users as well as to perform revocation of mali-
cious users. In case of an attack on servers, real identities of users remain
secure. We not only hide the real identity of the user from other users
but also from the semi-trusted servers. The inherent mechanism of our
trust evaluation protocol provides resilience against Sybil and Man-In-
The-Middle (MITM) attacks. Towards the end of the paper, we present
various attack scenarios to find the effectiveness and robustness of our
trust evaluation protocol.

1 Introduction

With the growth of Online Social Networks (OSN), there is a new emerging
paradigm that uses mobile devices for social networking. This new paradigm is
known as Mobile Social Network (MSN) and enables users to not only connect
with their social ties but also make new social relationships at any time and
place. There are many applications of MSN such as finding jobs, make friend-
ship, missed connection services for example craigslist (just to name a few) [1].
Taking a step further, there is another class of MSN, known as proximity-based
mobile social network (PMSN) that enables a user to interact with people in
c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 158–169, 2016.
DOI: 10.1007/978-3-319-42345-6 14
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near proximity [2,11]. For example, Jambo network and Nokia Sensor are such
networks that are created on the go on locations such as conferences, exhibitions
and concerts [3]. Because the users of such networks do not have any prior inter-
action, therefore, the inherent threat of a malicious user in the near proximity
requires some sort of authentication and trust evaluation of users in near prox-
imity. This trust evaluation helps a user to make relationships with other users
while keeping the malicious users at bay [4].

Various trust models have been presented in the literature. The authors in
[5] propose a model for trust in P2P MSN. The trust is evaluated based on the
recommendation of existing communities and therefore a straight forward disad-
vantage for a user with no prior interaction with other users of some community.
Goncalves et al. [6] utilize a trust model that is based on reputation of a node.
They use direct and indirect factors where direct factor comprises of prior inter-
action of nodes while the indirect factor is based on opinion of other nodes. In [3]
authors propose a mechanism that is based on direct and indirect models. Direct
trust is obtained by monitoring the traffic while the indirect trust is based on
trust evaluated by other nodes for the target node. Furthermore, in [7] authors
design a trust model based on factors like prior trust between users, opinion of
the third parties and reflexive relationship between users that is computed with
interests similarity and mutual friends. However, we argue that the opinion of
third parties might not reflect the actual reputation of a user unless the context
of interaction is known. Furthermore, the protocol seems to require knowledge
of a user’s friends list and in practice the user might not want to disclose his/her
friends list until unless some mutual friends are found. Recently authors propose
GenTrust model which investigates the use of genetic programming on trust
management using P2P system [8].

This paper proposes a trust evaluation protocol that is based on three factors.
The first is based on secure and privacy preserving evaluation of mutual friends
of two users. The second factor is based on credibility of a user that indicates
the honesty of a user in his/her previous interactions. The third and final factor
is based on the environment where the communications is taking place such as
user’s work place, exhibition or subway (just to name a few). We argue that
this information plays an important role in trust evaluation of a person. A user
evaluating trust at his/her workplace or institution where he/she is studying
will feel more trusted about other users than a place like subway. The main
contributions of our proposed protocol are as follows:

– We derive a novel trust equation that is based on Friend of Friend (FoF), the
credibility of candidate user and the social spot where the communication is
being taken place.

– We use semi-honest servers to assist the users of the system. The servers do not
keep the real identities of the users and only keep the encrypted real identities.
In case of a server compromise, real identities of the users remain secure.

– Our proposed protocol provides resilience against Sybil and MITM attacks.
– The trust based equation enables a user to give variable weightage to each of

the trust evaluation parameters according to his/her preference.
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The remainder of this paper is organized as follows. Section 2 provides prelimi-
naries. Section 3 explains the proposed trust evaluation protocol. Section 4 gives
analysis of our protocol. Section 5 provides conclusion and future work.

2 Preliminaries

This section includes the system model, threat model, design goals, assumptions,
notations and the cryptographic tools.

2.1 System Model

The mobile devices of the users can be identified by a unique identifier such
as International Mobile Equipment Identity. A user might have different mobile
devices and therefore, it is difficult to prevent a Sybil attack. Therefore, we
propose the use of social security number (SSN) of a user. However, due to
the sensitive nature of this information, an efficient mechanism is required that
should not only prevent any possible theft of this information but also any kind
of misuse should not be allowed. In this regard, we propose the use of two
separate servers for user registration and revocation and expect an honest-but-
curious behavior from them. Following are the description of each of the system
participants.

– Registration Server (RegS): The responsibilities of RegS include the user
registration and data verification, managing database of users that includes
encrypted data such as SSN, verifying incoming user authentication requests
and providing encrypted SSN for revocation to the Revocation Server (RevS)
in case of a malicious activity. The SSN is then updated as malicious in RegS
database (DB).

– Revocation Server (RevS): When a user is registered with RegS, the most
sensitive data item, the SSN, is encrypted by RegS with the public key of RevS
and the plaintext SSN is deleted by the RegS. After that RevS has no access
to this encrypted data. In case of detecting a malicious user, the RegS sends
a revocation request along with encrypted SSN to RevS. The RevS decrypts
SSN and sends the SSN to RegS.

– Initiator (I): The users of our system model first need to register them-
selves with the registration server. Upon registration, each of them receives
an authentication token (referred as Auth Token). The initiator is the one
who first initiates the protocol and provide his/her Auth Token to the other
user (Responder). Both users authenticate each other with the help of this
token. Initiator interacts with other users, exchange messages with them and
evaluate various parameters in order to calculate final trust value. If the result
of the resultant trust computation is greater than a threshold then the users
exchange a friend token and become friends.

– Responder (R): The first job of a Responder is to verify the legitimacy
of the incoming request. The responder sends the received Auth Token of
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the Initiator to the RegS in order to verify that the Auth Token is not a
result of a replay or Man-In-The-Middle (MITM) attack. The Responder also
provides his Auth Token to the Initiator as well. After verification, both users
follow the protocol till the end. Like Initiator, Responder also evaluates trust
parameters and takes decision about friendships.

2.2 Threat Model

Our threat model consists of two types of threats. The first type of threats
comes from semi-honest (also referred as honest-but-curious) users. These are
the users who follow the protocol but try to learn extra information such as keys
and values of ciphertexts. The second types of threats come from an attacker.
These attacks involve disrupting and deviating from the protocol by actively
manipulating the protocol steps. These attacks include (but not limited to) Sybil
attack, sabotaging the servers and using fake information such as presenting
identities for finding mutual friends who are not actual friends of an attacker.

2.3 Design Goals

The design goals are as follows:

1. Modeling a trust equation that includes various user based parameters and
subsequent evaluation of these parameters in order to assist a user in decision
making regarding friendship.

2. The parameters that involve a user’s personal data are needed to be evaluated
in a privacy preserving manner. Moreover, only the mutual data should be
revealed to both the parties without any significant advantage to one over
the other.

3. Trust assumptions should be kept to a minimum.
4. Sybil attacks should be prevented in the mobile environment.

2.4 Assumptions

Following are the assumptions of proposed protocol.

1. The trust evaluation protocol, once started, cannot be terminated until its
completion.

2. Users and servers keep their private keys safe.
3. The servers, RegS and RevS, do not collude with each other or with other

users.
4. During the registration phase, the RegS performs cross checks on a user’s

Social Security Number (SSN) in order to verify it.
5. Both the servers communicate through a secure channel.

2.5 Notations

The notations used in our protocol are presented in Table 1.
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Table 1. Notations

Notation Explanation

I The protocol initiator

R Responder

RegS Registration server

RevS Revocation server

Ni, Nr Initiator’s and responder’s random number

Cr Credibility

idIi Initiator’s ith friend

idRj
Responder’s jth friend

a, b Random exponent number generated by initiator and responder respectively

PK,SK ECC public and private keys

PK′ Paillier public key of RegS

2.6 Cryptographic Tools

Three separate cryptosystems have been used in our protocol. For simple pub-
lic key infrastructure (PKI) operations the protocol utilizes elliptic curve cryp-
tography (ECC). While for the probabilistic encryption, paillier homomorphic
cryptosystem is used. Moreover, for matching purpose we use commutative
encryption.

2.6.1 Elliptic Curve Cryptography (ECC)
The cubic equation of an elliptic curve has the form y2 + axy + by = x3 +
cx2 + dx + e, where a, b, c, d, & e are all real numbers. In an elliptic curve
cryptography (ECC) system, the elliptic curve equation is defined as the form of
Ep(a, b) : y2 = x3 + ax + b(modp), over a prime finite field Fp, where a, b ∈ Fp,
p > 3, and 4a3 + 27b2 �= 0(modp) [9].

2.6.2 Commutative Encryption
Commutative encryption states that Ek1(Ek2(m)) = Ek2(Ek1(m)). It implies that
if m is encrypted with a secret key and the resultant ciphertext is encrypted again
by another secret key then changing the order of the decryption keys will not have
any effect on the result. Therefore, Ek1(Ek2(m)) = Ek2(Ek1(m

′)) iff m = m′ [10].

2.6.3 Paillier Encryption
A paillier encryption is a probabilistic cryptosystem [12]. In probabilistic encryp-
tion, the encryption results are probabilistic instead of deterministic. The same
plaintext may map to two different ciphertexts at two different probabilistic
encryption processes:

C1 = Ek(M), C2 = Ek(M), C3 = Ek(M), . . . , Cn = Ek(M)
The paillier cryptosystem provides significant facilities to guarantee the secu-

rity of the designed protocols.
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3 Proposed Protocol

Our protocol consists of five phases namely (1) System Initialization (2) User
Registration (3) Trust Parameters Evaluation (4) Trust Computation and (5)
Revocation. Following are the details regarding each of the phases. Figure 1 shows
overall working of proposed protocol.

Fig. 1. Overall working of proposed protocol

3.1 System Initialization

First of all the system is initialized by the RegS by publishing its paillier public
key (n, g). The Registration Server also establishes the ECC domain parameters
p, a, b,G, n and h.

1. Let the field is defined by p.
2. The cyclic group is defined by its base point G.
3. n is the order of G.
4. a, b are curve constant
5. cofactor h = 1/n |E(Ep)|

All the users download these parameters. RegS randomly choose x ∈ Zp∗ as
its private secret key and announces it public key. Similarly other participants
generate their ECC public private key pairs.

3.2 User Registration

Each user needs to be registered with the RegS. In order to do that, the user
generates a 128 bit random number N , a user defined identity id, user’s SSN,
user’s ECC public key and sends this to the RegS encrypted in RegS’s ECC
public key.
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– Step 1: Initiator → RegS: (SSN, id,N, PKi)PKRegS

The RegS creates an authentication token for the user referred as Auth Token
in our protocol. In order to create this token, the RegS generates a time stamp
T for the user, creates a parameter for the user named as Cr that is initialized
with a value of zero, encrypts the value of N in its paillier public key and
digitally signs this information along with user generated id with its ECC
private key. The paillier encrypted value of N, id, T, Cr and the signature
serves as Auth Token for a user. The RegS sends the Auth Token to the user
encrypted in user’s public key. In the next section, we will explain the criteria
for updating the value of Cr.

– Step 2: RegS → Initiator: (h((N)PK′
RegS

|| id|| Cr|| T )SKRegS
)PKi

The RegS encrypts the SSN with the public key of revocation server (RevS)
and deletes the plaintext SSN for security reasons. RegS stores these values in
its DB as shown in Table 2. Once the time stamp T expires, the user needs to
renew his/her registration. For this purpose, the user generates a new random
value N and repeats step 1. The RegS will first searches the Auth Token in
its revoked users’ DB, if there are no complaints found then it updates the
Auth Token with the new value of N , repeats step 2 and updates its DB.

Table 2. Sample database of registration server

User ID SSN N Time Credibility

idA (SSN)PKRevS NA TA CrA

idB (SSN)PKRevS NB TB CrB

- - - - -

3.3 Trust Parameter Evaluation

In this phase, two users, namely Initiator and Responder interact with each other
in order to evaluate various parameters that are later used to compute the final
trust value. These parameters are Credibility (Cr), Friend of Friend (FoF) of two
users, and the particular Social Spot Type (SST) where the communication is
being taken place.

3.3.1 Credibility
Each Auth Token of a user contains a value referred as Cr in our protocol.
This value is updated in DB every time by the RegS when a user successfully
authenticates himself to another user during the protocol. The RegS updates this
value in Auth Token at each renewal when timestamps T expires. Section 3.3.2
explains the updation of this value in detail.
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3.3.2 Friend of Friend (FoF)
In the start of the communication, Initiator generates a random r from Zn∗ and
encrypts the value of N in the paillier public key of RegS. Due to the property of
paillier cryptosystem, the ciphertext of N will be different from the ciphertext of
same N contained in the Auth Token. The Initiator then appends this ciphertext
with the Auth Token and sends this to the Responder.

– Step 1: I → R: (Auth Token)||(Ni)PK′
RegS

To make things clear, we denote Initiator’s N with Ni and Responder’s N with
Nr. Similarly the Responder sends his/her Auth Token along with his/her
paillier encrypted Nr.

– Step 2: R → I: (Auth Token)||(Nr)PK′
RegS

Initiator and Responder extract the value of Cr from the Auth Token and
forward the message to the RegS. It is important to note that unless the users
cheat, this communication with the RegS is only required once during the
interaction between both users.
The RegS decrypts both the paillier encryptions. The one contained in the

Auth Token as well as the one appended with it. If the decryption of both
reveals the same value of N then the RegS reply the user with Success message
and increments the Cr value of the user in its DB. Otherwise sends the user
a Failure message (that shows a possible Replay or MITM attack).

– Step 3: RegS → I : Success/Failure
Following is the secure evaluation of FoF. We have adopted the approach pro-
posed by [10] and further enhanced by [15] for users’ interests matching.
After getting assurance from the server, both the parties proceed. The Ini-
tiator generates an exponent a, and exponentiate each of his/her friends’ ids
with a as idaIi (id of the Initiator’s ith friend). The Initiator then prepares
a message containing the exponentiated ids of friends, appends Responder’s
Auth Token, digitally signs entire message with his/her ECC private key and
sends this message to Responder. The signature on the message provides non-
repudiation. Similar procedure is followed by the Responder after generating
his exponent b and the resultant set will consists of idbRj

values (id of the
Responder’s jth friend).

– Step 4: I → R: (∀i ∈ (0,m) : idaIi ||Auth Tokenr)SKi
.

– Step 5: R → I: (∀i ∈ (0, n) : idbRj
||Auth Tokeni)SKr

.
In the next step, the Initiator commutatively exponentiate values sent by
Responder. After that he/she prepares a commitment by taking hash of the
pair idbRj

, (idbRj
)a, Auth Token, signature on entire message and sends this

commitment to Responder.
– Step 6: I → R: h(∀i ∈ (0, n) : (idbRj

, (idbRj
)a)||Auth Tokenr)SKi

.
In reply, Responder prepares the message consists of the pair idaIi , (idaIi)

b,
Auth Token, signature on the entire message and sends it to Initiator.

– Step 7: R → I: (∀i ∈ (0,m) : (idaIi , (id
a
Ii

)b)||Auth Tokeni)SKr
.

Initiator sends value of commitments.
– Step 8: I → R: (∀i ∈ (0, n) : (idbRj

, (idbRj
)a)||Auth Tokenr)SKi

.
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– Step 9: Initiator computes (idbRj
)a ∩ (idaIi)

b.
• If there is a match, the Initiator identifies this match with the help of

corresponding idaIi in the pair sent by the Responder in step 7.
– Step 10: Responder computes (idaIi)

b ∩ (idbRj
)a.

• If there is a match, the Responder identifies the match with the help of
corresponding idbRj

in the pair sent by the Responder in step 8.
• For each value of idRj

= idIi , there must be a match. Therefore, Initiator
and Responder must have same number of matches.

• Finally, both the Initiator and Responder are required to provide the proof
that they have a valid friendship with corresponding matched idIi (in case
of Initiator) and idRj

(in case of Responder).
• A valid proof means to provide the Friend Token. Whenever two users

have a successful trust relationship, each of them exchanges Friend Token
with each other. Suppose A and B are two users who become friends after
a successful trust evaluation then the Friend Token given by A to B will
have the following structure.
(idA||idb||Auth ToeknA)SKA

.
• Therefore, for each of the idIi , where the corresponding idRj

is a match,
both the users need to provide the corresponding Friend Token for that
id. Failing to do so will cause the victim to complain the RegS with the
recordings of the protocol and subsequent revocation of the guilty party.
At the end of this sub phase, each party has the common number of FoF.

3.3.3 Social Spot Type
Mobile social networks such as developed in [13], enable a user’s device to strike
up communication at any time and place: on the bus, in a bar, at a conference,
in a subway, in a shopping mall or at work place. We argue that the environment
where a communication is being taken place can contribute to a user’s over all
trust. For example, a user A communicating with a user B within the proximity
of his/her work environment will feel more trusted about B than a user C who is
striking a communication with A on subway. Therefore, in our protocol, we allow
a user to give a rating/value to a particular social spot. These values range from
1 to 10. For example the user gives a higher value of 10 to its work environment
while give a lowest value of 1 to subway while traveling. However, a user who
travels more frequently might put a higher value to a travel related social spot.

3.4 Trust Computation

After evaluating the values of various components, the final trust equation can
be given as:

Trust = α ∗ FoF + β ∗ Cr + γ ∗ SST
Where α + β + γ ≤ 1 are adjustable user preference parameters and can be

adjusted according to a user’s preference given to each of the evaluated trust
components. If the Trust ≥ τ (user defined threshold) then user requests other
user to exchange Friend Token.
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It is important to note that this trust equation considers a user’s opinion in
the final trust computation. A user might be more comfortable to give a higher
weightage to friend of friend feature while the other might consider the credibility
of a user a more important while computing overall trust.

3.5 Revocation

If any of the participants cheat, then the victim presents the protocol recordings
to the RegS. Let’s suppose Responder is the victim.

– The victim sends the protocol recordings to the RegS.
Responder → RegS : Recordings
RegS checks the signatures on the messages and the evidence of cheating. For
example, the malicious party denied sending the Friend Token. The RegS will
send a request of revocation to the RevS. This request consists of encrypted
SSN of the malicious user. The id of a user in Auth Token leads to the
encrypted SSN in RegS DB.

– RegS → RevS : Revoke Request||(SSN)PKRevS
.

The RevS will decrypt the SSN and will give it back to the RegS.
– RevS → RegS: SSN.

The RegS will mark corresponding id/SSN as Revoked in its database.

4 Analysis of Proposed Protocol

This section presents the security analysis of the protocol. We analyze the pro-
tocol with respect to various design goals as well as various types of attacks.

Scenario 1: In our protocol, the users should only know about mutual friends.
No other information except the matched elements should be disclosed.

Solution: Each user encrypts friend’s identity with a secret exponent. After
that each of them commutatively encrypts other’s data and matches the resul-
tant ciphertexts. Due to the property of commutative encryption as described in
Sect. 2.6.2, the commutative ciphertexts match iff they have a common identity in
their data set. Therefore, both the users only find the mutual friends between them.

Scenario 2: During FoF matching, if an eavesdropper tries to know the
encrypted communication.

Solution: Agrawal et al. [10] proved that given the encryption fa(m) with the
secret exponent a, one cannot compute fa(m)−1 without knowing a. Therefore,
the communication is secure.

Scenario 3: If an honest-but-curious user wants to know the encrypted identities
of friends.

Solution: In case of an Initiator, all the identities IdIi are encrypted with
secret exponent a of the Initiator. According to Agrawal et al. [10], fa(m) is
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irreversible without the key a. Therefore, without the necessary key information,
the Responder cannot learn fa(m)−1.

Scenario 4: During the initial authentication, an attacker plays a Man-In-The-
Middle attack by sending some initiator’s Auth Token to a Responder.

Solution: A user’s Auth Token comprises of a secret value N that is encrypted
in RegS’s paillier public key and only known to the owner of Auth Token. During
initial authentication, a user is required to encrypt the value of N again with
RegS’s paillier public key along with the Auth Token. The responder verifies
this value by sending both the ciphertexts to the RegS. Unless the value of N is
known, an attacker cannot launch such attack.

Scenario 5: A user is able to take part indefinitely after revocation.

Solution: The Auth Token is digitally signed and issue by the RegS. It contains
a timestamp T and it must be re-acquired by a user after the T expires. In case
a revoked user tries to re-acquire the Auth Token, he/she needs to presents
the previous Auth Token that contains user’s identity. The RegS maintains a
DB of revoked users and finds the identity of a revoked user upon arrival of
a Auth Token issue request. Therefore, the RegS will reject the request of a
revoked user.

Scenario 6: In our protocol, if the RegS or the RevS is compromised.

Solution: During the initial registration of a user, his/her SSN is encrypted by
the RegS with the public key of RevS and the plaintext data is deleted. This idea
is adopted from one of our earlier work [14]. Therefore, in an unlikely case of a
RegS compromise, no user identity data is revealed to the attacker. Similarly, In
case RevS compromise, there is no loss of data because RevS has no user data.

5 Conclusions and Future Work

This paper proposes a secure protocol to evaluate trust in PMSN. The paper
proposes various trust evaluation parameters and allows a user to securely eval-
uate these values in order to find the final trust value. The paper also proposes
a secure authentication mechanism that prevents replay and MITM attacks. In
order to provide authentication and revocation, the paper proposes two semi-
trusted servers that collaborate with each other to provide efficient authenti-
cation and revocation. In case of a compromise of a server, no valuable user
identity data is revealed. In the future work, we aim to extend and implement
the paper by developing a mobile application, evaluate our trust mechanism
more comprehensively and compare the protocol to similar approaches.
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Abstract. In this paper, we developed a new collaborative filtering
recommender system integrating with a social network that contains
all users. In this system, user preferences and community preferences
extracted from the social network are modeled as mass functions, and
Dempster’s rule of combination is selected for fusing the preferences.
Especially, with the community preferences, both the sparsity and cold-
start problems are completely eliminated. So as to evaluate and demon-
strate the advantage of the new system, we have conducted a range of
experiments using Flixster data set.

Keywords: Recommender system · Collaborative filtering · Social
network · Community preference · Dempster-Shafer theory

1 Introduction

Recently, recommender systems [1,2] have been developed to satisfy both online
users (customers) and online suppliers. For online users, recommender systems
help to deal with information overload by providing a list of suitable items (prod-
ucts or services) to a specific person [1]. On the other hand, for providers, the
systems are employed as an effective tool for increasing sale growths, improving
the user satisfaction and fidelity, as well as better understanding what a user
wants [3]. For this reason, recommender systems have been widely applied in
e-commerce applications [4,5].

According to the literature, recommendation techniques can be classified into
six main categories: content-based, collaborative filtering (CF), demographic,
knowledge-based, community-based, and hybrid [3]. Among these, CF is referred
to as “people to people correlation” [6] and considered to be the most popular and
widely implemented technique [7]. In order to generate suitable recommendations
for an active user, commonly, CF systems try to find other users who have similar
preferences with this user, and then use their existing ratings for calculating
predictions for the user. However, CF systems are limited due to the sparsity
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and cold-start problems [1]. The first problem happens because each user only
rates a very small subset of items; and this issue is considered to be significantly
affects performances of recommendations [8]. The second problem is caused by
new items and new users. When new items have been just added, the systems do
not have information about people’s preferences on these items; in such a case,
it is difficult to recommend them to users. Additionally, when new users have
just joined in, the systems have no knowledge about preferences of the users; so,
it is also difficult to generate recommendations for them.

So far, many researchers focus on solving the sparsity as well as cold-start
problems in CF systems, and a variety of methods have been proposed to over-
come these problems. A popular method is Matrix Factorization [9] that exploits
latent factors and applys them for predicting all unprovided ratings. In [10,11],
the authors combined CF technique with other one as content-based or demo-
graphic. Besides, some authors suggested using additional information from other
sources, such as implicit preferences inferred from users’ actions that relate to
specific item [12], or context information [13,14].

Furthermore, these days social networks are growing rapidly as well as play-
ing a vital role on the Internet. In general, these networks are known as an
effective communication and collaboration medium that can connect many peo-
ple. In fact, social networks consist of huge amount of information that could be
useful to improve quality of recommendations [15]. Because of this, integrating
recommender systems with social networks has emerged as an active research
topic [16,17]. Up to now, various CF systems based on social networks have been
developed; and most of these systems employ social trust [18–20] or community
context information [21] for tackling the sparsity and cold-start problems.

Naturally, in a social network, people are formed into some communities;
and in each of which, members frequently interact with one another [22] as
well as discussing or sharing information about a variety of topics including
the ones about items. Before buying an item, commonly, people tend to ask
for experience or consult for advice from their relatives or friends in the same
community. Moreover, most of people believe in opinion or recommendations
from other members in the community rather than from the ones outside.

Under such an observation, in this paper, we develop a new CF recommender
system that exploits community preferences extracted from a social network con-
taining all users for improving the quality of recommendations as well as dealing
with both the sparsity and cold-start problems. Additionally, in the new system,
user and community preferences are modeled using Dempster-Shafer (DS) the-
ory [23,24]; and with this characteristic, the system is capable of representing
the preferences with uncertain, imprecise, and incomplete information as well as
fusing information from different sources easily.

The rest of this paper is arranged as follows. In the next section, background
information of DS theory is presented. Then, details of the proposed system
are described. Next, experiments and results are shown. Finally, conclusions are
drawn in the last section.
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2 Dempser-Shafer Theory

This theory [23,24] offers a particularly convenient framework for modeling
uncertain, imprecise and incomplete information. Let us consider a problem
domain represented by an exhaustive and finite set Γ containing L elements,
called a frame of discernment (FoD) [24]. A mass function m : 2Γ → [0, 1] is
defined on Γ as follows

m(∅) = 0;
∑

A⊆Γ

m(A) = 1. (1)

A subset A ⊆ Γ with m(A) > 0 is called a focal element of mass function m.
In case m(Γ ) = 1 and ∀A �= Γ,m(A) = 0, mass function m is called to be
vacuous. In addition, when the information source providing mass function m
has probability δ of reliability, this mass function needs to be discounted by a
discount rate 1 − δ ∈ [0, 1] as below

mδ(A) =

{
δ × m(A), for A ⊂ Γ ;
δ × m(Γ ) + (1 − δ), for A = Γ.

(2)

Belief function Bel: 2Γ → [0, 1] and plausibility function Pl: 2Γ → [0, 1] are
derived from mass function m, as follows

Bel(A) =
∑

∅�=B⊆A

m(B);

Pl(A) =
∑

A∩B �=∅
m(B).

(3)

A probability distribution Pr such that Bl(A) ≤ Pr(A) ≤ Pl(A),∀A ∈ 2Γ is said
to be compatible with mass function m, and pignistic probability distribution
Bp [25] is a typical one, as below

Bp(γ) =
∑

{A⊆Γ |γ∈A}

m(A)
| A | .

Assuming that we have two mass functions m1 and m2 defined on the same
FoD Γ . These two mass functions can be combined by using Dempster’s rule of
combination [24], denoted by 
, as follows

(m1 
 m2)(∅) = 0;

(m1 
 m2)(A) =
1

1 − K

∑

{B,C⊆Γ |B∩C=A}
m1(B) × m2(C), (4)

where K =
∑

{B,C⊆Γ |B∩C=∅}
m1(B) × m2(C) �= 0, and K represents basic proba-

bility mass associated with conflict.
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3 Proposed System

3.1 Data Modeling

Let U be the set of M users and I be the set of N items. Each rating of a
user u ∈ U on an item i ∈ I is represented as a mass function ru,i spanning
over a rating domain Γ consisting of L preference levels, and Dempster’s rule of
combination, described in Eq. (4), is selected to apply for fusing information.

Context information can be considered as concepts which may significantly
influence user preferences on items [13,14,21]. For example, when evaluating a
cell phone product, ‘Iphone 6s’, users will focus on its characteristics such as
‘color ’, ‘internal memory ’, ‘battery ’, ‘shape’; thus, these characteristics can be
viewed as concepts. Additionally, each concept can consist of a number of groups,
e.g. for ‘Iphone 6s’, concept ‘color ’ can consist of several groups as ‘silver ’, ‘gold ’,
‘space gray ’. Formally, assuming that, in the system, context information consists
of P concepts denoted by C = {C1, C2, ..., CP }; and each concept Cp ∈ C contains
at most Qp groups, denoted by Cp = {gp,1, gp,2, ..., gp,Qp

}.
For a concept Cp ∈ C, a user u ∈ U can be interested in several groups, and

an item i ∈ I can belongs to one or some groups of this concept. Groups in
which user u is interested and groups to which item i belong are identified by
mapping functions Ufp and Ifp respectively, as follows

Ufp : U → 2Cp

u �→ Ufp(u) ⊆ Cp;
Ifp : I → 2Cp

i �→ Ifp(i) ⊆ Cp.

(5)

We assume that all users together join to a social network representing as
an undirected graph G = (U,F), where U is the set of nodes (users) and F
is the set of edges (friend relationships). In this network, users can form into
several communities, and a user can belong to one or several communities at
the same time. One of existing methods, such as removal of high-betweenness
[26], mimicking human pair wise communication [27], analysing graph structures
[28,29] and so on, can be adopted to detect the overlapping communities in the
network. Supposing that, after detecting, we achieve T communities in total.

Generally, the recommendation process of the proposed system is illustrated
in Fig. 1. As can be seen in this feature, main tasks such as extracting infor-
mation, dealing with the problems, computing user-user similarities, selecting
neighborhoods and generating recommendations are performed in each commu-
nity independently. Note that, in the remainder of this section, we will present
about details of these tasks in a community.

3.2 Performing in a Community

The rating matrix of all members in the community is denoted by R = {ru,i}
with ru,i is the rating of user u on item i. In addition, all items rated by user u as
well as all users who have rated item i are denoted by IRu and URi, respectively.



174 V.-D. Nguyen and V.-N. Huynh

Social network

...Community 1 Community T

Extracting community preferences

Overcoming sparisty and cold-start problems

Computing user-user similarities

Selecting neighborhoods

Generating recommendations

Extracting community preferences

Overcoming sparisty and cold-start problems

Computing user-user similarities

Selecting neighborhoods

Generating recommendations

Fig. 1. Recommendation process

Extracting Community Preferences. Let us consider an item i. If this item
belongs to group gp,q of a concept Cp then each rating of user u, who is also
interested in group gp,q, on this item can be considered as a piece of community
preference on item i regarding group gp,q, denoted by Gmi,p,q. Consequently,
Gmi,p,q can be obtained by combining all related pieces as below

Gmi,p,q =
⊙

{u∈URi|gp,q∈Ufp(u)∩Ifp(i)}
ru,i. (6)

Since gp,q ∈ Cp, Gmi,p,q reflects a piece of community preference on item i regard-
ing concept Cp, denoted by Cmi,p. Thus, Cmi,p is computed as follows

Cmi,p =
⊙

{q|gp,q∈Cp,gp,q∈Ifp(i)}

Gmi,p,q. (7)

Obviously, Cmi,p is regarded as a piece of community preference on item i as a
whole, denoted by Cmi. Therefore, Cmi is calculated as below

Cmi =
⊙

{p|∃gp,q∈Cp,gp,q∈Ifp(i)}

Cmi,p. (8)

Besides, community preference on item i regarding group gp,q, Gmi,p,q, is viewed
as a piece of community preference regarding group gp,q overall all items, denoted
by Gmp,q. As a result, Gmp,q is obtained as follows

Gmp,q =
⊙

{i∈I|∃gp,q∈Cp,gp,q∈Ifp(i)}

Gmi,p,q. (9)
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Overcoming the Sparsity Problem. In the system, unprovided ratings need
to be created in order to deal with the sparsity problem. Supposing that, user u
has not rated item i; the process for generating unprovided rating ru,i contains
five steps as follows:

– Firstly, as mentioned earlier, the preference of user u can be influenced by
preference of the community. Thus, according to a concept Cp, if user u is
interested in a group gp,q to which item i belong, user u’s preference on item i
regarding group gp,q, denoted by Gmu,i,p,q, is signed by community preference
on item i regarding the same group gp,q, as below

Gmu,i,p,q =G mi,p,q. (10)

– Secondly, it can be seen that Gmu,i,p,q reflects a piece of user u’s preference
on item i regarding concept Cp, denoted by Cmu,i,p. Consequently, Cmu,i,p is
computed as follows

Cmu,i,p =
⊙

{q|gp,q∈Cp,gp,q∈Ufp(u)∩Ifp(i)}

Gmu,i,p,q. (11)

– Thirdly, Cmu,i,p is considered to be a piece of user u’s preference on item i as
a whole, denoted by Cmu,i. As a result, Cmu,i is achieved as below

Cmu,i =
⊙

{p|∃gp,q∈Cp,gp,q∈Ufp(u)∩Ifp(i)}

Cmu,i,p. (12)

– Next, unprovided rating ru,i is assigned user u’s preference on item i, as shown
below

ru,i = Cmu,i. (13)

– Finally, if the context information does not affect user u and item i, in other
words ∀p,Ufp(u) ∩Ifp(i) = ∅, unprovided rating ru,i cannot be generated
by using Eqs. (10), (11), (12) and (13). In this case, we propose that ru,i

is assigned community preference on item i, as follows

ru,i =Cmi. (14)

Overcoming the Cold-Start Problem: New Items. Let us consider a new
item i′. According to a concept Cp, for each gp,q ∈ Ifp(i′), the community pref-
erence on a group gp,q is considered to be the community preference on item i′

regarding group gp,q, as below

Gmi′,p,q =G mp,q. (15)

Then, we can apply Eqs. (10), (11), (12), (13) and (14) to generate the unpro-
vided ratings on item i′ for all users in the community.

In the special situation, the groups to which item i′ belongs are very new for
the community; in order words, Gmp,q corresponding to ∀gp,q ∈ Ifp(i′) does not
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exist. If there are some users, who are not interested in any gp,q ∈ Ifp(i′) but
have rated the item, the unprovided rating of user u on item i′ is assigned by
combining all existing ratings on the item as follows

ru,i′ =
⊙

{u′∈URi′ |gp,q /∈Ufp(u′),gp,q∈Ifp(i′)}
ru′,i′ . (16)

Otherwise, if nobody in the community has rated this item, URi′ = ∅, then for
each user u in the community, ru,i′ is assigned by vacuous.

Overcoming the Cold-Start Problem: New Users. Let us consider a new
user u′. In case the profile of user u′ contains information about the groups of
each concept Cp, in which u′ is interested, the unprovided ratings of this user on
each item i are generated as follows:

– Community preference on item i regarding a group gp,q ∈Ufp(u′) is considered
as user u′’s preference on item i regarding group gp,q, as below

Gmu′,i,p,q =G mi,p,q. (17)

– Applying the Eqs. (11), (12), (13) and (14) for user u′, the unprovided rating
ru′,i will be created.

Otherwise, if the information about the groups in which user u′ is interested is
not available, the unprovided rating of this user on item i is assigned community
preference on item i as follows

ru′,i =Cmi. (18)

At this point, all unprovided ratings related new items as well as new users have
been created. In the next tasks, these items are treated the same as any other
one; and there is no difference between the new users and the other ones in terms
of being recommended. As a result, the cold-start problem is eliminated in the
system.

Computing Similarities. The method proposed in [13] is used for computing
user-user similarities in the system. With this method, the distance between two
users u and u′, denoted by D(u, u′), is computed as below

D(u, u′) =
N∑

i=1

μ(xu,i, xu′,i)
(
ln max

γ∈Γ

Bpu′,i(γ)
Bpu,i(γ)

− ln min
γ∈Γ

Bpu′,i(γ)
Bpu,i(γ)

)
, (19)

where Bpu,i and Bpu′,i are the pignistic probability distributions according to
ratings of user u and user u′ on item i respectively; and μ(xu,i, xu′,i)∈ [0, 1] is a
reliable function referring to the trust of the evaluation of both user u and user
u′ on item i. Here, xu,i ∈{0, 1} and xu′,i ∈{0, 1} equal to 1 if ru,i and ru′,i are
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provided ratings respectively; otherwise, ru,i and ru′,i are predicted ratings. The
function μ(xu,i, xu′,i) can be computed as follows

μ(xu,i, xu′,i) = 1 − ρ1 × (xu,i + xu′,i) − ρ2 × xu,i × xu′,i, (20)

where ρ1 and ρ2 are the reliable coefficients representing the state when a user
has rated an item and two users together have rated an item, respectively [13].

The user-user similarity between users u and u′, denoted by su,u′ , is computed
as follows

su,u′ = e−λ×D(u,u′), where λ ∈ (0,∞). (21)

With the higher value of su,u′ , the user u is closer to user u′. Finally, the user-user
similarities among all users are represented in a matrix S = {su,u′}.

Selecting Neighborhoods. Let us consider item i which has not been rated by
active user u. A set containing K nearest neighborhoods of this user is denoted
by Nu,i and selected by using the method in [30]. Firstly, a set of users who
already rated item i and whose similarities with user u are equal or greater than
a threshold τ is chosen; this set is denoted by Nu,i and obtained by the following
equation

Nu,i = {u′ | i ∈IRu′ , su,u′ ≥ τ}. (22)

Note that, the condition i ∈IRu′ is removed if IRu′ = ∅. Secondly, all of members
in Nu,i is sorted in ascending by su,u′ and top K members are selected as the
neighborhood set Nu,i.

Generating Recommendations. The members in Nu,i are considered to have
the similar taste with user u on item i. Therefore, the estimated rating of user
u on item i, denoted by r̂u,i, is calculated by the following equation

r̂u,i = ru,i 
 r̃u,i, (23)

where r̃u,i is the overall preference of all members in Nu,i. The rating of each
user u′ ∈ Nu,i on item i need to be discounted by a discount rate 1 − su,u′ [14].
As a result, r̃u,i can be calculated as below

r̃u,i =
⊙

{u′∈Nu,i}
ṙ

su,u′
u′,i , (24)

with ṙ
su,u′
u′,i =

{
su,u′ × ru′,i(A), for A ⊂ Γ ;
su,u′ × ru′,i(Γ ) + (1 − su,u′), for A = Γ.

Note that, in case user u belongs to several communities simultaneously, the last
estimated rating of this user on item i is achieved by fusing the estimated ratings
item i in the communities to which user u belongs.

The proposed system offers both hard and soft decisions. To generate a hard
decision on a singleton γ ∈ Γ , the pignistic probability is applied, and then
the singleton having the highest probability is selected as the preference label.
Additionally, to generate a soft decision, the maximum belief with overlapping
interval strategy (maxBL [31]) is selected [14].
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4 Experiment and Result

Flixster data set [21] was selected to use in experiments. It consists of 3,827 users
with 49,410 friend relationships, 1210 movies, and 535,013 hard ratings with
rating domain Γ = {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5}. Since the proposed system
works with soft ratings, the mapping function suggested in [14] was adopted for
transforming hard ratings into soft ratings. Note that, in this function, the trust
factor and dispersion factor were selected as 0.9 and 2/9, respectively. In the data
set, each movie can belong to at most 19 genres. However, the genres in which
a user is interested are not available. Thus, we assume that a user is interested
in a genre if this user has rated at least 11 movies belonging to that genre. In
addition, so as to discover overlapping communities in the social network whose
nodes are linked by undirected friendships, the algorithm developed in [27] was
selected; and after executing this algorithm, 7 overlapping communities were
detected.

Table 1. Experimental results

K DS-MAE DS-Precision DS-Recall

Baseline New system Baseline New system Baseline New system

5 0.95978 0.85227 0.20442 0.22506 0.17956 0.18872

10 0.95263 0.85241 0.20533 0.22495 0.18101 0.18878

15 0.94846 0.85241 0.20561 0.22498 0.18174 0.18884

20 0.94643 0.85236 0.20580 0.22511 0.18202 0.18894

25 0.94492 0.85235 0.20596 0.22516 0.18231 0.18895

30 0.94378 0.85231 0.20596 0.22514 0.18247 0.18895

35 0.94259 0.85231 0.20589 0.22517 0.18263 0.18898

40 0.94151 0.85229 0.20600 0.22522 0.18281 0.18902

45 0.94057 0.85229 0.20594 0.22522 0.18295 0.18905

50 0.94007 0.85229 0.20595 0.22525 0.18300 0.18908

55 0.93964 0.85227 0.20597 0.22531 0.18308 0.18912

60 0.93919 0.85226 0.20600 0.22536 0.18315 0.18916

65 0.93900 0.85226 0.20599 0.22540 0.18317 0.18918

70 0.93891 0.85226 0.20600 0.22539 0.18320 0.18918

75 0.93869 0.85226 0.20602 0.22541 0.18322 0.18919

80 0.93853 0.85227 0.20605 0.22538 0.18325 0.18919

The system [21], developed based on DS theory, was selected as a baseline
for performance comparison. In this baseline, community context information
extracted from the social network is used for dealing with the sparsity prob-
lem; and for new items as well as users who are not affected by the context
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information, unprovided ratings are signed by vacuous. Additionally, evaluation
methods DS-MAE [14], and DS-Precision, DS-Recall [32] were chosen to mea-
sure recommendation performances.

In each community, all values in user-user similarity matrix S were sorted
in ascending order, and then, the value of su,u′ that can retain top 50 % of
highest values in S was selected for parameter τ . The other parameters were
set as following: ρ1 = 0.3, ρ2 = 0.1 and λ = 10−4. In addition, this data set
was separated into two parts, testing data and training data; the first one con-
tains random selections of 5 ratings of each user, and the other consists of the
remaining ratings.

The experimental results are summarized and illustrated in Table 1. In this
table, performances of two systems according to the selected evaluation criteria
vary with neighborhood size K; and the bold values indicate the better ones. As
observed, the proposed system is more effective than the baseline in all cases.
These results show that integrating with community preferences is capable of
improving the quality of recommendations.

5 Conclusion

It can be seen that performances in accuracy of CF systems are limited by
the sparsity and cold-start problems. In this paper, we have introduced a new
CF system that exploits the community preferences extracted from the social
network for dealing with these problems. In the future, we will focus on improving
the quality of community preferences.
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Abstract. To study about the state of the art for a research project,
researchers must conduct a literature survey by searching for, collect-
ing, and reading related scientific publications. By using popular search
systems, online digital libraries, and Web of Science (WoS) sources such
as IEEE Explorer, ACM, SpringerLink, and Google Scholar, researchers
could easily search for necessary publications related to their research
interest. However, the rapidly increasing number of research papers pub-
lished each year is a major challenge for researchers in searching for
relevant information. Therefore, the aim of this study is to develop new
methods for recommending scientific publications for researchers auto-
matically. The proposed ones are based on exploiting explicit and implicit
relations in the academic field. Experiments are conducted on a dataset
crawled from Microsoft Academic Search [1]. The experimental results
show that our proposed methods are very potential in recommending
publications that are meet with research interest of researchers.

Keywords: Publication recommendation · Academic social networks ·
Researcher profile · Academic trust relationship

1 Introduction

To start a research project, senior researchers who have strong domain knowledge
may already know which related publications should read for their research.
However, the rapidly increasing number of research papers published each year
is a major challenge for researchers in searching for publications related to their
research interest because of information overload. Besides, students or junior
researchers are less experience in finding relevant publications. They don’t know
which related publications should read for their research and they often need
advices from their supervisor or experienced colleagues. Therefore, a publication
recommender system that can automatically suggest a ranked list of relevant
publications should be a very useful tool for both junior and senior researchers.

Content-based approach is one of the most successful approaches widely
applied to develop new methods for recommending prospective scientific publi-
cations automatically. Content-based methods often study how to model profile
c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 182–192, 2016.
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describing research interest of researchers. After that, the researcher’s profile
is matched with content of existing publications to filter out TopN of relevant
ones for recommendation. However, content-based methods do not concern in
academic social relations while these relationships are key factors affecting to
research interest and decision of researchers. Thus, the aim of this study is to
exploit implicit and explicit academic relationships to develop new methods for
recommending publications.

The key contributions of this study are summarized as follows:

– Proposing ASN (Academic Social Networks) model for modeling relationships
in the academic domain.

– Exploiting academic social relations in the ASN model to develop new methods
for recommending scientific publications.

The remainder of this paper is organized as follows. In Sect. 2, we present
a formal definition of the problem. Section 3 is brief survey of related works.
Section 4 describes our approach in detail. The dataset, experimental results,
and discussion are provided in Sect. 5. We conclude the paper and suggest future
research in Sect. 6.

2 Problem Definition

The aim of this problem is to identify a utility function f : R × P → R, to esti-
mate how a paper pj∈P is useful to a specified researcher ri∈R.

Where,

– R = {r}: set of all researchers.
– P = {p}: set of all publications.
– Pc ⊂ P : set of publications have been cited by other researchers.
– Existed Rating = {vri,pj

}. Where, vri,pj
presents a rating degree of ri ∈ R

with pj ∈ Pc based on citation of ri to pj in the past.

For each given researcher ri ∈ R, the paper recommender system need
to generate a ranked list (TopN) of prospective publications, PTopN =<
p1, p2, ..., pTopN >, that are considered the best useful to ri to do recommenda-
tion. TopN of potential publications, PTopN =< p1, p2, ..., pTopN >, are selected
according to the following constraints:

(i) ∀pk ∈ PTopN , v(ri, pk) /∈ Existed Rating. It means that the system should
recommend publications that ri don’t know yet.

(ii) ∀pk ∈ PTopN , f(ri, pk) ≥ f(ri, pk+1), where 1 ≤ k ≤ TopN − 1. It means
that PTopN is a ordered set (a ranked list). Therefore, the higher rank a
publication have in the list, the higher priority it is recommended.

(iii) ∀pk ∈ PTopN ,∀pno rec ∈ P\PTopN , f(ri, pk) ≥ f(ri, pno rec). Utility value
of recommended publication, which is computed by f function, must be
greater than utility value of no-recommended publications.
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3 Related Work

Relating to recommendation of scientific publications, there are several differ-
ent sub-problems that the recent studies have been concerning on. For example,
He et al. [3,4], Huang et al. [5] proposed new methods for recommending cited
papers when researcher is writing a paper. Most of these studies aimed at devel-
oping a model for mapping between sentences in the writing paper with cited
publications in references section. On the other hand, Lawrence et al. [8], Huynh
et al. [6], has carried out research to develop new algorithms to recommend
similar publications when users browse a publication in digital libraries.

In other studies, Sugiyama et al. proposed new methods to recommend scien-
tific publications matching with the interest of researchers [9,10]. They proposed
a method to build researcher’s profile based on aggregating her/his publications
with her references and citations from citation network. They collected 597 publi-
cations from the ACL conference (Association of Computational Linguistics) and
consulted 28 researchers. These researchers have to read a list of 597 papers and
label which publication related or not related to their research interests. After
that, the authors has used this dataset to build the ground truth. The nature of
the citation network is very sparse. Therefore, Sugiyama et al. has tried to reduce
the sparse data by collaborative filtering to explore potential cited publications
and used this result to refine the profile of candidates. Experimental results
show that the exploitation of potential cited publications improved accuracy of
recommendation [11].

In another study, Jianshan Sun et al. have proposed a new method for the
recommendations of scientific publications by combining content of publications
and social relations of researchers [12]. They have extracted a list of related
publications and social relationships of researchers from the CiteULike website
to build empirical dataset including ground truth, training set and testing set.
Experimental result showed that their hybrid method outperform than content
based approach.

Joeran Beel et al. conducted a survey of more than 170 papers, patents, web
pages are published in this field [2]. This survey has shown that until now there
are no benchmarks as well as methods/metrics to evaluate various approaches
for this problem. Thus, it is very difficult to know strengths and weaknesses of
the existing methods.

Currently, the study of Sugiyama et al. [9,10], Sun et al. [12], is the most
similar to the problem which we are studying in this paper. However, most of
these studies were not really interested in academic implicit social relationships,
especially various types of trust relationship when making recommendations of
scientific publications. Therefore, the aim of this study is to exploit implicit
and explicit academic relationships for developing new methods to recommend
publications. The next section presents details of our approach.
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4 Our Approach

In order to take academic relationships into developing new methods, firstly these
potential relations (both implicit and explicit ones) should be recognized from
the collection of scientific publications. This study has proposed a model, ASN
Model (Academic Social Networks), used for modeling implicit and explicit rela-
tionships from the collection (Fig. 1). The next section presents key components
of the ASN model.

4.1 Modeling Academic Social Networks

The ASN model is a set of key components as following:

ASN = (CoNet, CiNet Author, CiNet Paper,AffNet,M) (1)

where,

– CoNet: Coauthor network.
– CiNet Author: Citation network among researchers.
– CiNet Paper: Citation network among publications.
– AffNet: Collaborative network among research institutes.
– M : set of computing methods used to estimate how strong relationships are.

When choosing a publication for reading, researchers are not only interested in
content but also quality of publication. There are many different factors affect-
ing to the quality of a publication such as: reputation of journal, conference,

Fig. 1. Implicit and explicit relationships extracted from the collection of scientific
publications (dashed and solid lines)
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authors. In fact, researchers often have trust in some specific experts in rele-
vant research topic and they tend to choose publications of these experts for
their reading. For junior researchers, they often need advices, suggestions of
their supervisor or experienced colleagues. Therefore, next section presents our
proposed methods which combine content-based profile of researchers and acad-
emic relationships in ASN model. For these academic relations, this paper have
specifically focused on trust relationships which are defined, computed by using
CoNet and CiNet Author in the ASN model.

4.2 Exploiting Explicit Relationships in CoNet and CiNet Author

Assuming that the trust of a researcher for a paper depends on the trust level
of her/his own and the trust of her/his co-author. Details of our method can be
summarized as following:

Method: CB-TrendTrust1
Input:

– Set of all researchers R = {r}
– Set of all available publications P = {p}
Output: ∀r ∈ R, return a ranked list of Top-N publications p ∈ P based on values
predicted by the utility function.
————————————————————————————————————–

1: Step 1: Building the coauthor network, CoNet(R, E1).
– R: set of vertices of CoNet(R, E1). Each vertex is a researcher.
– E1: set of directed edges of CoNet(R, E1) presenting coauthor-ships. The direc-

tion from rx to ry present that rx has coauthor-ships with ry in rx’s publications.
In the other words, rx has trusted in ry when rx collaborate with ry.

2: Step 2: Building the citation network CiNet Author(R, E2) with two key compo-
nents R, E2.
– R: set of vertices of CiNet Author(R, E2). Each vertex is a researcher.
– E2: set of directed edges of CiNet Author(R, E2) presenting citation-ships. The

direction from rx to ry presents that rx cited ry in rx’s publications (rx, ry ∈ R).
In the other words, rx has trusted in ry. The weight of edges or the degree of
trust relations in CiNet Author(R, E2) could be computed as follows:

wcite(rx, ry, t0) =

tc∑

ti=t0

NumCitation(rx, ry, ti)

e(tc−ti) ∗ TotalCitation(rx, ti)
(2)
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3: Where,
– NumCitation(rx, ry, ti): number of times that rx cited ry in year ti.
– TotalCitation(rx, ti): Total number citations of rx in year ti.
– tc: the current year.
– t0: year to start considering the trend factor.

4: Step 3: Aggregating citation-ships rx with citations of ry’s coauthors to compute
degree of trust between rx and ry from t0, wtrust(rx, ry, t0).

wtrust(rx, ry, t0) = wcite(rx, ry, t0)+

∑

ru∈CoAuthor(rx)

wcoauthor(rx, ru, t0) ∗ wcite(ru, ry, t0)

|CoAuthor(rx)|
(3)

Wcoauthor(rx, ry, t0) =
fTrend(rx, ry, t0)∑

∀ru∈CoAuthor(rx) fTrend(rx, ru, t0)
, (4)

fTrend(rx, ry, t0) =

tc∑

ti=t0

n(rx, ry, ti) ∗ 1

e(tc−ti)
(5)

Where,
– CoAuthor(rx): set of researchers who had coauthor-ship with rx.
– n(rx, ry, ti): total of papers which rx had coauthor-ship with ry in year ti.
– t0: year to start considering the trend factor.
– tc: current year.

5: Step 4: Computing the trust weight of a researcher rx to a publication pj .

wtrust(rx, pj , t0) = MAX(wtrust(rx, ry, t0)) (6)

(With ry ∈ Rpj : set of authors of publication pj)
6: Step 5: Linear combination of trend-based content similarity and the degree of

trust. ∀rx ∈ R, pj ∈ P : RatingV alue(rx, pj) = 0,

RatingV alue(rx, pj , t0) = α ∗ wtrust(rx, pj , t0) + (1 − α) ∗ SimCB(rx, pj) (7)

7: Step 6: Recommendation. ∀rx ∈ R,
– Selecting Top-N of publications based on value of RatingV alue(rx, pj) to rec-

ommend for rx.

Analyzing the complexity of CB-TrendTrust1:

– Steps 1 and 2 are considered as preprocessing steps.
– Step 3: This step computes the trust weight for all pairs of researchers. For

each researcher r ∈ R, this step also computes for all her/his coauthors,
|CoAuthor(r)|. Therefore, the complexity of this step is O(|R|2k) (k: aver-
age number of coauthors of a researcher).

– Step 4: This step computes the trust weight of all researchers to all publica-
tions. For each p ∈ P , this step has worked for |Authors(p)| authors. Therefore,
the complexity of this step is O(|R||P |l) (l: average number of authors of a
publication p).
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– In summary, because of |P | >> |R|, so the complexity of this method is
O(|R||P |l) (where |R|: total number of researchers, |P |: total number of pub-
lications, l: average number of authors in one publication).

4.3 Exploiting Implicit Relationships in the CiNet Author

In fact, one researcher typically follows citations in references section of read-
ing papers to identify potential relevant publications. That is a implicit citing
relation based on bridging relations in the CiNet Author. From trust perspec-
tive, one researcher can put her/his trust in other researchers based on bridging
trust relationships. Details of our method for mining potential trust relationships
based on implicit citations can be summarized as follows:

Method: CB-TrendTrust2
Input:

– Set of all researchers R = {r}
– Set of all available publications P = {p}
Output: ∀r ∈ R, return a ranked list of Top-N publications p ∈ P based on values
predicted by the utility function.
————————————————————————————————————–

1: Step 1: Similar to the CB-TrendTrust1 method
2: Step 2: Aggregating citation-ships of rx with citations of researchers who are cited

by rx to compute the trust weight between rx and ry from t0, wtrust(rx, ry, t0).
wtrust(rx, ry, t0) = wcite(rx, ry, t0)+

∑

ru∈CitedAuthor(rx)

wcite(rx, ru, t0) ∗ wcite(ru, ry, t0)

|CitedAuthor(rx)|
(8)

3: Step 3: Similar to steps 4, 5, 6 of the CBTrendTrust1 method.

Analyzing the complexity of CB-TrendTrust2: similar to the
CBTrendTrust1 method, the complexity of the CB-TrendTrust2 is O(|R||P |l)
(where |R|: total number of researchers, |P |: total number of publications, l:
average number of authors in one publication).

5 Experiments and Evaluation

5.1 Dataset

Joeran Beel et al. showed that until now there are no benchmarks as well as
methods, metrics to evaluate various approaches for this problem [2]. Thus, it
is very difficult to know strengths and weaknesses of existing methods. In this
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Fig. 2. Method to evaluate recommended publications

study, we have collected scientific publications at Microsoft Academic Search
website to construct our empirical dataset. In order to contribute our dataset to
research community, we have published our empirical dataset at https://sites.
google.com/site/tinhuynhuit/dataset.

In our experiment, we randomly choose 1,000 researchers that published
papers before 2006 and after 2006 as input data. The publications were pub-
lished before 2006 was selected as the training data. The papers that were cited
by 1.000 researchers from 2006 to 2008 were chosen as ground truth to verify
quality of recommendation methods. We assume that the result of recommenda-
tion is correct when recommended publication is cited in the ground truth by the
researcher; otherwise it is incorrect (Fig. 2). The ground truth consists of 52.254
publications that were cited by 1.000 researchers from 2006 to 2008. Dividing
the dataset into the past data (training data) and the future data (ground truth)
to qualify recommendation methods commonly applied in other studies such as:
Tang et al. [13], Sugiyama et al. [9,10], Sun et al. [12].

5.2 Experimental Results

We use NDCG [7], and MRR [14], which are used popularly in other studies
to evaluate accuracy of recommendation. The higher these metrics are, the bet-
ter the method is. The Table 1 shows the experimental results of our proposed
methods compare with other popular methods such as content-based method
(CB-Baseline), Collaborative Filtering (CF-kNN), CB-Recent that is proposed
by Sugiyama et al. [9]. The experimental result shows that our propose methods
outperforms the others (Fig. 3).

Basing on experimental results, we could bring out claims as following:

– The content-based approach is suitable for recommending scientific publica-
tions while the CF approach does not work for this problem.

– Modeling researcher’s profile based on trend improved accuracy of recommen-
dation.

– Combining trend-based content similarity with trust degree of a researcher to
a publication has contributed to improve accuracy of recommendation, but
the archived result is not really significant yet.

https://sites.google.com/site/tinhuynhuit/dataset
https://sites.google.com/site/tinhuynhuit/dataset
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Table 1. Experimental comparison of proposed methods with the popular ones

Methods NDCG@5 NDCG@10 MRR

CB-Baseline 0.2945 0.2334 0.5128

CB-Recent 0.3577 0.2735 0.6142

CF-kNN 0.0357 0.0330 0.0934

CB-Recent+CF (Best at α = 0.9) 0.3570 0.2728 0.6140

CB-TrendTrust1 0.3610 0.2778 0.6164

CB-TrendTrust2 0.3610 0.2778 0.6164

Fig. 3. Selecting the ratio α for linear combination of trend-based content similarity
and the degree of trust relation

6 Conclusion and Future Work

The aim of this study is to develop new methods for recommending scientific pub-
lications for researchers. The key contributions of this study includes: proposing
ASN (Academic Social Networks) model for modeling explicit and implicit social
relationships; exploiting academic social relationships, especially trust relation-
ships in the ASN model to develop new methods. The proposed methods are
a linear combination of content-based similarity and trust degree computed by
using social relations. The combination helps to improve the accuracy of recom-
mendation, but the archived result is not really significant yet. Our next step
in near future is to conduct experiment for different hybrid methods. We will
also consider learning a model to predict potential publications for researchers
by using multi features (content-based, link-based, time-aware features).
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Abstract. Geosocial networks have received a lot of attentions recently
and enabled many promising applications, especially the on-demand
transportation services that are increasingly embraced by millions of
mobile users. Despite the well understood benefits, such services also
raise unique security and privacy issues that are currently not very
well investigated. In this paper, we focus on the trending rideshar-
ing recommendation service in geosocial networks, and propose a new
privacy-preserving framework with salient features to both users and
recommendation service providers. In particular, the proposed frame-
work is able to recommend whether and where the users should
wait to rideshare in given geosocial networks, while preserving user
privacy. Meanwhile, it also protects the proprietary data of recom-
mendation service providers from any unauthorised access, such as
data breach incidents. These privacy-preserving features make the pro-
posed framework especially suitable when the recommendation ser-
vice backend is to be outsourced at public cloud for improved ser-
vice scalability. On the technical front, we first use kernel density
estimation to model destination distributions of taxi trips for each
cluster of the underlying road network, denoted as cluster arrival pat-
terns. Then we utilize searchable encryption to carefully protect all the
proprietary data so as to allow authorised users to retrieve encrypted
patterns with secure requests. Given retrieved patterns, the user can
safely compute the potential of ridesharing by investigating the probabil-
ities of possible destinations from ridesharing requirements. Experimen-
tal results show both the effectiveness of the proposed recommendation
algorithm comparing to the naive “wait-at-where-you-are” strategy, and
the efficiency of the utilized privacy-preserving techniques.

1 Introduction

With the proliferation of smartphones, geosocial networks are gaining increas-
ing popularity for utilizing user-provided location data to match users with a
place, event, or person relevant to their interests, and to enable further socializa-
tion activities based on such information [1]. Based on geosocial networks, many
c© Springer International Publishing Switzerland 2016
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promising on-demand transportation services have been enabled and increasingly
embraced by millions of mobile users. Among them, the trending ridesharing rec-
ommendation service has received lots of attentions, where users can submit their
sources and destinations to find other users that match their trips. Ridesharing is
particularly important for new on-demand transportation services such as Uber
and DiDi. Besides saving money for users, ridesharing also brings potential to
assuage traffic congestion and save energy consumption.

Despite the well understood benefits, such new services also raise unique
security and privacy issues that are currently not very well investigated. Take
the ridesharing recommendation service for example. Its recommendation mech-
anism depends on whether another passenger with the similar source and des-
tination can appear in time. Thus, it would inevitably demand constant access
to the users’ current locations and/or their intended destinations. Such personal
location data usually contain sensitive information, and should be always pro-
tected, as well recognised in the literature [11]. Besides, from the ridesharing
service provider’s perspective, the proprietary datasets, such as the recommen-
dation algorithms, and valuable score functions learned from mass of data with
data mining or machine learning techniques, are extremely valuable as well.
They are crucial digital assets to the recommendation services and should also
be strictly protected against any unauthorised access, especially given the rising
concerns of recent data breach incidents [3]. Considering more and more emerg-
ing geosocial applications are directly hosted at commercial public cloud that are
not necessarily within the trust domain of service providers, the security threats
on unauthorised access of such proprietary information are further exacerbated.

In light of these observations, in this paper we propose a privacy-preserving
framework for secure ridesharing recommendation with salient features to both
users and recommendation service providers. In particular, the proposed frame-
work is able to recommend whether and where the users should wait to rideshare
in given geosocial networks, while preserving user privacy. The user privacy
assurance hinges on the fact that all the data that leave from and arrive at the
user’s mobile devices are encrypted. Meanwhile, it also ensures that all the pro-
prietary data from the recommendation service provider will always be encrypted
during the service operations, and will never be exposed to any unauthorised
users. These privacy-preserving features make the proposed framework resilient
to data breach incidents at the service backend. They are also attractive when
the recommendation service backend is to be outsourced at public cloud for
improved service scalability, e.g., to satisfy the throughput and response time
requirement for real-time queries.

In our framework, to deliver good ridesharing recommendation services, we
exploit the fact that pick-ups and drop-offs of users’ daily trips usually follow
certain patterns. With the observation that user Alice may walk to some place
nearby or change her destination to a Point-of-Interest (POI) nearby to increase
her chance to rideshare, we investigate the probability for taxis to depart from
somewhere near Alice’s source towards somewhere near her destination. In par-
ticular, we first fragment the underlying road network into a number of road
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clusters, and then model destination distributions of taxi trips for each clus-
ter, denoted as cluster arrival patterns, with kernel density estimation fusioned
with departure probabilities for expected higher user satisfaction, as explained
in Sect. 3. Based on these cluster arrival patterns, then we utilize off-the-shelf
searchable encryption technique to carefully protect all the proprietary data so
as to allow authorised users to retrieve encrypted patterns with secure requests.
These patterns are always encrypted and stored on the cloud server while answer-
ing for authorised on-demand encrypted requests from mobile users.

The operation of our proposed framework starts from the client application on
the user’s smartphone. Given possible waiting places and destinations of a user, a
secure query will be generated at the user client application, and then submitted
to the cloud server. Subsequently, the server securely searches over encrypted
patterns without decryption and returns encrypted result patterns. During this
procedure, the privacy of both patterns and requested cluster ids (i.e., user
source and destination information) are well-preserved. After decryption, the
client application computes the ridesharing probability based on the patterns. If
the potential to rideshare with others is not high enough for all nearby clusters,
Alice is recommended to take a taxi directly. Otherwise, the client application
highlights where to wait on the map for Alice. Thus in either cases, Alice can
save either time or money.

The main contributions are summarized as follows: 1. We design a privacy-
preserving recommendation framework to securely help users decide whether
and where to wait for ridesharing. It also protects service provider’s proprietary
data from unauthorised users during operations. 2. Experimental results show
the efficiency of the privacy-preserving techniques, and the effectiveness of the
recommendation comparing to the naive “wait-at-where-you-are” strategy.

The rest of this paper is organized as follows. Section 2 states the system
architecture, and Sect. 3 delineates the proposed privacy-preserving recommen-
dation scheme. Section 4 gives the security analysis of the proposed scheme.
Section 5 analyzes the performance. Section 6 discusses the related work. Finally,
Sect. 7 concludes this paper.

2 System Model

As shown in Fig. 1, the architecture consists of three different parties: the service
provider, the user and the cloud server. Service provider learns patterns with
data mining or machine learning techniques, and encrypts these patterns before
outsourcing them to the cloud. Users generate encrypted queries for certain
patterns according to their ridesharing requests. Cloud server sends encrypted
patterns to users in an “on-demand” manner. To enable search over encrypted
pattern, searchable symmetric encryption (SSE ) is utilized to securely index
encrypted patterns. A secure pattern index will be uploaded as well.
Users. We consider authorised users with registration as prior work [5,18]. There
is no malicious user that either shares her key with others or generates unnec-
essary queries to steal information from the server. As a client application on a
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Fig. 1. Our proposed system model

user’s smartphone, the city map is in the storage of the client application. When
a user submits a query, the client application on the user’s smartphone gener-
ates a secure search request to the cloud server. After receiving the encrypted
patterns from the cloud server, the client application computes the rideshar-
ing potential after decryption. If the user is recommended to rideshare, it will
highlight the corresponding road for each recommended cluster on the map.

Besides, the user specifies her willingness in the preference setting of the client
application, namely the maximum walking distance ds to a new place from her
source, the maximum walking distance de after she leaves the taxi to her own
destination and maximum waiting time tw at the new place for ridesharing.
Cloud Server. Sensitive patterns are encrypted and indexed before storing
on a cloud server. The server is deployed in the cloud to provide the privacy-
preserving recommendation service for a large number of real-time queries. In
this paper, we consider a “honest-but-curious” cloud server, i.e., the server acts
in an “honest” fashion, but is “curious” to infer and analyze the message flow to
learn additional information on the user request and the pattern information.
Problem Definition. In our recommendation application, the user specifies
her query as Q = (ID, timestamp, ls, ld), where id is user id, timestamp is when
the query is submitted, ls and ld are respectively the source and the destination
of the user. Given a query, we compute the potential of ridesharing and where
the user should wait based on ridesharing requirements. Alice can rideshare with
another passenger Bob if (i) the source of Bob is within her maximum walking
distance ds from her source ls (ii) the destination of Bob is somewhere within
her maximum walking distance de from her destination ld (iii) Bob submits
his request within waiting time tw. Recall that ds, de and tw are set as their
ridesharing willingness in the client application. For example, Alice can increase
her chance of ridesharing by increasing her waiting time tw.

When a user submits a query, the client application generates a search request
according to ridesharing conditions. The server returns encrypted patterns to the
client application. To allow an authorised group of users to search through the
patterns and prevent unauthorised access, the server cannot infer any sensitive
information of patterns from the encrypted storage before search and can only
learn the limited information about the requested patterns and the results.

3 Our Proposed Design

In this section, we discuss how to perform privacy-preserving ridesharing recom-
mendation with a third-party cloud server. To initialize the service, the service
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provider distributes search request generation keys to authorised users. We here
assume the authorisation between the client application and the user is appro-
priately done on the smartphone. We discuss how to learn patterns (discussed in
Sect. 3.1) and make recommendation (discussed in Sect. 3.2) with machine learn-
ing techniques, and perform ridesharing recommendation in a privacy-preserving
way (discussed in Sect. 3.3).

3.1 Learning Patterns

Road Segment Clustering. Since modeling destinations of trips based on
single road is too dynamic, the underlying road network is grouped into road
clusters by applying k-means to the mid-points of road segments [16]. The cluster
of the mid-point is the cluster that the road segment belongs to, recorded as
ci = {r1, . . . , rN}. A grid index structure is built on the underlying road network.
Given a location (lon, lat), we can find out the road on which the location is
located and further get the cluster it belongs to. We category trip records into
groups according to which clusters their sources belong to. Each cluster makes
use of the corresponding group of records as samples to derive the kernel density
estimator about the probability for other passengers (or taxis) to depart from
somewhere in the cluster and have a given location (lon, lat) as their destination.
Kernel Density Estimation. For each cluster, given a trip record (ti, sourcei,
destinationi), we describe a training sample in the format xi = (loni, lati, ti)T ,
which is a 3-dimensional column vector with the longitude (loni) and latitude
(lati) and the time (ti), indicating a trip from somewhere in the cluster to
desinationi (loni, lati) happens at time ti

1. Intuitively ridesharing is related to
when the query is submitted since traffic directions in modern cities depend on
time. For example, traffics are likely to be from residencies to companies in the
morning and right way around in the evening. Thus pick-up time ti is taken into
consideration.

Let Xc = <x1,x2, . . . ,xn> be the samples for a certain cluster c that
follows an unknown density p. As described in [13], its kernel density esti-
mator over Xc for a new sample x is given by: p(x) = 1

nhd

∑n
i=1 K(x−xi

h ).
K(x) = 1√

(2π)d
e− 1

2‖x‖2
. h is a smoothing parameter and K(.) is the widely

used Gaussian kernel. With d = 3, we can obtain the probability to have a taxi
that departs from a certain cluster c towards new location (lon, lat) at certain
time as follows:

p(xnew|Xc = {x1,x2, . . . ,xn}) =
n∑

i=1

1
n

1
(
√

2πh)3
e− 1

2h2 ‖xnew−xi‖2
(1)

Equation 1 is equivalent to
∑n

i
1
nN (xnew|xi, h

2I). The optimal smoothing para-

meter h [13] is 0.969n− 1
7

√
1
3σT σ, where σ is the marginal standard deviation

1 Instead of transforming the original pick-up time ti into discrete values between 1
and 48 [6], we transform ti to continuous values to keep more details about the time
domain. Please refer to the experiment section for more details.
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vector of values in Xc. Both samples x1, x2, . . . ,xn in Xc and the smoothing
parameter h are required to describe the kernel density estimator of each cluster.
Fusion with Departure Probability. For each cluster, the kernel density
estimator describes the probability for taxis to depart from somewhere in it and
have a given location (lon, lat) as their destination. However, it didn’t consider
the departure probabilities of different roads in the cluster. We distinguish each
road with the departure probability, i.e., the probability to have a taxi departing
from certain road, for more accurate prediction. Given xnew = (lon, lat, t)T , the
probability P (rj → xnew) to have a taxi departing at time t from road rj in
cluster ci and towards destination (lon, lat) is:

P (rj → xnew) = p(Arj
) ∗ p(xnew) (2)

where p(Arj
) is the probability to have a taxi pick up a passenger at road rj ,

i.e.,

p(Arj
) =

Nrj∑
rx∈ci

Nrx

(3)

where Nrj
denotes the number of pick-ups on road rj . Noted that p(Arj

) does
not incur any additional computation since it is obtained when we category
records into groups according to which clusters their sources belong to. p(xnew)
is computed by Eq. 1.

3.2 Recommendation with Patterns

After learning patterns, and before talking about how to perform ridesharing rec-
ommendation in a privacy-preserving way, we describe how the client application
can compute the ridesharing potential based on patterns to make recommenda-
tion. Specifically, given a ridesharing query Q= (ID, timestamp, ls, ld), the
client application performs network expansion technique [12] to get all the roads
R = {r1, . . . , rd} that are within distance ds from ls. With the road clustering
information in the client application, i.e., which road belongs to which cluster,
we can easily group roads in R to candidate clusters. Denote the candidate set as
L = {C1, C2, . . . , Cx} and Ci = {ry|ry ∈ R ∧ ry ∈ ci}. Cluster information, i.e.,
the kernel density estimator and departure probabilities of roads, are required
to compute the ridesharing potential for each Ci ∈ L.

For roads that are reachable within de from ld, which are obtained with the
same technique, we generate xnewk

= (rlon
k , rlat

k , t)T where (rlon
k , rlat

k ) is the mid-
point of road rj and t is the time by transforming timestamp in the query Q
in the same way as records. Denote the sample set as D′ and the probability
to have taxis departing from roads in Ci toward roads in D as P (Ci → D), we
have P (Ci → D) =

∑
xnewk

∈D′ P (Ci → xnewk
), where P (Ci → xnewk

) is the
probability for taxis to depart from any road rj ∈ Ci, i.e., within distance ds

from ls at time t towards somewhere on road rk. By combining with Eq. 2, we
have P (Ci → xnewk

) =
∑

rj∈Ci
P (rj → xnewk

) = p(xnewk
) ∗ ∑

rj∈Ci
p(Arj

)2.

2 All roads in Ci share the same kernel density estimator and thus the same P (xnewk ).
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Since
∑

rj∈Ci
P (Arj

) is not relative to xnewk
, we further have

P (Ci → D) =
∑

xnewk
∈D′

p(xnewk ) ∗
∑

rj∈Ci

p(Arj ) =
∑

rj∈Ci

p(Arj ) ∗
∑

xnewk
∈D′

p(xnewk ).

Noted that if no pick-ups exist on any the road in Ci, i.e.,
∑

rj∈Ci
P (Arj

) = 0,
there is no need to further compute p(xnewk

) by plugging in different xnew in
Eq. 1. We display the computation of P (Ci → D) in Algorithm 1.

Algorithm 1. Ridesharing potential of cluster Ci

1 foreach rj ∈ Ci do
2 P1 += p(Arj );//Compute p(Arj ) with Eq. 3;

3 if P1 is not 0 then
4 P2 = 0;
5 foreach rk ∈ D do

6 xnewk = (rlonj , rlatj , t);
7 P2 += p(xnewk );//Compute p(xnewk ) with Eq. 1;

8 Return P1 * P2;

Only candidates with ridesharing potential P (Ci → D) greater than a thresh-
old are considered valid for recommendation. If no valid cluster exists for Q, the
user will be suggested not to wait for ridesharing and take taxi directly. In case
many road clusters satisfy the condition, we return top-k clusters according to
the probabilities. The client application will highlight the corresponding roads
rj ∈ R for each recommended cluster on the map, i.e., roads that are within
distance ds from ls.

3.3 Privacy-Preserving Ridesharing Recommendation

Given the discussion on learning patterns and making recommendation with
patterns, we describe the overall privacy-preserving ridesharing recommenda-
tion. We organize the patterns as follows. For Patterni of each cluster on the
cloud server, it records samples and the smoothing parameter of the kernel den-
sity estimator, and the departure probabilities3. SSE is utilized on the server side
to keep sensitive patterns confidential, while resuming the ability to selectively
retrieve encrypted patterns. A SSE scheme is a collection of four polynomial-
time algorithms (Kengen, BuildIndex, Trapdoor, Search) such that: (i) Keygen(1k):
outputs symmetric key K. (ii) BuildIndex(K, D): outputs a secure index I built
on encrypted patterns D that helps the server to search without decryption. (iii)
Trapdoor(K, w): outputs a trapdoor Tw. Cluster id w is associated with a trap-
door which enables server to search while keeping w hidden. (iv) Search(I, Tw):

3 Departure probabilities are ordered according to road ids in ascending order. Suppose
in Pattern1 of cluster c1 there are three probabilities 0.3, 0, 0.7 and c1 = {r1, r3,
r4}. We get p(Ar1)= 0.3, p(Ar3) = 0 and p(Ar4)= 0.7.
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outputs the identifier of the pattern of cluster w. Noted that Kengen, BuildIndex,
Trapdoor are run by the user, while Search is run by the server.

Let Encs(·), Decs(·) be semantic secure encryption and decryption functions
based on symmetric key s. In addition, we make use of one pseudo-random
function (PRF) f : {0, 1}∗×key → {0, 1}l and two pseudo-random permutations
(PRP) π : {0, 1}∗ × key → {0, 1}∗ and ψ : {0, 1}∗ × key → {0, 1}∗. We are now
ready for the details of the privacy-preserving ridesharing recommendation.

Generating Key. Generate random keys x, y and z where x, y, z
R←− {0, 1}k′

and output K = (x, y, z, s).
Building a Secure Index. The secure index I is a look-up table, which
contains information that enables one to locate the pattern of certain clus-
ter ci. Each entry corresponds to a cluster ci and consists of a pair
〈address, addr(Patterni) ⊕ fy(idi)〉. idi is the id of cluster ci. Patterni is the
pattern of cluster ci. The address of Patterni, i.e., addr(Patterni), is set to
ψx(idi), which means that the location of a pattern is permutated and protected.
addr(Patterni) ⊕ fy(idi) indicates that the address of Patterni is encrypted
using the output of a PRF fy(.). The other field, address4, is used to locate an
entry in the look-up table. We set I[πz(idi)] = 〈addr(Patterni) ⊕ fy(idi)〉.

After building the index I, Encs(Patterni) is performed for each pattern.
Both the secure index and encrypted patterns are outsourced to the cloud server.
Noted that we pad Encs(Patterni) to the same length to prevent leaking the
length information. Table 1 indicates the storage on the cloud server.

Table 1. Encrypted storage on the cloud server

Address Key

πz(idk) addr(Patternk) ⊕ fy(idk)
. . . . . .

πz(idn) addr(Patternn) ⊕ fy(idn)
. . . . . .

πz(id1) addr(Pattern1) ⊕ fy(id1)

→
→
→
→
→

Samples h Departure Prob.

Encs(xa), ∀xa Encs(hk) Encs(p(Ard)), ∀rd
. . . . . . . . .

Encs(xb), ∀xb Encs(hn) Encs(p(Are)), ∀re
. . . . . . . . .

Encs(xc), ∀xc Encs(h1) Encs(p(Arf )), ∀rf

Trapdoor Construction. Output Tw = (address, key), where address = πz(idi),
key = fy(idi) and idi is the requested cluster id.
Searching. With the trapdoor Tw = (address, key), the server retrieves
θ = I[address] and uses key to decrypt θ. Let 〈addr(Patterni)〉 = θ ⊕ key. With
the address of Patterni, the server sends the encrypted pattern of cluster ci to
the user. For each received pattern, the user performs Decs(Patterni).
Multi-user SSE. To allow an arbitrary group of users submit queries to search
the data on the cloud server, we combine single-user SSE with broadcast encryp-
tion to achieve multi-user SSE [5]. We assume the pre-sharing of the trapdoor
4 We manage address with indirect addressing [5] to provide efficient storage and

access of sparse tables.
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generation key between the service provider and users. Adding/revoking users
can be properly done via broadcast encryption. An authorised user applies a
PRP φ (keyed with a secret key r) on a regular single-user trapdoor Tw. Upon
receiving φr(Tw), the server recovers the trapdoor by computing φ−1

r (φr(Tw)).
Unauthorised users cannot get the valid r to yield a valid trapdoor for searching.

On behalf of an authorised user, the client application generates a search
request Tw for each required cluster via a certain one-way function with
the trapdoor generation key. We have Tw = (φr(Tw1), φr(Tw2), . . . , φr(Twx

)),
where Twi

= (πz(idi), fy(idi)) and idi is the id of cluster ci. After con-
struction, Tw is submitted to the cloud server. Given Tw, the server recovers
Twi

= (πz(idi), fy(idi)) with key r and preforms searching. In this way, the server
searches over the stored data without decryption, and sends back required clus-
ter patterns, i.e., Pattern1, Pattern2, . . . , Patternx. Noted that the server is not
aware of which cluster is requested. After receiving the required patterns, the
client application decrypts them on behalf of an authorised user and computes
the ridesharing potential of each cluster Ci as shown in Algorithm 1. Recommen-
dations about whether and where the user should wait for ridesharing are made
as shown in Sect. 3.2.

4 Security Analysis

We follow the security definition in searchable symmetric encryption [5] that
nothing beyond the encrypted outcome and the repeated search queries should
be leaked from the remote storage. We adapt the simulation-based security model
of [5] and prove non-adaptive semantic security is guaranteed. We first introduce
notions used in [5]: 1. History: an interaction between the user and the cloud
server, determined by a collection C of cluster patterns and a set of cluster ids
searched by the user, denoted as H = (C, id1, id2, . . ., idx). 2. View: what the
cloud server can see given a history H, denoted as V (H), including the index
I of C, the trapdoors of the queried cluster ids {Tid1 , Tid2 , . . . , Tidx

}, and the
encrypted collection of C. 3. Trace: what the cloud server can capture, denoted
as Tr(H), including the size of the encrypted patterns, the outcome of each
search (i.e., the patterns Patterni) and whether two searches were performed
for the same cluster id or not.

Given two histories with the identical trace, the cloud server cannot distin-
guish the views of the two histories. Our mechanism is secure since the cloud
server cannot extract additional knowledge beyond the trace, which we are will-
ing to leak. We can describe a simulator S such that, given trace Tr(H), it can
simulate a view V ∗ (composed of encrypted patterns, index and trapdoors) indis-
tinguishable from the cloud server’s view V (H) [5]. In particular, the simulated
encrypted pattern is indistinguishable due to the semantic security of the sym-
metric encryption. The indistinguishability of index and trapdoors is based on
the indistinguishability of pseudo-random function output and a random string.
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5 Experiments

Dataset. We make use of the Uber trip data of NYC5. Each record is in
the format (t, source, destination), where t is the pick-up time, source and
destination are respectively pick-up location and drop-off location, described as
(lon, lat). We transform the pick-up time from the original format hh:mm:ss to
(hh*3600 +mm*60 + ss)/(24*3600) in preprocessing. We randomly select 1,000
records as ridesharing queries. The time, source and destination of the trip are
treated as timestamp, ls and ld in the queries.
Effectiveness Evaluation. We compare our ridesharing recommendation (RR)
with the naive strategy to “wait at where your are” (WW). In WW users
wait for ridesharing at where they are, i.e., the cluster that ls is in. To eval-
uate the effectiveness of recommendation, we category ridesharing recommen-
dation into two types, namely to-rideshare and not-to-rideshare. An accurate
to-rideshare means that users can rideshare with others at the recommended
locations. An accurate not-to-rideshare indicates that users are recommended
not to wait for ridesharing and there are indeed no others to satisfy the rideshar-
ing requirements. We consider the following measurements. (i) Ridesharing suc-
cessful ratio (RSRatio). We measure the ratio of successful ridesharing of both
RR and WW by RSRatio, defined as RSRatio = # accurate to-rideshare

# to-rideshare . (ii) Pre-
diction accuracy (Accuracy). We measure the accuracy of predicting whether
the user should wait for ridesharing or not by accuracy, defined as Accuracy =
# accurate not-to-rideshare+# accurate to-rideshare

# queries . (iii) Recommendation quality6.
To find out how many clusters that actually have others to rideshare a query are
discovered by our framework, we employ standard metrics, i.e., precision and
recall: precision = # discovered clusters

k , recall = # discovered clusters
# positive clusters . Positive clus-

ters are clusters with others to rideshare a query. Discovered clusters are the
positive clusters in the recommended clusters. Precision and recall are averaged
over all queries.

Table 2. Effect of waiting time tw (seconds)

Metrics RR WW

150 300 450 600 750 150 300 450 600 750

RSRatio 0.218 0.255 0.309 0.327 0.364 0.061 0.078 0.082 0.091 0.124

Accuracy 0.535 0.543 0.567 0.574 0.588 0.061 0.078 0.082 0.091 0.124

Precision 0.475 0.478 0.544 0.556 0.586 - - - - -

Recall 0.618 0.658 0.686 0.694 0.712 - - - - -

5 https://github.com/fivethirtyeight/uber-tlc-foil-response. Destinations are gener-
ated based on a check-in dataset of Foursquare from http://download.csdn.net.

6 We didn’t study precision and recall of WW since users wait at where they are.

https://github.com/fivethirtyeight/uber-tlc-foil-response
http://download.csdn.net
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Table 3. Execution time

Learning patterns enc.pattern SSE.index SSE.token SSE.search Recommendation

263.37 s 14.12 s 40.34 ms 117.95µs 24.60µs 0.269 s

Table 2 shows the influence of waiting time tw on the performances of RR
and WW. The default values of maximum walking distances ds and de are set
to 500 m. The number of recommended clusters k is set to 5. As tw increases,
users can wait for ridesharing for a longer time. RSRatio and Accuracy increase
for RR and WW. As more passengers appear during a longer tw, the potential
to rideshare increases. Both the number of discovered clusters and the number
of positive clusters increase, leading to the increase in precision and recall.
Performance Evaluation. Experiments were performed on a Windows
machine with Intel i7-3770 CPU and 16 GB RAM. We measure the time of
learning patterns (Learning patterns), the time to make recommendation after
obtaining patterns from the server (Recommendation). To study the efficiency of
SSE, we measure the average execution time to generate indexes (SSE.index),
generate trapdoors per query (SSE.token), and execute search operations per
query (SSE.search), as well as the time to encrypt pattern (enc.pattern) before
outsourcing to a server. We have 1,000 patterns with the size of 106MB. As
shown in Table 3, the major cost is introduced in the learning pattern stage
and the encryption stage, which is acceptable because it is a one-time setup.
The introduced security overhead (enc.pattern+SSE.index) is around 5% to the
cost of learning patterns which is also required in plaintext applications. Mean-
while, the time cost for processing each secure query (SSE.token+SSE.search)
is small, and obtaining the potential for ridesharing from encrypted patterns is
also efficient.

6 Related Works

Private Searching in Cloud. Public-key searchable encryption is usually
adapted to deal with third-party data [2], where anyone with the public key
can write to the data stored on the server but only users with the private key
can search. For user-owned data, symmetrically encryption is widely adapted
and client uploads additional encrypted data structures to help search, includ-
ing oblivious RAMs [7] and searchable symmetric encryption (SSE ) [5,8]. SSE is
applicable for any forms of private retrieval based on keywords [4,15,17], varying
from exact matching [5,8] to similarity search on textual files [15] or images [4].
Built on locality-sensitive hashing, similarity search is transformed to keyword
search to handle millions of encrypted records [17]. Yet, the above studies do not
focus on achieving privacy-preserving recommendation in geosocial networks.
Privacy-Preserving Recommender Systems. Privacy-preserving tests for
proximity is proposed to test whether a friend is close to her without revealing
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location information of any of them [11]. To perform online behavioral advertis-
ing without compromising user privacy, an efficient cryptographic billing system
is proposed so that the correct advertiser is billed without knowing which adver-
tisement is displayed to the user [14]. Secure image-centric social discovery [18] is
modeled as secure similarity retrieval of encrypted high-dimensional image pro-
files. Social media sites can recommend friends or social groups for users from
public cloud without disclosing the encrypted image content.
Ridesharing. Current studies about ridesharing can be categorized into two sce-
narios, either drivers change their routes to pick up and drop off passengers [10]
or users walk certain distance to get on a taxi and to their own destinations after
getting off [9]. We consider ridesharing in geosocial networks as the second sce-
nario to recommend users with the places that are most likely to have other users
with similar trips. Unlike previous work [6] that only considers destinations of
trips to model the pattern of each cluster, we fusion with departure probabilities
of each road to distinguish each road with their pick-up probabilities for more
accurate prediction. Noted that none of existing works [6,9,10] consider privacy
issues in ridesharing, we preserve user privacy as well as protect the proprietary
data of service providers from any unauthorised access.

7 Conclusion

In this paper, we proposed a privacy-preserving framework to recommend
whether and where the users should wait to rideshare in geosocial networks.
The privacy of both users and recommendation service providers are well pro-
tected. As future work, we plan to study how to enable the server to directly
compute the results in the encrypted domain.

Acknowledgement. This work was supported in part by the Research Grants Coun-
cil of Hong Kong (Project No. CityU 138513), and the Natural Science Foundation of
China (Project No. 61572412).
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Abstract. In a power grid, a device protection trip could cause a number of
consequent or cascading trips. These consequent trips could be transferred and
redistributed and cause a large area blackout. The development of complex
network theory provides a new approach for power system study especially on
vulnerability and large blackout prevention. By mapping the power grid to a
graph, analyze the degree and link properties, and utilizing the small-world power
grid to study the behavior of blackout.

Keywords: Protection and control · SCADA · Complex network · BES · Smart-
Grid · Power grid · N-1-1 contingency · Cascading failure · NERC

1 Introduction

In a power grid, a trip is an interrupting operation to isolate a failure or overload or fault
component out of the power grid. A consequent or a cascade trip associating with the
original trip could occur if:

• The tripping device fails to trip. For this condition the upper stream protective devices
will be requested to trip. This is typically called transfer trip [1]. The trip transferring
chain will not stop until the failure device is totally isolated from the power grid.

• The power distribution (flow) changes after the first successive trip, results in other
components becoming overloaded and as a consequence they also trip. The new trips
will initiate other transfer trips, and so on.

The failure of a device or a line trip could lead to a bus (node) trip. Figure 1 illustrates
a system one line diagram. For example, if the line between bus 3 and 5 needs to be
tripped (isolated), and if the breaker on bus 5 fails to trip, the entire bus 5 will be
requested to trip. That means all breakers that connect to bus 5 will trip, including the
generator breaker. As a result the whole system will lose power. The more the cascade
domino trip can go to the upper stream, the more extensive the power lost from the trip
could be. In Power operation system [2], there will be an alarm if the cascade trip domino
effect goes too far. The Operator could manually trip other devices or the automatic load
shedding system could be activated to reduce the impact of an upper stream trip. The
upper stream trip could cause a large area blackout.

© Springer International Publishing Switzerland 2016
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Fig. 1. A simple power grid system one line diagram

In a legacy power grid protection and control system the power flow and the short
circuit program will estimate the power grid status after a trip. In most of the case, the
Operator will use the real-time measurement values to make a decision. Human error
can also contribute to the blackout risk.

With a complex network, we are looking at a different approach for automatic
transfer trip which will request a system wide constraint before executing a trip. The
constraint will include but not limited to the network behavior prediction and the possi‐
bility of initiating and executing a new cascade trip. We will also do a careful study of
the power grid during the development and planning phase before design and construc‐
tion. As part of this study, a new connection should be developed to minimize the
cascading failure effect.

2 Power Grid Topology, Complex Power Network’s Vertex Degree
and Connection Properties

2.1 Complex Power Grid Networks

A complex power grid network could be represented as shown in Fig. 2. Other discipline
networks such as SCADA (Supervisory Control and Data Acquisition), System Protec‐
tion, and Energy Management System (EMS) etc. are not truly independent since each
has a number of connections to the complex power network and other discipline
networks.

A power grid consists of nodes and lines. A power bus is a voltage node. The power
grid could be classified under nominal voltage, i.e. 69 kV, 138 kV 230 kV grids, etc.
These grids also tie together via power transformers. Using the concept of power flow
all power grids could be combined into one. Power flows from node to node via power
lines. Power flow comes in a node via the source line and comes out of the load via the
load line. Blackout results from losing all power source lines.
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2.2 Degree of a Vertex and Degree Properties

The simplest format of power grid modelling under complex network is to call a bus a
node or a vertex and a line an edge. Local characteristic of a vertex is its degree k: the
total number of the edges or number of connection attached to a vertex [3]. The network
graph of the one line diagram on Fig. 1 is shown as Fig. 3 and the degree matrix is shown
below:

(1)

Fig. 3. A power network graph

Fig. 2. A complex power network
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It is obvious in the degree matrix that kij = kji.
As we mentioned above, each connection has a direction going in or going out of

the vertex. Therefore we will have in-degree ki and out-degree ko. Another way to define
vertex degree is the number of nearest neighbor of a vertex. That means there is
maximum one edge or connection from one vertex to another. We call this definition a
single connection graph. In the power grid we could combine all lines between two nodes
into one. This definition is recommended for complex power network since this defini‐
tion will simplify the degree 1 vertex.

The in-degree 1 is a dead-end load or a distribution only vertex. The out-degree 1 is
the generator. The network graph of the above mentioned one line diagram is shown as
Fig. 4 and the degree matrix becomes:

(2)

Fig. 4. Power network graph with single connection

Complex Power Network Degree Property: In a complex power network with k ≥ 2,
the vertex exist if and only if ki ≠ 0 and ko ≠ 0. This “lemma” could be proven by
Kirchhoff’s circuit laws. In other words, we can say if there is no power flows in a node
then there will be no power flows out of a node and vice versa. In a power network, it
is possible a connection could be in or out.

2.3 Edge (Connection) Properties

The most important property of a connection is total power flow and the direction. The
degree matrix of Fig. 4 could be written as follows:
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(3)

In this case vertices degree is k = |ki| + |ko|.

3 Cascade Failure and Mitigation

3.1 Redundancy Network

In our simple example, since vertex 2 is only the source, the path from vertex 2 to any
other vertices should go through vertex 5. Failure of vertex 5 causes a cascade failure
of the entire network. The first rule of cascade failure mitigation is, if possible, the in-
degree of a vertex should be greater or equal to 2. Using the same example network, and
adding two connections as shown in Fig. 5 the network has a chance not to blackout if
it loses any one connection. We can turn the network into higher reliability or a redun‐
dancy network by providing alternate connections for any vertices.

Fig. 5. Full redundancy network

3.2 Cascading Failure for Breaker Failure

In power operation a N-1-1 contingency is a sequence of events consisting of initial loss
of single generator or transmission component (Primary Contingency), followed by
system adjustments, and followed by another loss of a single generator or transmission
component (Secondary Contingency). Typically, an Optimal Power Flow (OPF) or
Security-Constrained Optimal Power Flow (SCOPF) may be used with contingency
analysis to help forecast system adjustment [4, 5]. The adjustment includes but not
limited to redirect power flow. If the real-time OPF or SCOPF is not fast enough, a
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stochastic analysis [6–8] for cascading failure could help speed-up the calculation
process.

Focusing on cascading breaker failure in a network such as Fig. 5, any loss of single
generator or transmission component may not create a blackout. However, as we
mentioned in the introduction a failure occurring on a connection (line) could lead to
the loss of two adjacent vertices.

• Case 1: A fault on line 4–5 will request the breakers on both node 4 and 5 to trip.
However if they fail to trip, all breakers that are tied to node 4 and 5 should be tripped.
Loss of both 4 and 5 vertices (nodes) will cause the loss of vertex 2 and create a
blackout. This blackout is caused by a first stage of cascade failure.

• Lemma 1: To eliminate the possibility of the blackout of a node caused by a first
stage of cascade failure, at least one shortest path from one of its neighbor to another
neighbor consisting of greater than or equal to one vertices should be found.

Figure 6 illustrates a modified version of the previous network example. We have
replaced the connection from vertex 2 to 4 by a connection from vertex 2 to 1. In this
graph, 1 and 5 are neighbors of 2 and the shortest path from 1 and 5 is via node 3 or
4 vertices (hop). The first stage of losing any vertex or connection that is not directly
tied to a vertex will not cause this vertex to isolate from the network.

Fig. 6. Modified network to eliminate blackout from a first stage cascade failure

• Lemma 2: Moving forward, to eliminate a second stage of cascade failure, at least
one shortest path from one of its neighbor to another neighbor’s vertex consisting of
greater than or equal to two vertices should be found.

3.3 From a Node to a Zone

With a large area network, a small-world power grid is preferred [9]. A group of BUS
[10, 11] could be used. Each group could become a node. Figure 7 is an example of how
we could group a power zone to a node. Obviously, each zone always have the same
property: Total power coming in should equal total power coming out a zone. Note that
in all our graphs, all distribution lines are not shown, although they are there. The strategy
for cascade blackout prevention then will be the same. In this case we can have five
vertices instead of 34. This approach could be used for regional forecasting.

Complex Network Approach for Power Grids 211



Fig. 7. Power network with zones

4 Future Studies

The complex power network are real-time. The relation between graph and linear values
and statistical and empirical method should be studied further in future. Most of power
network data are non-disclosure which presents an obstacle for detailed study. A close-
to-real-world database should be created. Similar to IEEE-30 [10, 11] real and complex
situations or other should be investigated.

The complex network theory provides another visual look of large area blackout
prevention on the connectivity perspective. However there should also be a system
security and stability perspectives as well. In order to take complex network to real-
world power network, all power operators and regulators should work together as stake‐
holders to promote further studies on blackout prevention techniques.
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Abstract. This paper addresses the trust management problem in the
emerging Vehicular Social Network (VSN). VSN is an evolutionary inte-
gration of Vehicular Ad hoc NETwork (VANET) and Online Social Net-
works (OSN). The application domain of VSN inherits the features of its
parental VANET and OSN, providing value-added services and applica-
tions to its consumers, i.e. passengers and drivers. However, the imma-
ture infrastructure of VSN is vulnerable to security and privacy threats
while information sharing, and hard to realize in the mass of vehicles.
Therefore, in this paper, we particularly advocate for communication
trust establishment and management during information exchange in
VSN. First, we establish functional architectural frameworks for VSN
that are based on the underlying applications. Second, based on these
frameworks, we propose two trust establishment and management solu-
tions, i.e. email-based social trust and social networks-based trust, to
target different sets of applications. Third, we discuss the contemporary
research challenges in VSN. Our proposed scheme is a stepping stone
towards the secure and trustworthy realization of this technology.

Keywords: VANET · Social networks · Vehicular Social Network
(VSN) · Trust · Reputation · Security · Privacy

1 Introduction

Vehicular Ad hoc NETwork (VANET) is poised to offer the drivers and pas-
sengers with a safe, at least fail safe, reliable, and infotainment-rich driving
environment. From the research results in the field of vehicular networks (semi-
autonomous) and driverless (autonomous) cars, it can be easily speculated that
intelligent transportation system (ITS) technologies, which are realized through
VANET, will be soon pervading our highways. There are few challenging issues
c© Springer International Publishing Switzerland 2016
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that are keeping the stakeholders and investors at bay from deploying these tech-
nologies on a mass scale. These issues include security, privacy, trust, framework
design, initial deployment, data and user privacy, to name a few [17].

The mobility patterns, based on space and time, are predictable in VANET
and linked to online social networks (OSNs). For example, the traffic tends to be
dense during rush hours because people are going to office in the morning and
coming back home in the evening, which is not the case for non-peak hours. This
phenomena develops a unique social relationships among neighbors who tend to
share same interests and/or likely schedule. The recent developments in OSNs
gives rise to the concept of VSN [19] by providing a preferred mean of sharing
social activities among VANET users. Consequently, many VSN applications
are developed for this purpose such as Tweeting car1, SocialDrive [9], Social-
based navigation (NaviTweet) [14], CliqueTrip [5], and GeoVanet. Beside the
technological advancements, it is essential to look at the social perspective of
VANET [3,4].

The credibility of both the stakeholders and the information shared through
OSN in VANET infrastructure using VSN applications is a challenging task. The
former is achieved through tools and methods from cryptography and public-key
infrastructure (PKI), and the later cannot be guaranteed with the first line of
defense, i.e. traditional PKI-based approach. The credibility of information can
be indirectly measured through trust evaluation and management. Recently, a
number of studies were conducted to look into the possibility of merging VANET
with social networks and harvest the features of both technologies to enrich the
application space of ITS [19]. A plethora of techniques proposed various solu-
tions for trust establishment in VANET [1,2,6,10,11,13,15,16,18,20]. However,
there is a significant gap between stakeholder and information trust. Specifically,
the data level trust is overlooked by existing studies. To overcome these issues,
we proposed architectural frameworks for VSN. Further, we establish two trust
methods, namely email-based and social network-based trust, to guarantee the
credibility of information in VSN.

The structure of the rest of this paper is organized as follows: Sect. 3 describes
functional architectural frameworks for VSN. Our proposed trust management
scheme is outlined in Sect. 4. We discuss the unique VSN research challenges in
Sect. 5 followed by concluding remarks and future directions in Sect. 6.

2 Related Work

Trust is one of the many challenges in VANET. A number of studies have pro-
posed various solutions for trust establishment in VANET. Node/entity trust is
achieved in VANET through well-established cryptographic solutions. The cryp-
tographic mechanisms help to prove the legitimacy of the source of communica-
tion. In other words, secure and efficient authentication mechanisms guarantee
node trust in VANET [6,16,18,20]. Furthermore, trust management schemes
1 http://www.engin.umich.edu/college/about/news/stories/2010/may/caravan-track-

hits-the-road.
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Fig. 1. VSN network and communication model

have also been implemented to build trust among the VANET users for infor-
mation exchange [1,2]. In [15], the authors consider both data trust and node
trust, and propose an attack-resistant trust management solution for vehicu-
lar networks. They achieve data trust through data collection from multiple
sources (vehicles) and node trust through functional approach and recommen-
dation approach. Moreover, a trust quantification mechanism is also proposed in
[13]. Another email-based social trust establishment scheme has been proposed
by Huang et al. [11]. Our email-based trust management in VSN is inspired by
[11]. Huang et al. proposed a situation-aware trust framework in [10]. It includes
an attribute-based policy control model for highly sporadic VANET, which is a
proactive trust model to build trust among VANET nodes, and an email-based
social network trust system to enhance trust among users. It is worth noting
that the research community has focused on node/entity trust in VANET where
the sender is judged based on the confidence of trust. A very small attention has
been given to the data trust. In this paper we try to minimize the gap between
node trust and data trust.

3 Functional and Architectural Frameworks of VSN

This section comprehensively discusses the network and communication model,
taxonomy of VSN application areas, followed by potential architectural frame-
works for VSN.

3.1 Network and Communication Model

The network and communication model for our proposed scheme is shown
in Fig. 1. Social networks have their own setup and they run both desktops



A Hybrid Trust Management Framework for VSN 217

and mobile versions. On the other hand, VANET is based on the dedicated
short-range communication (DSRC) which mandates V2V and V2I communi-
cation. Vehicular nodes and roadside units are equipped with on-board units
(OBUs) and tamper-resistant hardware (TRH). TRH is responsible for storing
the security-related keys and other cryptographic material. OBUs send out dif-
ferent kinds of messages that include frequent beacon messages, service requests,
key update requests, warning messages, and so forth. In order to bridge vehic-
ular networks with the OSN, we have a number of options and roadside units
(RSUs) is one of them. Today’s high-end 3/4G network capable cars can also
send and/or receive data to/from OSN to VANET. For instance, mobile devices
with social network applications can connect to vehicle through WiFi and Blue-
tooth protocols.

3.2 Taxonomy

There are many application domains that benefit from VSN either directly or
indirectly. Some of these application domains include entertainment, informa-
tion exchange, diagnostic/control, health-care, platooning, cooperative cruise
control, crowdsourcing, cooperative navigation, content delivery, social behav-
ior, clustering-based communication, and vehicular clouds [19]. The communi-
cation among vehicles is the first entry point to the social networking paradigm,
because both follow the same baseline principle of real world communication.
Therefore, the information exchange is rendered as social interaction among
vehicles. In order to understand the aforementioned application domains, we
outline a detailed taxonomy of these applications based on varying architectures
of VSN. We divide VSN into three functional architectural frameworks namely
Social Data-driven vehicular networks (SoDVanet), Social VANET (SoVanet),
and Vanet data-driven Social Networks (VaSoNet). Figure 2 outlines the taxon-
omy of VSN applications based on the underlying framework. These frameworks
encompass the potential application domains from vehicular communications to
user behavioral perspective.

3.3 Social Data-Driven Vehicular Networks (SoDVanet)

In SoDVanet framework, the existing vanet infrastructure uses social data
obtained from users. Therefore, this framework broadens the application space
and offers more services to pure vanet users. The SoDVanet architecture assumes
that both vanet and social networks are established and there is a bridging mech-
anism to integrate these two in a seamless fashion. To be precise, vanet uses data
from the available social network for its specific class of applications and pro-
vides the required services to the users. The integration is user-centric because
every vanet user rely on its social network direct (friends) or multi-hop con-
tacts (friends of friends) depending upon the required degree of connectivity. For
instance, a comprehensive social data-driven information system would help the
vanet users to be updated for certain events on the road, city, and/or across the
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Fig. 2. Taxonomy of VSN applications

country. We can achieve this through a pull-based strategy at vanet infrastruc-
ture where the information shared by users in social networks is collected by the
car and present it to the user based on his/her preferences.

3.4 Social VANET (SoVanet)

Vehicular nodes communicate with each other through different types of mes-
sages, for instance beacons and warning messages. Beacons are shared with
neighbors and with infrastructure for cooperative awareness. The nature of these
messages determine the social behavior among vehicles at communication and
application level. Eventually, this results in realization of a number of appli-
cations through vehicular social communications. Besides beacons, vehicle also
share critical information such as warning message as a result of some designated
incident on the road, black ice on the pavement, ambulance approaching warning,
traffic jam warning. Additionally, vehicle users can also share their experience
related to daily social activities, e.g. experiences about a restaurant, availability
of parking lots, new movies in the theatre. We call SoVanet as infrastructureless
social network, because vehicles use existing vanet infrastructure and use social
parameters for information exchange.

3.5 Vanet Data-Driven Social Networks (VaSoNet)

OSN users leverage the data obtained from vehicular communications in
VaSoNet framework. The data obtained from VANET infrastructure is related to
transportation. There are different variations for this communication paradigm;
however, the most interesting one is the inquiry of transportation related infor-
mation ubiquitously through VANET infrastructure. A certain query is executed
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either in a centralized (at the server), or distributed fashion (by the nodes in the
area of interest). For instance, before leaving home on a busy national holiday,
one would like to know the current traffic situations on the road. The communi-
cation model of this framework is based on an efficient and secure bridging mech-
anism between OSN and VANET. A well defined mechanism is required at first
place to authenticate the data sources in VANET and to preserve both user and
location privacy. This paradigm comes with a unique challenge to stimulate the
VANET nodes to share their experience and/or data, e.g. pictures-on-demand,
real time traffic information, in correspondence with OSN queries.

4 Proposed Hybrid Trust Management Scheme

In this section we outline our proposed hybrid email-based and social network-
based trust management scheme for the aforementioned VSN frameworks.

4.1 Baseline Overview

The health of information shared among nodes in VSN, is of paramount impor-
tance and cannot be achieved through traditional cryptographic techniques.
Therefore we employ a trust management mechanism to make sure that the
exchanged information is healthy and trustworthy. In the light of the fact that
most of the users use email as a mean of communication, therefore we use the
frequency of email interactions for trust calculation. In order to calculate peer
trust, users look into the email interactions with neighbors. If the node is in the
trusted list of the receiver node, then the information is likely to be trusted,
otherwise there are a number of other options, for instance generating a query
about the trust value of the sender node and/or looking into the social relations
of the sender, and so forth. We particularly focus on the 2-hop trust propagation
where the trust query propagates to friends and friends of friends. The nodes
also maintain their peer trust based on personal interactions with the neighbors
and if needed, share this trust information with neighbors. The users also cal-
culate trust based on their social interactions through OSN and depending on
application, they calculate the resultant trust from intermediate trust values.

4.2 System Initialization

In order to enable email-based trust, department of motor vehicles (DMV) ini-
tializes the OBU by performing a number of operations. First the user enters
its anonymized email address and DMV registers it against the user. DMV also
issues a number of pseudonyms {Psu

1 , P su
2 , P su

3 , . . . P su
l } to the user u. Further-

more, DMV issues public private key pair to each pseudonym <PKu
Psi

, SKu
Psi

>
and another master secret key SKu which is derived from the email ID, Eu. The
email ID Eu of user u serves as public key which it shares with the neighbors.
DMV shares the trapdoor of the pseudonyms with revocation authorities (RAs)
as well which will be used in revocation process. Due to space limitation, we
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refer the readers to [12]. Each user also runs a local email agent that connects to
email service provider. The user maintains its contacts in different groups such
as family (fm), friends (fr), acquaintances (aq), and work (wr). In email-based
trust, certain groups such as family, is static changes to family group are less
likely while others will be dynamic. An absolute confidence value ci is assigned
to each group where i is the group. In the dynamic groups, the nodes can earn
the privilege to upgrade to a different group with higher ci. It is also to be noted
that, cfm > cfr > cwr > caq which defines the preferences. There is also a base-
line unknown confidence cU which is assigned to the contacts who are either first
timers or unknown.

4.3 Hybrid Trust Management in VSN

Our proposed trust management is composed of two modules, email-based trust
calculation and social network-based trust calculation module. Based on applica-
tion, these modules will work in adaptive and robust manner. For instance email-
based trust can be ideal for the applications in SoDVanet and social network-
based trust can be used for applications in VaSoNet. Trust mechanism is divided
into three processes, trust bootstrap, trust calculation and evaluation, and trust
query. We describe these processes in detail.

Trust Bootstrap. Bootstrapping of trust information is the first step before
the real communication among users. Every user maintains three lists namely
Known friends list (KFL), anonymous friends list (AFL), and random encounter
list (REL). KFL contains the information about the friends that are known
either through social networks or emails. The real distinction among friends is
done through the aforementioned confidence value cx where x is degree of close-
ness. AFL contains information about acquaintances developed through either
vehicular communications, social networks, or emails. Lastly the lowest level of
relation is the random encounter through vehicular communications or emails.
The definition of random encounter is debatable; however, for the sake of under-
standing we argue that communications carried out with neighbors for less than
a defined threshold tσ, will be placed in REL, where σ is the lowest threshold
for which the nodes must be communicating with each other to get the level of
AFL. At the system initialization every node populates KFL and AFL (based
on immediate previous experience) and an empty REL. These lists store the
information against anonymous pseudonyms instead of real identities, whereas
in case of KFL, a certain degree of node information is also known. Pseudonyms
become handy in case of AFL where the receiving node is not sure about the
real identity and the trust level is in its infancy. Moreover the pseudonyms serve
other purposes like preserving conditional privacy and revocation when needed.

Trust Calculation and Evaluation. There are two kinds of trust evaluations,
local trust evaluation through received messages and the recommendation from
neighbors as a result of mutual communication. The trust calculation mechanism
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can be either sender-centric or receiver-centric. Local trust is receiver-centric
whereas the recommendation can be both sender-centric or receiver-centric. In
case of sender-centric, the receivers of the message calculate the trust value
for the sender and in case of receiver-centric, the receiving node calculates trust
value for the source of the message. For our proposed scheme, we consider sender-
centric trust where a node waits for confidence values that it accumulates for
itself from the neighbors.

Each node i calculates the trust value for its neighbor j based on two factors:
(i) encounters (number of beacons ηb to be more precise) that i had with j.
(ii) endorsement for j by its neighbors as a result of event message gener-
ated/broadcast by j. The net trust is calculated as follows:

τ i
j = α × ηb + (1 − α) ×

n∑

i=1

τe × T e
j

τ i
j is the trust value calculated for node j by node i. α is the priority factor

(weight) for the means of trust calculation (value between 0 and 1). In this case,
we argue that the direct encounters carry more weight for the trust calculation
than the endorsement of the neighbors. τe is the endorser’s own trust value
perceived from neighbors and T e

j is the trust value endorsed by endorser e for
the node j. It is worth noting that these values are obtained through group
query-response process. The direct communication with the nodes will give more
confidence to node i to calculate local trust value for the neighbors. Therefore the
condition α > (1−α) must hold. For the nodes in KFL, the trust calculator signs
their certificates and pseudonyms with highest confidence. Whereas for the AFL
nodes, the trust calculator signs the certificates with confidence cAFL < cKFL.
The value of cAFL will vary depending on the current neighborhood status of
the node. For the nodes in REL, the certificates will be signed with a value of
baseline confidence cREL. The relation cKFL > cAFL > cREL must hold during
the trust calculation.

In the email-based trust evaluation, every node assigns the trust to the nodes
based on which list they currently belong to. For nodes in KFL, the trust calcu-
lator node assigns the fully-trusted status. In other words, if ni ∈ {KFL} and
the contact frequency is above a threshold (certain emails in a specified amount
of time) then τi = FullyTrusted. On the other hand, for AFL, the trust calcu-
lator assigns the trust value based on heuristics from the previous trust value
that was possessed by the node in question. There is a base trust value for AFL
denoted by τbase. If ni ∈ {AFL} then τi = τprev + τcur, and τprev = τbase + τcur.
This calculation is recursive and the only limit is the upper-bound of the AFL
and REL. It is worth noting that the value of τprevious will be between the base
value for AFL and the base value for KFL. In other words, the maximum trust
value of the nodes in AFL cannot exceed the base value of KFL. Similarly the
social network-based trust calculation is same except for the lists management
where only family and best friends are fully trusted while the trust of other
nodes will depend on the frequency of communications. It is to be noted that
if the credentials of a node are legitimate then the trust calculator will sign the
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credential; however, the trust value will be calculated according to the aforemen-
tioned mechanism. Need for efficient interaction among social network, vehicular
network and email service is essential for the trust management solution. The
provision of intermediary service among these networks is out of scope of this
paper.

Transitive Global Trust (Trust Query). In order to get a geographically-
controlled global view of the neighbor’s trust, a cooperative approach is employed
where a node generates trust query to its immediate neighbors (including RSU).
The query contains the email ID of the query originator, its pseudonym, and
other credentials that will prove the legitimacy of the node. This query is broad-
casted over DSRC channel. When the neighbors receive such query, first of
all, they check for the validity of the cryptographic material in the query that
includes certificate verification and validation. This is done by applying public
key of the DMV/trusted party to the certificate. Then the receiver also checks
for the validity of the pseudonym and certificate which can be checked through
pseudonym revocation list (PRL) and/or certificate revocation list (CRL). We
assume that an efficient PRL and CRL mechanisms are already in place [7,8].
After credential verification, the node traverses through its lists to determine
the trust value for the node in the query. If the node is found, its trust value is
sent back to the query originator along with the confidence value and signature
of the responder. The query originator accumulates all the replies and updates
the trust status of the node in the query. More precisely the query originator
combines the trust values from the neighbors and calculates the net trust value
for the node in the query. However if the node is not in the list of the respon-
der, and the responder also received message from the node in query, then the
responder seconds the query and show the interest to know the trust value of
the node in query as well.

5 Research Challenges in VSN and Open Questions

5.1 Deployment

VANET is on the verge of deployment whereas OSN is fully deployed with unbe-
lievably huge number of users and still growing. There are a number of problems
that have caused the impeded momentum in VANET deployment. Few promi-
nent issues include security, privacy, hardware, and lack of infrastructure. The
deployment of VSN will face additional problems that are unique. For instance,
investors will be reluctant to put their huge investment at stake. Therefore, at
the first deployment stage, the traditional off-the-shelf hardware will become
handy. More insight is needed to counter these issues at the very beginning of
VSN deployment.

5.2 Security of Information Exchange

The security of information exchange is important in traditional VANET and
OSN; however, in case of VSN the information exchange may violate user privacy.
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On the other hand, the level of user privacy may be different in different appli-
cations. Therefore, the context information must be taken into account before
preserving user and location privacy in VSN. It is also worth noting that the
revocation mechanisms will vary from application to application in VSN.

5.3 Cross-Platform Conditional Privacy

The level of privacy is hard to generalize and seems application dependent in
VSN. Moreover, the semantics of user privacy are different in OSN and VANET.
Therefore, the cross-platform applications must take the privacy requirements
into account while using data and preserve the user and/or location privacy
accordingly. This phenomenon is going to be a daunting challenge in VSN and
will require a thorough investigation.

5.4 Audit and Incentives

Most of the VSN applications are cooperative in nature where the data is col-
lected through cooperation among nodes. However, selfish behavior from legiti-
mate nodes is still not out of question. Therefore, a secure, efficient, and privacy-
aware incentives mechanism is essential to stimulate active participation of the
nodes.

5.5 Information Update/Decay

With the passage of time, the size of lists and their trust values will grow expo-
nentially. Deep insight is required to decide on the frequency of the updates, to
the lists, and the trust values. In order to find optimum frequency, the traffic
scenario, spatial and temporal statistics must be taken into account. Moreover,
the calculated trust values are not permanent and subject to change depend-
ing on the behavior of the neighbors. Therefore, the lifetime parameter of trust
value is of paramount importance to guarantee the scalability of trust manage-
ment scheme. The trust value should be valid for a certain amount of time after
which the nodes will need to re-establish the trust. Determining the optimal
time during is also an open problem.

5.6 Mobility vs Social Factors

In VANET, the mobility of vehicles is restricted to the road networks that will
likely exhibit in VSN as well. Whereas in traditional OSN, there is no such
restriction (although the behavior of users is still predictable). The data shared
between VANET and OSN will definitely help the application to grow and pro-
vide the consumers with better services, but may also impact the social values
of the users in both networks. For instance, profilation, user behavior, and social
interests are prone to be abused as a result of such integration. Therefore, clear
distinction is necessary between sensitive users’ data and application data.
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6 Conclusions and Future Work

In this paper, we aimed at a new paradigm shift referred to as vehicular social
network (VSN) and proposed application-based architectural frameworks. First
we proposed the application taxonomy of VSN and then three architectural
frameworks namely Social Data-driven vehicular networks (SoDVanet), Social
VANET (SoVanet), and Vanet data-driven Social Networks (VaSoNet). Fur-
thermore, we proposed trust management system for VSN which leverages two
approaches, email-based and social network-based trust management. In email-
based trust management, the nodes calculate the trust values for neighbors based
on the frequency of their email communication. The nodes also leverage social
distinction among neighbors in terms of family, friends, work, and acquain-
tances. We also proposed social network-based trust management scheme for
VSN. When nodes calculate the trust values for the neighbors, they consider
the possibility of social relation with those neighbors through online social net-
works. Based on the nature of relation, respective trust value is calculated for
the neighbor. In the proposed system, a node can also query trust status from
its neighbors. We also outlined the research issues and open questions in VSN.
We aim to implement the reputation system based on the real-world data and
work on the optimization of scheme selection to incorporate trust scalability in
VSN.
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Abstract. As of today, communication habits are shifting towards
Online Social Network (OSN) services such as WhatsApp or Facebook.
Still, OSN platforms are mostly built in a closed, proprietary manner that
disallows users from communicating seamlessly between different OSN
services. These lock-in effects are used to discourage users to migrate to
other services. To overcome the obvious drawbacks of proprietary proto-
cols and service architectures, SONIC proposes a holistic approach that
facilitates seamless connectivity between different OSN platforms and
allows user accounts to be migrated between OSN platforms without
losing data or connections to other user profiles. Thus, SONIC builds
the foundation for an open and heterogeneous Online Social Network
Federation (OSNF). In this paper, we present a distributed and domain-
independent ID management architecture for the SONIC OSNF, which
allows user identifiers (GlobalID) to remain unchanged even when a pro-
file is migrated to a different OSN platform. In order to resolve a given
GlobalID to the actual URL of a social profile the Global Social Lookup
System (GSLS), a distributed directory service built on peer to peer tech-
nology is introduced. Datasets called Social Records, which comprise all
information required to look up a certain profile, are stored and published
by the GSLS. Following this approach, social profiles can be migrated
between OSN platforms without changing the user identifier, or losing
connections to other users’ social profiles.

1 Introduction

As of today, a strong trend can be observed that shows that communication
habits are shifting towards Instant Messaging (IM) and Online Social Networks
(OSN). While old fashioned communication habits such as voice calls are declin-
ing, usage of OSN and IM services is steadily rising [1,2]. OSN platforms allow
their users to communicate via text, audio, and video, share content, or just stay
in contact with friends and relatives. While a large number of competing OSN
platforms with a broad variety of features exist as of today, Facebook, which was
founded in 2004, managed to overcome its predecessors and competitors by far
in terms of number of users and popularity [3], and continues to be the world
c© Springer International Publishing Switzerland 2016
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leader in terms of users accessing the service [4]. Competitors were forced out
of the market or had to focus on niche markets such as modeling relations to
business partners (e.g., LinkedIn and Xing) or to address different aspects of
social interactivity (e.g., communication via WhatsApp) or activities (e.g., pub-
lishing images via Instagram). Most OSN designs promote a closed, proprietary
architecture that disallows users from communicating seamlessly between differ-
ent OSN services. The well-calculated lock-in effects of proprietary platforms are
used to bind users to the service, as migrating to another OSN platform would
result in a loss of connections to friends and the data one has accumulated as
part of his social profile [5]. Alternative OSN architectures propose a federa-
tion of servers or make use of peer to peer technology to distribute control over
the social graph and associated data [6,7]. Still, communication between differ-
ent OSN platforms is mostly not possible, or just enabled via special plugins
or services, which are used to replicate data between different accounts of the
same user on different OSN platforms [8]. To overcome the obvious drawbacks
of proprietary protocols and architectures in the area of OSN services, SONIC
[9] proposes a holistic approach that facilitates seamless connectivity between
different OSN platforms and allows user accounts to be migrated between OSN
platforms without losing data or connections to other user profiles. Following the
Interop theory [10], the vision of SONIC proposes an open and heterogeneous
Online Social Network Federation (OSNF), in which social profiles are managed
independently from the platform they are hosted on [11]. To allow seamless and
transparent communication between different OSN platforms, identification of
user profiles as well as resolving identifiers to a profile’s actual location is a cru-
cial task. As profiles may be migrated at any time, identifiers that are bound
to a domain name of a OSN platform cannot be employed. Hence, identifiers in
SONIC need to be domain agnostic and created in a distributed fashion. This
allows users to keep their identifier even after migrating to a new OSN platform
on a different domain. Anyhow, introducing domain agnostic global identifiers
requires for means of resolving an identifier to the current network location
of the respective social profile. For this reason, SONIC introduces the Global
Social Lookup System (GSLS), a distributed directory service built on peer to
peer technology using distributed hash tables (DHT).

In this work, we present an identification architecture for decentralized OSN
ecosystems. The architecture features GlobalIDs as domain agnostic, globally
unique identifiers, which can be generated in a distributed fashion without the
need for a central authority. The architecture introduces a distributed direc-
tory service, the GSLS, which is utilized to resolve GlobalIDs to a user profile’s
actual location. The GSLS manages a digitally signed dataset, the Social Record,
which comprises information about the social profile identified by the GlobalID.
Following this paradigm, social user profiles can be identified independently of
the OSN platform’s operator. Furthermore, users can change the location of
their profile at any time without losing connections between other social profiles
[11]. The architectural requirements for the SONIC federation have been defined
in [12], comprising a decentralized architecture, the use of open protocols and
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formats, the option for users to migrate their social accounts, seamless commu-
nication, the use of a single social profile, and global user identification. The
remainder of this paper is organized as follows: The following chapter provides
an overview about existing approaches, protocols, and standards in the area of
identity management. Section 3 gives an overview of the concept of the SONIC
federation, followed by a description of the identity management architecture in
Sect. 4. Section 5 describes the implementation of the proposed solution, which
is evaluated in Sect. 6. Section 7 concludes the paper.

2 Related Work

Services that manage multiple users or objects require a measure of identification
to distinguish between individual users or objects. For this purpose, an identifier
is assigned to each entity, where an identifier is a name that usually is a sequence
of letters, numbers, or symbols, with the usual intent of being unique in a certain
domain. This assures that each user or object can be uniquely addressed via
its identifier, and two equal entities can be distinguished. In applications and
services that are used by multiple users, each user is traditionally assigned a
user name, which is unique in the domain of the application or service. A well
known example is the Linux operating system, where each user gets to chose
a unique user name and a serial number (uid). The uid is used by the system
to identify users, while the actual user name is mostly used for authentication
and displaying purposes. Social applications and services also usually identify
users by a numerical user identifier, which in most cases has to be unique within
the domain of this service or application. In addition, most services allow their
users to pick a display name, which is shown to other users. This display name is
then not necessarily used as an identifier, but as a normal name. As of this, the
display name is not necessarily unique and functions similar to a given name.

While issuing and resolving user identifiers within the same domain is com-
paratively easy, identifying entities across different domains is a more complex
task. Here, usually composed identifiers are used that comprise a local identi-
fier, which is unique in its issuing domain, and a domain identifier that uniquely
identifies the domain. This way, a local user name “Marc” can exist in two sep-
arate domains at the same time, while only the domain name is required to be
unique. This kind of composed identifiers is used by most Internet-based services
or applications, where the domain identifier is the full qualified domain name
(FQDN) of the service. One example are email addresses [13] or jabber-ids (JID)
as employed by XMPP in the format local-id@domain-id [14]. Resolving this
kind of composed identifiers depends on the Domain Name Service (DNS) [15],
which is required to resolve the domain part of the identifier, while the local user
name is resolved by the service itself.

Similar to this identifier format, Unified Resource Identifiers (URI) or Inter-
national Resource Identifiers (IRI) [16] can be used to uniquely identify an entity
or person. Here, a path can be specified to further describe categories or a
classes of identities, e.g., http://company.com/berlin/employees/alice. By utiliz-
ing actual URLs as identifiers, users and services can easily resolve an identifier

http://company.com/berlin/employees/alice
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to e.g., a document, which provides further information about the linked entity.
This approach is employed by e.g., WebID [17], where a URI is resolved to a
profile document using the DNS. The protocol WebID+SSL [18] further involves
exchange and verification of encryption keys to establish a trusted and secure
connection between two individuals. Also the authentication protocol OpenID
employs URIs as user identifiers [19]. While the advantage of these kinds of com-
posed identifiers are that services can freely assign user names for identification
purposes, identifiers created in this fashion are bound to the domain they were
created in, and hence cannot be migrated to another domain.

In scenarios, where entities need to be identified independently of a fixed
domain or service, different approaches have to be applied. To avoid collision of
identifiers created without coordination of the id generating services, randomness
can be used to make a collision unlikely. Following this approach, cryptographic
hash functions are used to create a random number from a combination of deter-
ministic or random input values. Universally Unique Identifiers (UUID) - also
known as Globally Unique Identifiers (GUID) - are 128 bit identifiers created
by using hash algorithms [20]. The UUID standard defines 4 types of identifiers.
Depending on the type of the UUID, different data is used for its creation. For
example, a version 1 UUID uses the machine’s MAC address and datetime of
creation, while version 5 uses SHA1 with a namespace part. The uniqueness of
UUIDs is based on the assumption that generating the same UUID twice is very
unlikely. In 2003, the OASIS group introduced eXtensible Resource Identifiers
(XRI) as an identifier scheme for abstract identifiers [21]. XRIs are designed to be
domain-, location-, and platform-independent and can be resolved to an eXten-
sible Resource Descriptor Sequence (XRDS) document via HTTP(S). Work on
the XRI 2.0 specification was discontinued in 2008 by the XRI Technical Com-
mittee at OASIS. Twitter Snowflake [22] is an identifier schema based on hashing
a timestamp, a preconfigured machine number, and a sequence number. Twitter
Snowflake was built for fast and distributed id generation without the need for
the machines generating the ids to coordinate with each other. Snowflake was
discontinued in 2010, but other implementations of the approach exist, e.g. PHP
Cruftflake [23]. Boundary Flake, which follows a similar approach as Twitter
Snowflake, is a “decentralized, k-ordered id generation service” [24]. Here, the
machine’s MAC address, a UNIX timestamp, and a 12 bit sequence number
are hashed to create a 128-bit identifier. In comparison to composed identifiers,
distributed identifiers can be generated in a distributed fashion, i.e., without
a central control entity. Anyhow, verification of an entity’s identity might be
problematic, as any entity can assume any ID. To circumvent this, distributed
entity’s need to be resolvable in a trusted and secure manner.

To verify an identity, identifiers are usually resolved to a data record or a doc-
ument comprising further information about the identified entity. Usually, such
data records are maintained in a network-based database and made accessible
to authorized clients by a directory service. In directory services, data records
(entries) are organized in a hierarchical structure, where each entry has a par-
ent entry. Each entry is identified by a distinguished name (DN), which is not
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necessarily unique. Therefore, each entry is uniquely identified by it’s path from
the root entry, the relative distinguished name (RDN). As entries might be
shifted to another branch or level in the tree-like structure, it’s RDN is not
guaranteed to remain stable. An existing and widely used standard for directory
services is the Lightweight Directory Access Protocol (LDAP) [25–27] based on
the ITUT standard X.500 [28]. One of the most used and well known directory
services is the Domain Name System (DNS) [15,29]. The DNS is a hierarchi-
cally and decentrally organized directory service, that allows users and services
to resolve human readable domain names into IP addresses, therefore mapping
a name to a location. The data is stored in resource records (RR), which are
replicated throughout the system. Still, both LDAP and the DNS build on a
hierarchical design, which requires one organization or company to maintain
control. To circumvent certain drawbacks and security issues in the DNS, Dis-
tributed Hash Tables (DHT) have been adopted for the use of directory services.
In [30], Ramasubramanian and Sirer propose a DHT-based alternative for the
DNS. This approach provides equal performance as the traditional hierarchical
DNS, but showed a far better resilience against attacks [31].

3 The SONIC OSN Federation

As today’s OSN platforms are mostly closed solutions that keep users from freely
communicating and connecting with each other, several alternative solutions
and architectures have been proposed over the last years. Here, either alterna-
tive centralized OSN platform solutions were built or ones relying on federated
or completely decentralized peer-to-peer architectures [6]. Anyhow, all proposed
alternatives require a user to sign up for a new user account within the new plat-
form, while seamless interaction with other OSN platforms is not possible. Hence,
there is no real incentive for users to abandon one service for another closed solu-
tion. In contrast to the proposed alternatives discussed above, SONIC follows a
different approach. Here, a common protocol is used to allow different kinds of
OSN platforms to interact directly by implementing a common API and using
common data formats. This would allow to exchange social information across
platform borders in a entirely transparent manner. This way, users are able to
freely choose an OSN platform of their liking while staying seamlessly connected
to all friends using other platforms. As of this, it becomes irrelevant which of your
friends are using the same or a different OSN service. The resulting ecosystem
is called Online Social Network Federation (OSNF) defined as a heterogeneous
network of loosely coupled OSN platforms using a common set of protocols and
data formats in order to allow seamless communication between different plat-
forms [12]. Prerequisites for the OSNF comprise a decentralized architecture, the
use of open protocols and formats, seamless communication between platforms,
migration of user accounts to other OSN platforms [11], and a single profile
policy with global user identification [12].



Identity Management for User Profiles in the SONIC OSNF 231

4 User Identification

In the SONIC OSNF, every user and every platform is identified by a glob-
ally unique identifier, the GlobalID. GlobalIDs are domain and platform inde-
pendent and remain unchanged even when a user account is moved to a new
domain. This way, a user account can be addressed regardless of where it is
actually hosted. Furthermore, migration of user profiles is made possible with-
out losing connectivity between social user accounts - even when the location
of a profile is changed frequently [11]. A user’s GlobalID is derived from an
PKCS#8-formatted RSA public key and a salt of 8 bytes (16 characters) length
using the key derivation function PBKDF#2 with settings SHA256, 10000 itera-
tions, 256bit output length. The result is converted to base36 (A-Z0-9), resulting
in a length of up to 50 characters length (see Fig. 1). An example of a GlobalID is
2UZCAI2GM45T160MDN44OIQ8GKN5GGCKO96LC9ZOQCAEVAURA8. Each entity in the
SONIC ecosystem maintains two RSA key pairs, the PersonalKeyPair and the
AccountKeyPair. While the PersonalKeyPair is used to derive the GlobalID,
the AccountKeyPair is used to sign and verify all communication payload data
within SONIC. As a result, the PersonalKeyPair can never be changed while
AccountKeyPairs can be revoked and exchanged with a new key pair. GlobalIDs
are registered in a global directory service, the Global Social Lookup System
(GSLS). By resolving a GlobalID via the GSLS, the actual network location
(URL) of a user’s account can be determined. Information about the actual pro-
file’s location, as well as other information required for verification of authenticity
and integrity are stored in a dataset called Social Record.

4.1 Global Social Lookup System

Following the idea of a fully decentralized OSN ecosystem that does not depend
on any entity or service controlled by a single corporation or group, the GSLS
was designed as a directory service built on DHT technology. Similar to the DNS,
any participant in the SONIC ecosystem is able to host a GSLS server that is
automatically integrated into the DHT, forming a dynamic, heavily distributed
directory service. The GSLS operates as a global directory service with a REST-
based interface for read and write operations as described in Table 1. As data in
the GSLS is public and may be overwritten by unauthorized entities, the data
is digitally signed using the user’s PersonalKeyPair. As the GlobalID is derived

Fig. 1. Creation of a GlobalID.
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Table 1. GSLS REST interface

Method Path Description

GET / Request a status message from the GSLS node

GET /:globalID Retrieves the Social Record as a signed JWT for the
specified GlobalID.

POST / Sends a new Social Record as a signed JWT to be stored
in the DHT.

PUT / Sends a new version of an already existing Social Record as
a signed JWT to the DHT. The already existing version
will be overwritten

directly from the enclosed public key and the salt, unauthorized changes in the
payload would result in either an invalid digital signature or - in case the key
pair is exchanged - an altered GlobalID.

4.2 The Social Record

The GlobalID and associated information is published in a dataset called Social
Record, which comprises information that is required to resolve the GlobalID to
the profile’s location. The actual contents of the Social Record are described in
Table 2. For security reasons, the GSLS API requires data to be formatted as a
signed JSON Web Token (JWT [32]) using RS512 to digitally sign the payload
using the owner’s PersonalKeyPair. The Social Record data itself is a private
claim named socialRecord and has to be a serialized, Base64URL-encoded
JSON object. The digital signature of the JWT is created using the Personal-
PrivateKey, so the signature can be verified by everyone using the PersonalPub-
licKey, which is included in the signed dataset. In case that the AccountKeyPair
should be revoked, a key revocation certificate is created. Similar to [33], this
certificate comprises the revoked public key, date and time of the revocation, a
numerical indication of the reason for the revocation, and a digital signature.
All revocation certificates are published in the Social Record, while the outdated
AccountKeyPair is replaced with a new one.

GlobalIDs are generated in a distributed fashion. Hence, without a central
authority controlling the process, attacks are possible that aim at taking over
a SONIC identity. As GlobalIDs are derived directly from the PersonalKeyPair
and salt, an attacker would need to create a valid signature for a crafted Social
Record. This would mean that an attacker would need to get access to the Per-
sonalPrivateKey itself. Replacing the PersonalKeyPair itself is not possible, as
exchanging the key pair would result in an altered GlobalID. As the GlobalID is
used for resolving the Social Record, this would deflect the attack. As GlobalIDs
are derived from an RSA public key using SHA256, it’s uniqueness depends on
the security of the key generation. To prevent attackers from creating rainbow
tables for all available GlobalIDs in order to find a collision for a random Social
Record, a cryptographic salt has been introduced. This salt is used by PBKDF#2 in
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Table 2. Contents of the Social Record

Attribute Description

type Type of the Social Record

globalID The identifier for the user profile

platformGID GlobalID of the associated OSN platform

displayName Human-readable username for on screen display

salt Cryptographic salt of 16 characters length

accountPublicKey RSA public key

personalPublicKey RSA public key

datetime XSD DateTime timestamp

keyRevocationList List of revoked account key pairs

active Flag that describes the current status of the Social Record

the generation process of the GlobalID. The usage of the salt, which is randomly
created for each Social Record, aggravates brute force attacks as a new key can-
not be checked against multiple Social Records for a collision, but needs to be
hashed again for each GlobalID. Anyhow, as generating an RSA key pair is the
most time consuming task in creating a GlobalID, an attacker might chose a key
and just alter the salt in oder to find a collision. To limit the possibility of this
attack to succeed, the length of the salt has been fixed to 8 bytes. By limiting
the length of the salt, only 4.2 × 109 possible salts can be used, thus effectively
eliminating the chance of creating a collision through manipulation of the salt.
Using the birthday bound, an attacker would need to create 4.8× 1037 key pairs
and salts for a 1% chance of a collision, thus rendering an attack extremely
unlikely.

5 Implementation

This section describes the implementation details of the GSLS. It has been imple-
mented as a Java server daemon based on Eclipse Jetty, a lightweight application
server capable of handling REST requests. The application is run via Jsrv to run
as a server daemon. The GSLS exposes a REST-based interface on port 5002
that allows clients to commit and request Social Records. The interface features
operations for retrieving and writing Social Records as described in Table 1. For
storage of the Social Records, the GSLS implements TomP2P, a Kademlia-based
DHT implementation written in Java [34]. Kademlia is based on on a reactive
key-based routing protocol, which uses other node’s search queries to update and
stabilize the routing tables. As a result, Kademlia-based DHTs are very robust
and performant, as separate stabilization mechanisms are not necessary [35].

To prevent manipulation of the dataset by malicious participants, the dataset
is stored as a signed JSON Web Token (JWT). The token is signed using RS512.
For compatibility reasons, the dataset is encoded using Base64URL and stored
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in the JWT as a private claim named data. The token is then signed with the
private key matching the enclosed public key. This way, the integrity of the
dataset can always be verified. Social Record datasets sent to the GSLS will are
validated by the service regarding integrity and format to ensure that no faulty
datasets are managed or delivered by the GSLS. The API allows no DELETE
requests, as a hard delete would allow a previously occupied GlobalID to be
reused by a new Social Record with a matching GlobalID. Even though being
unlikely, identity theft would be made possible this way. As of this, the GSLS
only supports a soft delete, where the active flag of the Social Record is set to
0 to mark the dataset as inactive.

5.1 SONIC SDK

In order to ease the integration of the SONIC protocol into both existing OSN
platforms as well as to support the development of new OSN projects, the SONIC
SDK has been implemented. The SDK features a set of classes that provide func-
tionality for formatting, parsing, signing, and validating SONIC data formats,
as well as handling requests to and from other SONIC compliant platforms. For
resolving GlobalIDs, the SONIC SDK incorporates an API to retrieve Social
Records from the GSLS, as well as for creating, publishing, and updating Social
Records. The SONIC SDK automatically resolves GlobalIDs in the background,
including an automated integrity verification process. The SDK has been inte-
grated in a proof of concept implementation of the SONIC project as well as in
the well-known OSN platform Friendi.ca.

5.2 SONIC App

To ease the management of the Social Record and the associated key pairs for
the user, the SONIC App has been implemented as a mobile application based
on Android (see Fig. 2). The SONIC App allows a user to create both the Social
Record and associated key pairs and is able to synchronize the data with the
GSLS, as well as with the user’s SONIC platform. While the AccountKeyPair
needs to be accessible by the platform in order to sign data as well as requests,
the PersonalKeyPair is only used to sign the Social Record. Using the SONIC
App, the PersonalKeyPair is managed by a device owned by the user and is not
made available to the platform or any other - possibly untrusted - third party.
To ease the setup process when creating a user account on a SONIC platform,
the SONIC App automates the creation of keys. Here, the platform displays a
QRCode encoding the login credentials of the platform, which can be scanned
by the SONIC App. After creating a new Social Record and the associated keys,
the SONIC App uploads the necessary data to the platform. Besides creating a
new Social Record or editing an existing one, the SONIC App also automates the
process of migrating a social profile to a new platform as described in [11]. Here,
a new user account is created at the target platform and all profile information is
copied to the target location. As part of this migration protocol, the SONIC App
will automate the process of updating the Social Record in the GSLS. Further
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(a) Editing a Social Record (b) Scanning a QR code

Fig. 2. User interface of the SONIC App.

features of the SONIC App include exporting a Social Record to a text file,
importing a Social Record from a text file, and scanning a QRCode encoding the
GlobalID of another user in order to directly send a friend request to him.

6 Evaluation

For the evaluation of the GSLS, a testbed with 3 virtual machines has been set
up. Each node was configured to use 1 virtual CPU and 1 GB of RAM, running
Debian Linux “Wheezy”. To perform the evaluation of the writing performance
of the system, 50,000 unique Social Records were created by a script and directly
pushed to the GSLS. For each Social Record dataset being sent to the GSLS,
the total duration of the request to complete was measured and logged to a
database for later analysis (see Fig. 3). Each write request comprised a payload
of approximately 4 KB depending on the Social Record’s contents.

Analysis of the logged data showed that most requests were fully processed in
approximately one second, with a minimum of 0.956 s and an average of 2.312 s
(median value 1.032 s). While 30.8 % of all requests were processed in less than
a second, 89.6 % of all requests were processed in less that 2 s. Only 4.9 % of the
requests took more than 3 s and 3.6 % of the requests took more than 6 s. Even
though the overall writing performance of the GSLS can be considered good, a
small fraction of requests took a - partly significant - longer amount of time to
complete. As no request timeout was configured on both server and client side
during the test, the client waited until a response was received. Here, response
times of up to 227.548 s were measured. To perform an evaluation of the reading
performance of the GSLS, 10,000 requests for randomly chosen GlobalIDs for
existing Social Records were sent to the one of the nodes. Again, all requests were
answered successfully. The average response time for the requests was found to
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Fig. 3. GSLS writing performance for 50,000 consecutive write requests.

be 0.034 s with a minimum of 0.009 s and a maximum of 4.085 s. The median time
to answer a request took 0.014 s. While the reading performance of the GSLS
while accessing stored Social Records showed to be stable and fast, writing new
datasets to the DHT showed a slower performance. Still, the median response
time for a successful request was 1.032 s, with few requests that took longer to
complete.

7 Conclusion

To overcome the obvious drawbacks of proprietary protocols and service archi-
tectures, SONIC proposes a holistic approach that facilitates seamless connec-
tivity between different OSN platforms and allows user accounts to be migrated
between OSN platforms without losing data or connections to other user pro-
files. Thus, SONIC builds the foundation for an open and heterogeneous Online
Social Network Federation. In this paper, we presented a distributed and domain-
independent ID management architecture for the SONIC OSNF, which allows
user identifiers to remain unchanged even when a profile is migrated to a differ-
ent OSN platform. These so called GlobalIDs are derived from a public key pair
using PBKDF#2 and are therefore domain-agnostic. In order to resolve a given
GlobalID to the actual URL of a social profile the GSLS, a distributed directory
service built on DHT technology has been introduced. Datasets called Social
Records, which comprise all information required to look up a certain profile,
are stored and published by the GSLS. For security reasons, Social Records are
digitally signed using the user’s private key. For easing key management and
exchanging of GlobalIDs, a mobile SONIC app has been implemented based
on Google Android. This application allows to create, edit, import, and export
Social Records, exchange GlobalIDs, and directly send friend requests using the
SONIC protocol [9].
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Abstract. In recent years, a social signal that is given by a social net-
work service (SNS) on the World Wide Web where a huge quantity of
information exists has attracted attention. A social signal is an index
that measures how much a web page is a hot topic among users on the
SNS. For instance, the number of “retweets” on Twitter and the number
of “likes” on Facebook are social signals. Generally speaking, a social
signal is evaluated by the administrator of the SNS and displayed on a
web page and can be read by anyone. By utilizing a social signal, acquir-
ing current hot-topic web pages efficiently is expected. However, if web
pages are simply chosen on the basis of the magnitude of the social signal
of an SNS that has many users, most of web pages will be the common
web pages among SNSs, and the characteristic web pages that can only
be seen when using a certain SNS is buried in the common web pages.
Therefore, in this paper, we propose a new social signal that assesses the
degree to which a certain web page is a hot-topic web only in an SNS
by combining the social signals of SNSs. As a result of a performance
evaluation, we show that by acquiring web pages on the basis of the mag-
nitude of the proposed new social signal, hot-topic web pages in multiple
SNSs are excludable.

Keywords: Social signal · Social Networking Service (SNS) · Content
curation

1 Introduction

In recent years, with the explosive deployment of the Internet, the information
resources on the World Wide Web continue increasing every day. The types of
information resources on the World Wide Web vary such as a text, photographs,
and video. Methods have been researched and developed to efficiently acquire
the necessary information from these information resources for many years; con-
sequently, many websites and web services have been created. The utilization
c© Springer International Publishing Switzerland 2016
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of a search engine, which is a web service provided by Google [3] and Bing [1]
and so on, is one of the most widely used methods for efficiently acquiring the
necessary information from the World Wide Web. A search engine returns web
pages that have highest estimated relevance from a given user input; then, the
user finds the information that he/she needs from the web pages. Thus, the
search engine significantly shortens time until a user arrives at the information
that he/she needs. The search engines are expected to continue occupying an
important position as a method of collecting necessary information efficiently.

When utilizing a search engine, a user needs to input the appropriate key-
word(s) that takes the user to the information that he/she needs. However, if
the information that the user needs is vague, he/she may be unable to input a
specific keyword—for instance, current news that attracts concern socially or the
newest information on some topic that the user is interested in. In order to meet
these demands of users, a different method from the search engine is necessary.

The number of views (the number of accesses) by the users of web pages
has been used as an evaluation index for efficiently selecting web pages from the
World Wide Web without using a search engine. In recent years, as an evaluation
index, a social signal has attracted attention. A social signal is a value that shows
how much a web page is mentioned by users in a social network service (SNS).
If a web page is a hot topic, the social signal of the web page is large. A social
signal can be utilized as an index for measuring how much a web page receives
attention from SNS users—for instance, the number of “retweets” on Twitter [8],
or the number of “likes” on Facebook [2]. A social signal is expressed numerically
by an SNS, and the social signal displayed on the World Wide Web in a form
that anyone can read and utilize. Therefore, it is expected that a social signal
will be utilized to select web pages instead of the number of view, which only
the administrator of a website can acquire.

Some users dissatisfied when choosing web pages using the social signal since
novel web pages such the beginning of the SNS is lost as time passes. With web
services like an SNS, in particular, the deviation in the tastes of users who utilize
the SNS at beginning of the SNS when there are few users is large. Consequently,
at the beginning of an SNS, using the social signal of the SNS, we can select the
characteristic web pages that cannot be a hot topic for other SNSs. However,
when the popularity of an SNS increases and many users begin to utilize the
SNS, the deviation in the tastes does not greatly vary, and the characteristic web
page cannot be found using the social signal. Consequently, when accounting for
the magnitude of the social signal simply for selecting hot-topic web pages, the
problem is that most of web pages that are obtained are common web pages that
everyone knows.

There have already been studies about SNSs and information recommenda-
tion systems that utilize SNSs [9,10]. In [10], the authors proposed a social-media
recommendation framework focused on the reliability of information. In [9], the
authors proposed a social signature that is the set of tokens that gives us the
paraphrasing of web pages. It would be expected that we can use a social signa-
ture to rank search results, and organize content.
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In this paper, we propose a new social signal that utilizes the tendency that
the social signal of a web page that everyone knows is large in SNSs with many
users. Specifically, utilizing the multiple social signals of multiple SNSs, we derive
a new social signal that assesses the degree to which a certain web page is a hot
topic only in an SNS. Furthermore, we evaluate the performance of our social
signal and show that the web pages that are hot topic in by multiple SNSs can
be avoided with a high accuracy when the web pages are acquired on the basis
of the new social signal.

The construction of this paper is as follows. First, in Sect. 2, we explain a
social signal and the features of an SNS that has many users such as Twitter and
Facebook. Next, in Sect. 3, we investigate the distributions of the social signals
of Twitter and Facebook for web pages and the degree of duplication of hot-topic
web pages. In Sect. 4, we propose a new social signal. In Sect. 5, we present a
performance evaluation of our new social signal. Finally, in Sect. 6, we conclude
this paper and discuss our future works given the results presented this paper.

2 Social Signal

A social signal is an evaluation index that shows assesses the degree to which
a certain web page is a hot topic among the users of the SNS. A social signal
is expressed numerically by the SNS, and in many cases, is open to the public
on the World Wide Web in the form of a button with a balloon. Figure 1 shows
an image showing an example of appearance of social signals on a web page.
Moreover, only the numerical value of a social signal is acquirable in many cases
in the form of a web application program interface (API). Thus, it is not limited
to the SNS company and SNS users, and anyone can know the value of a social
signal easily.

The number of “retweets” on Twitter and the number of “likes” on Facebook
are representative examples of social signals. For these social signals, a user’s
action to increase the social signal value differs. Specifically, for Twitter, if the
URL of the web page is contained in the text posted by the user, this post is
regarded as a retweet. Therefore, the number of “retweets” is increased by a post
in which user inputs the URL, a reply post that quotes the original post that
included the URL, and a retweeted post that is a post using a feature offered by
Twitter for copying and re-posting the original text.

On the contrary, the number of “likes” on Facebook is increased only by
pushing the “like” button displayed on the web page. Therefore, the action of
the user that increases the number of “likes” is limited compared to the action
of the user that increases the number of “retweets” on Twitter. The interface
through which the numerical value of a social signal increases differs among SNSs.
SNSs that offer a similar method to Facebook include Google+ [4], LinkedIn [5],
Pinterest [6], and Pocket [7].
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Fig. 1. Appearance of social signals in a Web page

3 Degree of Duplication of Hot-Topic Web Pages
Between SNSs

In this section, for SNSs utilized by many users, we examine the degree of dupli-
cation of hot-topic web pages between SNSs. In this survey, we collected the web
pages that obtained three or more social signals by Twitter and/or Facebook for
one year from November 1, 2014 to October 31, 2015, and we used these web
pages for the survey. In addition, the total number of the web pages collected
during this period was 716,209 Web pages.

Figure 2 shows the cumulative distributions of social signals of web pages.
For 90 % or more of the web pages, this figure shows that the social signals of
Twitter and Facebook are less than 300. On the other hand, the results show
that there are 295 web pages on Twitter and 1,254 Web pages on Facebook in
which a social signal exceeds 10,000. The social signals for these web pages are
large, such that many users on the SNSs take action on the web pages, and the
web pages are displayed many times in the SNSs when these actions are taken.
By simply selecting web pages using the value of the social signal, it is expected
that a small number of web pages, which have large social signal, will be selected.

Figure 3 shows the duplication ratio of hot-topic web pages between Twitter
and Facebook according to the day. This figure shows the top 20, 50, and 100
web pages with the value of the social signal. The figure shows that 20–30 %
of the web pages overlap between Twitter and Facebook. As mentioned above,
when simply selecting the web pages using the value of a social signal, it turns
out that the same web pages are selected.
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Fig. 2. Cumulative distribution of a social signal

Fig. 3. Overlap ratio of hot-topic web pages on Twitter and Facebook

4 A New Social Signal

In this section, we propose a social signal that assesses the degree to which a
certain web page is a hot topic only on an SNS. First, in Sect. 4.1, we explain
the normalization of a social signal value, and in Sect. 4.2, we derive a new social
signal.
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4.1 Normalization of the Social Signal

A social signal is affected by the scale of the SNS, especially if the SNS is large.
That is, if each social signal is utilized as it is, it will be strongly influenced by
a large-scale SNS. We therefore normalize each social signal first.

Let mj be the median of the social signals of the SNS sj . We normalize the
social signal zji of the web page pi of the SNS sj as follows:

zji =
vji

mj + 1
. (1)

One is added to the denominator of the normalized social signal to prevent
division by zero.

We update the median of the social signal for every constant period. If the
target updating period of the median is too short, the appropriate median may
not be derived. On the contrary, if a period is too long, it is possible that following
the growth and decline of an SNS caused by the increase and decrease in the
number SNS users is delayed. The median of the social signal should be carefully
given.

Figure 4 shows the median of the social signals of Twitter and Facebook
when the updating interval is 1, 7, 15, 30, and 90 days. From this figure, when
the median is updated day-by-day, the median moves rapidly, and an unsuitable
value is obtained depending on the day. On the contrary, when the update inter-
val is 90 days, it turns out that the median cannot follow in the change in the
social signal. From these results, it is estimated that it is good to choose 7, 15,
and 30 days as the update interval of the median. In this study, the median is
updated every 15 days.

4.2 Deviation in the Social Signal

Let zji be the normalized social signal of the web page pi of the SNS sj and zmi
be the maximum of the normalized social signal of the web page pi of any SNS
except SNS sj . We determine the new social signal gi by the following equation:

gi = zji − zmi . (2)

By subtracting the maximum of the normalized social signal zmi of the web page
of any SNS except the SNS sj from the normalized social signal zji of the web
page of SNS sj , our social signal can show that assesses the degree to which a
certain web page is a hot topic only for the SNS sj .

5 Performance Evaluation

In this section, we evaluate the performance of our new social signal.
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Fig. 4. Movement of social signals

5.1 Evaluation Environment

In the performance evaluation, we also use the web pages that we collected in
Sect. 3. We then obtain the top 50 web pages day-by-day according to the value
of our new social signal. Moreover, we calculate the coincidence ratio of the web
pages that are obtained on the basis of our social signal with the top 50 hot-topic



246 H. Hisamatsu and T. Tsugawa

web pages only on Twitter and with hot-topic web pages on both Twitter and
Facebook.

The top 50 hot-topic web pages only on Twitter are the web pages that are
not the top 50 hot-topic web pages on Facebook and have a large social signal
on Twitter. Moreover, the hot-topic web pages on both Twitter and Facebook

Fig. 5. Evaluation results
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are the web pages that are not the top 50 hot-topic web pages only on Twitter
and have the social signal on Twitter of 50th place of “the top 50 hot-topic web
pages only on Twitter” or more.

5.2 Evaluation Results

Figure 5 shows evaluation results. The horizontal axis of this figure expresses the
time, and the vertical axis expresses the coincidence ratio. In this figure, “raw”
means that hot-topic web pages are acquired only on the basis of the social signal
of Twitter (raw), “unnormalized” means that hot-topic web pages are acquired
on the basis of the difference between the unnormalized social signals of Twitter
and Facebook, and “normalized” means that hot-topic web pages are acquired
on the basis of our social signal.

From Fig. 5, when web pages are acquired only on the basis of the social signal
of Twitter (raw), the coincidence ratio for hot-topic web pages on both Twitter
and Facebook exceeds 60 % for almost all days. This result shows that there are
many common web pages when we simply use the social signal for acquiring
hot-topic web pages. Moreover, although the coincidence ratio for hot-topic web
pages only on Twitter is high when the social signal that is not normalized
(unnormalized) is used for acquiring hot-topic web pages, the coincidence ratio
for hot-topic web pages on both Twitter and Facebook is about 20 %. That is,
when we utilize a social signal without normalization, it turns out that we acquire
common hot-topic web pages. On the other hand, when using our social signal
(normalized), it turns out that the coincidence ratio for hot-topic web pages only
on Twitter maintains a high value, and the coincidence ratio for hot-topic web
pages on both Twitter and Facebook is almost zero. That is, our social signal can
exclude the hot-topic web pages on both Twitter and Facebook, which means
common hot topics, for acquiring web pages in the World Wide Web. The above
result shows the effectiveness of our social signal.

6 Conclusion and Future Work

In this paper, we proposed a new social signal that is large if a web page is a hot
topic only on one SNS and small if a web page is a hot topic on multiple SNSs
by using the tendency that the social signal of a web page that everyone knows
is large on multiple SNSs. By combining multiple social signals, our social signal
that assesses the degree to which a certain web page is a hot topic for a specific
SNS. As a result of a performance evaluation, we showed that we can exclude
the common hot topic when we acquire the web pages on the basis of our social
signal.

In this study, we only targeted on Twitter and Facebook; the performance
evaluation of many SNSs such as Google+, LinkedIn, and more is planned for
future work.
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Abstract. In this paper, we present a method for measuring semantic similarity
between short texts by combining two different kinds of features: (1) distributed
representation of word, (2) knowledge-based and corpus-based metrics. Then, we
present experiments to evaluate our method on two popular datasets - Microsoft
Research Paraphrase Corpus and SemEval-2015. The experimental results show
that our method achieves state-of-the-art performance.

1 Introduction

Measuring semantic similarity between two short texts, e.g., news headlines, tweets or
comments in public forums, plays an important role in social network analysis, sentiment
and opinion analysis, summarization of posts/replies, information retrieval, etc. Since a
short text is usually limited in the number of characters, context-poor, irregular or noisy,
techniques in natural language processing proposed for short texts are not tailored to
perform well on those tasks. Most of the proposed methods in literature exploit corpus-
based or knowledge-based to compute the degree of similarity between given texts by
measuring the word-to-word similarity [1]. Other approaches take the advantage of
machine translation metrics [2], discourse information [3]. In [2], the authors implement
a heuristic alignment algorithm to identify pairs of plagiarism sentences, then, pass them
to a learning algorithm for training a classifier. The approach proposed in [3] divides
sentences into elementary discourse units (EDUs), aligns EDUs, and computes the
overall similarity between sentences based on aligned EDUs. Although some previous
work focuses on the preprocessing phase, it still does not consider many factors, for
example, the number of tokens constructs a meaning word. Hence, in this paper, we
elaborately consider many aspects, as presented below, in measuring similarity between
short texts and apply those to our preprocessing phase.

• One of the most challenge task in determining the similarity of words or concepts is
that they usually do not share actual terms in common. Consider an example, in
analyzing a text, the concepts “Artificial Intelligence” and “AI” are similar to each
other in the context of computer science. In other example, “The Pentagon” and
“United States Department of Defense”, the two terms are different, but similar in
meaning. Therefore, our method performs named entity recognition and named entity
co-reference resolution to isolate them from the texts for other steps.

• Beside named entities, the number of tokens constructing a meaning word is also
importance. Much previous work considers each token as a meaning word; however,
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that is not always true. For instance, in English grammar, “pull out” is a phrasal verb
and has the same meaning with “extract”. If separating “out” from “pull”, we lose
the word “pull out” and lose the chance to capture similarity between “pull out” and
“extract” when they occur in two given texts. In order to overcome this drawback,
our proposed method includes a step, namely tokenizer, that preserves phrasal words
like the case of “pull out”.

Furthermore, in order to make our proposed method becomes flexible, we design a
model which is suitable for measuring similarity for both formal and informal texts. We
also investigate three different kinds of features and show that our proposed method
achieves state-of-the-art performance.

In summary, the contribution of this paper is two-fold as follow: First, we preserve
phrasal words, take named entities and their co-reference relations among them into
account, which were not exploited in literature; Second, we exploit two different simi‐
larity measures as features: (1) Word-embedding-based similarity, (2) Knowledge-
based and corpus-based similarity; Finally, we conduct experiments to evaluate our
method and show that word-embedding-based similarity superior contribution to the
performance.

The rest of this paper is organized as follows. First, we present related work in
Sect. 2. Section 3 presents our method and the two features for measuring similarity.
Then, experimenting our method on the two popular datasets are described in Sect. 4.
Finally, Sect. 5 concludes the paper.

2 Related Work

There have been many studies on scoring the similarity degree between two short texts.
In [4], the authors propose a method which combines semantic and syntactic information
in the given texts. For semantic information, this approach exploits knowledge-based
and corpus-based to reflect both the meanings and the actual usage of words. For
syntactic information, the method represents the given texts as word-order vector to
measure a number of different words and word pairs in a different order. In [5], the
authors use pointwise mutual information, latent semantic analysis and six knowledge-
based methods [1] for measuring word-to-word similarity, then, conclude the degree of
similarity between two texts. In [6], the authors present the discriminative term-
weighting metric, known as TF-KLD, which is an improvement of traditional TF-IDF
and WTMF [7]. Then, they form a feature vector from the latent representations of each
text segment pair and input to SVM classification. In [8], the authors combine the longest
common subsequence and skip n-gram with WordNet1 similarity.

In [2], the authors re-examine 8 machine translation metrics for identifying para‐
phrase in two datasets, and method proposed in [9] gains the best performance. This
study shows that a system only employs machine translation metrics can achieve prom‐
ising results. The approach in [3] takes advantage of the elementary discourse units
(EDUs) to identify paraphrase. Method in [10] presents a probabilistic model which

1 http://wordnet.princeton.edu.

250 P.H. Duong et al.

http://wordnet.princeton.edu


combine semantic and syntactic using quasi-synchronous dependency grammars. In
[11], the authors present an unsupervised recursive auto-encoders to learn the feature
vectors which contain the similarity of single word and multi-word extracted from parse
trees of two text segments. In [12], the authors present two components in modular
functional architecture. For the sentence modeling component, they use convolutional
neural network, for the similarity measurement component, they compare pairs of
regions of the sentence representations by combining distance metrics. In [13], the
authors propose a kernel function which takes the advantage of search engine (e.g.,
Google) and TF-IDF for computing query expansion, then applies kernel function to
multiply the two query expansion of two given texts to conclude the degree of similarity.

Because the basic element in constructing a text is words (tokens), the degree of
similarity between two text snippets depends on the similarity between pairs of word of
two given texts. There have been many approaches [1], but in this paper, we roughly
classify word-to-word similarity metrics into three major types: (1) knowledge-based,
(2) corpus-based, and (3) vector space representation. Methods in knowledge-based
approach [14] exploit the semantic information from structure knowledge sources (e.g.,
WordNet, Wikipedia2) to measure the similarity of two given concepts. Other field of
study which rely on the statistical information of concepts in large corpus, well-known
methods in this approach are information content, latent semantic analysis, hyperspace
analogue to language, latent dirichlet allocation. In [15], the authors present a word
embedding approach using two-layer neural network with continuous bag-of-words
(CBOW) or continuous skip-gram architecture. In [16], the authors consider both the
proximity and disambiguation problems on word embedding method, and then they
propose Proximity-Ambiguity Sensitive model to tackle them.

3 Proposed Method

In this section, we present our method for computing the semantic similarity between
two given snippets of texts. Figure 1 presents our model for measuring of similarity
between two short texts. We explain in detail our proposed method in Sects. 3.1 and 3.2.

Labeled pair of 
sentences.

Classifier model

Feature extraction
Preprocessing phase:

NE-Co-reference
Tokenizer

Learning algorithm

Unlabeled pair of 
sentences.

Feature extraction
Preprocessing phase:

NE-Co-reference
Tokenizer

Predicted label for 
<t1,t2>

Training 
Phase

Testing 
Phase

Fig. 1. Our proposed model of measuring similarity between short texts

2 https://en.wikipedia.org/.

Measuring Similarity for Short Texts on Social Media 251

https://en.wikipedia.org/


3.1 Preprocessing

Short texts (e.g., news title, message, tweet) often contain some special characters (e.g.,
dollar sign, colon, emoticon), but they do not contribute much semantic information for
measurement. Therefore, we suggest to ignore those special characters in given texts
but still preserve their structures.

In order to gain the best performance in computing similarity, we recognize named
entities and then perform named entity co-reference resolution. A named entity often
contains more than one word, e.g., “United States” is semantically different from
“United” and “States”. To recognize named entities, we take the advantage of Wiki‐
pedia, which is an open encyclopedia contributed by a large community of users. Since
Wikipedia contains named entities and common concepts (e.g., tree, data structures,
algorithm), we treat those common concepts in Wikipedia as “named” entities. In reality,
an entity may have more than one alias and an alias may corresponding to many entities
in different context. For example, in Wikipedia, “United States” has up to four difference
aliases {United States of America, America, U.S., USA}, that means, all of them are
similar to each other. By practice, we found out that named entity often has four tokens,
thus, we propose to set a sliding window of four to get a set of all candidate named
entities from given text. Next, we detect the orthographic co-reference between those
recognized named entities by using rules proposed in [17]. After perform co-reference
resolution step, named entities which referent to each other are grouped in co-reference
chains. Finally, with the co-reference entities, we assign them a unique identifier
(“ID#”) to make them become similar entities. Let’s consider the example below:

• Obama calls on tech industry at SXSW to help solve nation’s problems.3
• Obama, at South by Southwest, calls for law enforcement access in encryption fight.4

By using exact match and equivalent rules to perform named entity co-reference
resolution, there are two pairs of co-reference named entities, which are {“Obama”1,
“Obama”2} and {“SXSW”1, “South by Southwest”2}. Therefore, we replace them to
“ID#” format, the input sentences become:

• ID1 calls on tech industry at ID2 to help solve nation’s problems.
• ID1, at ID2, calls for law enforcement access in encryption fight.

As mentioned in Sect. 1, if we only consider special characters and named entities
are not enough, because the assumption of word contains one token is weak. Example,
consider the following words in the same context, “cut a rug” and “dance”, if we split
the white space, the meaning of them is not similar. However, they are the same meaning,
because “cut the rug” is a culturally understood meaning of “dance”, also known as
idiom. We can see that not only phrasal verbs, but also idioms and many other cases,
thus, in preprocessing phase, we need to recognize all of them, and this task is a sub-
task of tokenizer. To perform this task, we use Wiktionary5, a free dictionary contributed

3 http://usat.ly/1pla4oI.
4 http://nyti.ms/1QS47Ga.
5 http://en.wiktionary.org/.
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by community members, contains 644,9666 entries including 547,056 with gloss defi‐
nitions. We apply longest matching algorithm, which find the first best matching between
series of tokens and dictionary. Then, marking them with underscore symbol between
tokens to group them together, for instance, “look_after” and “take_care_of”.

After perform named entity recognition and tokenizer, we have finished prepro‐
cessing phase, and two given texts are now ready for computing semantic similarity.

3.2 Feature Extraction

In this section, we systematically introduce two features in measuring semantic simi‐
larity for given short texts. They are (1) word-embedding-based similarity, (2) knowl‐
edge-based and corpus-based similarity.

Word-Embedding-Based Similarity (Simword-embedding). Before explain the method to
score the similarity of given texts, we introduce an approach for measuring the degree
of similarity between two words by learning distributed representation of words. The
distributional hypothesis states that the words are similar meanings if they are in similar
context. Therefore, we take advantage of the simplified neural network skip-gram model,
which predicts surrounding words given the current word by sliding a context window
along the text and uses back-propagation to train the network. Figure 2 shows the main
idea of skip-gram model.

INPUT

PROJECTION

OUTPUT

wt

wt-1wt-2 wt+1 wt+2

Fig. 2. Skip-gram model [18]

Given a sequence of words {w1, w2, …, wT}, the training objective of skip-gram
model is maximizing the average log probability. In Eq. (1), c is the size of the training
context. The larger the context size is; the higher accuracy the model will be. However,
it does expenses more training time. Therefore, in order to overcome the time consuming
problem but maintain the accuracy, we use negative-sampling as softmax function.
Unlike hierarchical softmax function, instead of considering all context of w at each
iteration, negative-sampling considers a few words by randomly chosen from context,

6 This information is generated from the 03 March 2016 dump.
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thus it can reduce training time. In experiment, we use the Google News dataset
containing 100 billion words to train our skip-gram model.

(1)

After calculating similarity between words using word embedding, we present a
metric to compute the similarity of two given texts. We have three sub-tasks in this
phase: (1) create a joint word set, (2) create semantic vectors, (3) normalize and compute
the distance between vectors. Let’s consider the example below:

• I am studying Artificial Intelligence.
• I learn AI with my friends.

First, we create a joint word set W contains all distinct words in given texts, denoted
by T1 and T2, as proposed in [4]. With the example above, after go through preprocessing
phase, the W would be W = {I, am, study, ID1, learn, ID1, with, my, friend}. Because
W is directly derived from given texts, we use it as standard semantic vector for
comparing with Ti. Second, we represent T1 and T2 as semantic vectors, denoted by Vi.
The Vi’s length is equal W, and each element of Vi will be assigned as the following
rules:

– Rule 1: if wi appears in T, assign 1 to vi position in V.
– Rule 2: unless, compute the similarity score s between wi and each word in T. If s

exceeds a preset threshold τ, then assign s to the considering position in V, otherwise,
assign 0. When s is near to 0, it would better to assign 0 to vi because it does not
contribute valuable information.

Depend on the length of given texts, we can keep or ignore function words. In case
of short texts, we recommend to maintain function words, but we can assure that they
do not affect the whole meaning of texts due to our preset threshold. Finally, after having
two semantic vectors, the similarity of two texts is computed by cosine coefficient of
those vectors. The output of Eq. (2) has already been normalized between 0 and 1. As
the value nears 1, the given texts are more similar, and vice versa.

(2)

Knowledge-Based and Corpus-Based Similarity (Simknowledge-and-corpus). In previous
section, we have presented an approach using neural language model to represent word
as semantic vector. In this section, we present a method which exploits knowledge base
and corpus. With knowledge-based method, we use a semantic graph structure (e.g.,
WordNet), in which words (also known as concepts) are organized as a hierarchy, to
measure the relatedness between words. The meaning of relatedness is more general
than similarity, for example, “car” and “wheel” are not similar, but between them exists
part-of relationship. In WordNet, concepts are grouped to synsets, which means sets of
synonyms, and represented as graph structure, together with six types of relationship:
(1) synonymy, (2) antonymy, (3) hyponymy, (4) meronymy, (5) troponomy and
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(6) entailment. In order to identify the relatedness, we take into account the path between
two concepts, its length reflects the degree of relationship. However, only considering
the path length may lose the generalization, we also consider the lowest common
subsumer (LCS) [19] concept, which is the nearest to the compared concepts. Although
we have looked for the LCS of two concepts, it does not reflect the contribution of both
LCS and two concepts. Therefore, we combine the statistical technique on large corpus,
e.g., Brown corpus7. As proposed in [20], first, we form a set of LCSs that subsume two
concepts, then, we compute the probability that each element in LCSs set appears in the
corpus and get the maximum probability. This metric denoted by SimF2, as Eq. (3).

Though WordNet is a good choice in many semantic metrics, it does not cover all
up-to-date concepts. For instance, with the growth of social networks, there are many
new concepts created in every day, e.g., “selfie”, “emoji”. Therefore, to overcome this
drawback, when a concept not found in WordNet, we will find it in Wiktionary.
However, the structure of Wiktionary is not well for finding LCS, we use another metric,
called gloss-based. Each concept in Wiktionary comes with descriptions, called as gloss
texts. The method proposed in [21] is based on the assumption that the level of over‐
lapping between gloss texts of concepts is proportional to the level of similarity. After
calculating similarity between words based on knowledge and corpus, we represent
given short texts as vectors and compute the similarity between them using Eq. (3).

(3)

4 Experiments

4.1 Datasets

We conduct experiments on two datasets: (1) Microsoft research paraphrase corpus
(MSRP) [22], and (2) SemEval-20158. The MSRP is a well-known dataset for the
problem of paraphrase identification, containing pairs of labeled sentences, if two
sentences are paraphrase, the label will be 1 and vice versa. This dataset can be applied
to supervised learning approaches, the training set contains 4,076 sentences (2,753
positive, ~67.5 %), and the test set contains 1,725 sentences (1,147 positive, ~66.5 %).
The SemEval is series of evaluation of computational semantic analysis systems. The
SemEval-2015 dataset also contains two parts, training and test set. Both sets are divided
into five domains, in which, each pair of texts is manually semantic annotated by human,
in range of [0,5]; the score is proportional to the similarity degree.

7 https://en.wikipedia.org/wiki/Brown_Corpus.
8 http://alt.qcri.org/semeval2015/task2/.
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4.2 Experimental Results

In order to measure the performance of our proposed method, we train our model by
using support vector machine learning algorithm on MSRP and SemEval-2015 training
sets, and then, test the model on two datasets respectively. However, to show the contri‐
bution of the presented features, we perform independently two training and testing
tasks: (1) only consider Simword-embedding, denoted by F1; (2) combine Simword-embedding with
Simknowledge-and-corpus, denoted by F1 + F2.

In Table 1, we present the performance of our method by evaluating the contribution
of the features on two testing sets, but with SemEval-2015 dataset, we only show the
best result of all domains. Tables 2 and 3 present our experiment results on two datasets
in comparison to other approaches. With MSRP dataset, we use the accuracy to present
the performance of our system, with SemEval-2015 dataset, we use the Pearson corre‐
lation coefficient.

Table 1. Evaluate the combination of the presented features

Features Datasets
MSRP (accuracy) SemEval-2015 (ρ)

F1 0.83 0.89
F1 + F2 0.82 0.87

Table 2. Experiment results on MSRP dataset

Method Accuracy
Madnaniet al. [2] 77.4 %
Ji and Eisenstein [6] 80.4 %
Milajevs et al. [25] 73.0 %
Nguyen et al. [23] 80.7 %
This paper 83.6 %

Table 3. Experiment results on SemEval-2015

Domain Sultan et al. [24] This paper Feature
Answer-forums 0.73 0.75 F1

Answers-students 0.78 0.79 F1 + F2

Belief 0.77 0.76 F1

Headlines 0.84 0.89 F1

Image captions 0.86 0.87 F1 + F2

With the experiment results in Table 1, we can see that the contribution of F1 does
yield the best performance on two datasets. When we combine F1 with F2, the results
are not quite good, because WordNet does not contain all up-to-date concepts, thus we
combine with gloss-based method on Wiktionary. By this combination, it may increase
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the noise in our model, as gloss-based method does not perform well when the gloss
texts are short, and the part-of-speech of words may also affect the selection of appro‐
priate gloss texts.

In Table 2, the experiment results on MSRP dataset shows that our method yields a
better result than our proposed method in [23] when using Sim-word-embedding feature. The
main difference between this method and the previous method is how to measure word-
to-word similarity. In [23], Nguyen et al. use WordNet as knowledge base with infor‐
mation content metric, but WordNet can cover about 64.5 % words on MSRP dataset.
On the other hand, in this study, we use the word embedding model to exploit the context
surrounding words and combine with tokenizer in preprocessing phase to conclude the
level of similarity, and this overcomes the previous drawback. In Table 3, with the results
on SemEval-2015, our performance is slightly better than the method proposed in [24].
In [24], the authors gained the best experiment results when using S1 method, which is
quite similar to our method, but differs from the training set for word-similarity metric.

5 Conclusion

We have presented our method for measuring the semantic similarity between short texts
on social media by independently evaluating and combining the two different kinds of
features: (1) distributed representation of word, (2) knowledge-based and corpus-based
metrics. The main contribution of our work can be summarized as follow:

• First, by performing the named entity co-reference resolution, we have increased the
system performance because of removing the influence of them. Besides that, we
have showed the assumption “each token is a meaning word” is weak, thus, we do
tokenizer in our preprocessing phase.

• Second, using skip-gram model to represent word as semantic vector to measure the
semantic similarity between words, instead of only relying on semantic graph struc‐
ture (WordNet) and corpus (Brown Corpus).

• Third, by evaluating the contribution when combines the two features on MSRP and
SemEval-2015 datasets, we realize that word embedding feature performs better than
another feature, and also significantly improves the performance of our method.

• Finally, our proposed method is quite easy for re-implementing and evaluating other
datasets, and can also apply to many applications of natural language processing with
an acceptable performance.
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Abstract. This paper focuses on identifying the polarity of figurative
language in the very short text collected from Social Network Services.
Although this topic is not new, most computer scientists have solved this
issue by using natural language processing techniques. This seems diffi-
cult for non-native English speakers because they have to rely on heuris-
tics in language. Therefore, our target in this work is to find a language-
independent approach to solve the problem without using any semantic
resources (e.g., dictionaries and ontologies). A statistical method based
on two main features (i.e., (i) textual terms and (ii) sentimental pat-
terns) is proposed to determine the sentiment degree of three popular
types of figurative language (i.e., sarcasm, irony, and metaphor). We
experimented on two Test sets with about 3,800 tweets and used Cosine
similarity as the correlation measurement for evaluating the performance.
The results show that our Fi-Senti model (Figurative Sentiment analysis
model) well performs in determining the sentiment intensity of the fig-
urative language with the best achievement is 0.8952 with sarcasm and
0.9011 with irony.

Keywords: Figurative sentiment analysis · Language-independent ·
Sarcasm · Irony · Metaphor

1 Introduction

Nowadays, every activities are conducted online. This leads to the exploration of
information, especially on the Social Network Services (SNSs). Until now, there
are more than 200 different SNSs all over the world with hundred million users.
Due to this reason, researching about data on SNSs is a real challenging and
excitement for researchers.

Sentiment analysis is one of the interesting topics [8,9] which aims to deter-
mine the polarity of specific documents without directly communication [12].
The results of sentiment analysis can be very helpful in many different fields
(e.g., companies can understand about their customer opinion in order to have
appropriate strategies for promptly adapting their demand, political parties are
c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-42345-6 23



Fi-Senti: A Language-Independent Model for Figurative Sentiment Analysis 261

also to achieve lots of advantages by understanding citizens to make quick deci-
sion). Moreover, sentiment analysis is also used for reputation analysis [1] or
election result prediction [18].

There are two types of languages which are literal and figurative language.
In case of literal language, the meaning of a text is directly stated. However,
the meaning is underlying with figurative language and we have to use our
imagination to understand its real meaning. Due to this fact, precisely analyzing
sentiment of figurative documents is still difficult for computers as well as human
beings. Figurative language can be found everywhere from stories, musics to
movies and SNSs is not an exception. By retrieving public tweets on Twitter,
we obtained a lot of figurative tweets with different meanings on various topics.
There are many types of figurative languages, however, this paper only focuses
on identifying the polarity of sarcasm, irony, and metaphor. Both sarcasm and
irony are used once someone wants to say something but the meaning can be
opposite. While sarcasm is often used to hurt someone’s feelings, irony can be
seen in funny situations. On the other hand, use of metaphor is to make an
implicit comparison between two entities. Many works have been done on these
three types [5,20,24].

We select Twitter as a case study of SNSs for researching due to both its
advantage and challenge: (i) the data on Twitter is easily collected because of the
open API privacy which is more strict in other SNSs and (ii) the length of a text
which is used to represent the status of a user is very short which makes the task
of figurative sentiment analysis even more difficult. There are also many studies
with various approaches which also work on analyzing figurative language on
Twitter [2,13,16,17]. But they almost solve the problem by using their heuristics
in language. By proposing a language-independent model, we believe that this
is an effective approach for non-native English speakers and easy-extending for
characterizing other types of figurative devices.

In this section, we give the overview of our motivation. In Sect. 2, we summa-
rize related work. Some basic notions are addressed in Sect. 3. Section 4 explains
the proposed method in detail. Further, the performance of our models will be
presented in Sect. 5. To sum up, we conclude and discuss future works in Sect. 6.

2 Related Work

In this section, we survey previous works which study about figurative lan-
guage. Very soon contribution was proposed by [23] to comprehend and create
metaphors using similes. The set of similes were collected from a list of antony-
mous adjectives using Google API with two queries (i.e., “as ADJ as *” and
“as * as NOUN”) to achieve nearly 75,000 simile instance. Though this work
manually generated similes but it opened an effective way for identifying figura-
tive language. Another important contribution that we want to mention here is
from [21] by creating a method for retrieving figurative language. In this work,
the author defined a list of operators (i.e., neighborhood (?X), cultural stereo-
type (@X), and ad-hoc category (ˆX)) and the compound rules for expressing
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sentences. Using this methodology is able to create a lot of meaningful queries.
By integrating these two techniques together and extending one more operator
(antonym (-X)) from [21], the author gave a method for categorizing texts into
straight simile and ironic simile by using strategies of ironic subversion [22]. In
another research [19], unsupervised methods were used to find the associate from
a small set of metaphorical expressions by verb and noun clustering. The knowl-
edge which is extracted can be useful to detect similarity structure of metaphor
in a larger domain with high precision (0.79). However, the recall and F-measure
were still not mentioned in this work.

Using customer reviews which are collected from Amazon, Slashdot, TripAd-
visor, the goal of [14] was to identify salient components of verbal irony for: (i)
distinguishing between irony and non-irony data and (ii) automatically finding
ironic data. With 6 categories of features (i.e., n-grams, POS-grams, funny pro-
filing, positive/negative profiling, affective profiling, and pleasantness profiling),
the model showed high classification results for the first task by using naive
bayes, support vector machine, and decision tree as classifiers. However, results
of the second task was not clearly mentioned in this paper. With the attempt to
automatically detect irony, [15] proposed three conceptual layers including eight
textual features to represent the core of irony. This paper showed interesting
problems about irony in general.

Above researches only focused on understanding figurative text without
proposing a method for analyzing its sentiment degree. Overcome this problem,
[3] identified the polarity of tweets by using information retrieval techniques. In
this work, the authors constructed a set of indexes based on the dependencies
between terms in the Training set. Further, the given tweet was built as a set
of queries with same procedure which is used for building the index to predict
the intensity. This method can work well with well-formed documents, however,
limit of performance with short texts like tweets. In another way, [7] solved the
problem with linear support vector machine approach. This model included two
steps which are preprocessing step to build featured dictionary from the set of
features and classification step to calculate the sentiment of tweets.

3 Basic Notions

3.1 Tweet

Tweet is a message which is sent on Twitter. In this work, we focus on very short
text tweets (i.e., 30 characters excluding hashtags and 40 characters including
hashtags).

Table 1 shows the example of some tweets which are collected for the training
purpose. We denote T as a set of tweets in the Training set with their properties
is defined as follows

t = <ct, st> with st ∈ Z, st ∈ [−5, 5] (1)

where t is a tweet, ct and st is the content and the score of that tweet respectively.
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Table 1. The example of some tweets in the Training set

No Content Score

1 Happy Weekend G! I promise not to bother you again! lol! #not Cheers! 1

2 Tiago Splitter plays basketball about as gracefully as Cosmo Kramer would −2

3 Breakdowns at the beginning of the day really make me happy. #sarcasm −3

4 I currently feel like the biggest disappointment of the century. #greatfeeling #not −4

3.2 Term

In this paper, we consider term as a single word which is extracted from tweets
and make sense of sentiment. The pre-processing step is first conducted to
increase the performance of term extraction task by:

– converting tweets to lowercase,
– removing any redundant information (e.g., stopwords, tagged people, URLs,

and non-ascii characters),
– deleting unneeded characters (e.g., lmaoooo → lmaoo).

Especially, hashtags and emoticons has to be kept because it is the importance
elements which represent the sentiment of tweets. We call WT is the set of terms
which is extracted from the set of tweets T .

4 Fi-Senti Model

Fi-Senti model basically uses statistics-based approach based on two main mod-
ules which are Textual term-based and Sentimental pattern-based module. The
results of these two module are integer numbers in the range of 11 point sen-
timent scale (from −5 to 5, including 0) which is calculated by using a fuzzy
equation

S = WTT × TT + WSP × SP (2)

where S is the final score of the given tweet, TT is the score which is determined
by Textual term-based module, SP is the score which is determined by Senti-
mental pattern-based module, WTT and WSP are weights which are identified
by conducting the experiments, with WTT + WSP = 1.

4.1 Textual Term-Based Module

Basically, this model uses statistical methods based on the co-occurrence of terms
to identify the score of a given tweet with the assumption that tweets which have
similar terms will have similar sentiment score. Below is the detail explanation
about how to identify the sentiment step by step.

With the given tweet tk which is needed to be analyzed the sentiment, it is
extracted into the set of terms Wk for the target of finding tweets in the Training
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Table 2. The set of clusters Ck which is generated from Wk

Wk Clusters

3-term cluster 2-term cluster 1-term cluster

{so, happy, #sarcasm} {so, happy, #sarcasm} {so, happy} {so}
{so, #sarcasm} {happy}
{happy, #sarcasm} {#sarcasm}

set which are similar with tk. The most important notion here is that we only
consider terms which belong to WT

Wk =

{
nk⋃

i=1

wi

∣∣∣∣∣ wi ∈ tk, wi ∈ WT

}
(3)

where Wk is the set of terms which is extracted from tweet tk, wi is a term which
belongs to tweet tk, WT is the set of terms in the Training set, nk is the number
of terms which is extracted from tweet tk.

Example 1. With the given tweet tk: “@BrianRawchester: So happy per-
formance #sarcasm”. At first, tk is considered in lower-case mode and
“@BrianRawchester” is removed. Assuming that term “performance” doesn’t
belong to WT . Therefore, the set of terms Wk that we have after extracting from
tk is {so, happy, #sarcasm}.

Further, all the possible combinations of terms in Wk which are considered as
clusters are generated. From Wk, we have the set of clusters as shown in Table 2.
Each cluster expresses the presence of terms in a tweet (e.g., if a tweet belongs
to cluster {so, happy}, the content of this tweet will include term “so” and term
“happy”). As we mentioned before, our assumption is that tweets which have
similar terms will have similar sentiment score. Therefore, the goal of next step
is to find all the tweets in T which are similar with tk by grouping tweets in
T into clusters in Ck. To do this, each cluster in Ck is first represented as a
featured vector with the dimension equals with the number of terms in Wk.

In order to group tweets into clusters in Ck, tweets in T are also represented
as vectors based on Wk. To assign a tweet into a cluster, the distance from this
tweet has to be minimum compared to other distance. The distance between
tweet ti and cluster ci is calculated by using the following function with dis(ti, ci)
is the distance from tweet ti to cluster ci

dis(ti, ci) = 1 − ti · ci

‖ ti ‖‖ ci ‖ (4)

Definition 1 (Cluster coefficient). Cluster coefficient is a number to indicate
how similar between tweets in a cluster and the given tweet. It is calculated based
on the number of featured terms of a cluster. In this paper, we propose power
function for calculating the cluster coefficient as follows
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Fig. 1. Histogram of score distribution

Ψc = ανc , α ∈ N
+ (5)

where Ψc is the cluster coefficient, α is a constant, νc is the quantity of featured
terms of a cluster.

A histogram is constructed to show the distribution of score through the use
of tweets in clusters with their scores and cluster coefficients. We select the peak
of histogram as the result which is annotated by Textual term-based module.

Example 2. Assuming that we have total 6 non-empty clusters after clustering
tweets in T into Ck. We consider the situation of using Eq. 5 with α = 2. Table 3
shows the data with its respective coefficient and Fig. 1 expresses this data as
histogram. The score which is annotated by Textual term-based module in this
situation is −3.0.

4.2 Sentimental Pattern-Based Module

Each term in the Training set has a score from [−5, 5] to indicate the sentiment
degree of a term. We express tweets in the Training set as sentimental patterns
which are constructed by using term scores for the purpose of learning. Decision
tree learning model is used to classify a tweet into a group with highest similarity

Table 3. Tweets and their cluster coefficients in α = 2

Tweets Clusters Score Coefficient Tweets Clusters Score Coefficient

t1 {so, happy, #sarcasm} −3.0 8 t8 {so} 1.0 2

t2 {so, happy} 0.5 4 t9 {happy} 0.0 2

t3 {so, happy} 1.0 4 t10 {#sarcasm} −0.5 2

t4 {so, #sarcasm} −2.0 4 t11 {#sarcasm} −1.0 2

t5 {so, #sarcasm} −2.5 4 t12 {#sarcasm} −1.5 2

t6 {so, #sarcasm} −3.5 4 t13 {#sarcasm} −3.0 2

t7 {so} 0.5 2 t14 {#sarcasm} −2.5 2
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pattern. We select Decision tree as the classifier because it can well perform with
multiclass (classification task with more than two classes) classification model.

Term scores are calculated by using only tweets in the Training set without
any dictionary. At the beginning, P (s|w) is computed to show the probability
that a tweet will have score s if its content includes term w. For instance, Fig. 2
shows the distribution of P (s|“#sarcasm”).

Probability of a range is the sum of all its element’s probability. In this
step, we filter continuous ranges which have lower probability than the others
by comparing their value with the threshold. Threshold value is calculated by
using the following equation

θw =
∑n

i=1 Ri

n
with Ri =

m∑

j=1

P (sj |w) (6)

where θ is the threshold for filtering continuous ranges, R is the probability value
of a range, n is the number of ranges, and m is the number of range’s elements.
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Fig. 2. The distribution of P (s|“#sarcasm”)

Term score is the expected value which is computed from selected ranges to
show how sentimental a term is. Positive and negative terms are more important
to the sentiment of a tweet rather than neutral terms. Term score is calculated
by using the following formula

sw = E(sw) =
∑n

i=1(si × P (si|w))∑n
i=1 P (si|w)

(7)

where sw is score of term w which belongs to [−5, 5], n is the number of selected
range’s elements, s is score, and P (s|w) is the probability of that score given
term w.

Sentimental patterns are constructed by using the term score to express the
grammar structures or the writing styles that people usually use to write figu-
rative tweets. We build a vector space which represents extracted patterns as
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the input for decision tree learning model. To adapt the input’s condition, every
patterns have to be scaled to the same dimension by using an interpolative func-
tion as proposed by [10]. Here, vectors are scaled to the maximum possible terms
that a tweet in the Training set contains (i.e., due to our Training set, the num-
ber of maximum terms is 25). We then train a decision tree-based classifier to
predict from these patterns the sentiment score of the given tweet with the range
belongs to [−5, 5].

Table 4. Terms which are extracted from tweet tk and their respective sentiment
scores

No 0 1 2 3 4 5 6

Term could this day get any better #sarcasm

Score 1.95 0.26 −0.48 −0.30 0.48 2.02 −2.27

Example 3. A tweet tk with its content: “Could this day get any better #sar-
casm”. Table 4 shows the list of terms with their respective scores, and Fig. 3 is
the expression of the sentimental pattern before and after length normalization.

Fig. 3. Sequential pattern of tweet tk before and after length normalization

5 Performance Measurement

Our Data set includes two parts (i.e., Training set with 8,000 tweets including
5,000 sarcastic, 1,000 ironic, and 2,000 metaphorical tweets for the purpose of
training and two Test sets with about 3,800 tweets for evaluating our system)
which are collected from SemEval-20151. All of these tweets are written in Eng-
lish from 1st Jun, 2014 to 30th Jun, 2014 and are annotated by seven annotators
1 http://alt.qcri.org/semeval2015/.

http://alt.qcri.org/semeval2015/
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(i.e., three of them are native English speakers and the others are competent non-
native speakers of English) on the CrowdFlower crowd-sourcing platform using
11 point sentiment scale from −5 (extreme discontent) to 5 (extreme pleasure).
By its very nature, most of the sarcasm, irony, and metaphor are negative.

In sentiment analysis field, correlation measure is the most appropriate choice
because human raters typically agree 79 % of the time. We selected Cosine sim-
ilarity as the metric to calculate the performance of Fi-Senti model because it
takes into account how closed between the predicted value and the actual value.
The value which is measured by Cosine similarity has score range from 0 to 1
to express the similarity between actual results and the expected results. These
two sets of results are first represented as two vectors

A = {a1, a2, ..., an} and E = {e1, e2, ..., en} (8)

where A is the actual results which is annotated by our model, E is the expected
results, n is the number of tweets that needs to be evaluated.

Then, the performance of our system sim(A,E) is calculated by using the
following formula

sim(A,E) =
A · E

‖ A ‖‖ E ‖ (9)

We first conduct the experiment on the Test set 1 with 927 tweets for obtain-
ing the value of α in Eq. 5 and WTT ,WSP in Eq. 2 in which the system achieves
highest performance through two tasks: (i) independently testing Textual term-
based module with different α value and (ii) integrating two modules together
and evaluating the system performance with different WTT ,WSP value.

Fig. 4. The performance of Textual term-based module on the Test set 1

Regarding the first task, we evaluate the Textual term-based module by test-
ing with 10 different α constant values which are used for calculating the cluster
coefficient by using Eq. 5. From Fig. 4, it could be observed that the system
performance increases to the maximum value at the point α = 5 and then grad-
ually diminishes. It means that we can achieve highest performance with Textual
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term-based by using α = 5. With the second task, we combine Textual term-
based module using α = 5 and Sentimental pattern-based module together by
using Eq. 2. Figure 5 shows the evaluation that we verify with different values
of WTT and WSP . The highest performance is obtained with WTT = 0.55 and
WSP = 0.45.

Fig. 5. The performance of Fi-Senti model on the Test set 1 (WTT + WSP = 1)

Using the coefficient and weight which are determined from the above step, we
conduct the experiment on Test set 2 with 2,800 tweets and compare with other
related work from SemEval-2015 Task 11. Three types of figurative language (i.e.,
1,200 sarcastic, 800 ironic, and 800 metaphorical tweets) are considered. There
are total of 15 teams with 35 different runs. From the results of this challenge, we
identify the baseline and state of the art based on the best performance of teams
for the target of demonstrating the effectiveness of Fi-Senti model as shown in
Table 5.

Table 5. Baseline and State of the art of related work

Type Baseline State of the art

Performance Team Performance Team

Sarcasm 0.681 SHELLFBK [3] 0.904 Elirf [4]

Irony 0.652 SHELLFBK [3] 0.918 LLT-PolyU [25]

Metaphor 0.291 RGU 0.655 ClaC [11]

Figure 6 shows that our system obtain good performance with sarcasm and
irony. However, it still shows the limitation with metaphor. Hence, improving
system performance with metaphorical tweets is determined as our next essential
work.
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Fig. 6. The comparison between Fi-Senti model with related work from SemEval-2015
Task 11 on Test set 2 (Color figure online)

6 Conclusion and Future Work

In this paper, we proposed a language-independent model for figurative language
sentiment analysis based on the statistical method. With this approach, we solve
the problem without needing to understand the English meanings. However,
there are other issues which are need to be solved in our next works:

– Focusing on improving the performance of metaphor. Moreover, we only con-
sider to analyze the sentiment of figurative tweets in this work. For further
research, we will add more non-figurative tweets into the Training set and the
Test set to demonstrate the effect of our system for not only figurative tweets
but also non-figurative tweets.

– The process of Textual term-based module is still time-consuming due to the
large number of combinations. If the length of tweets increases, it can lead to
the combinatorial explosion.

– Data from other SNSs (e.g., Facebook, Instagram, and Google Plus) will be
combined [6] to test with our approach. This can prove the effectiveness of
our system with various types of texts on different SNSs. Moreover, extending
the sentiment score to smoother value by using real number is considered to
develop in the future.
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Abstract. The most of the people have their account on social networks
(e.g. Facebook, Vkontakte) where they express their attitude to different
situations and events. Facebook provides only the positive mark as a like
button and share. However, it is important to know the position of a cer-
tain user on posts even though the opinion is negative. Positive, negative
and neutral attitude can be extracted from the comments of users. Overall
information about positive, negative and neutral opinion can bring under-
standing how people react in a position. Moreover, it is important to know
how attitude is changing during the time period. The contribution of the
paper is a new method based on sentiment text analysis for detection and
prediction negative and positive patterns for Facebook comments which
combines (i) real-time sentiment text analysis for pattern discovery and
(ii) batch data processing for creating opinion forecasting algorithm. To
perform forecast we propose two-steps algorithm where: (i) patterns are
clustered using unsupervised clustering techniques and (ii) trend predic-
tion is performed based on finding the nearest pattern from the certain
cluster. Case studies show the efficiency and accuracy (Avg. MAE = 0.008)
of the proposed method and its practical applicability. Also, we discovered
three types of users attitude patterns and described them.

Keywords: Opinion mining · Sentiment analysis · Text classification ·
Social networks · Facebook comments · Real-time and batch processing ·
Clustering analysis · Forecasting techniques

1 Introduction

Sentiment analysis of textual content is used for opinion mining of people who
express their emotions and thoughts by text messages. New communication plat-
forms such as social networks (e.g. Facebook or VKontakte) gives a new oppor-
tunity for better understanding information using natural language processing
and sentiment analysis. According to the article published by zephoria.com in
December 2015, nowadays Facebook has more than 1.55 billion monthly active
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users [21]. These users write more 510 000 comments every minute and this is a
source of large information on the Internet. Usually, these textual comments are
the results of the reaction of people regarding recent news or happened events.
Understanding of users attitude helps to know how a certain person or groups
respond to the particular topic, and it serves to draw relevant conclusions or
make efficient decisions based on feedback [8,20]. For example, in the political
field. Assume there is news regarding a particular decision of the government in
a certain country, which published in social networks by BBC or CNN. Based on
examination of the textual comments, we can understand people positions and
either a certain person supports this decision of the government or not.

From the business point of view, sentiment analysis helps companies to
improve customer development process, enhance business intelligence systems,
and change their marketing strategies to get more profit. Moreover, using this
type of text analysis, the trend of people’s attitude to certain events or typi-
cal groups of events can be predicted. This foresight is valuable for proactive
actions development for the future expected situation in every domain we refer
to, such as politic, economic, business and so on. So, in fact, the questions is
how to understand users behaviour and opinions according to processing textual
comments in social network and how to predict either these opinions remain the
same or will be changed in time? Opinions give the intuition about a person or
customer preferences.

The main problem, which is considered in the current research, is how to under-
stand positive or negative user’s opinion about published posts and news using
sentimental text analysis. Are there any laws and consistent timewise patterns in
user’s comments, and how to detect these patterns and predict them? The contri-
bution of the paper is a new method based on sentiment text analysis for detection
and prediction negative and positive patterns in Facebook comments.

The paper contains the following sections besides of introduction. The next
section contains the literature review and analysis of the recent related works on
sentiment text analysis. After it describes the main idea of the proposed method
of Facebook comments sentiment analysis using a combination of the real-time
and batch data processing. Results and discussion are covered in the last section.

2 Related Works

Sentiment text analysis is a large but still growing research domain. An early,
and still common, approach to sentiment analysis has been to use the called
‘semantic orientation’ (SO) of terms as the basis for classification [11].

Turney showed that semantic orientation is useful for classifying more gen-
eral product reviews [24]. The work suggests that product reviews may be clas-
sified easier than movie reviews, as product reviews tend to be shorter and be
more explicitly evaluative. In [19] authors classified movie reviews used stan-
dard bag-of-words techniques with limited success. Twitter is a social network
which represented as a sources of customer opinions to analyze. The early results
of Twitter data sentiment analysis presented in work [2]. The authors of the
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paper “Sentiment Analysis on Twitter” tentatively conclude that sentiment
analysis for Twitter data is not that different from sentiment analysis for other
genres [1]. In [14] authors used the similar way (Twitter API) to collect train-
ing data and then to perform a sentiment investigation. An analysis of Twitter
followers reveals networks of users who are related by current news tops rather
than by personal interactions. Furthermore, a database of sensor data from the
reality mining corpus is used for dynamic social network analysis [6]. Besides
social networks, common websites have a large data needed to investigated. As
practical implementation, sentiment analysis was applied to the feedback data
from Global Support Services survey [7]. It helps organizations determine the
quality of services. Text information from social networks provides information
about entities (people and organizations) and their corresponding relations and
involvement in events [26]. Up to this time, there are not too many articles
about real-time text data analysis. In the research [3] proposed the theory of big
data stream analytics for language modeling for sentiment analysis but did not
put into practice with a certain network. A group authors from the University of
Southern California described a system for real-time analysis of public sentiment
toward presidential candidates in the 2012 U.S. election as expressed on Twitter
[25] but this system only works with the twitters, and could not reach to users
replies.

Almost all of research is concerned about status, twitter, or post to analy-
sis sentiment [12,13,15]. There is a small number of research papers mentioned
the replies and comments analysis. However, replies to Twitter and Facebook
comments have values of sentiment expressions from users. In [10], authors imple-
mented analysis of Facebook posts [27] on the 2014 Thai general election. They
did not use a large information from the comments of each post. Therefore, we
focus on these comments which will be performed in this paper. Also in [4] pre-
sented prediction the vote percentage that individual candidate will receive on
Singapore Presidential Election 2011 using Twitter data with census correction
but they met issues with fake tweeter sentiment. And the source may be related
to the scenario where the voters do not truly reflect their on-line sentiments
from their choice of candidate. Several case studies have found that the online
information has been quite successful acting as an indicator for electoral suc-
cess [27]. There are some research on the use of twitter such as [23]. There is the
Vietnamese research group do analysis based on Facebook comments, but they
worked in a sphere of Vietnamese language [22].

Based on literature review we conclude, that sentiment analysis of text com-
ments on the social network as a mechanism to understand the people’s attitude
is still an open question.

3 A Method

3.1 General Scheme

The main problem we would like to solve is the creation of the technique, which
helps understand and predict user attitude expressed in Facebook comments
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regarding published news or post. We propose the following method: (1 ) using
collected from Facebook data we perform batch analysis to make the precise
forecasting model to detect and predict negative and positive behaviour patterns;
(2 ) using real-time text processing we detect a pattern and understand what
is the current situation looks like; (3 ) understand how this situation will be
developed based on pattern prediction; and (4 ) perform actions to change the
pattern if it needed.

To be more concrete, we implement two main approaches for analysis sen-
timent in our method. The first approach is real-time comments analysis. The
solution allows to analyze and update results right in time when data gener-
ated by users on Facebook. The second approach analyses stored data in batch
mode. This is a cluster-based approach for the negative/positive attitude pat-
terns detection and prediction. To evaluate the performance of forecasting, the
median absolute deviation measure is used.

3.2 Real-Time Stream Sentiment Analysis and Event Generation

Real-time stream processing solution retrieves data from Facebook server con-
tinually and then, processes a data package in minor period of time almost
real-time processing. The NLTK library is used for sentiment text analysis [16].
The results of data processing are checked by predefined user’s conditions. If
it satisfies conditions, the solution creates an event to update dashboard’s sta-
tus. Moreover, the real-time solution includes a procedure for listing to events.
If a certain event occurred, the dashboard will be updated. Figure 1 presents a
proposed scheme for real-time stream processing.

Fig. 1. A scheme for real-time stream processing
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Data Retrieving. To keep a set of comments updated, a loop statement is
used to receive comment data from Facebook. Time (Tu) between two loops
statements is defined in advance. We set Tu = 0.1 s as it is nearly real-time
and allows to store data continually updated. However, this parameter might
be changed if needed. Graph API Facebook is used in every step of the loop to
obtain all comments of the selected post and to transfer data for storing and
further analysis. This approach provides assurance, that collected data is fresh.

Event Generation. In the inner loop, when data is transferred for further
processing, the comparison of a new segment of data, which has been obtained
from Facebook recently with cached data, is made. It is crucial as it helps us
find out the changes in data. If changes in data are discovered, the event needs
to be generated. Observers will receive this event further.

Event Observation. To evaluate the performance of the method, the program
implementation includes the procedure which allows observing any generated
event. In occasion of the event reflecting changing data, the solution updates
system automates re-analyze sentiment data. This involves the change of dash-
board status. Furthermore, cache data is updated as well to be sure we have
newest data from the server. For instance, we analyse the sentiment of comments
on a post about a political topic entitled ‘Obama bans solitary confinement for
juveniles and low-level offenders’ on CNN news channel on Facebook1.

(a) (b)

Fig. 2. Dashboard represents (a) negative/positive sentiment of the first 750 s of post’s
life; (b) updated results after synthetic negative comment (Color figure online)

1 The title of the post: Obama bans solitary confinement for juveniles and low-level
offenders, https://www.facebook.com/bbcnews/posts/10153348871732217.

https://www.facebook.com/bbcnews/posts/10153348871732217
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Figure 2 shows the dashboard representing the negative and positive attitude
in different timestamps. The red line represents values of negative sentiment. The
green line is the positive’s. These values are fall into the interval [0; 1]. Every
moment t, we have a sum of negative, positive and neutral equals to 1:

V
(p)
t + V

(n)
t + V

(u)
t = 1, (1)

where, V (p) - denotes the positive score, V (n) - denotes the negative score, V (u)

- denotes the neutral score. In this paper, we do not place the neutral scores
in the graph. The scale ‘time’ represents the time of comment posting as the
interval from creating a post in seconds. The ‘sentiment analysis’ scale is the
polarity value of comments.

The first figure explains the behavior for every 780 s of post life and the sec-
ond one, reaction on the posted synthetic negative comment. Real-time analysis
allows to detect current patterns and to compare obtained pattern with expected
or required. However, finding and adjusting those references patterns depends
on expert (human) intervention and due to high velocity and the variety of data,
this procedure is very costly.

3.3 Batch Data Processing

As method includes pattern detection and forecasting models, another compo-
nent of our system implements pattern discovery in batch mode via processing
of high volumes of certain topic data collected over a long period of time. Com-
ments in the form of textual content regarding the topic are collected from several
popular pages. The number of posts is selected arbitrary (100 posts, 1000 posts,
or even more). Our solution uses NLTK and the results are used for sentiment
pattern detection and prediction. Figure 6 shows the scheme for batch processing
of sentiment analysis.

Fig. 3. Scheme for batch processing
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Data Collecting. Implementation of batch data processing makes sense in the
case of high volumes data. Firstly, we chose a topic, which is popular recently.
For each post, using Facebook Graph API, all comments have been collected
during the first 30000 s. Data is stored in flat table format (e.g. CSV file) which
is easy to save in distributed file system. The header of CSV file contains the
following columns: [Datetime] [Topic] [Post] [Comment] [Positive] [Negative].

The first column contains a value in seconds when a comment was appeared,
which is counted from initial post’s appearance. Data type of the value is the
integer. The second column contains the topic’s title. The third column is post’s
title. The fourth column is the content the text of a comment. The last two
columns represent sentiment analysis scores (negative and positive) of comment
on the post. The data type of scores is the float number.

Fig. 4. Positive sentiment time series (left side) for a set of posts and negative sentiment
time series (right side). Data about U.S. presidential election 2016 topics was obtained
by CNN and BBC feeds

Analysis Data. As it was mentioned above, the NLTK sentiment analysis was
applied for each comment for the post. As the results, we obtain time series
which describes people’s negative V (n) and positive V (p) scores during the time.
Figure 4 expresses positive scores time series (left side) for a set of posts and the
negative (right side).

Clustering Data. The output of the previous step is a set of time series and
the number of time series is equal to a number of examined posts. We use
the fact, that some of the time series has a similar pattern and they could be
arranged into 3 or 4 different groups. It allows defining a ‘typical’ behaviour of
the people from a sentiment point of view. For instance, the certain post could
have a high negative expression in the beginning and fade negative afterwards.
The well-known technique for unsupervised grouping is clustering. In this paper,
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two machine learning approaches: k-means and MB-means were used to cluster
sentiment of posts. Needless to say, k-means has been studied and applied in
a wide range of domains, e.g. transportation network analysis [9], information
security [28], pattern recognition [5], text classification [19] and many others
domain.

Fig. 5. The results of clustering using (a) k-means algorithm and (b) MB-means algo-
rithm, where every plot has color according to the cluster (Color figure online)

We implement clustering, where initial time series are placed in three dif-
ference groups according to their characteristics. To perform clustering, each
of posts expressed as a vector with 20 components (features): [id][Post][Period
1][Period 2]... [Period 20].

These features describe to our first 30,000 s of the posts. The values of 30,000 s
have been chosen arbitrary and might be changed if needed. Every feature has the
same period time, which is about 1,500 s. The value of each feature is the average
value of all value in this period. All-time series (or vectors) have been divided
into three clusters using k-means algorithm. The number of clusters picked up
according to preliminary analysis. For comparison with k-means method, we
also use the other algorithm to cluster which is named MB-means. Figure 5
shows the results of clustering, every time series has the color according to the
cluster. However, in spite of difference clustering techniques, the results look
quite similar.

We can describe three clusters in the following way.

– The first cluster which is red lines (based on k -means algorithm results) begins
with high positive scores. It decreased quickly from the beginning to the third
period, then it continuously went downward slowly. From the fifth period, it
felt the lowest value. Then it remained stable in the next periods.

– With the second cluster which is green lines using k-means, we have a graph
remained relatively stable from the beginning. Almost periods time, there were
small increases or decreases.

– The last cluster is blue lines using k-means. It started with low positive scores.
It grew up rapidly, and then it reached the peak of the score at the second
period. Then there were slightly drop in the third period and leveled off. From
the next period, it stayed constant and there are no more changes.
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In conclusion, each cluster has characters itself obviously. It is the good sig-
nification to cluster testing data.

Prediction. Clustering allows defining typical patterns in people’s behaviour.
The next task is prediction the trend development of people’s attitude on a post
using data about the first reaction (or 5 values in vector representation). Note,
we choice 5 values for the current research, but this parameter is subject to
choice.

The prediction is performed in two steps. The first step including cluster
detection procedure. Based on the first 5 features (or 5 values in vector repre-
sentation) of given pattern which needs to be predicted, we select the appropriate
cluster. The selected cluster is the cluster having the average profile for this 5
features with minimum deviation with our post (in terms of Euclidean distance).
In the second step, we predict the trend development of people’s attitude on this
post. The nearest (in terms of distance) time series from the certain cluster is
found and use as the prediction for the rest time interval. The Mean Absolute
Error (MAE) is used to evaluate the performance of the forecasting technique.

MAE =
1

ntest

ntest∑

i=1

(∑20
j=6 |hj − h∗

j |
15

)

i

, (2)

where, hj – denotes the real value at the j-th timestamp, h∗
j – denotes the

predicted value at the j-th timestamp, ntest – a number of time series included
in test data set.

4 Results and Discussion

To evaluate our approach we designed and implemented software solution using
Python and Facebook API. For our experiments, we used the topic “the United
States presidential election 2016”. All data was received from two famous new
channels: BBC news and CNN on Facebook. We collected 200 posts about the
mentioned above topic. For every post, using Facebook Graph API, all comments
have been collected during the first 30,000 s. Approximately, the total number
of comments is about 100,000 comments.

The results of real-time sentiment analysis indicate user’s emotions and
thoughts in a real-time stream. Based on monitoring of dashboards, we can
understand that the ratio of positive sentiment is higher that the negative sen-
timent. That means that the proportion of people who supports the news is
more than the proportion who against. At the time when the intersection of the
red line and the green line is observed, it’s the point that the trend of attitude
is changed. It might the point that perhaps people are changing the attitude
to the topic. Based on these points, we can create a line which is the general
trend of people’s attitude. Also, it is possible to set up triggers indicates when
an interested event occurs.
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Using clustering techniques we are able to detect the most typical behaviour
of the users and describes them. For instance, we observe that negative or posi-
tive estimations asymptotically approaching to a certain level and never exceed
the threshold. Negative and positive attitude is fading during the time, and we
are able to estimate time of popularity of the post and advise actions to sup-
port popularity. Also, our technique allows predicting the trend development of
people’s attitude. It could be a framework to detect the outliers in the comment
of Facebook’s community. To evaluate forecasting performance MAE has been
applied as error measurement. To avoid a case where results obtained by chance,
we developed cross validation (with folds = 10) and get average MAE = 0.008.
Figure 6 gives the representation of results of trend forecasting. The green line
is the real comment sentiment on this post. And the red line is the prediction
line for the development of peoples attitude on the post.

Fig. 6. Prediction trending development of positive sentiment

5 Conclusion

In this study, we perform actions to understand users preferences and attitude
based on sentiment analysis of Facebook comments and application of machine
learning techniques. Detection of laws and consistent patterns in users com-
ments published in time framework allows providers of services and sales to
react in real time and be more proactive using trend prediction. We propose a
new method based on sentiment text analysis for detection and prediction nega-
tive and positive patterns for Facebook comments which combines (i) real-time
sentiment text analysis for pattern detection and (ii) batch data processing for
creating forecasting algorithms. To perform forecast we propose two-steps algo-
rithm where: (i) patterns are clustered using unsupervised clustering techniques
and (ii) trend prediction is performed based on finding the nearest pattern from
a certain cluster.

Based on the results, we found three types of user behavior in their opinion
expression and find that our simple forecasting technique is very accurate. Pro-
posed method can be readily used in practice by sales companies who can use
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the real-time approach for learning their customer attitude about products and
making the assessment of a product. Some social and political organizations use
to analyze community on a certain event such as The 2016 U.S. election. Our
future work will be continued by focusing on improvement the model training,
improvement method of prediction using MAE. Besides, the next stage of our
research will analyze a group of people such as Vietnamese and Russian [17,18].
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project No. 16-37-60066 and research project MD-6964.2016.9.
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Abstract. Recent years, many studies have addressed problems in sen-
timent analysis at different levels, and building aspect-based methods has
become a central issue for deep opinion mining. However, previous studies
need to use two separated modules in order to extract aspect-sentiment
word pairs, then predict the sentiment polarity. In this paper, we use
Restricted Boltzmann Machines in combination with Word Embedding
model to build the joined model which not only extracts aspect terms
appeared and classifies them into respective categories, but also com-
pletes the sentiment polarity prediction task. The experimental results
show that the method we use in aspect-based sentiment analysis tasks is
better than other state-of-the-art approaches.

Keywords: Aspect-based sentiment analysis · Opinion mining ·
Restricted Boltzmann Machine · Supervised learning · Word Embedding

1 Introduction

Sentiment Analysis (also known as opinion mining) is the process of determining
whether a piece of writing is positive or negative. With the development of
opinionated user-generated review sites, many customers can write reviews and
express their opinions about the products (or services). Sentiment Analysis could
help not only users to choose the right products but also companies to improve
their products based on these reviews.

Aspect-based Sentiment Analysis (ABSA) has received much attention in
recent years since each review might contain many aspects. For example, in a
restaurant review, we may have opinions about food, staff, ambience, etc. Con-
ventional ABSA systems normally have two separated modules: one for aspect
extraction and another one for sentiment classification [1–3]. Recently, Wang
et al. [4] introduced a joint model, called Sentiment-Aspect Extraction based
on Restricted Boltzmann Machines (SERBM), that extract aspects and classify
sentiments at the same time. In this model, they used unsupervised Restricted
Boltzmann Machine (RBM) and three different types of hidden units to rep-
resent aspects, sentiments, and background information, respectively. Further-
more, they added prior knowledge into this model to help it acquire more accu-
rate feature representations. The visible layer v of SERBM is represented as a
c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 285–297, 2016.
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K × D matrix, where K is the dictionary size and D is the document length.
They showed that their model is well-suited for solving aspect-based sentiment
analysis tasks.

However, there are two main problems still exist in the SERBM model.
Firstly, an unsupervised method can only cluster reviews into categories and
we can not know the name of the category. No information was given to deter-
mine which position of the hidden units to represent aspects, sentiments or
background words during the training process. Secondly, a visible layer will be
a matrix combined by high-dimensional vectors if training data has a large set
of vocabulary, which requires much computational resource.

In this paper, we propose combining Restricted Boltzmann Machine with
Word Embedding model to overcome the limitations of existing method. Word
Embedding model has the capability of reducing the dimensionality of the input
vectors. Therefore, we can use it to reduce the dimensionality of the input in
visible layer while keeping the semantics of the reviews. We encode the input
document as a vector, created by the Word Embedding model, instead the vec-
tor of one-hot encoding Bag Of Words model. Furthermore, we use RBM in a
supervised setting. We move the output component from hidden layer to visible
layer. The hidden layer now acts as the dependencies between the components
in the visible layer. Doing like this, we can fix the units for desired categories.

We call our model Word Embedding Restricted Boltzmann Machine (WE-
RBM). Overall, our main contributions are as follows:

– This is the first work that combines Word Embedding model and super-
vised RBM for the ABSA task. Compared with other state-of-the-art meth-
ods, our model can identify aspects and sentiments efficiently, yielding
1–6 % improvements in accuracy for sentiment classification task and 1.73 %
to 7.06 % improvements in F1 score for aspect extraction task.

– By using Word Embedding model, we can efficiently reduce the size of input
vectors up to 100 times, which in turn reduces the training time greatly.

– We also introduce a simple yet efficient way to incorporate prior knowledge
into RBM model. Prior knowledge is the advantage of Word Embedding model,
which can help RBM to be well-suited for solving aspect-based opinion mining
tasks.

The rest of this paper is organized as follows. Section 2 introduces the related
work. Section 3 overviews the background information, then describes our app-
roach to classify reviews into aspect categories and predict sentiment polarity of
the reviews. Experimental results are presented in Sect. 4. Finally, Sect. 5 con-
cludes the paper and discusses future work.

2 Related Work

ABSA approaches may be divided into three main categories: rule-based, super-
vised learning, and unsupervised learning.
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Rule-based approaches [1,5] can perform quite well in a large number of
domains. They use a sentiment lexicon, expressions, rules of opinions, and the
sentence parse tree to help classify the sentiment orientation on each aspect
appeared in a review. They also consider sentiment shifter words (i.e. not, none,
nobody, etc.). However, these rule-based methods have a shortcoming in process-
ing complex documents where the aspect is hidden in the sentence, and failing
to group extracted aspect terms into categories.

For the supervised learning approach, Wei and Gulla [6] propose a hierar-
chical classification model to determine the dependency and the other relevant
information in the sentence. Jiang et al. [7], Boiy and Moens [8] use dependency
parser to generate a set of aspect-dependent features for classification, which
weighs each feature based on the position of the feature relative to the target
aspect in the parse tree. Several other supervised learning models have been
published, such as Hidden Markov Models [9], SVMs [10], Conditional Random
Fields [11,12].

It has been demonstrated that a classifier trained from labeled data in one
domain often performs poorly in another domain [13]. Hence, unsupervised meth-
ods are often adopted to avoid this issue. Several recent studies investigate statisti-
cal topic models which are unsupervised learning methods. They assume that each
document consists of a mixture of topics. Specifically, Latent Dirichlet Allocation
(LDA) [14], Multi-Grain LDA model [15] are used to model and extract topics from
document collections. A number of authors have considered the effects of topic
models on ABSA task, such as the two-step approach [16], joint sentiment/topic
model [17], and topic-sentiment mixture model [18]. A recent study by Wang
et al. [4] proposed the SERBM model which also jointly address these two tasks in
an unsupervised setting.

3 Proposed Method

3.1 Background

Restricted Boltzmann Machine. RBM model, a generative stochastic arti-
ficial neural network, is treated as a model in the field of deep learning. RBM
can be used to learn important aspects of an unknown probability distribution
based on samples from this distribution [19]. Recently, researchers have applied
RBM in the field of Natural Language Processing, including topic modeling and
sentiment analysis [4]. One special characteristic of RBM is that it can be used
in both supervised and unsupervised ways, depending on the task.

As shown in Fig. 1, RBM model is a two-layer neural network which contains
one visible layer and one hidden layer. The visible layer is constituted by visible
units correspond to the components of an observation (e.g., one visible unit
for each word in an input document). The hidden layer composed of hidden
units which model the dependencies between the components of observations
(e.g., dependencies between words in the document).
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Fig. 1. The network graph of an RBM model with K visible and F hidden units

Word Embedding Model. The Word Embedding model (WEM) is a proven
and powerful paradigm in Natural Language Processing, in which words are
represented as vectors in a high-dimensional space [20]. The idea of this model
is representing words as vectors. Therefore, the similarity of two words i and j
can be calculated based on the cosine of the angle between the vectors as shown
in Eq. 1.

cos θ =
wi.wj

||wi||||wj || (1)

where wi.wj is the dot product of these two documents while ||wi|| and ||wj ||
are the norm of vector wi and wj , respectively.

For document representation, every word appeared in the document is repre-
sented as a vector. We then sum all of these vectors to get a vector that represent
the document [20].

3.2 Our Aspect-Based Sentiment Analysis Model

Structure. In the previous approach, Wang et al. [4] proposed an unsupervised
RBM model to ABSA. As mention before, there are two main shortcomings in
this SERBM model. Firstly, an unsupervised method can only cluster reviews
into categories and we can not know the name of the category. This model fixes
hidden units 0–6 to represent the target aspects Food, Staff, Ambience, Price,
Ambience, Miscellaneous, and Other Aspects, respectively. There is no way we
can determine the aspects (e.g. which unit represents Food, which unit represents
Staff ) based on the position of the hidden units alone.

Secondly, when training, each document is transformed into a K × D matrix
v, where K is the dictionary size, and D is the document length. If visible unit
i in v takes the k-th value, vk

i is set to 1. If the training data has a large set
of vocabulary, the visible layer will be a matrix combined by high-dimensional
vectors. These sparse input vectors lead to not only the decrease in the model’s
accuracy but also the increase in computational resources.

To overcome these problems, we propose a method using supervised RBM
model which is illustrated in Fig. 2. The Output units include the units repre-
sent the aspects and sentiment orientations of the reviews. We call them Aspects
identifying units and Sentiments identifying units, respectively. These units are
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put together with Input units in the visible layers, instead of being placed in
hidden layers. Meanwhile, the units in the hidden layer represent the relationship
between the units in the visible layers. We encode input units in the visible layer
as a vector, created by the Word Embedding model [21], instead the vector of
one-hot encoding Bag Of Words model. This helps reduce the dimensionality of
the input matrix while keeping documents’ semantics.

Fig. 2. The network graph of our Supervised Sentiment-Aspect Extraction RBM model

Compared to standard RBMs, the first difference of this model is the visible
layer. Apart from the input units, there are also aspect and sentiment identi-
fying units that represent the output component of the model. Suppose in the
training data, there are reviews talking about P aspects and having Q sentiment
orientations in total. In particular, the set of aspects is A = {a1, a2, ..., aP }, and
the set of sentiment orientations is S = {s1, s2, ..., sQ}.

For each aspect, the model set M units to capture that aspect. For example,
if the review mentioned aspect ai ∈ A, we set the units from v1

ai
to vM

ai
to 1, and

0 otherwise. We use the same setting for sentiment units. The model set N units
to capture each sentiment polarity. If the sentiment polarity is sj ∈ S, we set the
units from v1

sj to vN
sj to 1, and 0 otherwise. The idea of setting M and N units

to capture aspects and sentiment polarity is obtained from previous work [19].
Our model has the property that input units and output units stay in the same
layer. If we used only one output unit for each aspect and sentiment polarity
while there are too many input units, the model would be imbalance and need
more time to converge.

With this structure, our model can solve two tasks simultaneously: aspect
identification and sentiment classification. This ability of our model is reflected
in the aspect and sentiment identifying units which play important roles in the
sampling process of RBM. Meanwhile, weight values of connecting edges contain
semantic information of the review, which help identifying units to communicate
with the hidden layer. In addition, the fixed dimension of the input vector does
not depend on the number of vocabulary words. This capability not only helps
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the model prevent the occurrence of decreasing speed and accuracy, but also
solves the semantic problem in the review.

For the customer restaurant reviews analyzing task, one word in a review
may mention a certain aspect (e.g. “delicious” corresponds to food aspect), or
a certain opinion (e.g. “good” is about positive sentiment, while “bad” is about
negative sentiment). Furthermore, there are other words do not mention about
aspect or sentiment, they can be removed during the preprocessing phase. These
latent topics in a review are considered as the factors which generate aspect and
sentiment words within that review. To technically illustrate this, hidden layer
contains information of the latent topics. In the generation process, hidden units
produce the values of visible units, which are also the information of the aspect
and sentiment words in reviews. Moreover, we can increase the number of hidden
units in order to increase the modeling capacity of the RBM, which make the
model powerful enough to represent complicated distributions.

Word Embedding Restricted Boltzmann Machine. When we use super-
vised RBM with input vectors generated by Word Embedding model, the results
showed that RBM does not have enough capacity to regenerate visible units.
Much of the instability in this approach stems from two reasons. Firstly, RBM
has only hidden and visible layers to capture the diversity of semantic of doc-
uments. Secondly, in visible and hidden units, the values vary continuously by
each epoch in the training process. This leads to loss of semantic information
of documents. One way to solve this problem is increasing the number of hid-
den units for RBM to accommodate more information. However, increasing the
number of hidden units causes the model to increase the number of visible units.
This leads to the problem encountered in the previous approach [4], which is
insufficient computational resources.

Therefore, we propose Word Embedding Restricted Boltzmann Machine
(WE-RBM) to take full advantage of WEM’s structure and supervised RBM.
Beside input units, WE-RBM also uses prior knowledge obtained from the vector
comparing process of WEM. Hence, the model would have more information to
make up for the loss in the training process. Our WE-RBM model is expressed
in Fig. 3.

Assuming that WEM has been trained independently before, we put every
document into WEM to generate the corresponding vector. The dimension of
each vector is equal to the number of input units of RBM. After document
vectors generation process, we make the training phase for the RBM model in a
supervised setting. This phase helps the model be able to understand the vectors’
pattern generated by WEM.

In the testing phase, each document is also converted into a vector by WEM.
Unlike previous work, the aspect identification and sentiment classification task
are firstly performed by WEM instead of RBM model. Particularly, WE-RBM
computes the cosine similarity score (shown in Eq. 1) between the document
vector and each of all aspect and sentiment vectors, which are also generated by
WEM. The prior knowledge is determined by the highest similar pair of vectors.
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Fig. 3. WE-RBM model overview. Double boxed items are main components in WE-
RBM model.

For instance, a document d can be categorized into one of these aspects
S = a1, a2, ..., aP . Let us call the vector form of document or aspect x vec(x).
Prior knowledge would be labeled i if cosine similarity between vec(d) and vec(ai)
is the highest one. The model performs similarly with sentiment classification
task. This prior knowledge can help improve the ability of the model to extract
aspects and identify sentiments.

One characteristic of WEM is two vectors which represent two different words
would have high cosine similarity if these two words have close meaning to each
other [21,22] (e.g. “strong” may have close meaning with “powerful”, whereas
“strong” and “London” are more distant). Inspired by this, we use WEM to
categorize aspect and classify sentiment before feeding the input vector into
RBM model. Hence, each document can have its own prior knowledge before
RBM’s classification. The final classification result is determined by both WEM
and RBM. Therefore, we call our novel combination model is WE-RBM.

There are three main reasons we propose this novel WE-RBM model to solve
the ABSA’s tasks. Firstly, when a document is converted into vector form, it can
be compared with other documents by cosine similarity while semantic informa-
tion is conserved. This is the advantage of word representation technique that
WE-RBM use in the classification process. Secondly, WE-RBM can save com-
putational resources and processing time. The model does not need to adapt
input units for huge dictionary size thanks to fixed dimension of the input vec-
tor. Using prior knowledge instead of increasing hidden units, WE-RBM can
handle big training set in reduced processing time. Last but not least, our WE-
RBM model also has the capability of jointly modeling aspect and sentiment
information together.

Training and Testing. In the training process, Contrastive Divergence (CD),
also called Approximate Gradient Descent, is the way that helps RBM learn
the connection weights in the network. CD has two phases, which are Positive
phase and Negative phase. In each phase, we compute the positive and negative
value by the multiplication of visible and hidden units. Then, we update the
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connection weight based on the subtraction from positive value of negative value.
Particularly, each epoch of CD can be expressed in five steps below:

Step 1. Update the states of the hidden units using the logistic activation
rule described in Eq. 2. For the j-th hidden unit, compute its activation energy
and set its state to 1 with corresponding probability.

P (hj = 1|v) = sigm(aj +
D∑

i=1

K∑

k=1

vk
i W k

ij) (2)

Step 2. For each connection edge eij , get the value from positive phrase by
Eq. 3.

pos(eij) = vihj (3)

Step 3. Reconstruct the visible units in a similar manner by using the logistic
activation rule described in Eq. 4. For the i-th visible unit, compute its activation
energy and set its state to 1 with corresponding probability. Then do Step 1 to
update the hidden units again.

P (vk
i = 1|h) = sigm(bki +

F∑

j=1

hjW
k
ij) (4)

Step 4. For each connection edge eij , get the value from negative phrase by
by Eq. 5.

neg(eij) = vihj (5)

Step 5. Update the connection weights Wij by Eq. 6.

Wij = Wij + lr(pos(eij) − neg(eij)) (6)

where sigm(x) = 1
(1+e−x) is the logistic function, and lr is a learning rate.

After m epochs of transfer between visible and hidden layers in a CD-m run
of the above steps, values of the hidden units reflect the relationship between
the visible units in the model. The connection weight matrix between the two
layers helps hidden layer generate visible units which include input units, aspect
identifying units and also sentiment identifying units.

In the testing process, we convert all documents into vector form using WEM.
Then, each document vector is compared with each aspect vector by cosine
similarity score. The most similar pair of vectors gives the model prior knowledge
about the aspect label of this document. Final aspect label of the document
is determined based on the result of aspects identifying units after WE-RBM
generation process.

4 Experimental Results

In this section, we present two experiments to evaluate the performance of our
model on the aspect identification and sentiment classification tasks.
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4.1 Data

To evaluate our model performance, we used Restaurant Review Dataset [23].
This data is also used widely in previous work [16,23,24]. Data contain reviews
about the restaurant with 1,644,923 tokens and 52,574 documents in total. Docu-
ments in this dataset are annotated with one or more labels from a gold standard
label set S = {Food, Staff,Ambience, Price,Anecdote,Miscellaneous}.

4.2 Aspect Extraction

Experimental Setup. Following the previous studies (Brody and Elhadad [16]
and Zhao et al. [24]), reviews with less than 50 sentences are chosen. From that,
we only use sentences with a single label for evaluation to avoid ambiguity. These
sentences are selected from reviews with three major aspects chosen from the
gold standard labels S′ = {Food, Staff,Ambience}. After choosing suitable
sentences from the data, we have 50303, 18437, 10018 sentences which labeled
Food, Staff, Ambience. Then, we change the case of any document to lower case
and remove stop words.

To convert each word in the sentence into vector form, we use Word Embed-
ding technique [21] combined with Google pre-trained model1. This model has
been trained on part of Google News dataset (about 100 billion words). It con-
tains 300-dimensional vectors for 3 million words and phrases. Each sentence’s
representation is a vector which is a sum of vectors that represent for words
appeared in that sentence [20].

We use 300 visible units in our WE-RBM as aspects identifying units, where
units 1–100 capture Food aspect, units 101–200 capture Staff aspect and units
201–300 capture Ambience aspect. For sentiment classification, we also use 200
visible units, where units 1–100 capture positive information, units 101–200 rep-
resent negative information. Initially, these units are set to 0. After Gibbs sam-
pling process, we create a sum for each group of 100 units to determine the
aspect and sentiment polarity appeared in the document.

Evaluation. To evaluate the model’s performance, we use Precision, Recall and
F1 scores for each aspect identification on Restaurant Review Dataset.

As a baseline, we implement Prior knowledge only method, which only uses
cosine similarity of the document vector and aspect vector to identify aspect. For
detail, we generate the vectors of “food”, “staff” and “ambience” words using
WEM. Then, we compute the cosine similarity between the vector of document
di and each of those 3 aspect vectors. The document will be put into aspect ai

category if the cosine similarity between vec(di) and vec(ai) is the highest one.
We also use SVM, a well-known machine learning technique [25], to com-

pare with our WE-RBM model. We implement SVM by LIBSVM2 which is an
integrated tool for support vector classification. With linear kernel, SVM model

1 https://code.google.com/archive/p/word2vec/.
2 https://www.csie.ntu.edu.tw/∼cjlin/libsvm/.

https://code.google.com/archive/p/word2vec/
https://www.csie.ntu.edu.tw/~cjlin/libsvm/
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is trained with feature vectors generated by bag-of-words model. Without prior
knowledge, standard RBM using Word Embeddings is also re-implemented. This
method processes the same Restaurant Review Dataset and identifies aspects for
every document in this dataset under the same experimental conditions. Evalu-
ation results for aspect identification are given in Table 1.

Table 1. Aspect identification results in terms of precision, recall, and F1 scores on
the restaurant reviews dataset

Aspect Method Precision Recall F1

Food Prior knowledge only 88.09 87.60 87.84

SVM 94.10 75.74 83.93

RBM + Word Embeddings 74.58 14.79 24.68

WE-RBM 84.04 94.43 88.93

Staff Prior knowledge only 95.96 45.39 61.63

SVM 90.25 78.14 83.76

RBM + Word Embeddings 27.73 53.32 36.48

WE-RBM 88.27 65.28 75.06

Ambience Prior knowledge only 16.02 86.93 27.06

SVM 29.15 82.70 43.11

RBM + Word Embeddings 14.85 60.12 23.81

WE-RBM 69.22 59.64 64.07

Discussion. Considering the results from Table 1, we find that WE-RBM per-
forms better than other methods. Specifically, it is evident that our WE-RBM
model outperforms previous methods’ F1 scores on Food and Ambience aspects.
Compared with Prior knowledge only, the F1 scores improve by 1.09 %, 13.43 %
and 37.01 % respectively, for the Food, Staff, and Ambience aspects. This result
proves that our WE-RBM model is not entirely based on Prior knowledge
obtained from WEM to have the better performance. Inheriting RBM’s abil-
ity in modeling latent topics and WEM’s capability in identifying aspects, WE-
RBM model can achieve higher Precision and Recall scores for the imbalanced
dataset. Compared with RBM using Word Embeddings, the F1 scores yield rel-
ative improvements by 63.25 %, 38.58 %, and 40.26 % respectively, on the same
aspects. This result reveals that RBM model performs badly without the prior
knowledge obtained from WEM.

Comparing with SVM performance, precision scores in food and staff domains
of SVM are higher than WE-RBM’s. But SVM can not address the imbalanced
data problem, which results in reduced precision in Ambience domain. Moreover,
WE-RBM is a joint model which has ability to identify aspects and classify
sentiment polarities simultaneously, while SVM is a classification model and we
have to train two separated models to solve these two tasks.
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In our model’s performance evaluation process, we can not re-implement
SERBM due to insufficient computational resources. However, we compare WE-
RBM’s result with SERBM’s result which was presented by Wang et al. [4]. With
the same settings in aspect identification task on Restaurant Review Dataset,
WE-RBM outperforms SERBM with improvement in F1 scores by 1.73 % and
7.06 % on Food and Staff aspects, respectively.

4.3 Sentiment Classification

Sentiment classification task is modified similar to aspect identification task
in our WE-RBM model. We assign a sentiment score to every document in
the Restaurant Review Dataset based on the output of WE-RBM’s sentiment
identifying units in the visible layer. Then we use SentiWordNet3, a famous
lexical resource for opinion mining [26], and adapt SVM to compare the result
with our WE-RBM model.

Following the previous study [4], we consult SentiWordNet to obtain a senti-
ment label for every word and aggregate these to judge the sentiment information
of an entire review document in terms of the sum of word-specific scores. For
SVM, we use the linear kernel to train the model and the other setting is the
same as WE-RBM’s. Table 2 shows the comparison between SentiWordNet, SVM
and WE-RBM with Accuracy as the evaluation metric.

As we can observe in Table 2, the best sentiment classification accuracy result
is 79.79 % achieved by WE-RBM. Compared with two baselines, our WE-RBM
yields a relative improvement in the overall accuracy by 6.43 % over SentiWord-
Net and by 1.53 % over SVM. Comparing the result of WE-RBM with SERBM’s
which was presented by Wang et al. [4], WE-RBM increases the classification
accuracy by 0.99 %.

The reason for better performance of WE-RBM compared with other meth-
ods is the combination of prior knowledge and generating process of RBM. Prior
knowledge can be considered as the first classification phase of WE-RBM. This
knowledge boosts WE-RBM classifier in both aspect and sentiment identifica-
tion.

Table 2. Accuracy of SentiWordNet, SVM and WE-RBM on sentiment classification
task

Method Accuracy

SentiWordNet 73.36

SVM 78.26

WE-RBM 79.79

3 http://sentiwordnet.isti.cnr.it.

http://sentiwordnet.isti.cnr.it
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5 Conclusion and Future Work

In this paper, we have proposed Word Embedding Restricted Boltzmann
Machines model to jointly identify aspect categories and classify sentiment polar-
ities in the supervised setting. Our approach modifies standard RBM model and
combine it with WEM, which not only helps reduce dimension of the input
vectors but also gives the RBM model prior knowledge for more accurate clas-
sification. Our experimental results show that this model can outperform state-
of-the-art models.

In the future, we plan to collect Vietnamese review dataset with diverse
domains and combine our WE-RBM with stacked RBMs to form Deep Belief
Networks. We hope that it will solve the aspect identification and sentiment
classification tasks as well as RBM family methods.

Acknowledgments. This research is supported by research funding from Honors Pro-
gram, University of Science, Vietnam National University - Ho Chi Minh City.

References

1. Hu, M., Liu, B.: Mining and summarizing customer reviews. In: Proceedings of
KDD, pp. 168–177 (2004)

2. Blair-goldensohn, S., Neylon, T., Hannan, K., Reis, G.A., Mcdonald, R., Reynar,
J.: Building a sentiment summarizer for local service reviews. In: NLP in the Infor-
mation Explosion Era (2008)

3. Kumar, R.V., Raghuveer, K.: Web user opinion analysis for product features
extraction and opinion summarization. Int. J. Web Semant. Technol. 3, 69–82
(2012)

4. Wang, L., Liu, K., Cao, Z., Zhao, J., de Melo, G.: Sentiment-aspect extraction
based on Restricted Boltzmann Machines. In: Proceedings of the 53rd Annual
Meeting of the ACL, pp. 616–625 (2015)

5. Ding, X., Liu, B., Yu, P.S.: A holistic lexicon-based approach to opinion mining. In:
Proceedings of the Conference on Web Search and Web Data mining, pp. 231–240
(2008)

6. Wei, W., Gulla, J.A.: Sentiment learning on product reviews via sentiment ontology
tree. In: Proceedings of the 48th Annual Meeting of the ACL, pp. 404–413 (2010)

7. Jiang, L., Yu, M., Zhou, M., Liu, X., Zhao, T.: Target-dependent twitter sentiment
classification. In: Proceedings of the 49th Annual Meeting of the ACL, pp. 151–160
(2011)

8. Erik, B., Moens, M.F.: A machine learning approach to sentiment analysis in mul-
tilingual web texts. Inf. Retrieval 12, 526–558 (2009)

9. Jin, W., Ho, H.H.: A novel lexicalized hmm-based learning framework for web opin-
ion mining. In: Proceedings of the International Conference on Machine Learning,
pp. 465–472 (2009)

10. Varghese, R., Jayasree, M.: Aspect based sentiment analysis using support vector
machine classifier. In: Advances in Computing, Communications and Informatics
(ICACCI), pp. 1581–1586 (2013)



Aspect-Based Sentiment Analysis Using Word Embedding RBM 297

11. Yejin, C., Cardieo, C.: Hierarchical sequential learning for extracting opinions and
their attributes. In: Proceedings of the Annual Meeting of the ACL, pp. 269–274
(2010)

12. Jakob, N., Gurevych, I.: Extracting opinion targets in a single-and cross-domain
setting with conditional random fields. In: Proceedings of the Conference on Empir-
ical Methods in NLP, pp. 1035–1045 (2010)

13. Liu, B.: Sentiment Analysis and Opinion Mining. Morgan and Claypool, San Rafael
(2012)

14. Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent Dirichlet Allocation. J. Mach. Learn.
Res. 3, 993–1022 (2003)

15. Titov, I., McDonald, R.: A joint model of text and aspect ratings for sentiment
summarization. In: Proceedings of the Annual Meeting of the ACL, pp. 308–316
(2008)

16. Brody, S., Elhadad, N.: An unsupervised aspect-sentiment model for online reviews.
In: Proceedings of NAACL-HLT 2010, pp. 804–812 (2010)

17. Lin, C., He, Y.: Joint sentiment/topic model for sentiment analysis. In: Proceedings
of the ACM International Conference on Information and Knowledge Management,
pp. 375–384 (2009)

18. Mei, Q., Ling, X., Wondra, M., Su, H., Zhai, C.: Topic sentiment mixture: modeling
facets and opinions in weblogs. In: Proceedings of the International Conference on
World Wide Web, pp. 171–180 (2007)

19. Fischer, A., Igel, C.: Training Restricted Boltzmann Machines: an introduction. In:
Progress in Pattern Recognition, Image Analysis, Computer Vision, and Applica-
tions, pp. 14–36 (2012)

20. Le, Q.V., Mikolov, T.: Distributed representations of sentences and documents.
CoRR abs/1405.4053, pp. 1188–1196 (2014)
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Abstract. This paper proposes an improvement to lifelong learning
for cross-domain sentiment classification. Lifelong learning is to retain
knowledge from past learning tasks to improve the learning task on a
new domain. In this paper, we will discuss how bigram and bag-of-bigram
features integrated into a lifelong learning system can help improve the
performance of sentiment classification on both Vietnamese and English.
Also, pre-processing techniques specifically for our cross-domain,
Vietnamese dataset will be discussed. Experimental results show that
our method achieves improvements over prior systems and its potential
for cross-domain sentiment classification.

Keywords: Sentiment classification · Vietnamese · Supervised
learning · Lifelong learning

1 Introduction

The rapid growth of e-commerce and the Web age quickly makes the sentiment
knowledge become an advantage to contribute more values to market predic-
tions. Sentiment analysis remains a popular topic for research and developing
sentiment-aware applications [1]. Sentiment classification, which is a subproblem
of sentiment analysis task, is the task of classifying whether an evaluative text is
expressing a positive, negative or neutral sentiment. In this paper, we focus on
document-level binary sentiment classification, in which the sentiment is either
positive or negative.

In recent years, most studies on sentiment classification adopt machine learn-
ing and statistical approaches [2]. Such approaches hardly perform well on real-
life data, which contains opinionated documents from domains different from the
domain used to train the classifier. To overcome this limitation, lifelong learn-
ing [3], transfer learning [4], self-taught learning [5] and other domain adaptation
techniques [4] were proposed. All mentioned methods is to transfer the knowl-
edge gained from source domains to improve the learning task on the target
domain.

Chen et al. [3] proposed a novel approach of lifelong learning for sentiment
classification, which is based on Näıve Bayesian framework and stochastic gra-
dient descent. Although this approach could deal with cross-domain sentiment
c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 298–308, 2016.
DOI: 10.1007/978-3-319-42345-6 26
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classification, it used the “bag-of-words” model and faces difficulties when rep-
resent the relationship between words. For example, the phrase “have to”, which
is a common phrase in the negative text (but much less important in positive
text), cannot be taken advantage of with bag-of-words feature. This is especially
true in isolated languages, such as Vietnamese, where words are not separated
by white spaces.

As a resource-poor language, Vietnamese has quite a few accomplishments
in the field of sentiment classification. To the best of our knowledge, there is
no study on Vietnamese cross-domain sentiment classification. There is also no
suitable dataset with a reasonable amount of reviews and variance of products
to apply lifelong learning on Vietnamese.

In this paper, we propose the use of bigram feature to lifelong learning app-
roach on sentiment classification. Wang and Manning [6] proved that adding
bigrams improves sentiment classification performance because they can cap-
ture modified verbs and nouns. We also created a dataset for Vietnamese cross-
domain sentiment classification by collecting more than 15,000 reviews from the
e-commerce website Tiki.vn1 with 17 distinctive domains. We proposed com-
bining the bigram feature with the Nave Bayesian optimization framework. The
proposed method has leveraged the phrases that contain sentiment better than
that of Chen et al. [3] and outperforms other methods in both Vietnamese and
English datasets.

The remainder of this paper is organized as follows. Section 2 provides a
brief overview of the background and related work. Section 3 presents our method
including how we add bigram and bag-of-bigram features to the lifelong learning,
and how we processed the raw reviews of the Vietnamese dataset to improve the
performance. Section 4 describes the experimental setup and results. Section 5
concludes the paper and points to avenues for future work.

2 Related Work

Our work is related to lifelong learning, multi-task learning, transfer learning and
domain adaptation. Chen and Liu have exploited different types of knowledge for
lifelong learning on mining topics in documents and topic modeling [7,8]. Chen
and Liu [3], in their other work, also proposed the first lifelong learning approach
for sentiment classification. Likewise, Ruvolo and Eaton [9] developed a method
for online multi-task learning in the lifelong learning setting, which maintains
a sparsely shared basis for all task models. About domain adaptation, most of
the work can be divided into two groups: supervised (Finkel and Manning [10],
Chen et al. [11]) and semi-supervised (Kumar et al. [12], Huang and Yates [13]).

There are also many previous works on transfer learning and domain adapta-
tion for sentiment classification. Yang et al. [14] proposed an approach based on
feature-selection for cross-domain sentence-level classification. Other approaches
include structural correspondence learning (Blitzer et al. [15]), spectral feature

1 http://tiki.vn/.

http://tiki.vn/
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alignment algorithm (Pan et al. [16]), CLF (Li and Zong [17]). Similar methods
can be found in the work of Liu [2].

In the field of sentiment analysis for Vietnamese, Duyen et al. [18] has pub-
lished an empirical study which compared the use of Nave Bayes, MEM and
SVM with hotel reviews. Also, using the corpus from Duyen, Bach et al. [19]
proposed the use of user-ratings for the task. Term feature selection approach
was investigated by Zhang and Tran [20], while Kieu and Pham [21] investi-
gated a rule-based system for Vietnamese sentiment classification. As that being
said, to the best of our knowledge, there is no previous work on domain adap-
tation or lifelong learning as well as a appropriate dataset for Vietnamese (with
a reasonable amount of reviews and variance of products).

3 Our Proposed Method

In this section, we describe our system for sentiment classification in a lifelong
learning setting, which is a combination of components to analyze reviews from
many domains. The system takes customer reviews, from multiple types of prod-
ucts, as source domains. Each review can contain multiple sentences and it is
labeled positive, negative or neutral based on how users rated them. From the
source domains mentioned above, the system gains knowledge valuable to the
learning task on the target domain. Such knowledge is used to optimize the
classifier on the target domain using stochastic gradient descent (SGD).

3.1 Overview of Lifelong Learning for Sentiment Classification

As described in Fig. 1, the system contains three main modules: knowledge stor-
ing, optimization, and sentiment classification.

Fig. 1. Lifelong learning for sentiment classification
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Knowledge Storing. The system extracts knowledge from the past domains,
which is used to optimize the classifier on the target domain. There are three
types of knowledge, including:

– The Prior probability P t
+(w|c) and P t

−(w|c) of each word, where t is a past
learning task.

– Number of times a word appears in positive or negative in learning task: N t
+,w,

N t
−,w. Similarly, the number of occurrences of w in the positive and negative

documents are respectively NKB
+,w =

∑
N t

+ and NKB
−,w =

∑
N t

−.
– Number of past tasks in which Pw|+ > Pw|− or vice versa: MKB

+,w , MKB
−,w.

The two figures are used to leverage domain knowledge via a penalty term to
penalize the words that appear in just a few domains.

Optimization. With the help of all three types of knowledge mentioned above,
this component is used to optimize the objective function on the training set of
the target domain. The objective function is

∑|Di|
i=1 P (cj |di) − P (cf |di), in which

cj is the actual labeled class, cf is the wrong class of the document di. We follow
the SGD with similar regularization techniques proposed by Chen et al. [3]. Our
optimized variables are X+,w and X−,w, which are the occurrences of a word w
in a positive and negative class, respectively. The objective function is optimized
on each document of the target domain until convergence. After SGD, we use
Bayes formula (see Eqs. 1 and 2) to create a classifier optimized for the target
domain. Note that Laplace smoothing is applied in both cases.

P (+|w) =
λ + X+,w

λ|V | + ∑V
v=1 X+,v

(1)

P (−|w) =
λ + X−,w

λ|V | + ∑V
v=1 X−,v

(2)

Sentiment Classification. With the classifier optimized for the target domain,
the system does sentiment classification task on each document of the test
domain. Although the approach still follows Nave Bayes framework, the way
we classify differentiates between unigrams, bigrams, and bag-of-bigrams.

3.2 Bigrams

We propose the use of bigram feature, instead of unigram, on this type of senti-
ment classification. Wang and Manning [6] has proved that using bigram always
improve the performance on sentiment classification. For instance, phrases such
as “have to” in English or “không th́ıch” (dislike) in Vietnamese can express
sentiment well in the documents. These noun phrases and verb phrases cannot
be captured by using unigram feature alone.

The way we integrate bigram feature into Nave Bayesian framework for life-
long learning is described below:
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– In Knowledge storing step, beside P t
+(w|c) and P t

−(w|c), we also store

P t
+(wi|wi−1) and P t

−(wi|wi−1) whereas P t
+(wi+1|wi) =

λ+N+,wiwi+1
λ|V |+N+,wi

and

P t
−(wi+1|wi) =

λ+N−,wiwi+1
λ|V |+N−,wi

). The number of occurrences of each bigram
on each class (N t

+,wiwi+1
and N t

−,wiwi+1
) and the domain-level knowledge

(MKB
+,wiwi+1

, and MKB
−,wiwi+1

) are also stored.
– In Optimization step, due to the use of bigram, the probability for each

document is modified as Eqs. 3 and 4:

P (+|d) =
P+

P−
.P+(w0).P+(w1|w0).P+(w2|w1)P+(wn|wn−1) (3)

P (−|d) =
P−
P+

.P−(w0).P−(w1|w0).P−(w2|w1)P−(wn|wn−1) (4)

– The positive and negative probabilities for each document on the test data
also have to follow the Eqs. 3 and 4 for the Sentiment Classification step.

3.3 Bag of Bigrams

Although using bigram help taking advantage of the phrases that express sen-
timents, using the standard Bayes formula still relies on the probabilities and
number of occurrences of unigrams on all the documents. Our alternative way to
leverage bigram is to treat each bigram as a unigram and apply the normally used
Bayes formula (P+|d = P+

P−
.P+(w0w1).P+(w1w2).P+(w2w3) . . . P+(wn−1wn)) to

create the classifier. Such formula is applied to Optimization and Sentiment
classification steps. We will compare how the two solutions improve the clas-
sification performance on both Vietnamese and English dataset.

3.4 Pre-processing on Vietnamese Dataset

Different to the dataset from Chen et al. [3] on English, the Tiki.vn dataset
contains many emoticons. Therefore, we need to pre-process the data before
Knowledge storing step to leverage all lexical resources in the dataset. In
most online forums or discussion groups, users often use emoticons such as “:)”,
“:(” or punctuations such as “!!!!!” to express their opinions. However, during
the task, we standardize the emoticons used by users, e.g. changing “:(((((” to
“:(”. We treat each emoticon or punctuation as a unigram and follow the other
steps as normal. In this pre-processing step, we also perform word segmenta-
tion by following the maximum entropy approach of Dinh and Thuy [22]. Word
segmentation can model the sentiment adjectives which often contain two or
more morphemes, hence, provide a better vocabulary set for classification on
Vietnamese using unigram feature.
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4 Experimental Results

4.1 Dataset

In this study, we used two datasets for sentiment classification, one is Vietnamese
and the other is English. The English one has been used by Chen et al. [3] for
lifelong learning, in which there are 20,000 product reviews from Amazon divided
into 20 domains. The Vietnamese dataset was also crawled from an e-commerce
website, Tiki.vn. The two datasets can contribute great values to different tasks
of cross-domain sentiment analysis on both languages.
Labeled Vietnamese Reviews. For this study, we crawled the reviews from
Tiki.vn, which is a large e-commerce website with quality reviews from the cus-
tomers. It is a large corpus of 17 diverse domains or products and a total of
15,394 product reviews, but we selected a group of 10 with a fair amount of
negative reviews for experiments (including 13,652 reviews), which we name “A
Community Resource for sentiment analysis on Vietnamese” (CRSAVi). This
selection not only helped reduce the imbalanced distribution, but also commit-
ted enough lexical resources for creating a classifier. We followed the previous
works [23,24] to treat reviews with more than 3 star as positive reviews, equal to
3 star as neutral and fewer than 3 star as negative ones. The number of positive,
neutral and negative reviews are shown as in the Table 1:

Table 1. Names of 10 domains and the number of positive, neutral and negative
reviews

Product Positive Neutral Negative

TrangDiem (Cosmetics) 3,629 792 154

Dungcuhocsinh (Tools for students) 1,803 164 37

Sanphamvegiay (Papers) 1,778 144 34

Butviet (Pens and pencils) 1,044 125 28

Dodungnhabep (Kitchen) 987 100 24

DauGoi (Shampoo) 347 59 18

Tainghe (Headphones) 698 90 18

DoDungChoBe (Baby) 658 61 14

Filehosobiahoso (Files) 157 47 14

Phukiendienthoaimaytinhbang (Accessories) 583 32 13

Total (13,652 reviews) 11,684 1,614 354

It is noted that the all product reviews from Tiki was checked by the website
administrators before publishing, which helps guarantee low rate of low quality
reviews from online users. In fact, all of them contain Vietnamese tone marks,
some contain emoticons. On our dataset, the average unigram per document on
each domain varies from 66 to just above 75 unigrams. The information packed in
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a single review in our dataset consists of the product name, author name, rating,
headline, bought-already, time of review and details. From the Table 1, it can
be seen that the proportion of negative class among the dataset is only around
2.6 %. As that being said, to experiment lifelong learning, a mass of reviews
among multiple product types are required, although there is no Vietnamese
sentiment dataset that can meet the requirements. Although different types of
products are crawled for the task and Tiki has a great deal of book reviews,
CRSAVi does not include books because most of the book reviews mention the
book content, not the overall quality like other products.

Because the difference between the number of reviews across domains might
result in the efficiency of the system, for each experiment, we selected randomly
a maximum amount of 100 reviews each class on each domain to conduct the
experiments.
Labeled English Reviews. The corpus from Chen et al. [3] was utilized to
compare directly to their lifelong learning approach in English sentiment clas-
sification. The corpus contains reviews of 20 different products crawled from
Amazon. The experiments were on a dataset which has a reasonable proportion
of negative reviews across domains, varies from 11.97 to 30.51 %.

4.2 Evaluation Metrics

The evaluation method used is 5-fold cross validation. While dividing a domain
into groups, we tried to keep the class distribution to avoid the case of no negative
review on a segment due to the small proportion of negative class mentioned
above. F1-measure on negative and positive class in types of Micro-average and
Macro-average are applied.

4.3 Baseline

Our method is compared to VietSentiWordnet by Vu et al. [25]. The app-
roach uses a dictionary which contains a list of segmented words or phrases in
Vietnamese that express sentiment. For each word or phrase, the dictionary pro-
vides corresponding positive and negative score. For each document, the score
is evaluated by summing up all (positive score - negative score) of all sentiment
words or phrases that are available in the dictionary. if the score is positive, the
document is labeled as positive and vice versa. It is noted that VietSentiWordnet
can only work on a single domain data.

In English, we compare our proposed method to Chen et al. [3] to illustrate
the benefits of our approach on lifelong learning.

4.4 Bigram Feature Improves the Classification on English Dataset

We compare our result to the original lifelong learning approach of Chen et al. [3]
(LSC) on the balanced class distribution. We created a balance dataset of
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200 reviews (100 positive and 100 negative) in each domain dataset for this
experiment. On balanced class distribution, how the accuracy is improved is
expressed as in Table 2

Table 2. Accuracies on English balanced distribution over 20 domains

LSC LSC-bag-of-bigram LSC-bigram

83.34 85.92 85.44

Our method exceeds LSC to get to a high of 85.92 %. This improvement con-
firms the results of Wang and Manning [6] and proves that the use of bigram and
bag-of-bigram features also improve the performance on cross-domain sentiment
classification.

4.5 Vietnamese Cross-Domain Sentiment Classification

We compare our proposed method in different settings to the baseline method on
the Vietnamese dataset. The average F1-score for the positive class is not shown
because being the majority class makes the classifiers perform well and do not
show much difference between multiple settings, although they all perform better
than VietSentiWordnet. Table 3 compares VietSentiWordnet (VSWN) to our
proposed method (lifelong learning for Vietnamese sentiment classification - now
called LLVi) using unigram feature with segmentation (LLVi-uni) and without
segmentation (LLVi-uniWS).

The LLVi with unigram feature (no segmentation) which also counts emoti-
cons (LLVi-e) is also compared.

Table 3. Macro, micro average F1-score of the negative class on CRSAVi

VSWN LLVi-uni LLVi-e LLVi-uniWS

Macro F1 33.21 47.19 51.20 50.87

Micro F1 40.85 61.33 62.12 61.93

The Table 3 has obviously shown that while segmentation task helps improv-
ing the performance on lifelong learning with unigram feature. For example, the
word “tuy nhin” (however) can classify well in our dataset, but cannot be lever-
aged effectively without segmentation. However, lifelong learning with emoticons
still performs slightly better. The two emoticons “:(” and “:)” provides signifi-
cantly biased probability thus become good classifiers. The Table 3 also confirms
that the lifelong learning approach has a huge advantage over VietSentiWordnet,
which can only work on the target domain.
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Table 4 compares the performance is a collection of lifelong learning
approaches with different features applied. The group includes LLVi-uni, LLVi
with bigram feature (LLVi-bi), LLVi with bag-of-bigram feature (LLVi-bb) in
two settings, segmentation and without segmentation.

Table 4. Macro, micro average F1-score on negative class with Vietnamese dataset,
unigram vs. bigram vs. bag-of-bigram. Unit: %

LLVi-uni LLVi-bi LLVi-bb

Macro F1 No segmentation 47.19 56.10 60.56

With segmentation 50.87 64.37 65.85

Micro F1 No segmentation 61.33 56.52 66.27

With segmentation 61.93 61.53 60.59

Similar to English, using bigram and bag-of-bigram features make a huge
improvement to the performance compared to using unigram feature only. With
segmentation combined, the lifelong learning using unigram feature improves sig-
nificantly, while it does not have clear impact on lifelong learning with bigram
and bag-of-bigram features. ‘cuc’ kỳ tôt’ (extremely good), ‘khó chiu’ (frustrat-
ing), ‘rát da’ (burning skin sensation), ‘chăng mê’ (cannot love) are examples of
how using bigram performs better.

5 Conclusion

In this paper, we have presented our method that uses lifelong learning for
cross-domain sentiment classification on English and Vietnamese. Experimental
results on both corpus showed that:

– Lifelong learning approach is effective for cross-domain sentiment classification
in Vietnamese as well as in English.

– Incorporating bigram and bag-of-bigram features into lifelong learning
improved the performance of the system.

– Emoticons and word segmentation made a slight improvement in sentiment
classification on the Vietnamese dataset.

There is abundant room for further progress of our work. We would like to
further exploit the sentiments from emoticons due to the high rate of occur-
rences of these in our dataset. Besides, future work could be focused on another
collection of reviews with different qualities and different types of products to
verify our proposed method.

Acknowledgments. This research is supported by research funding from Honors Pro-
gram, University of Science, Vietnam National University - Ho Chi Minh City.



Lifelong Learning for Cross-Domain Vietnamese Sentiment Classification 307

References

1. Pang, B., Lee, L.: Opinion mining and sentiment analysis. Found. Trends Inf. Retr.
2, 1–135 (2008)

2. Liu, B.: Sentiment analysis and opinion mining. Synth. Lect. Hum. Lang. Technol.
5, 1–167 (2012)

3. Chen, Z., Ma, N., Liu, B.: Lifelong learning for sentiment classification. In: Pro-
ceedings of the 53rd Annual Meeting of the Association for Computational Linguis-
tics and the 7th International Joint Conference on Natural Language Processing:
Short Papers, Beijing, China, vol. 2, pp. 750–756. Association for Computational
Linguistics (2015)

4. Pan, S.J., Yang, Q.: A survey on transfer learning. IEEE Trans. Knowl. Data Eng.
22, 1345–1359 (2010)

5. Raina, R., Battle, A., Lee, H., Packer, B., Ng, A.Y.: Self-taught learning: transfer
learning from unlabeled data. In: Proceedings of the 24th International Conference
on Machine Learning, ICML 2007, pp. 759–766. ACM, New York (2007)

6. Wang, S., Manning, C.: Baselines and bigrams: simple, good sentiment and topic
classification. In: Proceedings of the 50th Annual Meeting of the Association for
Computational Linguistics: Short Papers, Jeju Island, Korea, vol. 2, pp. 90–94.
Association for Computational Linguistics (2012)

7. Chen, Z., Liu, B.: Mining topics in documents: standing on the shoulders of big
data. In: Proceedings of the 20th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, pp. 1116–1125. ACM (2014)

8. Chen, Z., Liu, B.: Topic modeling using topics from many domains, lifelong learning
and big data. In: Jebara, T., Xing, E.P. (eds.) Proceedings of the 31st International
Conference on Machine Learning (ICML 2014), pp. 703–711. JMLR Workshop and
Conference Proceedings (2014)

9. Ruvolo, P., Eaton, E.: Scalable lifelong learning with active task selection. In:
AAAI Spring Symposium: Lifelong Machine Learning (2013)

10. Finkel, J.R., Manning, C.D.: Hierarchical Bayesian domain adaptation. In: Pro-
ceedings of the Human Language Technologies: The 2009 Annual Conference of
the North American Chapter of the Association for Computational Linguistics,
NAACL 2009, Stroudsburg, PA, USA, pp. 602–610. Association for Computational
Linguistics (2009)

11. Chen, M., Weinberger, K.Q., Blitzer, J.: Co-training for domain adaptation. In:
Advances in Neural Information Processing Systems, pp. 2456–2464 (2011)

12. Kumar, A., Saha, A., Daume, H.: Co-regularization based semi-supervised domain
adaptation. In: Advances in Neural Information Processing Systems, pp. 478–486
(2010)

13. Huang, F., Yates, A.: Exploring representation-learning approaches to domain
adaptation. In: Proceedings of the 2010 Workshop on Domain Adaptation for Nat-
ural Language Processing, pp. 23–30. Association for Computational Linguistics
(2010)

14. Yang, H., Callan, J., Si, L.: Knowledge transfer and opinion detection in the TREC
2006 blog track. In: TREC (2006)

15. Blitzer, J., Dredze, M., Pereira, F., et al.: Biographies, bollywood, boom-boxes
and blenders: domain adaptation for sentiment classification. In: ACL, vol. 7, pp.
440–447 (2007)

16. Pan, S.J., Ni, X., Sun, J.T., Yang, Q., Chen, Z.: Cross-domain sentiment classi-
fication via spectral feature alignment. In: Proceedings of the 19th International
Conference on World Wide Web, pp. 751–760. ACM (2010)



308 Q.-V. Ha et al.

17. Li, S., Zong, C.: Multi-domain sentiment classification. In: Proceedings of the 46th
Annual Meeting of the Association for Computational Linguistics on Human Lan-
guage Technologies: Short Papers, pp. 257–260. Association for Computational
Linguistics (2008)

18. Duyen, N.T., Bach, N.X., Phuong, T.M.: An empirical study on sentiment analysis
for Vietnamese. In: Advanced Technologies for Communications (ATC), pp. 309–
314 (2014)

19. Bach, N.X., Phuong, T.M.: Leveraging user ratings for resource-poor sentiment
classification. Procedia Comput. Sci. 60, 322–331 (2015). Proceedings of the 19th
Annual Conference on Knowledge-Based and Intelligent Information Engineering
Systems, KES 2015, Singapore, September 2015

20. Zhang, R., Tran, T.: An information gain-based approach for recommending useful
product reviews. Knowl. Inf. Syst. 26, 419–434 (2011)

21. Kieu, B.T., Pham, S.B.: Sentiment analysis for Vietnamese. In: 2010 Second Inter-
national Conference on Knowledge and Systems Engineering (KSE), pp. 152–157.
IEEE (2010)

22. Dien, D., Thuy, V.: A maximum entropy approach for Vietnamese word segmen-
tation. In: 2006 International Conference on Research, Innovation and Vision for
the Future, pp. 248–253 (2006)

23. Blitzer, J., Dredze, M., Pereira, F.: Biographies, bollywood, boom-boxes and
blenders: domain adaptation for sentiment classification. In: Proceedings of the
45th Annual Meeting of the Association of Computational Linguistics, Prague,
Czech Republic, pp. 440–447. Association for Computational Linguistics (2007)

24. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up? Sentiment classification using
machine learning techniques. In: Proceedings of the 2002 Conference on Empirical
Methods in Natural Language Processing, pp. 79–86. Association for Computa-
tional Linguistics (2002)

25. Vu, X.-S., Song, H.-J., Park, S.-B.: Building a Vietnamese SentiWordNet using
Vietnamese electronic dictionary and string kernel. In: Kim, Y.S., Kang, B.H.,
Richards, D. (eds.) PKAW 2014. LNCS, vol. 8863, pp. 223–235. Springer,
Heidelberg (2014)



Determing Aspect Ratings and Aspect Weights
from Textual Reviews by Using Neural Network

with Paragraph Vector Model

Duc-Hong Pham1, Anh-Cuong Le2(B), and Thi-Thanh-Tan Nguyen3

1 University of Engineering and Technology, VNU, Hanoi, Vietnam
hongpd@epu.edu.vn

2 Faculty of Information Technology, Ton Duc Thang University,
Ho Chi Minh City, Vietnam
leanhcuong@tdt.edu.vn

3 Electric Power University, Hanoi, Vietnam
tanntt@epu.edu.vn

Abstract. Aspect-based analysis currently becomes a hot topic in opin-
ion mining and sentiment analysis. The major task here is how to detect
rating and weighting for each aspect based on an input of a collection
of users’ reviews in which only the overall ratings are given. Previous
studies usually use a bag-of-word model for representing aspects thus
may fail to capture semantic relations between words and cause an inac-
curacy of aspect ratings prediction. To overcome this drawback, in this
paper we will propose a model for aspect analysis, in which we first use
a new deep learning technique from [8] for representing paragraphs and
then integrate these representations into a neural network model to infer
aspect ratings and aspect weights. The experiments are carried out on
the data collected from hotel services with the aspects including “clean-
liness”, “location”, “service”, “room”, and “value”. Experimental results
show that our proposed method outperforms the well known studies for
the same problem.

1 Introduction

In recent years, opinion mining and sentiment analysis has been one of the
attracting topics of knowledge mining and natural language processing. It is the
task of detecting, extracting and classifying opinions and sentiments concerning
different topics, as mentioned in textual input. Some works have been done to this
task such as rating the overall sentiment of a sentence/paragraph, or a textual
review regardless of the entities (e.g., movies) from reviews, [13,15], opinion
extraction and sentiment classification [3,4], detect comparative sentences from
reviews [6,7], extracting information and summarization from reviews [9,12,23].
However these works fail to capture the sentiments over the aspects on which
an entity can be reviewed. For example, the entity is a hotel which can contains
some aspects as “cleanliness”, “location” and “service”.

c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 309–320, 2016.
DOI: 10.1007/978-3-319-42345-6 27
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Sentiment for each aspect is the important information, therefore there are
now more studies working on aspect based sentiment analysis. Hu and Liu [5]
focused on the taks of determining aspects in given textual reviews. They
assumed that product aspects are expressed by nouns and noun phrases and
their frequencies are used for identifying aspects. Wu et al. [20] used a language
model and a phrase dependency parser to detect product aspects, expression
of opinion and relations between them. Several other works focused on rating
aspects such as Snyder and Barzilay [16] proposed the good grief algorithm for
modeling the dependencies among aspects and Titov and McDonald [17] used
a topic based model and a regression model for extracting aspect terms as well
as detecting ratings. However these studies based on the assumption that the
aspect ratings are explicitly provided in the training data.

Different from [16,17] some other studies consider aspect ratings as latent
factors and develop models for determining them. Wang et al. [18] proposed a
probabilistic rating regression model to infer aspect ratings and aspect weights
for each review. An extension of this model was provided by Wang et al. [19]
which is a unified generative model (called Latent Aspect Rating Analysis).
Note that this model does not need to predefine the aspect seed words. Xu
et al. [21] proposed a model called Sparse Aspect Coding Model (SACM) by
considering the user and item side information of textual reviews. They used two
latent variables, namely, user intrinsic aspect interest and item intrinsic aspect to
identify aspects. After obtaining aspects, they predict the rating on each aspect
for each review. However these works represent aspect features based on bag of
word model to fail to capture semantic relations between different words and it
is the cause to lead inaccuracies on the result of aspect rating predictions.

Recently, deep learning models can capture semantic relations between dif-
ferent words and learn feature representation such as (Bengio et al. [1], Mikolov
et al. [11], Yih et al. [22]) learning word vector representations through neural
language models, Collobert et al. [2] applying technical convolution to extract
higher level features from word vectors, Le and Mikolov [8] learning sen-
tence/paragraph or document vector representations. To improve the result of
aspect rating predictions, in this paper we propose a new model based on neural
network to discover both aspect ratings and aspect weights for each review, in
which we use the learned aspect features from paragraph vector model as input
for our neural network model.

We evaluate the proposed model on the data collected from Tripadvisor1.
We will focus on the five aspects including “cleanliness”, “location”, “service”,
“room”, and “value”. Experimental results show that our model can obtain
better results in comparison with the model proposed in Wang et al. [18].

The rest of this paper is organized as follows: Sect. 2 presents paragraph
vector model; Sect. 3 presents our proposed model, we first give the problem
definition, next aspect feature representation for each review is presented, and
then we present our model; Sect. 4 describes our experiments and results. Some
conclusions are presented in the last section.

1 www.tripadvisor.com.

www.tripadvisor.com
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2 Paragraph Vector

Le and Mikolov [8] proposed the paragraph vector model for learning represen-
tations of sentences and documents. It is an unsupervised framework that learns
continuous distributed vector representations for pieces of texts with variable-
length of the texts are ranging from sentences to documents. Specifically, in
paragraph vector framework, every paragraph is mapped to a unique vector and
represented by a column in matrix D. Every word is mapped to a unique vec-
tor and word vectors are concatenated or averaged to predict the context, i.e.
the next word. The contexts are fixed-length and sampled from a sliding window
over the paragraph. The paragraph vector is shared across all contexts generated
from the same paragraph but not across paragraphs. The word vector matrix
W , however, is shared across paragraphs. i.e. the vector for “better” is the same
for all paragraphs.

Fig. 1. Framework for learning paragraph vectors [8]

In Fig. 1, the paragraph is mapped to a vector via matrix D, the concate-
nation or average of this vector with a context of three words “the”, “cat” and
“sat”is used to predict the fourth word “on”. The paragraph vector represents
the missing information from the current context and can act as a memory of
the topic of the paragraph. The advantages of paragraph vector model are that
they inherit the property of word vectors, i.e., the semantics of the words. In
addition, they also take into consideration a small context around each word
which is in close resemblance to the n-gram model with a large n. This property
is crucial because the n-gram model preserves a lot of information of the sen-
tence/paragraph, which includes the word orderalso. This model also performs
better than the bag of word model which wouldcreate a very high-dimensional
representation that has very poor generalization.
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3 Proposed Method

In this section, we first present the problem definition and then we present
learning aspect feature representation. Finally, we propose a new model based
on neural networks for discovering aspect weights and aspect ratings for each
review.

3.1 Problem Definition

Given a collection of textual reviews D = {d1, d2, ..., d|D|} discussing about
an entity or topic, each textual review is assigned a numerical overall rat-
ing. We assume that the set of reviews D have k -aspects and are denoted by
{A1, A2, ..., Ak}, where an aspect Ai is a set of terms that characterize a rating
factor in the reviews.

For each d ∈ D, we denote the aspect weights for the review d is a k - dimen-
sional vector αd = (αd1, αd2, ..., αdk), where the i -th dimension is a numerical
measure, indicating the degree of importance aspect Ai on d and we require

0 ≤ αdi ≤ 1 and
k∑

i=1

αdi = 1, the overall rating of the review d is denoted by Od,

it is given by the user and indicates levels of overall opinion of d. Denote aspect
ratings for review d is a k - dimensional vector rd = (rd1, rd2, ..., rdk), where
the i -th dimension is a numerical measure, indicating the degree of satisfaction
demonstrated in the review d toward the aspect Ai. We represent aspects for
review d is a feature matrix Xd = (xd1, xd2, ..., xdk), where each column xdi is
represented by a feature vector of aspect Ai on review d.

Both aspect weights αd and aspect ratings rd for each review d ∈ D are
unknown, our goal is to discover them from the set given of reviews.

3.2 Learning Aspect Feature Representation

Unlike previous works that represent aspect features by a bag of word model
which fail to capture semantic relations between different words or between words
and aspects, we apply paragraph vector model [8] to learn semantic representa-
tions for aspects (i.e. we also know as learn feature representations). Specifically,
given a collection of textual reviews D = {d1, d2, ..., d|D|}, we first apply the
aspect segmentation algorithm [18] to identify aspects and segment reviews.
Next, for each review d ∈ D, we use concatenation of all sentences with the
same aspect category as a paragraph of a specific aspect and we will be obtained
k -paragraphs corresponding to k -aspects. Then we apply paragraph vector model
to learn the aspect feature matrix Xd = (xd1, xd2, ..., xdk) for each review d.
According to Xd, the aspect feature representations of review d can be identified.

3.3 Latent Rating Neural Network Model

This section presents a new model based on neural networks for discovering
aspect weights and aspect ratings for each review. We assume that both aspect
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weights and aspect ratings are latent in the model and we call this model as
Latent Rating Neural Network Model (LRNN). In Fig. 2, we show the architec-
ture of the LRNN model.

Fig. 2. An illustration of the LRNN model discovers aspect ratings rd and aspect
weights ad for review d, in which rd are k units at the hidden layer, ad are the weights
between the hidden layer and the output layer. The input are aspect feature vectors
xd1, xd2, ..., xdk which learned from paragraph vector model

After learning aspect feature representations, we use the learned aspect vec-
tors as the input for our model LRNN. We denote wi = (wi1, wi2, ..., win) as a
weight vector of aspect feature Ai. Then, the aspect rating rdi of the review d
generated based on a linear combination of aspect feature vector and the weight

vector as rdi ∼
n∑

l=1

xdil.wil [18]. Specifically, we assume that the aspect rating

rdi is generated at the hidden layer of the neural network and it is computed as
follows:

rdi = sigm(
n∑

l=1

xdilwil + wi0) (1)

where sigm(y) = 1/(1 + e−y), wi0 is a bias.
The aspect weights of the review d are assumed as the weights between the

hidden layer and the output layer. The overall rating is generated at the output
layer of the neural network and it is computed based on the weighted sum of ad

and rd as follows:
∧

Od =
k∑

i=1

rdiαdi (2)

subject to
k∑

i=1

αdi = 1, 0 ≤ αdi ≤ 1 for i = 1, 2, . . . , k .
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In order to support
k∑

i=1

αdi = 1 and 0 ≤ αdi ≤ 1, we use the auxiliary aspect

weight
∧
αdi instead of the aspect weight αdi as follows:

adi =
exp(

∧
αdi)

k∑
l=1

exp(
∧
αdl)

(3)

The Eq. (2) becomes a equation as follows:
∧

Od =
k∑

i=1

rdi
exp(

∧
αdi)

k∑

l=1
exp(

∧
αdl)

Denote Od to be the desired target values of the overall rating of review d,
the cross entropy cost function for the review d is follows:

Cd = −Od log
∧

Od −(1 − Od) log(1 −
∧

Od) (4)

The cross entropy error function (CEE) for the data set D= {(Xd, Od)}|D|
d=1 is:

E(w,
∧
α) =

∑

d∈D

Cd = −
∑

d∈D

(Od log
∧

Od +(1 − Od) log(1 −
∧

Od)) (5)

Next, to avoid over-fitting and no loss of generality, we add regularizer to the
function E(w,

∧
α). Regularization terms are ubiquitous. They typically appear

as an additional term in an optimization problem.

E(w,
∧
α) = −

∑

d∈D

(Od log
∧

Od +(1 − Od) log(1 −
∧

Od)) +
1
2
λ

k∑

i=1

|wi|2 (6)

where |wi|2 =
n∑

l=1

(wil)2, λ is the regularization parameter.

We denote W = [w]kxn is a matrix which each row is a weight vector of
a aspect feature; w0 = (w01,w02, ...,w0k) is a bias vector, where w0i is bias of
aspect Ai;

∧
α =

[∧
α
]

|D|xk
is a auxiliary aspect weight matrix which each row is a

auxiliary aspect weight vector of a review; α = [α]|D|xk is a aspect weight matrix
which each row is a aspect weight vector of a review; R = [r]|D|xk is a aspect
rating matrix which each row is a aspect rating vector of a review.

Our goal is to determine W, w0 and
∧
α to the function E(w,

∧
α) reaches the

minimum value, this is the problem of nonlinear square optimization, it has no
closed-form solution and is solved by iterative algorithm.

The gradient of E(w,
∧
α) with respect to

∧
Od is,

∂E(w,
∧
α)

∂
∧

Od

= −(
Od

∧
Od

− 1 − Od

1 −
∧

Od

) (7)
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The gradient of E(w,
∧
α) with respect to

∧
αdi is, ∂E(w,

∧
α)

∂
∧
αdi

= ∂E(w,
∧
α)

∂
∧
Od

. ∂
∧
Od

∂
∧
αdi

=
∂E(w,

∧
α)

∂
∧
Od

(
k∑

l=1

δ(i = l)αdi(1 − αdi)ri−
k∑

l=1

δ(i �= l)αdiαdlrdl) (8)

where δ(y) =
{

1; if y = true
0; if y = false

The gradient of E(w,
∧
α) with respect to wil is, ∂E(w,

∧
α)

∂wil
= ∂E(w,

∧
α)

∂
∧
Od

. ∂
∧
Od

∂wil

= ∂E(w,
∧
α)

∂
∧
Od

.αdi.rdi(1 − rdi).

⎧
⎨

⎩

|D|∑
d=1

xdil;(1 ≤ i ≤ k)

1; (i = 0)

⎫
⎬

⎭ + λwil (9)

At time t = 0, initialize the weight matrix W and the auxiliary aspect weight
matrix

∧
α.

Two phases: propagation and weight update are as follows:
Phases 1: propagation, the rating rdi of aspect Ai in review d at time t at the
hidden layer is given by the formula:

rdi(t) = sigm(
n∑

l=1

xdilwil(t) + wi0(t)) (10)

The overall rating
∧

Od of review d at time t at the output layer is given by the
formula:

∧
Od(t) =

k∑

i=1

αdi(t). rdi(t) (11)

Phases 2: weight update, each element of the weight vector wi and bias wi0 is
updated at time t + 1 according to the formula:

wil(t + 1) = wil(t) + Δwil(t) (12)

where Δwil(t) = −η ∂E(w,
∧
α)(t)

∂wil(t)
, η ∈ (0, 1) is the learning rate.

Each element of the weight vector
∧
αd is updated at time t + 1 according to

the formula: ∧
αdi(t + 1) =

∧
αdi(t) + Δ

∧
αdi(t) (13)

where Δ
∧
αdi(t) = −η ∂E(w,

∧
α)(t)

∂
∧
αdi(t)

The Algorithm 1 presents the process for discovering aspect ratings and
aspect weights.
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Algorithm 1. The algorithm discover aspect ratings and aspect weights for
each review
Input: A collection of textual reviews D = {d1, d2, ..., d|D|}, each textual review
d ∈ D is given an overall rating Od, the learning rate η, the error threshold ε, the
iterative threshold I and the regularization parameter λ

Step 0: t=0 ; initialize W, w0,
∧
α

Step 1: for iter=0 to I do

for each textual review d ∈ D do
1.1. Calculate αdi According to Eq. (3);
1.2. Calculate rdi at time t at hidden layer According to Eq. (10);

1.3. Calculate
∧
Od at time t at output layer According to Eq. (11);

1.4. Update weights wi and bias wi0 at time t+1 According to Eq. (12);

1.5. Update auxiliary aspect weight
∧
αdi at time t+1 according to Eq. (13);

Step 2: For offline learning, the step 1 may be repeated until the iteration error

1
|D|
∑
d∈D

∣∣∣∣Od − ∧
Od(t)

∣∣∣∣ is less than the error threshold or the number of iterations have

been completed.

Output: W, w0,
∧
α, R

After obtaining W, w0, R and
∧
α, for review d, we compute each aspect weight

αdi ∈ αd according to Eq. (3).

4 Experiment

4.1 Experimental Data

We use the data including 157214 reviews of 1105 hotels collected from the
very famous tourist website2. This dataset is a part of the data used in the work
in [18,19] and it is downloaded from3. We choose five aspects to do with including
“cleanliness”, “location”, “service”, “room”, and “value” and the ratings are in
the range from 1 star to 5 stars. In summary, Table 1 shows the statistics on the
data in our experiments.

Table 1. Evaluation Data Statistics

Number of reviews 157214

Number of hotels 1105

Number of sentence 1962888

Number of aspects 5

2 www.tripadvistor.com.
3 http://times.cs.uiuc.edu/∼wang296/Data/.

www.tripadvistor.com
http://times.cs.uiuc.edu/~wang296/Data/
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4.2 Experimental Result

We first apply the aspect segmentation algorithm [18] for obtaining aspect seg-
mentations of each review. After for each review, we mix the sentences/segments
of the same aspect into an unifined text which is considered as a paragraph. It
means that for each aspect we have a corresponding paragraph saying sentiments
about it. Then we apply paragraph vector model Doc2Vec4 to learn the para-
graph vectors for each paragraph corresponding with the aspect mentioned by
this paragraph. These paragraph vectors are aspect feature representations of
reviews and they are used as input for Algorithm1. We perform the Algorithm1
to determine aspect ratings and aspect weights for each review with the learning
rate η = 0.015, the error threshold ε = 10−4, the iterative threshold I=1500
and the regularization λ = 10−3. In Table 2, we show the aspect rating deter-
mining for five hotels with the same mean (average) overall rating as 3.5 which
we randomly select from our results achieved, note that the ground-truth aspect
ratings in parenthesis. We can see that the result of aspect rating prediction is
very close to the value rating in the ground-truth aspects. In Table 3, we show

Table 2. The aspect ratings determined for the five hotels

Hotel name Values Rooms Location Cleanliness Service

Barcelo Punta Cana 3.5(3.3) 2.9(3.0) 3.4(4.0) 3.2(3.2) 3.2(3.1)

The Condado Plaza Hilton 3.2(3.3) 3.5(3.8) 3.1(4.0) 3.5(3.7) 3.4(3.5)

King George Hotel 3.6(3.6) 3.0(3.1) 3.6(4.3) 4.2(3.7) 3.8(3.8)

Astoria Hotel 3.1(3.6) 2.7(2.6) 3.2(4.5) 3.7(3.3) 3.4(3.1)

Radisson Ambassador Plaza Hotel 3.2(3.2) 3.2(3.6) 3.2(3.6) 3.8(3.7) 3.6(3.5)

the results of aspect weights detection for five hotels. We can see that the aspect
weights of the hotel: King George Hotel and Astoria Hotel have high values of
aspect weights for the aspect “Values”, it means this aspect is important.

Table 3. Determing aspect weights for the five hotels

Hotel name Values Rooms Location Cleanliness Service

Barcelo Punta Cana 0.157 0.004 0.819 0.004 0.015

The Condado Plaza Hilton 0.001 0.008 0.373 0.002 0.616

King George Hotel 0.939 0.040 0.011 0.008 0.002

Astoria Hotel 0.685 0.004 0.050 0.260 0.002

Radisson Ambassador Plaza Hotel 0.236 0.448 0.300 0.010 0.006

4 https://github.com/piskvorky/gensim/.

https://github.com/piskvorky/gensim/
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4.3 Evaluation

We represent aspect features in four following cases:

Bag of Words: We use the dictionary with 3987 word sentiments which is
created in the process of applying the boot-strapping algorithm [18] to aspect
segmentation for each review. We represent aspect features according to this
dictionary.

Word Vector Averaging: We first apply the Word2Vec5 with the window size
of context is 7, the word frequency threshold is 7 (note that ignore all words
with total frequency lower than this) and the size of word vector is 400 to learn
word vector for each word. Then for each aspect on a review, we represent it by
averaging word vectors of words appear in the text assigned it.

Sentence Vector Averaging: We apply the Sentence2Vec6 with the window
size of context is 7, the word frequency threshold is 7 and the size of sentence
vector is 400 to learn sentence vectors for each sentence. Then for each aspect
on a review, we represent each aspect by averaging sentence vectors.

Paragraph Vector: We apply paragraph vector model Doc2Vec7 with the win-
dow size of context is 7, the word frequency threshold is 7 and the size of
paragraph vector is 400 to learn aspect feature representations (note that we
mentioned that learning aspect feature representations in Sect. 3.2).

To compare our proposed method with other methods, we use Latent Rating
Regression model (LRR) [18] to compare with our LRNN model, the LRR is
a novel probabilistic rating regression model and solve the same tasks as the
model LRNN (i.e., discover aspect ratings and aspect weights). We evaluate two
methods on four cases of aspect feature representations. In each case, the models
use the same data set, we perform 5 times for training and testing, and report
the mean value of metrics. In each time, we randomly select 75 % of given reviews
to train, the remaining 25 % of given reviews to test.

We use the three metrics for evaluating aspect rating prediction including:
(1) root mean square error on aspect rating prediction (Δaspect, lower is better),
(2) aspect correlation inside reviews [18] (ρaspect, higher is better), (3) aspect
correlation across reviews prediction [18] (ρreview, higher is better). In Table 4,
we show the mean value of three metrics for each method in each case of aspect
features.

We can see that when using bag of words for representing aspect features, our
model LRNN performs better than LRR on Paspect but on two metrics Δaspect,
Preview the LRR perform better than it. For aspect features represented by word
vector averaging or sentence vector averaging, our model LRNN perform better
than LRR on Paspect and Preview. For aspect features represented by paragraph
vector, our model LRNN perform slightly better than LRR on all metrics. In all
cases of aspect feature representations, we see that both LRNN model and LRR
5 https://github.com/piskvorky/gensim/.
6 https://github.com/klb3713/sentence2vec.
7 https://github.com/piskvorky/gensim/.

https://github.com/piskvorky/gensim/
https://github.com/klb3713/sentence2vec
https://github.com/piskvorky/gensim/
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Table 4. Comparison with other models

Aspect feature Method Δaspect Paspect Preview

Bag of words LRR 0.711 0.307 0.661

Our LRNN 0.787 0.422 0.557

Word vector averaging LRR 0.583 0.314 0.697

Our LRNN 0.534 0.423 0.677

Sentence vector averaging LRR 0.586 0.372 0.700

Our LRNN 0.512 0.474 0.686

Paragraph vector LRR 0.485 0.367 0.708

Our LRNN 0.461 0.388 0.711

model perform best on Δaspect and only slightly better on Preview when they
use paragraph vector.

5 Conclusion

In this paper, we have proposed a new model based on neural network using
aspect feature representations which learned from a paragraph vector model to
discover aspect ratings and aspect weights for each review. Through experimen-
tal results, we have demonstrated that using paragraph vector model gives better
results in comparison with using bag-of-word representation or using word vec-
tor. In addition, our LRNN model also shows its stronger than the LRR model
with the same input representations.

Acknowledgments. This paper is partly funded by The Vietnam National Foun-
dation for Science and Technology Development (NAFOSTED) under grant number
102.01-2014.22.
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Abstract. Internet and social media devices have created a new public space
for debates on societal topics. This paper applies text mining methods to conduct
stance analysis of on-line debates with the illustration of debates on traditional
Chinese medicine (TCM) at one famous Chinese BBS Tianya Froum. After
crawling and preprocessing data, logistic regression is adopted to get a domain
lexicon. Words in the lexicon are taken as features to automatically distinguish
stances. Furthermore a topic model latent Dirichlet allocation (LDA) is utilized
to discover shared topics of different camps. Then further analysis is conducted
to detect the focused technical terms of TCM and human names referred during
the debates. The classification results reveal that using domain discriminating
words as features of classifier outperforms taking nouns, verbs, adjectives and
adverbs as features. The results of topic modeling and further analysis enable us
to see how the different camps express their stances.

Keywords: Stance analysis � Opinion mining � Latent Dirichlet allocation �
Traditional Chinese medicine

1 Introduction

With the development of Internet, people can easily express and exchange their opinions
through on-line forums or social media. It is widely recognized that mining public
opinion from on-line discussions is an important task, which is related to a wide range of
applications. There exist two streams of literature in this domain. One is distinguishing
subjective expressions from factual information [1, 2]. The other is detecting the text
polarity, positive or negative. The bulk of such works have focused on feature selection
[3–5], classifiers optimization [6], and finally improving the precision of classifiers.

Despite the fair amount of studies in the opinion mining domain, there are several
limitations of the existing literature. Firstly, opinion mining and sentiment analysis are
usually used as synonyms, for both fields apply data mining and natural language
processing (NLP) techniques to deal with textual information [7]. However, sentiments
cannot truly represent stances [8]. Secondly, corpora are important for opinion mining.
Many of previous studies used users’ comments1 or news2 as corpora. Unlike those

1 http://www.cs.cornell.edu/people/pabo/movie-review-data/.
2 http://mpqa.cs.pitt.edu/.
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corpora, the debates on societal problems on Internet are more diverse and conversa-
tional. They are highly contextualized, depending on rich background of shared
knowledge and assumptions. Thirdly, previous researches on opinion mining mostly
depended on existing lexicons, or generated lexicons by seed words [9]. The lexicons
or the seed words came from people’s experiences. While one word may have opposite
meanings within different contexts. Fourthly, some previous studies focused on auto-
matically determining the stance of a debate participant [10–13]. There are limited
researches on how people express their different perspectives towards an issue.

In this paper we focus on stance analysis of debates rather than sentiment analysis.
There are two camps of people by their attitudes towards traditional Chinese medicine
(TCM). Some people take the “abolishing TCM” stance. In their opinion TCM should
be abolished from the national health system. Other people take the “preserving TCM”
stance and insist that TCM should be preserved. The debate started since the modern
medicine entered into China. The discussion on TCM is always 2-paralyzation that is
correlated to culture, philosophy, history and economy. Now Internet provides a public
space for people to voice and exchange their opinions on societal hot spots and the
livelihood issues. We select on-line discussion on TCM as our corpus since it enables
us to understand different perspectives of debates on TCM directly from the public.
Considering the context of the debate, we use logistic regression to generate dis-
criminating words relevant to TCM. Latent Dirichlet allocation (LDA) is utilized to
generate topics of the two camps. We try different ways to capture how people from
different camps express their viewpoints.

The rest of the paper is organized as follows. Section 2 describes related work.
Section 3 discusses our corpus in more details and describes the preprocessing of data.
Section 4 presents our stance classification experiments, including two policies of
feature words selection. Section 5 describes topics of the two different camps.
Section 6 describes further analysis to detect the focused technical terms of TCM and
human names referred during the debate. Conclusions are presented in Sect. 7.

2 Literature Review

To some extent, stance analysis is related to arguing or debate. Somasundaran and
Wiebe [10] from University of Pittsburgh explained that “arguing is a type of linguistic
subjectivity, where a person is arguing for or against something or expressing a belief
about what is true, should be true or should be done in his or her view of the world”.
They focused on automatically determining the stances of debate participants with
respect to a particular issue. In their research, they used the MPQA (Multiple-
Perspective Question Answering) corpus to get arguing lexicon for debate. They
combined the arguing lexicon and sentiment lexicons as opinion features to discriminate
the debate stances and improved the precision of the classifier. Anand et al. [12, 13] from
University of California Santa Cruz, taking debates from open debating websites
“ConvinceMe.net” and “4forums.com” as corpora, tried a variety of features to get one’s
stance within debate, such as repeated punctuation, syntactic dependency, posts per
author, words per sentence, etc. Their research illustrated that subjective expressions
varied across debates.
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Stance classification, by recognizing politically oriented polarity in texts, can be
widely applied in political domain. Tikves et al. [14, 15] from Arizona State University
research on profiling Islamic organizations’ ideology and activity patterns along a
hypothesized radical/counter-radical scale. They utilized ranked perspectives to map
Islamic organizations in UK and Indonesia on a set of socio-cultural, political and
behavioral scales based on their web corpus. Gryc and Moilanen [16] focused on
modeling blogosphere sentiments centered around Barack Obama during the 2008 U.S.
presidential election. Lin et al. [17] used statistical models to identify perspectives
about “Palestinian” or “Israeli” at the document and sentence levels.

3 Data Collection and Preprocessing

3.1 Debate on TCM at BBS

Because of anonymity, bulletin board systems (BBS, in this paper as “forum”) are good
platforms for Internet users to freely express their opinions. Tianya Forum is one of the
most popular Chinese BBS sites and there are many hot posts on TCM at Tianya
Forum. Some of these posts are listed in Table 1 [8]. In this paper we take the hottest
post “2822432” as our corpus.

3.2 Preprocessing of Data

Firstly, we label the replies by user IDs’ stances. There are 4890 authors (user IDs) who
participate the debate. 267 authors who have replied more than 5 times are chosen and
their stances are manually labeled. There are 84 authors who hold “abolishing TCM”
stance and 183 authors who hold “preserving TCM” stance.

Secondly, we preprocess the labeled replies as follows:

(1) Remove replies with no texts.
(2) Filter out urls.
(3) Segment words with the ICTCLAS tool3, keep the user ID names and technical

terms of TCM as reserved words. We use a TCM terminology dictionary from
Sougou Cell dictionary4 which contains 28428 TCM technical terms.

(4) Remove stop words (such as “oh”) from the bag of words and words with only
one character.

Table 1. Hot posts about TCM at Tianya Forum

Post-ID Replies Participants Start time End time

2822432 117318 4890 2012-10-16 2013-11-29
2121178 36592 5522 2011-03-21 2015-01-24
2317943 33547 6067 2011-11-12 2015-01-24

3 http://ictclas.nlpir.org/.
4 http://pinyin.sogou.com/dict/detail/index/20664.
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4 Stance Classification

4.1 Features and the Classifier

Lin et al. [17] observed that people from different perspectives seemed to use words
with different frequencies. For example, a participant who talks about “child” and “life”
at an abortion debate is more likely from an against-abortion side, while someone who
talks about “woman”, “rape” and “choice” is more likely from a for-abortion side. To
automatically distinguish the stances of the participants, either support or oppose, in
this paper we use logistic regression to get the stance feature words. The process is as
follows.

(1) Calculate the frequencies of the words appeared within a reply;
(2) Create a term-document matrix of frequencies. In our research terms mean words,

documents mean replies;
(3) Label the replies’ stances with “1” and “−1”, “1” means “preserving TCM” and

“−1” means “abolishing TCM”;
(4) Use the MATLAB implementation of the SLEP package5 to run the logistic

regression. The vector of labeled stances and the term-document matrix are inputs,
and the vector of words’ coefficients is the output;

(5) Filter words with a threshold of absolute coefficient 0. Words with positive
coefficients are chosen as “preserving TCM” feature words, and words with
negative coefficients are taken as “abolishing TCM” feature words;

(6) Take the selected words as features, use the “e1071” package6 in R to train a
support vector machine (SVM) model to predict replies’ stances.

Adjectives words were employed as features in opinion mining, as many researches
on subjectivity detection revealed a high correlation between adjectives and sentences
subjectivity [18]. Benamara et al. [19] demonstrated that features with both adjectives
and adverbs outperformed features with only adjectives. Subrahmanian and Reforgiato
[20] added verbs to feature words besides adjectives and adverbs. Turney and Littman [9]
proposed a new method to get the semantic orientation of words by using adjectives,
adverbs, verbs and nouns. In this paper, we select words including all the nouns,
adjectives, adverbs and verbs in the corpus as a baseline.

Pang et al. [6] employed three machine learning methods to determine whether a
review was positive or negative. The results showed that SVM model outperformed
Naive Bayes and maximum entropy classifier. So we approach the classification work
by using SVM. Figure 1 shows the experimental process of the paper.

4.2 Results and Discussions

After preprocessing, 44940 replies are labeled “preserving TCM” and 28646 replies are
labeled “abolishing TCM”. To avoid the imbalance problem, we randomly sample

5 http://www.yelab.net/software/SLEP/.
6 http://cran.r-project.org/web/packages/e1071/.
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10000 “abolishing TCM” replies and 10000 “preserving TCM” replies. To guarantee
enough text information in the replies, we select replies with more than 15 characters.
We randomly split the data into training set and predicting set, each set respectively
contains half of the sample data.

By logistic regression, each word has a coefficient contributing to stance towards
TCM. With the threshold of absolute coefficient 0, we get 2879 discriminating words
from 23441 words, including 1288 words with positive coefficients (related to “pre-
serving TCM” stance) and 1491 words with negative coefficients (related to “abol-
ishing TCM” stance). Table 2 lists top 15 discriminating words from both stances.

Fig. 1. The experimental process with different policies of feature selection

Table 2. Top 15 discriminating words in each camp

Preserving TCM Abolishing TCM
No. Original

Chinese
words

English translation No. Original
Chinese
words

English translation

p1 反中医 Opposition to TCM a1 郎中 Quack doctor
p2 正义 Justice a2 中医粉 TCM fans
p3 儿童 Children a3 博大精深 Vast
p4 废除 Abolish a4 虫草 Cordyceps
p5 先生 Doctor a5 巫医 Witch doctor
p6 小学 Primary school a6 粪坑 Cesspit
p7 西医 Western medicine a7 愚昧 Ignorance
p8 不要脸 Shameless a8 禽流感 Avian influenza
p9 天理 Justice a9 网友 Internet users
p10 根本 Fundamental a10 特别 Special
p11 而已 Only/nothing more a11 国人 Compatriots
p12 中西 Chinese and Western a12 人中黄 Pulvis glycyrrhizae

Praeparatus
p13 救死扶伤 Heal the wounded

and rescue the
dying

a13 质疑 Doubt

p14 一直 Always a14 养生 Health
preservation

p15 无效 Ineffectiveness a15 郎中 Quack
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Table 3 shows the experiments’ results. 15669 words including adverbs, adjectives,
verbs and nouns are selected. Using our domain discriminating words as features, the
precision of the SVM model predicting the stances of replies is 63.13 %. Using the
adverbs, adjectives, verbs and nouns as features, the precision of the SVM model is
51.18 %.

Shen et al. [21] attempted to identify perspectives of TCM. They collected Sina
Weibo users whose tags contain their given TCM related words, crawled down these
users’ tweets and labeled the tweets “supporting TCM” and “opposing TCM”. The
differences between their research and ours are as follows. Firstly, their corpus is
selected from Weibo posts and the length of the posts are limited in 140 characters. Our
corpus is selected from Tianya Forum and there is no limitation of the length of the
replies. So authors can fully express themselves. Secondly, their data are imbalanced,
including 40,888 “supporting TCM” posts and 6,975 “opposing TCM” posts due to
their biased data collection policy. We sample our data unbiased from the replies.
Thirdly, there is no interaction between their subjects from Weibo while our subjects
from Tianya Forum reply to the seed post or others’ replies. Our corpus from Tianya
Forum is more “discussion” oriented.

5 Topic Analysis Based on Camps

Latent Dirichlet allocation (LDA) is a topic model to generate topics of a group of
documents based on the words of the documents [22]. We utilize LDA on the “pre-
serving TCM” replies and the “abolishing TCM” replies to get more details to see how
the opposite camps express their stances.

Table 4 shows the ten topics from the “preserving TCM” replies. We list the top
15 words of each topic. We label the topics by words distributed in the topic. There are
mainly five groups of topics from the “preserving TCM” stance holders. Firstly, people
in this camp doubt the motivation of the “abolishing TCM” stance holders. In their
standpoint, the “abolishing TCM” stance holders are traitors of the traditional culture
(e.g., Topics p1 & p3). Secondly, they mention TCM which can actually treat some
diseases (e.g., Topics p7 & p10). Thirdly, they list some health preserving theories in
TCM (e.g., Topics p4, p5 & p9). Fourthly, they use the national policy and the
curriculum setup in colleges and universities to demonstrate the scientific nature of
TCM (e.g., Topics p2 & p8). Additionally, rude Internet behaviors appear during the
debate (e.g., Topic p6).

Table 5 shows the ten topics from the “abolishing TCM” replies. There are mainly
five groups of topics from the “abolishing TCM” stance holders. Firstly, people in this

Table 3. The comparison of two feature selection policies for SVM classifier

Selection policies of feature words Feature words Precision

Adverbs, adjectives, verbs and nouns 15669 51.18 %
Domain discriminating words 2879 63.13 %
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camp doubt the rationality of TCM, especially the theories of yin-yang and five ele-
ments, feeling the pulse and acupuncture points (e.g., Topics a6, a7 & a9). Secondly,
they emphasize that some TCM contain abnormal materials even materials with toxi-
city (e.g., Topics a3 & a8). Thirdly, they list some pseudo TCM experts or some people
related to illegal practice of medicine (Topic a1), in their opinion we should discard the
dross of traditional things (e.g., Topic a2). Fourthly, they introduce the modern med-
icine, for example the virus theory (e.g., Topic a4). Additionally, rude Internet
behaviors also appear in this camp. Some of the “abolishing TCM” stance holders write
doggerel to express their opinions (e.g., Topics a5 & a10).

6 Further Analysis Based on Camps

In Sect. 4, discriminating words are generated by logistic regression. In Sect. 5, topics
from respective camps are generated by topic modeling. For the context of TCM, we
focus on the TCM technical terms in this section. Taking the TCM terminology dic-
tionary from Sougou Cell dictionary7 with 28428 TCM technical terms as reserved
words, and filtering out other words, we do logistic regression to get more details of the
debate.

Table 4. Topics from “preserving TCM” replies

No. Topics Words related to topics

p1 Motivation of
“abolishing TCM”

科学 西医 没有 人类 真理 生命 创新 先生 实验 技术 癌

症 能够 转基因 神经 理论

p2 Curriculum setup in
colleges

西医 知道 没有 骗子 治病 医学 废除 西药 骗人 东西 理

论 大學 否定 反对 中醫藥

p3 Water army 人士 问题 理解 没有 智商 证明 不能 中药 回答 事实 认

为 逻辑 青蒿 实践 天涯

p4 Health preserving
theory

人體 方法 疾病 患者 沒有 可能 科盲 请问 血氣 网友 中

醫 能力 血液 水平 能量

p5 TCM theory 理论 实践 科学 医学 中医 经络 研究 方法 人体 物质 发

展 疾病 存在 系统 认识

p6 Rude Internet
behaviors

中药 中医 智商 知道 证明 儿童 出来 砒霜 逻辑 东西 板

蓝根 告诉 孙子 承认 无效

p7 TCM with good
effectiveness

不能 治愈 患者 高血压 血压 大气 甘草 山药 饮食 人参

医学 大便 疗程 知母 下陷

p8 National policy 中医 中医药 国家 医学 中药 医药 医疗 发展 结合 文化

临床 全国 研究 我国 社会

p9 Health preserving
theory

治疗 药物 西药 西医 抗生素 疾病 使用 人体 病人 病毒

作用 引起 出现 没有 导致

p10 Specific examples 医院 医生 病人 没有 患者 治疗 时间 检查 手术 知道 时

候 问题 结果 情况 认为

7 http://pinyin.sogou.com/dict/detail/index/20664.
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With the threshold of absolute coefficient 0.2, we get 562 discriminating words
from 1049 words, including 305 words with positive coefficients (related to “preserving
TCM” stance) and 257 words with negative coefficients (related to “abolishing TCM”
stance).

Table 6 lists 12 TCM technical terms with high absolute coefficients from “pre-
serving TCM” perspective. “Preserving TCM” stance holders always mention the TCM
theories and philosophies (e.g., Nos. tp1, tp4 & tp7) and the specific medicines which
are well known can actually treat some disease (e.g., Nos. tp6 & tp12).

Table 7 lists 12 TCM technical terms with high absolute coefficients from “abol-
ishing TCM” perspective. “Abolishing TCM” stance holders have mainly four groups
of technical terms. Group one (e.g., Nos. ta1, ta7, ta8 & ta11) contains those specific
abstract conceptions which are difficult to be explained and understood. Group two
refers to medical prescriptions contains abnormal materials (e.g., Nos. ta6, ta12) or
materials with toxicity (e.g., No. ta4). Group three (e.g., No. ta4) explains that patients
may recover themselves. Group four (e.g., Nos. ta3 & ta9) mentions acute diseases
which cannot be cured by TCM.

Similarly, we use human names appeared in the corpus to do logistic regression
because people usually quote others’ sayings or list some human names related to
famous events to support their stance in debates.

With the absolute threshold of absolute coefficient 0.2, we get 100 discriminating
words from 7459 names, including 48 human names with positive coefficients (related
to “preserving TCM” stance) and 52 human names with negative coefficients (related to
“abolishing TCM” stance).

Table 5. Topics from “abolishing TCM” replies

No. Topics Words related to topics

a1 Pseudo TCM experts 医院 没有 国家 医疗 行医 中医药 医生 工作 大学 患

者 记者 部门 误诊 医学 国际

a2 Reject the dross 问题 世界 东西 祖先 历史 病人 人类 作为 体系 废除

作用 选择 接受 结合 五行

a3 Toxicity of TCM 方法 实验 服用 问题 植物 临床 副作用 毒性 研究 标

准 朱砂 含有 动物 毒副作用

a4 Virus theory 研究 原因 禽流感 药物 引起 预防 结果 细菌 医学 方

法 检查 死亡 治愈 临床 抗生素

a5 Doggerel 天涯 问题 治病 地方 老子 教养 看到 喜欢 水平 说明

世界 缺乏 相信 支持 浪费

a6 Theory of yin-yang and
five elements

解释 认为 方法 知识 思想 文化 发展 真理 基础 不能

存在 检验 事物 社会 错误

a7 Feeling the pulse and
acupuncture points

告诉 逻辑 养生 证据 傻子 时候 人们 能够 算命 事实

是不是 可能 承认 请问 不能

a8 Strange prescriptions 阴阳 垃圾 方子 回答 月经 明白 人中黄 解释 乾坤 听

说 试试 五行 狗屁 不止 看到

a9 Scientific nature of TCM 认为 臆想 概念 五脏 心脏 循环 研究 致病 脏腑 解剖

六淫 组成 胃肠 阴阳 作用

a10 Rude Internet behaviors 医院 网友 手术 粉丝 结合 针灸 没有 疗效 遇到 寿命

治愈 仪器 重病 医治 神医
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Tables 8 and 9 show 8 human names from each side of the debate by decreasing
rank of their absolute coefficients. These human names (e.g., Nos. na1, na2 & na6) are
well known to the pubic because they are pseudo experts or related to illegal practice of
medicine. The historical figures (e.g., Nos. na4 & na5) are famous TCM practitioners in
ancient China. The man (No. na7) is a western medicine doctor who made contribution
for conducting epidemic prevention work in the 1910s. In the “preserving TCM” camp,
there are mainly two groups of human whose names are referred. Group one (e.g., Nos.
np1, np2, np3 & np7) are government administers who support TCM. These people in
group 2 (e.g., Nos. na5 & na6) are doctors. Some journalists’ names (e.g., Nos. na3 &
np8) outperform as their newspaper articles supporting opposite stance are mentioned
for many times. Some user IDs of Tianya Forum are referred because they are active
participants during the debate (e.g., No. np4).

Table 6. 12 discriminating technical terms from “preserving TCM” stance

No. Original Chinese words Note

tp1 辩证施治 TCM philosophy
tp2 卒中 Illness
tp3 风热 Illness
tp4 脏腑学说 TCM theory
tp5 体外 TCM conceptions
tp6 桂枝汤 (Guizhi Decoction) TCM prescription
tp7 奇经八脉 TCM theory
tp8 猪脑 TCM prescription
tp9 胃气 Illness
tp10 球后 A specific acupuncture point
tp11 实热 Illness
tp12 金匮要略 An ancient book about TCM

Table 7. 12 discriminating technical terms from “abolishing TCM” stance

No. Original Chinese words Note

ta1 六淫 TCM conception
ta2 康复医学 Rehabilitation medicine
ta3 肠痈 A kind of acute disease
ta4 缓解期 Remission stage
ta5 阅读障碍 Illness
ta6 齿垢 (Denticola) TCM prescription
ta7 清热解毒 TCM conception
ta8 肝肾阴虚 Illness
ta9 脑出血 (hemorrhage) A kind of acute disease
ta10 轻粉 A specific TCM
ta11 口舌生疮 Illness
ta12 人中黄 TCM prescription
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7 Conclusions

This study explores a stance mining problem about a debate on societal issue TCM. We
select one hot post on TCM from one of the most influential Chinese BBS, Tianya
Forum, and automatically determine the replies’ stances about TCM. Our results show
that logistic regression can effectively select domain feature words and identify replies’
stance with precision of 63.13 %, outperforming the SVM model using adjectives,
adverbs, verbs and nouns as features.

Secondly, our topic modeling by LDA reveal that the emphases of the two camps
are different during the debate. The “preserving TCM” stance holders concern the
motivations of the other camp, the effectiveness of the TCM, etc. The “abolishing
TCM” stance holders doubt the scientific nature and the rationality of TCM, introduce
the modern medicine, and condemn the illegal medical practice relevant to TCM.

Thirdly, our further analysis verifies meanings of specific discriminating words
present during the debate by logistic regression. The details of the concerned technical
terms and human names in the different camps let us see how people express their
viewpoints and perspectives during the TCM debate.

This paper provides an example for future research designed to explore stances on
societal issues. In the future, we will do more study on identifying stance by interac-
tions within debate and how opposing perspectives and arguments are put forward
during debates.

Table 8. 8 discriminating human names from “preserving TCM” stance

No. Human names Note

np1 王国强 One government administer
np2 钱信忠 One government administer
np3 李斌 One government administer
np4 施正义 One active User ID during the TCM debate
np5 倪建俐 One doctor
np6 王拥军 One doctor
np7 温家宝 Former Prime Minister
np8 魏敏 One journalist

Table 9. 8 discriminating human names from “abolishing TCM” stance

No. Human names Note

na1 张悟本 One pseudo health expert
na2 闫芳 One pseudo Tai Chi and Kung Fu expert
na3 孙国根 One journalist
na4 华佗 One famous TCM practitioner in ancient China
na5 孙思邈 One famous TCM practitioner in ancient China
na6 胡万林 One pseudo health expert
na7 伍连德 One western medicine doctor
na8 刘海若 One journalist of a television station
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Abstract. Many linguists claim as many as half of the world’s nearly 7,105
languages spoken today could disappear by the end of this century. When a
language becomes extinct, communities lose their cultural identity and practices
tied to a language, and intellectual wealth. Preservation of endangered languages
is a critical but challenging effort. A language is not preserved and revitalized by
just documenting, archiving and developing shared resources. The revitalisation
is highly dependent on the learning and usage of the language. Most current
systems and approaches do one or the other. There are few systems or approaches
that interweave preservation with learning. The purpose of our research is to
architect a language revitalisation system that (a) leverages and integrates crowd-
sourced collective intelligence approaches with knowledge management
approaches to (b) capture, curate, discover, and learn endangered languages. We
propose and implement an generalisable architecture that can support any
language revitalisation effort in terms of capture, curate, discover, and learn. The
validity of the research was tested by implementing the system to support Te Reo
Maori and Vietnamese. Furthermore, we evaluate the concepts, processes, archi‐
tecture, and implementation using a number of mechanisms.

Keywords: Language revitalisation · Crowd sourced · Social media · Knowledge
management · Endangered languages · Collective intelligence · Mobile apps

1 Introduction

Many researchers predict that 90 % of the world’s 7000 plus languages will become
extinct or endangered within the next hundred years [1]. The decline of languages is due
to many factors such as the globalization of culture, increase in development of web and
communication technologies, and global commerce. These factors are influencing the
movement towards dominance of a limited number of languages.

There has been a lot of research and development to support language documentation
and revitalisation efforts. The graph in Fig. 1 illustrates current availability of systems
and the problem and research gap. The y-axis shows systems that cater for language
documentation and x-axis refers to systems that are available for language learning. The
z-axis presents the platform of systems – desktop or mobile. There are many desktop
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applications focused towards language documentation such as capture and curation of
languages (green zone in Fig. 1) but barely available on mobile applications. Further‐
more, there are many applications for language learning both in desktop and mobile
platforms (green zone in Fig. 1). The problem and research gap (yellow zone in Fig. 1)
is that there is no integrated system that holistically integrates key language revitalisation
components - capture, curate, retrieve and learn on a mobile platform.

Fig. 1. Problem and research gap (Color figure online)

This research (yellow zone) tries to address the practical and research problems by
exploring language revitalisation, collective intelligence and knowledge management
approaches on mobile platform to capture, curate, discover and learn endangered
languages anytime anywhere. Moreover, we postulate that contributors will help
learners learn the language through capturing and curating data and learners will even‐
tually become contributors themselves. In the following section we will briefly discuss
the current state of endangered languages and how collective intelligence can be leverage
to revitalize endangered languages.

1.1 Endangered Languages and Language Revitalisation

During the past 30 years extensive literature has been published on Language Revital‐
isation [2–7]. The languages are disappearing at a frightening rate. Crystal [8] estimates
that an average of one language every 2 weeks may disappear over the next 100 years.
Moreover, only approximately 600 languages may survive that have more than 100,000
speakers [2]. Hence, language revitalisation efforts need to be made to save languages
and the culture and intellectual wealth embedded within.

Language revitalisation is to reverse the decline of a language or to revive an extinct
language. Language revitalisation is also referred to as Reversing Language Shift (RLS)
[3]. Language shift is the process when an individual or community language shifts from
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one language (generally their indigenous language) to another language. Taking essen‐
tial measures to counter language shift is known as fostering language maintenance and/
or language revitalisation [9].

Language revitalisation of endangered languages is essential to preserve linguistic
and cultural diversity in world. In 1991, Joshua Fishman proposed an eight-staged
system of reversing language shift which involves assessing the degree to endangerment
of the language to identify the most effective method of assisting and revitalizing the
language [3]. Therefore, the goals of a language revitalisation program should be set
according to the current vitality of the language.

There are many proposed models for language revitalisation. To revitalize a
language, just documentation is not sufficient, but we need to adopt or develop techni‐
ques of disseminating it to the community [10]. Hinton and Hale [11] in the “The Green
Book” identify the five main categories for revitalisation as (1) school-based programs;
(2) children’s programs outside the school (after-school programs, summer programs);
(3) adult language programs; (4) documentation and materials development; and (5)
home-based programs [7, 11–13]. In the subsequent section, we briefly describe how
collective intelligence and knowledge management fundamentals can be used to revi‐
talize languages.

1.2 Language Revitalisation Using Collective Intelligence

Collective intelligence is the ability for different individuals to come together and form
a group with the intention to share a common line of thought [14]. Social media is a key
enabler towards collective intelligence. Social media refers to an interaction among
individuals and groups where the participants are involved in the creation, sharing and
exchange of information, ideas and data in a virtual community as well as networks [15].
The role played by individuals communicating in the past was not dynamic; the
consumer audience and communicator were distinct groups. At present the consumers
actively create, publish, produce and broadcast in the autonomous form that a platform
facilitates [16]. Hence, social media concepts are optimal to apply in modern commu‐
nications and interactions.

Collective intelligence dwells on three key principles that include cooperation, coor‐
dination and cognition [17]. Using these key principles, harnessing collective intelli‐
gence enables individuals and groups to solve practical problems. Most of the indigenous
languages currently do not have presence in digital and social spaces. Currently there
are limited indigenous language revitalisation oriented applications available for ubiq‐
uitous devices. Such applications do not allow user to holistically carry out key language
documentation and learning function such as capture, curate, share, access, learn and
multiple user collaboration. They are mainly focused as (1) Reference tools such as
dictionaries, phrases, and stories; (2) Language learning based on already documented
information (e.g. Go Vocab, Hika Explorer, Duo Lingo); (3) Capture limited data such
as audio but do not allow sharing (e.g. Ma Iwaidja, Duo Lingo); (4) No curation process
of user documented information; and (5) Do not facilitate collaborative user engagement
towards language revitalisation.
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In this research we explore how to leverage concepts of collective intelligence to
save endangered languages. If a crowd sourced approach is employed using ubiquitous
devices among the indigenous population, then the workload of language revitalisation
is distributed. Moreover, design, develop and implement systems that can be used to
mitigate the loss of languages, preserve and revitalize the affected languages.

2 Research Methodology

The primary aim of this research is to design and implement a system. The word
“Design” means “to create, fashion, execute, or construct according to plan” [18].
Therefore, it is best to discover through design and adapt a multi-methodological
approach to conduct this design science research [19]. For this study, Nunamaker’s [20]
multi-methodological approach for information systems research (ISR) will be adapted
to propose and develop various artefacts. Moreover, the criteria for the design science
artefacts proposed by Nunamaker et al. [20] and Hevner et al. [21] will be followed
throughout the study.

The adapted multi-methodological approach is a practical way of designing and
implementing a system. It consists of four research strategies/phases - observation,
theory building, systems development and experimentation as illustrated in Fig. 2. The
phases are not in any particular order but they are all mutually connected to support
creation and validation of a system with multiple iterations. As this research focuses
mainly on design and implementation of a system, the proposed approach will follow
the sequence of observation, theory building, system development, and experimentation.
As research progresses through each phase, the artefacts will be refined and generalised
as depicted in Fig. 2. Generalisation of the artefacts is the centre focus of this research.

Fig. 2. Research methodology
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Observation: The observation of existing literature and systems helps bring clarity to the
research domain. We examined existing academic literature on language revitalisation and
review existing applications that are available for indigenous languages. The outcome was
comparison of existing applications available for language revitalisation [22].

Theory Building: This consists of adapting and developing ideas and concepts, creation
of conceptual models, processes and frameworks. The proposed theories will help
conceptualize a generic system that supports a crowd sourced approach towards
language revitalisation including Te Reo Māori, Vietnamese and non-Roman languages.
The outcomes were: conceptual concepts, models, processes, frameworks and architec‐
tures for crowd sourced knowledge management driven approach towards language
revitalisation [22, 23].

Systems Development: The proposed concepts, models, processes, frameworks will
enable us to design and implement a holistic crowd sourced knowledge management
system to capture, curate, discover and learn Te Reo Māori which supports dialect
variations and media such as words, phrases, imagery, poetry, proverbs and idioms that
are common as well as specific to a particular tribe or family [22, 23]. This system is
described in Sect. 3. The development of the Te Reo Māori revitalisation system will
help demonstrate feasibility of the system for other endangered languages. The outcomes
include Save Lingo – a crowd sourced knowledge management system to revitalize Te
Reo Māori, Learn Lingo games (Flash cards and hangman) and a refined architecture
and implementation.

Evaluation: Once the system is developed, we will adopt various evaluation mecha‐
nisms to validate and refine purposed theories (concepts, models, processes, frameworks
and architectures) and to enhance and generalise our systems namely Save Lingo and
Learn Lingo. Development is an iterative process and the issues identified during exper‐
imentation will lead to further refinement or creation of design artefacts. The evaluation
plan is described in Sect. 5.

Fig. 3. Framework of common design elements
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Generalisation: The generalisation of concepts, models, processes, frameworks, archi‐
tectures and systems is an ongoing process to make each of the artefacts applicable to
all languages. The Framework of Common Design Elements as shown in Fig. 3 will be
language independent. Initial implementation will be for Te Reo Māori, followed by
Vietnamese, and then a non-Roman language such as Arabic. This will help us generalise
our artefacts to a level that they are adaptable for majority of the languages.

3 Design and Implementation of Language Revitalisation for Te
Reo Māori – Save Lingo and Learn Lingo

The synthesis of academic literature on collective intelligence, social media, knowledge
management, ubiquitous systems and language revitalisation and analysis of current
language systems led to the creation of the holistic crowd sourced model to revitalize
endangered languages as illustrated in Fig. 4 [1, 11, 24–27]. It has five states are capture,
curate, discover, learn and share. The capture stage allows contributors to capture words,
phrases, idioms, stories and songs as text, audio, image or video in different dialects.
The curate stage allows nominated experts approve, reject or modify captured records
by wider audience. The discover stage allows wider community to access curated words,
phrases, idioms, stories and songs. The learn stage facilitates using the curated data for
the creation of interactive games such as Flash cards, hangman and more. While discov‐
ering and learning the language, users can share knowledge through social networks to
promote the use of language.

Fig. 4. Key concepts and processes to revitalize endangered languages

3.1 Governance Model of Records

The maintenance of data quality is essential when it comes to documenting and
preserving knowledge of the language. The proposed governance model depicted in
Fig. 5 illustrates the various stages a record can be in. Initial state of the record is
captured. Once it has been approved by more than two expert users, it is considered to
be curated and becomes discoverable to wider audience. If the record has been rejected
more than being accepted, then its status is changed to rejected and is hidden to wider
public.
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Fig. 5. Governance model of records within Save Lingo

3.2 Activity Diagram – Capture Function

In order to implement key use cases of the system [22], we need to better understand
the flow of activities associated with the function. The high level activity diagram of
capture functionality is illustrated in Fig. 6. It shows the interaction between the user
and system to add a new record or add to an existing record available in the database.

Fig. 6. Activity diagram of capture function
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3.3 Implementation of Save Lingo App for Te Reo Maori

Te Reo Māori (Māori language) is the native language of New Zealand’s native popu‐
lation. It is considered to be endangered language with decreasing number of active
speakers [28]. A prototypical implementation of the language revitalisation system
(Save Lingo) for te reo Māori in displayed in Fig. 7. The Save Lingo system has been
described in detail in the book chapter - Design and Implementation of Socially Driven
Knowledge Management Systems for Revitalizing Endangered Languages [22]. The key
features include (1) User personalization and registration, (2) Ability to capture content
in various formats, (3) Curation function for content governance, (4) Discover content
that has been curated, (5) Sharing via social media to encourage use of the language,

Fig. 7. Screenshots of Save Lingo app for Te Reo Māori
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and lastly (6) Social Gamification via Google Play to enhance user experience and
competition to help promote the language within the community.

4 Generalisation of Save Lingo to Other Languages Namely
Vietnamese

In order to test the generalisability of the Save Lingo architecture, framework and
system, we implemented the app for Vietnamese. Initially the system was developed
specifically for Te Reo Māori which catered for language documentation functions such
as capture and curate. Version 2.0 of the application was enhanced to include the ability
to access/discover records that have been captured and curated. Furthermore, we incor‐
porated social media integration, leader boards and gamification concepts. Once the
application was fully functional we wanted to generalise the system so that it can be
used to preserve and revitalize other endangered languages.

To facilitate multiple languages in future, major code refactoring of the app codebase
as well as web services was required. Initially the web services were developed in PHP
and database was in MySQL. During the refactoring phase, the web services/APIs were
rewritten in ASP.NET and database was migrated to Microsoft SQL Server. To ensure
the scalability of storing images, audio and video files, the system was integrated with
Dropbox infrastructure. The files are stored on Dropbox, and only the reference to the
file is stored in the Microsoft SQL database.

After making the necessary changes, the app was implemented to support English-
Vietnamese. The app was presented at Ton Duc Thang University in Ho Chi Minh City,
Vietnam on 20 March 2016. The audience were native speakers of Vietnamese, students,
designers, academics and architects of information systems. The feedback from them
was positive and constructive. The feedback was taken on board and has been incorpo‐
rated into Save Lingo version 3.0 app displayed in Fig. 8.

Fig. 8. Screenshots of the generalised Save Lingo 3.0 app for Vietnamese language
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5 Evaluation

Our research on language revitalisation systems has produced a number of artefacts.
These artefacts include conceptual model, processes, frameworks, high level and
detailed level architectures, and save lingo and learn lingo systems. To validate them,
we adopted a variety of evaluation methods in our research methodology design. A
summary of these evaluation methods is provided in the Table 1.

Table 1. Evaluation methods

Evaluation method Description
Architecture analysis Assessing the fit of Save Lingo frameworks

and architectures into technical IS architec‐
tures

Prototyping Validating the proposed theory of holistic
crowd source approach for language revi‐
talisation through system implementations

Generalisability Implement Save Lingo into multiple
languages – Te Reo Māori, Hawaiian, and
Non-roman script (Arabic)

Static analysis Examining the prototype at unit, technology,
and system levels

Functional testing Testing how the key functionalities of the
prototype - capture, curate, discover, learn,
and share

Structural testing Testing the internal structure of the prototype
Computer simulations Testing and executing the prototype and key

functionalities with artificial data
Case study Apply proposed artefacts to various

languages, namely Te Reo Māori and Viet‐
namese to examine the application of the
holistic crowd sourced processes and the
prototype

Illustrative scenarios Demonstrating how the prototype supports the
key language revitalisation processes –
capture, curate, discover, learn and share

Expert evaluation Presenting, publishing and validating our
research artefacts through peer (system,
domain and academic experts) reviewed
sessions, seminars, conferences and jour‐
nals

In order to assess the validity of the research artefacts, one or more evaluation
methods were employed according to the nature and evaluation requirements of the
research artefact. Table 2 presents the summary of our research artefacts and their
selected evaluation methods.
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Table 2. Research artefacts and evaluation methods

Artefacts Definition Model Processes Features Frameworks Architecture Prototype
Architecture analysis � �

Prototyping � � � �

Generalisability � � � � �

Static analysis �

Functional testing �

Structural testing �

Computer simulations �

Case study � � �

Illustrative scenarios � � �

Expert evaluation � � � � � � �

Significant mechanisms were used to evaluate the generalisability of this research.
Whether our concepts, processes, framework, architecture, and implementation would
be applicable to many languages. We have successfully implemented the system to
support Te Reo Maori and Vietnamese. Since both these languages are based on the
Roman script the challenges of generalisation were moderate. Implementation of Save
Lingo and Learn Lingo to non-Roman scripts will help further generalise our concepts.

6 Conclusion

The rapid disappearance of vital knowledge and culture embedded within languages, as
well as the limitation of current systems and approaches motivates this research to design
and implement a holistic crowd sourced knowledge management approach to revitalise
endangered languages. The primary contributions of this research are towards endan‐
gered language revitalisation. We have so far implemented the crowd-sourced language
revitalisation system to save and learn Te Reo Māori and Vietnamese. The Save Lingo
system has further been generalised to support non-Roman script languages including
Arabic, Chinese, Hindi, Urdu and more. We have also evaluated the system using ten
mechanisms that range from architectural analysis to functional testing to expert testing.
The validated concepts, models, processes, framework, architecture, and implementa‐
tion could potentially contribute to closely related disciplines such as education, linguis‐
tics, computer science and information systems provided in the Table 1.
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Abstract. In this paper, we focus on massive clicking pattern on BBS.
We find that the frequency of clicking volumes on BBS satisfies log-
normal distribution, and both the lower-tail and upper-tail demonstrate
power-law pattern. According to the empirical statistical results, we find
the collective attention on BBS is subject to exponential law instead
of inversely proportional to time as suggested for Twitter [4]. Fur-
thermore we link the dynamical clicking pattern to Geometric Brown
Motion (GBM), rigorously prove that GBM observed after an exponen-
tially distributed attention time will exhibit power law. Our endeavors in
this study provide rigorous proof that log-normal, Pareto distributions,
power-law pattern are unified, most importantly this result suggests that
dynamic collective online clicking pattern might be governed by Geo-
metric Brown Motion, embodied through log-normal distribution, even
caused by different collective attention mechanisms.

Keywords: Geometric Brown Motion · Log-normal distribution ·
Power-law · Collective behaviors over BBS

1 Introduction

Humans complex social behavior patterns are displayed through the cumulative
effects of individual behaviors. One of the most common strategies in study-
ing the social behaviors is to investigate and interpret whether any “pattern”
is presented by fitting observed statistical regularities via data analysis. If the
observed pattern can be described by a model characterized by related social
psychological factors, that means we are close to the mechanisms that generate
the collective regularity. As the main communication and information transmis-
sion tools in Web 1.0 era, bulletin board systems (BBS) and online communities
were the main platforms for online activities in the whole Chinese cybersphere
before 2005. BBS such as Tianya Forum expose digital traces of social discourse
with an unprecedented degree of resolution of individual behaviors, and are char-
acterized quantitatively through countless number of clicks, comments, replies
and updates. Thanks to the different working functional designs, comparing with
c© Springer International Publishing Switzerland 2016
H.T. Nguyen and V. Snasel (Eds.): CSoNet 2016, LNCS 9795, pp. 345–353, 2016.
DOI: 10.1007/978-3-319-42345-6 30
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micro-blogging systems such as Twitter, long-time dynamics of human collective
patterns on BBS are more stably showed out. Here we focus on massive clicking
pattern on BBS. We analyze a large-scale record of Tianya Forum activity and
find that the frequency of clicking volumes satisfies log-normal distribution, and
both the lower-tail and upper-tail demonstrate power-law behavior. Furthermore
we prove that the power-law behavior is caused by collective attention exponen-
tial decay. According to the empirical statistical results, we link the dynamical
clicking pattern to Geometric Brown Motion (GBM), and rigorously provide a
quantitative interpretation for the collective clicking phenomenon on BBS.

2 Data Source

Tianya Forum, as one of the most popular Internet forums in China, was founded
on March, 1, 19991. Till 2015, it was ranked by Alexa2 as the 11th most visited
site in the People’s Republic of China and 60th overall. It provides BBS, blog,
microblog and photo album services. With more than 85 million registered users,
it covers more than 200 million users every month [1]. Tianya BBS, composed of
many different boards, such as Tianya Zatan, entertainment gossip, emotional
world, Media Jianghu, etc. is a leading focused online platform for important
social events and highlights in China. We obtain the data by using automatic
web mining tool - gooSeeker3 and collect 22,760 posts from the Media Jianghu
Board (MJB) of Tianya Forum during the replying time span from 13 June, 2003
to 16 September, 2015. The layout of MJB is shown in Fig. 1. Each post can
be described by a 5-tuple: <title, author, clicking volumes, replying volumes,
and replying time>. The 5-tuple dynamic is the feedback of user community
behavior, and reflects collective online patterns. For example, posting represents
that users release posts and want to be concerned, posting volumes reflect the
active level of MJB, clicking means that visitors are interested in the posts
or reflects the posts attraction level, while replying activities represent that
users have intention to join the collective action compared with simple browsing
(clicking), since replying behaviors indicate joiners have more in-deep thinking
and enthusiasm towards the forum topics.

As for certain title (i.e. topic), the ratio between clicking volume and replying
volume reflects the attention rate of the post and public participation degree.
These cumulative micro individual behaviors (such as the number of posts, clicks
and replies, the ratio between clicking volume and relying volume for each post)
contribute to the global collective patterns, which could be measured by quan-
titative data analysis and modeling methods. Based on the above ideas, in this
study, we take the replying and clicking volumes as the quantitative indexes to
describe online group behaviors in the forum.

1 http://bbs.tianya.cn/.
2 Alexa Internet, Inc. is a California-based company that provides commercial web

traffic data and analytics. https://en.wikipedia.org/wiki/Alexa-Internet.
3 http://www.gooseeker.com/.
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Fig. 1. Layout of Media Jianghu Board

3 The Distribution of Replies

Replying behaviors indicate visitors have more deep thinking and enthusiasm
towards the forum topics. In order to study the pattern of replies, for 22,760
posts, we count each post replying volume. Around 34 % of the total posts, or
6,828 posts have no replies. After removing the no-reply records, we investigate
the posts replying pattern. The statistics result is as shown in Fig. 2.

The inset in Fig. 2 suggests that the replies after taking logarithm follow
exponential distribution, and log-log scale plot demonstrates power law pattern
(take the logarithm for both replies and the corresponding number of posts).
Next we fit the power-law distribution f(x) ∝ xα, x > xmin.

We estimate the lower bound of the power-law behavior xmin, and scal-
ing exponent based on the method described in [2]. We find that when
ln(replying) > 3.4340, or replying volume > 31 (the estimate of the lower bound
of the power-law behavior), the distribution of replies at MJB demonstrates
power-law pattern, and maximum likelihood estimate of the scaling exponent
α = −1.51.

More replying activities represent the users have more active intention to join
the collective action, meanwhile replying volumes show the topics’ attraction
or novelty levels, which means collective attention on MJB can be described
by exponential distribution of replies. It is worth to note that as a function of
time t, based on exponential form novelty decay, we will unify log-normal, Power
law, and Pareto distribution by Geometric Brown Motion (GBM), and provide
rigorous mathematic proofs in next section.
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Fig. 2. The distribution of replies at MJB (the inset gives the actual histograms of
replies after taking logarithm).

We use the replying number of a new post within 24 h as an index to measure
collective attentions for the post. We randomly select 1000 samples from the total
22,760 posts, and average the number of replies in the first 24 h. We plot the
average density distribution of replying volumes in Fig. 3. Different topics attract
different users and show different attention characteristics. However the average
results confirm that the collective attention is subject to exponential law.

According to the observation as shown in Fig. 3, we introduce dt as a function
of time t to account for the novelty decay [3], where dt is defined as dt = λe−λt,
t > 0, λ > 0. Here we set novelty decay dt as exponential form instead of inversely
proportional to time t in Ref. [4], where dt ∝ 1/t is used to describe novelty decay
of collective attentions on Twitter, as Twitter has the properties of instant arriv-
ing and fast transmission. On the contrary, usually with clearly defined title and
no limitation of post length, BBS allow registered visitors to drop comments on
the posts, thus generate interaction and discussion about the topics at hand.
We estimate λ̂ = 0.4888(R2 = 0.965) by nonlinear least squares method accord-
ing to the selected 1000 samples. The empirical observation is not consistent
with [4]. In contrast to BBS, we see Twitter has higher degree of attention as
the new themes released, but the attention level declines more rapidly with the
comparison as shown in Fig. 3(b). At any time of the first 24 h, Twitter users’
attention level decay rate (the derivatives of the curves) is faster than that of
BBS users. The characteristic is more dominant in the first 5 h, the slope kTwitter

is obviously larger than kBBS This result suggests that BBS and Twitter might
have some different collective attention features also demonstrates the focusing
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Fig. 3. Average density distribution of replying on 1000 samples in the first 24 h. (The
curve line is the kernel density estimation)(Color figure Online)

patterns of behaviors emerged from the platforms between Web 1.0 and Web 2.0
are different.

4 The Distribution of Clicking Volume

We measure all the 22,760 posts on MJB with replying time span from 13 June,
2003 to 16 September, 2015. Replying and clicking time accurate to the second.
We count Cq

t the clicking volumes for each post q on the Board at its correspond-
ing replying time stamp t. The replying time stamp t is continuous, Cq

t describes
the collective users’ browsing pattern. At first we analyze all the 22,760 posts
clicking volumes distribution in the given replying time span.

Figure 4(a) immediately suggests that the clicking volumes for the total
N = 22, 760 posts are distributed according to log-normal distribution. Since the
horizontal axis is logarithmically rescaled, the histograms appear to be Gaussian
function. A Kolmogorov-Smirnov normality test of ln(N) with mean 4.94826
and standard deviation 1.4427 yields a p-value of 0.0536 and testing statistic
D = 0.0895, suggests that the frequency of clicking volumes follows a log-normal
distribution. Since p-value is at the critical point of rejection region, we need
to check normal distribution significance further with Quantile-Quantile (Q-Q)
plots. If the random variable of the data is a linear transformation of normal
variate, the points will line up on the straight lines shown in the plots. Con-
sider Fig. 4(c), it is obvious that the empirical distributions are apparently more
skewed than in the normal case. However, we observe that the (logarithmically
rescaled) empirical distributions exhibit normality with the exception of the high
and low end of the distributions. These tail outliers occur more frequently than
could be expected for a normal distribution. We estimate ln(N) = 4.4486 by
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Fig. 4. Clicking volumes distribution on MJB (The solid line in the plots shows the
density estimates using a kernel smoother)(Color figure online)

MLE method, e.g. the average clicking volume is about 86 times for each post,
the result is as shown in Fig. 4(b).

About the tails distributions, we compute both lower tail (clicking volumes
cumulative frequency below a given level) and upper tail (clicking volumes cumu-
lative frequency above a given level) distributions. Figure 5 shows the cumula-
tive frequency (in logarithmic scale) above (a) and below (b) a given level (in
logarithmic scale), and demonstrates the upper-tail power-law behaviors, long
recognized in the laws of Pareto and Zipf.

Fig. 5. Clicking volumes distribution on MJB (The “+” symbol refers to real data,
and solid line in the plots is real data fitting line)

5 The Unified Stochastic Modeling on Users Clicking
Pattern

As observed in Sect. 4, the frequencies of users clicking volumes satisfy log-normal
distribution, in addition, both the lower-tail and upper-tail demonstrate power-
law behaviors. From stochastic processes (Geometric Brown Motion) perspective,
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this paper contains a quantitative interpretation for this collective phenomenon.
Our endeavors will focus on mathematic rigorous proofs why log-normal, Pareto
distributions, lower and upper tails power-law pattern are unified. With the ana-
lytic results of visitors’ clicking records on MJB, our aim is to bridge the results
of theoretical modeling and empirical data analysis. In statistics, the generalized
Pareto distribution (GPD) is a family of continuous probability distributions. It
is often used to model the tails of another distribution. The power law distri-
bution and Pareto distribution (sometimes called Zipf’s law) are unified based
on the fact that Cumulative Distributions Function (CDF) of Probability Den-
sity Function (PDF) with a power-law form follows Pareto distribution (Zipf’s
law) [5].

Next we model visitors’ clicking patterns per unit time as Geometric Brown
Motion and prove that under the condition of visitors’ clicking volumes Cr(t)

as the function of attention level r a random variable subject to exponential
distribution, double tails power-law characteristic is obtained for visitors’ clicking
volumes evolving as GBM.

The temporal evolution of many phenomena exhibiting power-law character-
istic is often considered to involve a varying but size independent proportional
growth rate, which mathematically can be modelled by Geometric Brownian
Motion (GBM). We set the clicking volumes fluctuation for all posts on MJB as
a function of random variable that is subject to exponential distribution instead
of directly as a function of fixed time stamp. The general explanations root in
the fact that new topics will compete with old interesting ones, due to the lim-
ited attention of visitors or novelty decay of new topics, new posts can usurp
the positions of earlier topics of interest, and soon older contents attentions are
replaced by newer ones, but all these are random. We use the empirical result in
Sect. 4 that the novelty decay or attention level is defined as dt = λe−λt. In other
words, if we look dt as a probability density function, then collective attention
time can be seen as a random variable that satisfies exponential distribution. It
seems more reasonable that the attention time to one post would be considered
as a random variable, and hence, attention time is assumed as an exponential
distributed random variable might be more accurate for browsing scenarios of
BBS post. That is why we define stochastic fluctuation of clicking volume on the
BBS post as a function of exponential distributed random variable T . According
to the above analysis, firstly, we define stochastic fluctuation of clicking volumes
on the forum as GBM

dCT = μCrdr + σCrdWr (1)

where Wr is the standard Wiener process with W0 = 0,Wt−Ws ∼ N(0, t−s)
(for 0 � s < t) and N(μ, σ2) denotes the normal distribution with expected value
μ and variance σ2. With the initial state Cr0 after some fixed time r, by using
Ito integral to (1), we have

Cr = Cr0e
(μ− σ2

2 )r+σWr (2)
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Taking logarithmic on both sides of Eq. (2), we have the following logarithmic
form

log(Cr) = log(Cr0) + (μ − σ2

2
)r + σWr (3)

Equation (3) shows that given initial state Cr0 and fixed r since Wr is subject
to normal distribution, log(Cr0) + (μ − σ2

2 )r is constant, log(Cr) is subject to
normal distribution, with E(log(Cr)) = log(Cr0)+(μ− σ2

2 )r and var(log(Cr)) =
σ2r. Hence, we rigorously prove that Cr subject to log-normal distribution, but
we could not confirm if it exhibits power-law behavior.

If we regard Cr as a function of an exponential distributed random variable
instead of fixed r, we prove that GBM will exhibit power law characteristic
as following. Without losing generality, for the computation simplicity, we set
Cr0 = 1, σ2 = 1, μ = 1

2 , i.e. log(Cr) ∼ N(0, r). Since

f(Cr) =
∫ ∞

0

f(Cr, r)dr =
∫ ∞

0

f(Cr|r)f(r)dr, (4)

then if we stop the process at an exponentially distributed time with mean
1
λ , i.e. f(r) = λe−λr, r > 0, the density function of Cr is

f(Cr) =
∫ ∞

0

f(Cr, r)dr =
∫ ∞

0

λe−λr 1√
2πrCr

e
−(lnCr)2

2r dr. (5)

Using the substitution r = u2, gives

f(Cr) =
2λ√
2πCr

∫ ∞

0

e−λu2− (lnCr)2

2u2 du. (6)

we have the integral result for Cr ≥ 1

f(Cr) =
λ√

2πCr

√
π

λ
e−2

√
λ(lnCr)2

2 =

√
λ

2
C−1−√

2λ
r (7)

which is named Pareto distribution, and exhibits power-law behavior in both
tails as observed in Fig. 5.

With this we end the proof. Interestingly, the result shows that clicking
dynamics on the forum yields power law behavior. The above results also sug-
gest a generic conclusion that although the GBM is used to generate log-normal
distributions, only a small change from the lognormal generative process might
yield a different distributed pattern.

6 Conclusions

To study the dynamics of collective attention in social media, in this paper we
conduct a study on the cumulative micro individual behaviors, such as clicking
volume and relying volume for each post on Media Jianghu Board of Tianya
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Forum. Data analysis result shows that the frequency of clicking volumes follows
a log-normal distribution. In order to explain the phenomenon, we use Geometric
Brownian Motion to model the collective clicking fluctuation and the model is
well matched with our empirical result. Moreover we rigorously prove that the
emergence of users’ collective clicking volumes double tails power-law pattern is
caused by the collective attention exponential decay. This result suggests that
dynamic collective online clicking pattern on BBS posts might be governed by
Geometric Brown Motion, embodied through log-normal distribution, and rooted
in collective attention exponential decay mechanism.
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