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Abstract. Inspired by the group discussion behavior of students in class, a new
group topology is designed and incorporated into original particle swarm opti-
mization (PSO). And thus, a novel modified PSO, called group discussion
mechanism based particle swarm optimization (GDPSO), is proposed. Using a
group discussion mechanism, GDPSO divides a swarm into several groups for
local search, in which some smaller teams with a dynamic change topology are
included. Particles with the best fitness value in each group will be selected to
learn from each other for global search. To evaluate the performance of GDPSO,
four benchmark functions are selected as test functions. In the simulation
studies, the performance of GDPSO is compared with some variants of PSOs,
including the standard PSO (SPSO), PSO-Ring and PSO-Square. The results
confirm the effectiveness of GDPSO in some of the benchmarks.

Keywords: Group discussion � Topology � GDPSO

1 Introduction

Inspired by a swarm behavior of bird flock and fish school, particle swarm optimization
(PSO) was originally proposed by Kenney and Eberhart [1, 2]. Since its inception,
numerous scholars have been increasingly interested in the work of employing PSO to
solve various complicated optimization problems and putting forward a series of
methods to improve the performance of PSO in case of trapping in local optimum. The
analysis and improvement of PSO can be mainly summarized into three categories:
parameters adjustment [3, 4], new population topology design [5–9] and hybrid
strategies [10, 11]. In PSO, each particle searches for a better position in accordance
with its own experience and the best experience of its neighbors [12]. Accordingly, a
variety of researches have been dedicated to modifying the information exchange
mechanisms between neighbors (learning exemplars) with various population topo-
logical structures. Kennedy proposed a Ring topology, with which each particle is only
connected to its immediate neighbors [6]. Mendes presented three other topologies, i.e.,
four clusters, Pyramid and Square to guarantee every individual fully informed [7].
Jiang proposed a novel age-based PSO with age-group topology [8]. Lim proposed a
new variant of PSO with increasing topology connectivity that increases the particle’s
topology connectivity with time as well as performs the shuffling mechanism [9].
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By mimicking the group discussion behavior of students in class, a new topology is
designed. And thus an improved PSO, named GDPSO is proposed. Through some of
the benchmarks, the experimental results showed that the proposed GDPSO algorithm
adjusts the balance between the local search and global search and it can improve the
performance of PSO significantly.

The remainder of this paper can be outlined as follows. In Sect. 2, the substance of
standard PSO is presented. Afterwards, we introduce the origins and procedures of the
proposed GDPSO in detail in Sect. 3. In Sect. 4, we describe the experimental settings
and discuss the results. Finally, conclusions are drawn in the last section.

2 Standard Particle Swarm Optimization

In SPSO, a potential solution of a problem is represented by the position of each
particle xi. The position xi is updated by a velocity vi, which controls not only the
distance and but also the direction of a particle. The position and velocity are updated
for the next iteration according to the following equations:

xtþ 1
id ¼ xtid þ vtid ð1Þ

vtþ 1
id ¼ w � vtid þ c1 � r1 � ðptid � xtidÞþ c2 � r2 � ðptid � xtidÞ ð2Þ

where xid 2 ½ld ; ud �; d is the dimension of the search space, ld is the lower bound and
ud is the upper bound of the dth dimension. The t means that the algorithm is going on
the tth generation. The inertia weight w, which is linearly reduced during the search
time, controls how much the previous velocity influences the new velocity [13]. The
w is updated by

w ¼ wstart � wstart � wend

tmax
� t ð3Þ

The c1 and c2 are called positive acceleration coefficients, which are taken as 2
normally. The r1 and r2 are random values in the range [0, 1]. The best previous
position of the ith particle is called personal best particle (Pbest). The best one of all the
Pbest is called global best particle (Gbest), denoting the best previous position of the
swarm. pid presents the Pbest while pgd presents the Gbest.

3 Group Discussion Mechanism Based Particle Swarm
Optimization

Group discussion means that all the members in a group take an active part in dis-
cussion around a specific theme, during which face to face communication activities,
the team spirit, sense of responsibility and mutual benefit are contained. A group
member should reflect on their own learning and thinking, and then seriously consider

Mechanism Based Particle Swarm Optimization 89



the others’ view. With every member adhering to the correct opinion and correcting the
error, a better idea is more likely to be come up with than ever before.

In general, there is a teacher and a number of students involved in the group
discussion in a classroom. The students are divided into several groups randomly by a
teacher and each group includes some smaller teams to discuss a specific problem. The
structure of a class is shown in Fig. 1. A team may consist of two classmates who are
seated in the same desk. During the discussion, the tasks of a teacher are to evaluate
everyone’s idea and control the discussion time. In order to increase the diversity of the
ideas, it’s better to enlarge the scope of a team after desk-mates discussing with each
other for many times. Hence the teacher let students discuss with someone whose seats
are before or after their desks so that there are six members in a new team totally. The
team transformation is shown in Fig. 2.

Fig. 1. The structure of a class

Fig. 2. The transformation of a team
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After the teacher’s evaluation, a student with the best idea in each group is ordi-
narily chosen as a group leader. Each group leader then makes a presentation in the
class. Considering the selfishness of human being, we suppose that all group leaders
discuss with each other without the participation of other group members.

Incorporating the aforementioned idea into PSO, we designed a new topology and
proposed group discussion mechanism based particle swarm optimization (GDPSO).
The procedure of GDPSO is described as follow:

Step 1: generate n particles randomly and evaluate each particle according to their
fitness function.
Step 2: separate these n particles into m groups. The number of each group is set as
the same for the sake of fairness.
Step 3: update the positions and velocities using Eqs. (1) and (2).
Step 4: calculate the fitness value of the updated particles.
Step 5: select a particle as a group leader with the best fitness value from each
group.
Step 6: After m group leaders learning from each other, evaluate them again. If the
fitness value is not better than before, the previous position should be still remained.

In order to ensure that every particle has the same number of neighbors, we design
a topology as shown in Fig. 3. The pseudo-code of GDPSO is given in Table 1.

4 Simulation Experiments and Analysis

To measure the performance of GDPSO, the experiments were conducted to compare
three PSOs on four benchmark functions listed in Table 2. These three PSOs are:
standard PSO, PSO-Ring [5] and PSO-Square [6]. All these four heuristic algorithms

Fig. 3. The topology structure
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presented in this paper were coded in MATLAB language. And the experiments were
implemented on an Intel Core i5 processor with 2.27 GHz CPU speed and 2.93 GB
RAM machine, running Windows 7. All experiments were run 20 times.

Table 1. The Pseudo-code of GDBSO

Begin

For (Each run)

Initialize the positions and velocities of n particles 
randomly

Evaluate n particles

Divide n particles into m groups averagely so that each group 
has k (k=n/m) particles.

While iteration < maximum iteration

If iteration < change point

Each particle discusses with one neighbor

If mod (index, 2)==1

Discuss with the next particle

Else

Discuss with the previous particle

End If

Else

Each particle discusses with the five nearest neighbors 
If mod (index, 2)==1

Discuss with previous two particles and the next three 
particles

Else

Discuss with the previous three particles and the next 
two particles

End If

End If

Evaluate n newly particles

Choose the best particle in each group as the group leader 
m group leaders discuss with each other and then compute 

the fitness values of m group leaders

Update Pbest and Gbest

End While

End For

End
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4.1 Parameter Settings

The set of parameters are listed in Table 3 below.

4.2 Experimental Results

The results of the experiment are presented in Table 4. In particular, the best results are
shown in bold. Figure 4 shows the average best fitness convergent curves. As can be
clearly seen from the tables and figures, the performance of GDPSO algorithms is not
always better than other PSOs in different functions. From the data of the minimum
value, it is obvious that GDPSO can find the best solution in three benchmark func-
tions, i.e., Easom2D, Himmelblan and Michalewicz10 which are all multimodal
functions. The standard deviation of GDPSO in Rosenbrock is better than other
algorithms. From the curves of these three benchmarks, it is obvious that the
improvement we suggest has effect on some of optimization problems.

Table 2. Benchmark functions tested in this paper

Function Range Shape

f1 Rosenbrock [–2.048,
2.048]

Unimodal

f2 Easom2D [–2,2] Multimodal
f3 Himmelblan [–500,500] Multimodal
f4 Michalewicz10 [–50,50] Multimodal

Table 3. Set of parameters for experiments

Method n Dim Max iteration c1 c2 wstart wend m Change point

GDPSO 100 30 1000 2 2 0.9 0.4 5 500
SBSO 100 30 1000 2 2 0.9 0.4 – –

PSO-Ring 100 30 1000 2 2 0.9 0.4 – –

PSO-Square 100 30 1000 2 2 0.9 0.4 – –

Table 4. Experimental results

GDPSO SPSO PSO-Ring PSO-Square

f1 Mean 5.7189e + 000 5.6727e + 000 5.6020e + 000 5.3767e + 000
Std 9.91 12.68 12.53 12.02

f2 Mean –3.3333e-001 –2.0000e-001 –2.0000e-001 –2.0000e-001
Std 0.58 0.45 0.45 0.45

f3 Mean –2.4633e + 001 –1.5289e + 001 –1.4480e + 001 –1.5098e + 001
Std 42.67 34.19 32.38 33.76

f4 Mean –3.1351e + 000 –1.8823e + 000 –2.2789e + 000 –2.5914e + 000
Std 5.43 4.21 5.10 5.79
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5 Conclusion

In this paper, we proposed an improved PSO based on group discussion behaviors in
class, which provides a new insight to adjust the balance between the local search and
global search. GDPSO divides a swarm into several groups for local search and par-
ticles with the best fitness value in each group will be selected to learn from each other
for global search. Moreover, GDPSO provides a dynamic topology instead of static
topology in SPSO. By testing on four benchmark functions, GDPSO demonstrates
better performance than other PSOs in three benchmarks. Although GDPSO doesn’t
perform best all the time, we believe that it still has a potentiality and capability to solve
other different kinds of optimization problems.

However, only applying in four benchmark problems to GDPSO are not enough.
Hence more experiments on quantities of benchmark functions must be investigated in
the future. Besides, we will focus on utilizing the new topology to other swarm
intelligence algorithms as possible. We are also setting about applying the proposed
GDPSO algorithm to more applications like portfolio optimization to verify its effec-
tiveness in solving real-world problems.

Rosenbrock Easom2D
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Fig. 4. The convergence curve of four algorithms
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