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Abstract. Rain and snow are often imaged as brighter streaks, which can not
only confuse human vision but degrade efficiency of computer vision algorithm.
Rain removal is very important technique in these fields such as video-
surveillance and automatic driving. Most existing methods rely on optical flow
algorithm to detect rain pixel and estimate motion field. However, it is extremely
challenging for them to achieve real-time performance. In this paper, a LIDAR
based algorithm is proposed, which is capable of achieving rain pixel robustly
and efficiently from motion field. The motion objects (vehicles and human) are
identified for separation by LIDAR (Sick LMS200) in this paper. Then rain
pixels on moving objects are removed by bilateral filter which can preserve edge
information instead of causing blurring artifacts around rain streaks. Experi-
mental results show that our method significantly outperforms the previous
methods in removing rain pixel and detecting motion objects from motion field.
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1 Introduction

The demand for computer vision system in the fields of video-surveillance, military,
and automatic driving, etc. is increasing rapidly. Due to the effect of bad weather
condition, such as rain, snow, fog and mist, current systems are facing great challenges
for the poor performance. According to [1], the detection of rain is a difficult task
because both rain and moving objects produce sharp intensity changes in dynamic
scene. We should treat these two parts separately instead of causing artifacts around
other pixels. Thus methods that can remove visual effects and frequent intensity
fluctuations caused by undesirable weather conditions are necessary. In order to remove
the rainy effect, separating object motion from rain and removing rain pixels are very
crucial. Most previous algorithms have been proposed for this purpose.

Most of the applications simply consider how to remove rain pixels from images,
regardless of paying more attention to detecting moving objects efficiently. One of the
excellent works in rain removal and separating moving objects from dynamic scenes
was studied by Grag and Nayar [2], which shows impressive result but the direction
and velocity of rain drops limited its functions.

Another work adopted an alternative approach by Barnum et al. [3, 4] based on the
frequency analysis of rain streaks [5, 6]. It is assumed that rain streaks in an entire
video sequence have similar shapes and orientations. Therefore they detected the rain
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drops by selecting repeatedly occurring frequency components through the dynamic
scenes. However their method always ignored rain drops from moving objects and
regard moving objects as the region of rain streaks.

Chen and Chau [7] proposed a method based on optical flow to detect and separate
moving objects. Their method was suitable to few moving objects in the dynamic
scene. As moving objects increase, optical flow algorithm results in low performance.

To overcome these drawbacks, this paper proposes a method to detect moving
objects by LIDAR without using optical flow or physical properties of rain. First we
employ LIDAR to scan moving objects according to different speed and map LIDAR
coordinates to image plane. Then we set rain streaks as two parts: motion objects and
static background. At last we treat two parts respectively by bilateral filter and Gaussian
filter instead of causing blurring.

The rest of this paper is organized as follow. We review some related work in
Sect. 2. Then we propose our algorithm: Motion segmentation by LIDAR, Rain
detection and Motion Exclusion are described in Sect. 3. Experimental results of
detecting and removing rain pixels are presented in Sect. 4 with some conclusions
follow in Sect. 5.

2 Related Work

One of the notable works in detecting rain pixels by identifying rain pixels with high
intensity changes in the scene, and then recovering rain pixels by taking the average
pixel values of neighboring frames. Garg and Nayar [2] based on physical and pho-
tometric properties of rain to detect and remove rain from images. However this
method fails to separate rain from moving objects and consider all the pixels as rain
pixels no matter if there is a moving object in the scene. Therefore this method always
causes blur artifacts around moving objects. In order to reduce blurring artifacts around
rain streaks, Kim and Lee [5] detected rain streak regions using shape and orientation
features, then remove rain by an adaptive nonlocal means filter to remove rain from
single image. Liu el at. [6] employed the detecting function based on chromatic
properties and the Kalman filter for rain removal. Ding and Chen [8] removed rain and
snow via guided L0 smoothing filter from single image based on edge characteristic of
rain or snow. These methods fail to performance better in removing rain when facing
with dynamic scenes. Chen and Chau [7] put forward a method to remove rain in
dynamic scenes. They applied Expectation Maximization (EM) on an optical flow field
to separate motion map into two parts: moving objects and static background. Rain
pixels are treated respectively by using different filters depending on whether they are
belonged to moving objects or static background. Their method performance better in
distinguish moving objects because of optical flow. Shen and Xue [9] proposed a fast
method by using three successive frames to detect rain based on optical flow. However
optical flow is not real-time performance when moving objects increased. To overcome
the limitation of optical flow, Tan and Chen [10] used aligning neighboring frames
combined with optical flow to detect rain pixels. Varun and Vijayan [11] employed
phase congruency features to find rain pixels and applied optical flow to get motion
map from dynamic scenes. However their method works poorly when moving objects
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increase. In general, current methods are not suitable for practical requirements with
respect to their detection accuracy and recovery performance.

All the above methods suffer the same problem that they are not applicable to detect
moving objects efficiently. To address the limit of the previous approaches, we put
forward simple but efficient moving objects detection and rain drops removing method
in this paper. That is, we employ LIDAR to scan objects in front of vehicle and
distinguish their motion situation by the speed. Then we map the position of moving
objects from LIDAR coordinates to image plane. Therefore we set whole rain image as
two parts: moving objects and static background. Finally we treat these two parts to
remove rain pixels by bilateral filter and Gaussian filter.

3 Proposed Algorithm

The proposed algorithm consists of three parts — for each frame, we apply motion
segmentation by LIDAR, detect rain pixels, and then recover each rain pixel.

3.1 Motion Segmentation by LIDAR

The rain and object motion always cause pixel intensity fluctuation of a rainy scene.
The fluctuations caused by rain should be removed, and the ones caused by moving
object need to be retained. Thus motion field segmentation naturally becomes a fun-
damental procedure of rain removal algorithm. Previous approaches employed optical
flow to estimate moving object. We briefly describe the method here. That method
needs two adjacent frames to get motion cue by computing optical flow filed. After
thresholding the magnitude of the optical flow field, applying a Gaussian Mixture
Model to the resulting binary image in order to get motion objects locations in the
target frame. The motion cue is a likelihood function for motion objects based on the
optical flow field. However, using optical flow for motion target segmentation has its
intrinsic drawbacks, as it can only detect obvious intensity changes and areas that
belong to the target without obvious intensity change cannot be effectively recognized,
which causes the so called “Aperture Problem” [4]. The accuracy of optical flow
always depends on Gaussian Mixture Model (GMM) in order to overcome “Aperture
Problem”, but its computational complexity is relatively high due to cluster motion
field and it is are not capable of real-time applications. We employ LIDAR to detect
moving objects efficiently [12] without using other algorithms.

First, we use LIDAR to scan object in front of LIDAR [13], the scanning range of
LIDAR is 180° which is capable of scanning all the moving objects. LIDAR is set on
the top of our vehicle and the height of LIDAR is 0.89 m, which is the half height of
vehicle or the pedestrian. We can get location of object by LIDAR data. By employing
distance data from LIDAR, we can get the speed of object which aids us to identify
whether the object is static or dramatic. VP and Vc in (1) are the speed of object and car
respectively, d is the distance data between object and LIDAR, t1 represents time
period when LIDAR emit light, t2 represents time of reflection data form LIDAR. We
set Dth and Dth1 in (2) are 1 m/s and 15 m/s respectively. Therefore we can identify
whether the object is static or dynamic by value of BM in (2).
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Vp ¼ VC ¼ d= t1 � t2ð Þ ð1Þ

BM ¼ 1 Vp [DthjjVC [Dth1

0 otherwise

�
ð2Þ

If the LIDAR detects an object (pedestrian or vehicle), it will return M1(x1,y1,z) on
the left side and M2(x2,y2,z) on the right side, so the top of the vehicle M3(x1,2y1,z) on
the left side and M4(x2,2y2,z) on the right side. The bottom of vehicle M5(x1,y1-0.89,z)
and M6(x2,y2-0.89,z) in the LIDAR coordinates.

LIDAR coordinates map to image plane process includes the following three steps:

(1) We map LIDAR coordinate system onto the camera coordinate system which can
be expressed as follows:
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In the camera coordinate system, the (xc,yc,zc) coordinates identify the point which
transform from LIDAR coordinates (xl,yl,zl). R and T are the affine matrix respectively.

(2) Then we transform camera coordinate system into image physical coordinates
which can be expressed as below:

x ¼ fxc
zc

y ¼ fyc
zc

ð4Þ

In the image physical plane, the (x,y) coordinates identify the physical position of a
pixel. f represents the focal length of the camera. So the relationship between two
coordinates could be easily solved by affine transformation which is show as follows:
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(3) In the image plane, the (u, v) coordinates identify the position of a pixel, the
optical center is given by (u0, v0). Let sx = 1/dx and sy = 1/dy denote the value of
the focal length expressed in pixels. From the perspective camera model we know
that:

u� u0 ¼ x=dx ¼ sxx

v� v0 ¼ y=dy ¼ syy

(
ð6Þ
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The relationship between physical cameras coordinates and image coordinates
could be expressed as follows:
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At last LIDAR coordinates map to image plane, the coordinates in the image plane
are M’1, M’2, M’3, M’4, M’5 and M’6 shown in the Fig. 1.

3.2 Rain Detection

First, we get image from successive frame which is shown in Fig. 2 (a). Then we detect
moving vehicle by LIDAR which is shown in (b) and employ threshold method to
detect rain pixels that grey scale intensity differences between two successive frames
are calculated. The grey rain image map is show in (d). The threshold value are set in
order to detect all the intensity fluctuations caused by rain, then we set Dth2 is 5. The
binary map is calculated which can be expressed as follows:

Idiff ¼ 1 IN � IN�1 �Dth2

0 IN � IN�1\Dth2

�
ð8Þ

Then we acquire location of moving car from grey rain map according to LIDAR
data in (e) which has similar result with Chen’s method by optical flow shown in (c).
Finally we get grey rain map without moving objects in (f).

3.3 Motion Exclusion

Rain pixels within the motion object and static background should be treated respec-
tively, therefore we divide rain map into two parts: one is rain pixels in the moving
objects and the other is rain pixels in the static background. We set rain pixels in the
motion target area is Am and rain pixels in the static background area is Ab which can
be expressed as follows.

Fig. 1. LIDAR coordinates map to image plane (a) input image (b) our result
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Am ¼ Iðx; yÞf j IRainðx; yÞ ¼ 1&BM ¼ 1g
Ab ¼ Iðx; yÞ j IRainf ðx; yÞ ¼ 1&BM ¼ 0g ð9Þ

Under different situations, we will use different methods to remove rain pixels. Rain
pixels of Am are recovered using bilateral filter onmoving objects which can preserve edge
information instead of causing blurring artifacts around rain streaks. Then the rain pixels of
Ab are covered by using a Gaussian filter temporally on three frame neighbors Ab.

4 Experimental Results

We first show results of our algorithm in Fig. 3. Figure 3(a) shows several successive
frames from the video of the yellow car. In Fig. 3(b) LIDAR is used for detecting
moving objects, then LIDAR coordinates is mapped to image plane. Figure 3(c) shows

Fig. 2. The rain removal based on LIDAR (a) Our input image (b) Moving car detected by
LIDAR and we map LIDAR data to image plan in order to separate moving objects. (c) Chen [6]
use optical flow to detect moving objects. (d) Our result of grey images of motion object and rain
map. (e) Binary image of moving object. (f) Rain map without moving object. Our results
correctly distinguish moving objects from rain map, while the previous method inadequately
recognizes whole region of moving object.
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our result of binary moving objects map which can help us locate moving objects. And
Fig. 3(d) is to detect moving objects from Chen’s method by applying optical flow. By
comparing (c) and (d) in Fig. 3, our method preserves most parts of car which are larger
than the result of Chen, because the good performance of LIDAR in detecting moving
objects. Then we compare the second row in Fig. 3, the moving car is in the middle of
road with high speed. The optical flow can detect parts of car show in Fig. 3(d) which
is similar to our result in Fig. 3(c). In the third row of Fig. 3, the moving car is

Fig. 3. Rain removal image.(a) input image. (b) moving car is detected by LIDAR. (c) separate
moving car from grey rain image. (d) the result of Chen’s [6] method to separate moving car.
(e) rain remove image of our method. (Color figure online)

Fig. 4. increasing numbers of moving objects in dynamic scene. (a) input image. (b) moving
cars detected by LIDAR. (c) map moving objects to grey image. (d) the method of Chen [6] in
separating moving objects from the scene. (e) our proposed method in removing rain.
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disappearing. Our result contains most parts of car while previous method lost some
parts of the car.

In Fig. 4 moving objects are increasing which pose some difficulties in separating
moving objects and static background. Figure 4(a) shows several successive frames
from video. Our method employs LIDAR to detect moving objects. According to
different speed, we can distinguish moving cars efficiently in Fig. 4(b). Due to the limit
of optical flow, neither moving objects with similar speed nor with lower speed can be

Fig. 5. the result of rain removal (a) input image. (b) and (c) are the results of our method and
Chen’s [6] method.
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distinguished. Compared (c) to (d) in Fig. 4, our method detect 1,2 and 5 moving cars
respectively in successive frames, however the method of Chen detect 1, 1 and 2 cars.
Therefore some cars are ignored by optical flow. In Fig. 4(e) is result of our method to
remove rain from image.

Next we compare the performance of two methods in removing rain streaks as
shown in Fig. 5. We select five different images and rain streaks are indicated by red
circle in Fig. 5(a). In Fig. 5(b) we get similar result as show in (c). Finally we compare
the time of our method and previous method, Chen [6] use 300 ms to separate moving
objects from motion filed by optical flow and finish rain removal every frames,
however our method just costs 100 ms to detect and remove rain pixels. Our rain
removal result is better than previous method especially in detecting moving objects no
matter if moving objects increases or not.

5 Conclusions

In this paper, we proposed an efficient rain recovery algorithm based on LIDAR.
Previous methods proposed a method which shows state of-the-art performance in
removing rain in highly dynamic video scenes. However, the method is not suitable for
real-time performance when moving objects increased. We put forward an efficient
method to detect moving objects for rain removal. We first identified the location of
moving objects by LIDAR. Then, we use several models to map LIDAR data to 2D
image plan. We separate moving objects from whole images and get rain map without
moving objects. Finally we employ edge-preserving bilateral filter to remove rain
pixels on moving objects, and use Gaussian filter temporally on three frames to remove
rain pixels in the static background.

Experiments show that the proposed method is able to remove rain from scenes
taken from dynamic scenes very effectively. The performance of rain removal still has
much room for improvement. A future research issue is to extend the proposed algo-
rithm to low resolutions images.
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