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Abstract. Currently, a few alarm correlation algorithms are based on a
framework involving frequency and support-confidence. These algorithms often
fail to address text data in alarm records and cannot handle high-dimensional
data. This paper proposes an algorithm based on the similarity distance and deep
networks. The algorithm first translates text data in alarms to real number
vectors; second, it reconstructs the input, obtains the alarm features through a
deep network system and performs dimension reduction; and finally, it presents
the alarm distribution visually and helps the administrator determine the new
fault. Experimental results demonstrate that it cannot only mine the correlation
among alarms but also determine the new fault quickly by comparing the graphs
of the alarm distribution.
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1 Introduction

Alarm correlation is one of coral studies in fault location field, especially in fault
location of large complex set of devices, since alarms, resulted in by equipment fail-
ures, have strong correlation in different devices or different components of device. As
a key technology in telecommunication networks management, it obtains the root cause
in a large number of alarms by mining alarm information. A few alarm correlation
algorithms have been proposed include Rule-Based Correlation [1], Coding Approach
[2], Model-Based Reasoning [3], Case-Based Reasoning [4], Fuzzy Logic [5], Baye-
sian Networks [6], Neural Networks [7] and so forth. However, those algorithms to
mining information often ignore unstructured fields or text data containing important
information, also cannot handle the high-dimensional alarm data and fail to provide
enough information to help the networker locate and clean the fault.

Some other researchers focused on the data mining methods to analyze alarm
sequence and mine alarm correlation rules. Correlation rule mining are also often used to
compress the alarms and investigate the root reasons, where frequent episodes of alarms
are paid close attention and support-confidence are calculated to obtain correlation rules.
Mannila et al. [8] presented the efficient algorithms (WINEPI) for detection of frequent
episodes from a given amount of episodes. The algorithms are applied in telecommu-
nication alarm management in TASA [9]. Gardner and Harle [10] studied the gener-
alization of a great deal of network performance information gathered everyday and
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made a tool for network fault discovery by using alarm data in SDH network system.
Cuppens and Miege [11] constructed a cooperative module to manage, cluster, merge
and correlate alarms for intrusion detection system, significantly reducing the amount of
alarms to deal with. Shin and Ryu [12] applied the concept of data mining to alarm
correlation, which is helpful not only to supervise the terrible users and hosts but also to
find out potential alarm sequences. Xu and Guo [13] presented Alarm Association
Algorithms based on Spectral Graph Theory (AAASG), which can reduce the search
data set and quickly find fault by the changes in the point structure.

Analyzing more than 5500 sequential alarm records in Management Information
System of a Chinese telecom service provider between January 2012 and May 2013, we
discover that there are 41 network elements generating 8 different type of alarms. In text
data field like “alarm summary”, there are 1401 different values including great amount
of information which need efficient data conversion technology to dimensionality
reduction. Therefore, the algorithms should be capable of translating the text expression
data to digital expression. In alarm correlation, its the key point to discover and position
the associated alarms, so clustering algorithms are often made use of so that alarms are
divided into different categories and similar property and features of them are in one
category. When considering each alarm record as a vector, the “similar” ones are of
relatively close distance in metric space. However, number of categories is hard to decide
and can varies from one dataset to another, so it is necessary to transform the data in high
dimensional space to lower dimensional space and show them visually to help manager
realize the correlation relationship quickly and accurately and then locate the fault.

In the context of the paper, we present a new method based on similarity distance
and deep network to find correlation of different alarms and compress redundant alarm
in telecom network. Initially, text data are separated to words and transformed to
high-dimensional vector. Later, we use deep learning method to do unsupervised
learning and obtain another optimal expression represent alarm features. Finally, alarm
data after processing is visually shown through alarm distribution graph, then
administrator can efficiently find out root fault by the changes of graph.

2 Related Work

2.1 Mathematization of Text Data

When considering that machine deals with natural language, mathematical language is
necessary and real vector is usually used. A simple method One-hot Representation
expresses word by a vector consisting of ‘0’ and ‘1’ as long as the dictionary. While
there is only one ‘1’ in the vector, which represents the position of word in dictionary,
leading to curse of dimensionality. Furthermore, One-hot fails to take order and relation
between words into consideration. In 1986, Hinton [14] put forward ‘Distributed
Representation’ concept, that is, every word is mapped to real number vector and
distance between vectors represents semantic similarity. When finishing training a
language model, word vector is obtained. One method producing word vector is
Artificial Neural Network, firstly presented by Xu and Rudnicky [15], Institute of Deep
learning, Baidu. Subsequently, a series of related research work has been done
including Bengio et al. [16] and Mikolov’s group [17].
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2.2 Alarm Distance

After translating word to vector, alarm data can be considered as a high-dimensional
Euclidean space Q = {ay,az,...,ay},a; € RP. Each alarm is a point in the space of
RD. In [13], correlation alarms (association alarms) are defined as follows:

If 3A|,A;,, ..., A; are correlation alarms, we say that

min(freq(Al/\Ag/\.../\A,-) freq(Ai NAA. . NAY) freq(Al/\Az/\~.-/\Ai)) >t (1)
freq(Ay) ’ freq(A;) freq(Ai) -

Where freq(A;) is the frequency of alarm A; occurred in different associated win-
dows. However, this definition ignores two points: (1) A; is defined as alarm type of a
few alarms, or can be seen as an attribute of alarm data, but not the alarm individual. In
this paper, we define the alarm individual as a;, (a1,az,...,ay) is the sequence of
alarms in order of occurrence time. (2) The associated window and alarm frequency
only reflect ‘time’ attribute of alarm data, while there are other attributes like “IP
address”, “alarm reason”, “alarm level” without consideration. Alarm can be seen as a
tuple (¢,X;,X>,...,Xy), t represents occurrence time, X, X, ..., Xy represent other
alarm attributes or features, X;; represents the jth attribute of alarm g;. The alarm

similarity distance between a; and a; can be defined as:

D(ai,a)) = [060 (i — tj)2 + Z:il (X — ij)z]% 2

oo, o1, - - -, 0y is weight coefficient. When D(a;, a;) > d, we consider a; and a; are
correlate.

2.3 Deeping Learning Method

Usually, an alarm record consists of many dimensions, especially after word to vector,
a text data dimension is translated into many digital dimensions. That means data may
include too much ‘unimportant’ information which fails to reflect intrinsical features,
then it is necessary to acquire ‘good’ features in some way and try best to ensure the
difference between input and output as small as possible at the same time. In Deep
Learning, we stack multiple layers and make the output of this layer as the input of the
next layer to express the input hierarchically. Through adjusting the parameters in the
system, we make the difference between the input and final output as small as possible.
In this paper, we use Auto-encoder model capturing the most important factor of input
data to find out the main ingredient representing the original information.

3 Method

The algorithm works as follows: (1) Translate text data in alarm record data to real
number vector. (2) Combine the result of last step and Non-text data, reproduce the input
signals as far as possible and obtain the most important factor representing the original
alarm data lossless. (3) Show the result visually. Figure 1 shows algorithm steps.
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Fig. 1. Algorithm steps

3.1 Text Data to Digital Data

Separate Sentence to Words. Word is the smallest meaningful linguistic component.
In Chinese, a sentence consists of several words, a word consists of one or more
‘Chinese character’ which is basic element of Chinese. Blank space is the natural
delimiter in English, but there is no clear delimiter between Chinese words. So Chinese
term analysis and parsing is the key of information processing. At present, three main
methods have been used for Chinese word segmentation, which include character
matching method, statistical method and understanding method [18]. Actual segmen-
tation system usually makes use of character matching method as first step and further
improves the accuracy of segmentation through other language information. In character
matching, a word is recognized if it is found in a dictionary. Dictionary, text scanning
sequence and matching principle are three essential factors. Text scanning order
includes forward scanning, reverse scanning and bilateral scanning. Matching principle
includes maximum matching, minimum matching, word by word matching and optimal
matching. Below is a typical maximum matching algorithm of forward scanning.

Algorithm 1. A typical maximum matching algorithm of
forward scanning

1: procedure MMAOFS(S, Ws, M)

2: S represents sentence to be separated, W's represent
output words, M1 represents max length of a word.

3 Ws = cm;

4 while S is not null do

5 repeat

6: if Str is not in dictionary then

7: Remove the character on the Right of Str;

8 else

9: Ws=Ws+ Str+“\"; S = S + Str;

10: Break;

11: end if

12: until Str is a single character

13: Ws=Ws+ Str+“\"; S =5 + Str;

14: end while
15: output Ws;
16: end procedure
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Translate Words to Vector. After segmentation, next step is translating words into
vector so that we can simplify the text processing to vector operations and calculate the
similarity in vector space to represent the similarity of text semantics. Word2vec [17] has
caused many researchers’ attention since it was released free by Google. It uses a
three-layer neural network to model the language and get the representation of word in
vector space at the same time. Continuous Bag-of-Words Model (CBOW) and Skip-gram
Model [19] is used in the language model. The former is a prediction of the current term
through known context; on the contrary, the latter is to predict the context through current
word. For CBOW and Skip-gram, word2vec gives two framework based on Hierarchical
Softmax and Negative Sampling. More details can be seen in [16, 19, 20].

3.2 Autoencoder and Deep Network

An autoencoder is usually a feed-forward neural network aimed to learn a compressed,
distributed dataset representation (encoding). The output is trained as a “Representation”
of the input, and the input and target data are the same, that is, autoencoder tries to learn a
h(x) = x function. However, some limits, such as number of hidden layers and hidden
neurons, should be added to obtain a meaningful structure. Autoencoder has two
advantages: (1) From the output of hidden layers, autoencoder can get some of the
compressed representation. For example, if input data has 8 dimensions and one of hidden
layers has 4 nodes, 8 dimensional output closed to input should be reconstructed from the
4 dimensional data. (2) Hidden layers’ data retains the correlation of the input and makes
it easy to observe. Luckily, the features of autoencoder satisfy the need for alarm cor-
relation very well. The compressed data can help show the correlation of alarms visually.

Fig. 2. Deep network of autoencoders
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As autoencoder can get the reconstruction of the input data, the hidden layer can be
seen as another expression of the original input data. We remove the third layer, and
then use the same method to create a three-layer network and make the input of
new-constructed network the output of hidden layer. The hidden layer of the second
autoencoder is another expression of the input. Following this approach, we create deep
neural network composed of a few autoencoders, as shown in Fig. 2.

3.3 Visual System

Alarm Window. Every alarm (z,X1,X>,...,Xy) has a time stamp ¢, StartTime <
t < EndTime, representing alarm occurrence time. Divide the time from StartTime to
EndTime into several segments, each one has the length w. We set 2w the maximum
time interval of related events, so that the first alarm and the last alarm are related when
we analyses alarms of adjacent time windows. (See Fig. 3) If there are N windows

between StartTime to EndTime, they can be expressed as wi, wa, ..., W
w
2w
e T bl >
I w; w; oo T W1 WnT e Wy 1 t
StartTime the first alarm  the last alarm of EndTime

of w,,andw, w,;andw,

Fig. 3. Alarm window

X Alarminw,

Region B

Fig. 4. Three related regions in alarm window w,_;
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Related Region. To show alarm records visually, high dimensional alarms in an
alarm window are converted into two dimension through deep learning system. Every
alarm data point forms a region nearby less than correlation distance d. Some gathering
data points form a larger region as they have common area, some scattered points form
single region. There are three Related Region below in Fig. 4.

Alarm Attention. When we have alarm distribution graph and related regions during
a continuous period, it is easy to classify the alarm data and find new faults. To measure
how close we pay attention to each alarm, we introduce the concept Alarm attention. If
a; € A,,,, Alarm attention of @; can be defined as:

Alarm attention(a;) = min(D(a;,a;)), a; € A, _, (3)

That means the farther between a; and related regions in previous time window, the
more attention should be paid.

In Fig. 5 we can see No.324, No.325, No.326, No0.330 alarm have larger alarm
attention than No.327, No.328, No0.329, No.331. As we know, alarm distribution has
obvious change when a new fault occurs. Therefore, alarms not in related regions have
larger attention, that is, the administrator of telecom system should give priority to
these alarms and find the fault leading to these alarms.

@ Alarm inw,

x Alarm inw,,,

©325:1.59
@ 326:1.56 .

@324:1.58

:0.20

e 32 g
330:0.92 20

Fig. 5. Alarm in w, and their alarm attention

4 Experiment

The algorithm is implemented on the dataset in management information system
of telecom service providers. Every alarm in the dataset is numbered according to
their occurrence order. More than 5500 alarms are produced in 478 days. In the
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experiment, we set w = 1 day, then there are 478 windows from January 1st, 2012 to
April 23rd, 2013.

The key to this algorithm is to compare the alarm distribution between neighbor
alarm windows, observe alarm trend and find out system faults leading to these alarms.
Alarm identification (IP address of network element, alarm type, alarm level, alarm
summary) and the occurrence are selected as alarm attributes. To specifically analyzing
two adjacent alarm window we show the alarm point structure of wgp4 and ws;s. The
alarm id and alarm attention is expressed by XXX:XXX in the Fig. 7. The id represents
Time sequence of alarm, such that occurs earlier alarm 4855 than alarm 4982.

0.6- + HTTP dail testing alarm

¥ ping alarm

[N

,0.2-
0.0-

-0.2-

-0.5 0.0 05 1.0

Fig. 6. Alarm point structure and related region in wan4

In Fig. 6, different alarms type is expressed by different identifiers. Gray area
represents related regions. Overlapping area has deeper color, that means an alarm in
next window has more than one correlate alarm when it falls in the area.

Compared to Fig. 6, alarms encircled by dashed line are alarms having larger alarm
attention in Fig. 7, that is, the distribution has obviously changed. The change of alarm
structure is due to a fault in the system, because the distribution of alarm will be
changed when a new fault takes places. When administrator follows alarms of large
alarm attention closely, it will be clear how to deal with the new fault.
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Fig. 7. Alarm point structure and related region in waps

5 Conclusion

This article presents an algorithm based on alarm similarity distance, which is different
from the skeleton of frequency and support-confidence. The algorithm focus on each
alarm individual, not a type of alarms. Experimental results demonstrate the algorithms
has the following advantage: (1) it can deal with the text data of alarm and translate it to
vector space, which has not been used before; (2) it can reconstruct the alarm distri-
bution lossless, then get the correlation between alarm accurately according to graph of
alarms; (3) it can help administer find out the new fault quickly in system by changes of
adjacent windows and clean it without too much effort.
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