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Abstract. The current mining algorithm only consider the user’s access fre-
quency, neglecting the interest of users in their visiting path. Compared to the
current algorithms for mining user browsing preferred path, clustering algorithm
combines the Jacques ratio coefficient and the longest public path coefficient
multiplication. This proposed method can estimate the user similarity of page
interest and website access structures matrix more accurately for the element
value based on the “three tuple” model. Adopting an improved mining algorithm
for preference and interest calculation, the bad impact of mining is removed due
to pages idle and links. The experimental results showed that the algorithm had
higher efficiency and accuracy in web log mining of big data.
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1 Introduction

Web user browsing preference path mining algorithm is used to analyze of web log
records and find the user access rules. This algorithm has been successfully applied to
personalized web recommendation, system improvement and business intelligence and
so on. At present, the most commonly used algorithms in the acquisition of browsing
patterns are the maximum frequent sequence method, the reference length method and
the tree topology structure method [1]. But these algorithms in fact belong to an
improved association rule algorithm and there exist two issues. Firstly, it simply assumed
that the frequency of user’s browsing is a representation of the user’s interest. Secondly,
web log data gradually showed distributed, heterogeneous, dynamic and massive
properties with the development of network [2], thus the traditional centralized data
mining algorithms can’t meet the needs of web log mining process with massive data.

In order to solve the problems mentioned above, this paper combines the clustering
algorithm and web user browsing pattern mining algorithm, improves the existing
algorithm, together with putting the method of multiplying the Jacobi coefficient and
longest common path coefficient into consideration to reflect the similarity between
users more accurately. This method uses a three tuple to represent the degree of the
page interest, considering the user’s access time, the size of the page and the number of
visits and so on to construct a data matrix which take the URL address of the reference
page as the row, the web page URL address as the column and the degree of access
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interest as the element value, and calculate the preference and interest of the matrix
with the improved mining algorithm based on this [3]. When to choose to browse the
next page, users can get more accurate preference path since the comprehensive con-
sideration of the number of visits, access time and page size.

2 Improved Clustering Algorithm

2.1 The Basic Definition of Clustering Algorithm

Assume n users access path set U ¼ C1;C2; . . .;Cnf g, one of the access path for
Ci ¼ V1;V2; . . .;Vif g, where Vi represents a node to be visited.

Definition 1: The number of modes of user access is equal to the length of the path cj j.
Definition 2: The Jacobi coefficient

s
0
ij ¼

ci \ cj
ci [ cj

����
���� ð1Þ

For example, there are two web user access path C1 = {V1, V2, V3}, C2 = {V2,
V1, V3}, and the calculated results are both 1 using the Jacobi coefficient, but the two
paths were obviously not the same. It is because the transaction data which the Jacobi
coefficient described does not have precedence relation, but the web user access path is
a sequential event. So, it can’t be simply described the similarity of access paths by the
Jacobi coefficients.

Definition 3: The similarity coefficient of access path refer to s
00
ij.

Assume commðci; cjÞ represents the longest length of common path, maxð cij j; cj
�� ��Þ

represents the longest length of path from ci to cj, and the similarity coefficient for user
access is:

s
00
ij ¼

commðci; cjÞ
�� ��
maxð cij j; cj

�� ��Þ ð2Þ

If there are three web access paths where C1 = {V1, V2, V3}, C2 = {V2, V3, V4},
and C3 = {V3, V2, V4}, the longest length of common path from C1 to C2 is V2 or V3,
the length is 2, and the similarity factor is 0.5. Also the longest length of common path
from C1 to C3 is V2 or V3, the length is 1, and the similarity factor is 0.25. The nodes of
the paths C2 and C3 are exactly the same with the same order, but the similarity
coefficient is only 0.33 using the calculation method and it is lower than the similarity
coefficient from C1 to C2. This is obviously unreasonable. Thus we propose to improve
it as follows:

Definition 4: The similarity coefficient of path from Ci to Cj refer to Sij

Sij ¼ S
0
ij

� �a
S

00
ij

� �b
; 0� a; b� 1 ð3Þ
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Where a; b refer to the adjusted metric coefficients. The effect of the Jacobi coef-
ficient increases as the increase of the value of a, and the effect of similarity coefficient
increases as the increase of value of b, and the effect of sequential increase accordingly.

This similarity coefficient considers the advantages of both the Jacobi coefficient and
similarity coefficient. We get the data matrix S of similarity coefficient of user access by
using the coefficient to calculate the similarity coefficient of all the paths:

S ¼
S11 S12 � � � S1n

S22 � � � S2n

� � � ..
.

Snn

2
6664

3
7775

2.2 Improved Clustering Algorithm

In the process of combining the access paths, the maximum similarity coefficient plays
a decisive role. The most similarity coefficients less than the threshold value are not
effective for clustering [4]. In order to solve the “dimension disaster” problem of the
traditional clustering algorithm in the high-dimensional web log data clustering, fil-
tering the smaller similarity coefficient could greatly reduce the data size.
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Calculate the intersection of each category of membership, and eliminate duplicates
according to the degree of membership.

Output to get set C.

3 Improved Preferred Path Mining Algorithm

3.1 Browsing Frequency Preference

If the user has m ways to leave a web page, the user is more interested in the choice
with a higher selected number [5].

Definition 1: Assume Si represents the frequency of user selected into the next page
through i option. Based on the traditional definition of confidence and formula 1,
regardless of the site structure in the confidence limits on the traditional case, assume
the threshold of i option as:

CK ¼ SKPn
i¼1

Si

� � ð4Þ

Definition 2: On a website, assume all the URL as set U, all the subset as W. If
w � W , 8x 2 w (x represents the page browsing sequence composed by 8u 2 U, where
the i represents the i browse page), the m numbers before the page browsing sequence
are the same, but the m + 1 exists in n different pages, and it represents there are n
different browse ways from m to m + 1. So, we assume the j(j = 1, 2, …, n) reference
of browse way as:

Pj ¼ SjPn
i¼1

Si

� �
=n

ð5Þ

Thus, when n > 1, the possibility of i approaches to surfing the internet is consid-
ered in the preference coefficient of P in n options. Therefore, it could reflect the user’s
interest degree more accurately compared to the traditional confidence.

3.2 Browsing Interest Preference

The algorithm of formula 5 only consider the frequency of user browsing, and it is not
comprehensive [6, 7]. As the interest of users is related to the size, time and frequency
of use access, large page results in a long time, and the long browsing time represents
the high interest of browsing. At the same time, the interest degree of user browsing
also depends on the number of users access.

Definition 3: Set the interest degree of user browsing as:
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IðURL:time;URL:size;URL:numÞ, if we assume the access number of page URLi !
URLj as num, the access time of URLj as URLi!j:time, and the size of page URLj as
URLj:size. Then the interest degree of a user is:

Iij ¼ Intð
Xnum
i¼1

URLi!j:timeÞ=URLj:sizeÞþ 1 ð6Þ

3.3 Improved Preferred Path Mining Algorithm

Assume there are n URL pages on a website, then construct a matrix of URL-URL,
where the row element is URL-Reference, the column element is URL, and the element
value is the interest degree of a user from a reference page links to access page. Set an
additional null value in row and column. If the user directly enter the web address or
access page links from other sites, null appeared in a row. If the user visits the page on
the website or exit from the site links to external sites, null appeared in the column [8,
9]. In addition, all reference web page are not themselves, so the diagonal elements of
the matrix is 0 (Table 1).

Null URL1 URL2 � � � URLn

Null

URL1
URL2

..

.

URLn

0 I01 I02 � � � I0n
I10 0 I12 � � � I1n
I20 I21 0 � � � I2n

..

. ..
. ..

. ..
. ..

.

In0 In1 In2 � � � 0

2
66666664

3
77777775

Table 1. The process of mining user preferred path in example 1

Null A B C D E F G H The sum

Null 0 63 15 2 5 0 0 0 5 90
A 6 0 36 35 0 0 0 0 0 77
B 43 0 0 0 6 40 0 0 8 97
C 3 0 0 0 0 10 30 0 0 43
D 16 0 0 0 0 8 0 35 20 79
E 3 0 0 0 0 0 31 0 0 34
F 5 0 0 23 0 0 0 0 0 28
G 4 45 0 0 0 0 0 0 0 49
H 6 0 0 0 0 0 0 0 0 6

The Improved Clustering Algorithm 333



i=0; 
while(i<n+1) 
{ 
m=non-zero number of colum; 
coun=0;//coun represents the sum of interest expressed 
in the row 
j=0; 
while(j<n+1) 

  { if(Sij>0) 
    coun+=Supij; 
    if((Sij>=Sup)&&( Sij/(coun/m)>=Pre) 
    item2= item2+{i,j}; 

j++; 
} 
i++; 
}// merge the same preferred path 
x=2;//x represents a set of matrix data item 
Flag=0; // detection if X concentration is a merge op-
eration 
while(Flag==1) 
{ 
i=1; 
while(i< path numbers in itemx-1) 
{ 
P1= the i preference sub path in itemx-1; 
comb=0;// judge whether to do the merge operation 
j=i+1; 
while(j<= path numbers in itemx-1) 
{ 
P2= the j preference sub path in itemx-1; 
if((the (x-2) of before P2)==(the (x-2) after P1)) 
{ 
Merge the sub path of P1 and P2 to X item of set 
itemx; 
comb=1; 
} 
j++; 
} 
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if(comb==0)
Write the preference sub path P1 to set NPS;
Flag=Flag comb;
i++;
} 
x++;
} 

4 Analysis of Experimental Results

Assume URLj j represents the number of web page, by using the algorithm one can
draw that the time complexity of sub path of browsing preference is Oð2ð URLj j þ 1Þ2Þ.
The time to merge with the same paths is Oðð URLj j � 2Þð URLj j þ 1Þ2Þ. Thus the total
time is Oðð URLj j þ 1Þ3Þ.

In the process of experiment, 25930 records and 35 pages of web log were
experiment objects. The preferred path mining algorithm proposed in this paper and the
MFP algorithm in path mining is used to control the threshold setting. In the scenario
where the two kinds of mining method were used to explore the same number of
preference sub path and frequency browse sub path, the respective accuracy of the

proposed algorithm is greater than the known preference path of site access (Fig. 1).
As it can be seen, the improved algorithm mentioned in this paper was more

accurate than the MFP algorithm. At the same time, the accuracy of algorithm reduced
with the increase of the mining path. It is because that the threshold of mining interest
reduced with the increase of the number of paths, which in turn lead to the decrease of
credibility of the preferred path. In order to detect the mining time performance of the
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Fig. 1. The accuracy of the algorithm (Color figure online)
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two methods, we divided the experimental subject into 5,000 records, 15,000 records,
20,000 records and 25,000 records in the experiment. And Fig. 2 showed the com-
parison of the execution time. We could find that the improved user access pattern
mining algorithm had less execution time increase amplitude and better expansibility

than the traditional MFP algorithm.

5 Conclusion

This paper puts forward an improved mining method based on clustering web log user
preferred browsing paths. First step involves the improvement of the clustering
algorithm, duplicates elimination, and the intersection of items to accurately reflect the
web user access path similarity. Then, on the basis of a trial model, we explore the
preferred browsing paths of multiple pages of a similar user group. Finally, through
comparison with other algorithm, the algorithm proposed in this paper has advantages
both in accuracy and time performance. Furthermore, it is more comprehensive and
accurate data mining algorithm, and has better scalability based on the analysis of
different user groups of web browsing preferred path.
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