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Abstract. In this paper, we present a novel image super-resolution framework
based on neighbor embedding, which belongs to the family of learning-based
super-resolution methods. Instead of relying on extrinsic set of training images,
image pairs are generated by learning self-similarities from the low-resolution
input image itself. Furthermore, to improve the efficiency of image reconstruction,
the in-place matching is introduced to the process of similar patches searching.
The gradual magnification scheme is adopted to upscale the low-resolution image,
and iterative back projection is used to reduce the reconstruction error at each
step. Experimental results show that our method achieves satisfactory perform‐
ance not only on reconstruction quality but also on time efficiency, as compared
with other super-resolution methods.
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1 Introduction

Image super resolution (SR) reconstruction is the process of generating a high-resolution
(HR) image by using one or more low-resolution (LR) inputs. As a post-processing
technique, it breaks through the limitations of image equipment and environment, and
has a wide range of applications in real life such as high-definition television, medical
imaging, video surveillance etc. The problem of image SR was first studied by Tsai and
Huang in 1980 s [1], and now existing SR methods can be broadly categorized into three
categories: interpolated-based, reconstruction-based, and learning-based methods. In
this paper, we focus on the learning-based methods which exploit the information from
the training data to learn the mapping relationship between the LR and HR image
patches.

As a kind of very promising SR technique, learning-based methods were first studied
by Freeman et al. [2]. Nowadays, based on different learning models, lots of learning-
based methods have been proposed. According to the ways how the mapping relation‐
ship is formulated, learning-based SR methods can be divided into: manifold learning
[3–6], sparse coding [7–9] and regression-based methods [10–12]. Although learning-
based methods can effectively restore the missing details, these methods primarily rely
on example data. As the contents of natural images are ever-changing, it is difficult to
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choose a universal training set to fit the reconstruction of all images. When the example
data cannot provide accurate information which is similar to the LR input image, lots
of artifacts can be easily introduced to the result image. More recently, Glasner et al.
[13] proposed a method that exploited patch redundancy in natural image, and realized
image SR reconstruction without external database.

In [3], Chang et al. proposed an SR method using neighbor embedding (NE), in
which the HR image can be estimated with a set of weighted image patches. Until now,
many modified algorithm over the neighbor embedding have been proposed. Bevilacqua
et al. [4] proposed to use non-negative least squares to compute the weights of the
neighbor patches. Gao et al. [5] proposed a sparse neighbor embedding method which
chooses the neighbor patches and computes the corresponding weights simultaneously.
Based on the multiscale similarity learning, Zhang et al. [6] accomplished the image SR
reconstruction with only the LR input image. Although the image reconstruction
methods above can obtain promising reconstruction performance, they need to search a
vast example dataset or the whole image for similar patterns, leading to low efficiency
in practical applications. Recently, several efforts have been maken to improve time
efficiency. With a precomputed projection matrix, Timofte et al. [14] accomplished the
image reconstruction and acquired high time efficiency. Based on the in-place examples,
Yang et al. [15] proposed to learn a set of regression mapping for fast image SR. Dong
et al. [16, 17] used convolution neural network to learn an end-to-end mapping model,
and obtained satisfactory reconstruction performance with high time efficiency.

In this paper, we propose a NE-based single image SR scheme which considers both
the selection of example data and time efficiency. With the similarity patch redundancy
in natural images, our method adopt the multiscale similarity learning to generate the
example image pairs using only the input image. And contrary to [6], the proposed
method conducted the k-nearest neighbor search with the in-place patch matching. We
adopt gradual magnification scheme to upscale the LR image and implement iterative
back projection algorithm [18] to correct the reconstruction image at each step.

The remainder of this paper is organized as follows. Section 2 introduces the NE-
based approach for SR. Section 3 presents the details of our SR framework. The exper‐
imental results and comparisons with several other SR methods are demonstrated in
Sect. 4. Finally, several conclusions are drawn in Sect. 5.

2 Neighbor Embedding Approach for Super Resolution

The NE-based SR method was first proposed by Chang et al. [3], which uses a manifold
learning called locally linear embedding (LLE) to estimate the HR patches corre‐
sponding to the LR ones. Its main idea is that the image patches in different resolutions
have similar geometric manifold spaces and each image patch can be represented as the
linear combination of its K neighbors.

Let  be the training patches of LR images,  be the corre‐
sponding HR training patches. We represent the LR test image as a set of overlapping
image patches , and  are their corresponding HR patches to be
estimated. The NE-based SR reconstruction can be summarized as follows:
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(1) For each patch 

(a) Find the K nearest neighbors in Ys in terms of Euclidean distance:

(1)

(b) Compute the reconstruction weights of the neighbors that minimize the reconstruc‐
tion error:

(2)

(c) Compute the HR image patch using the corresponding HR patches and the recon‐
struction weights:

(3)

(2) Construct the HR image by combining the obtained HR image patches.

3 Proposed Algorithm

In this section, we provide the details of our modified algorithm on the NE-based method.
The procedure is divided into three steps: (1) Generating example data, (2) NE-based
relationship learning with in-place patch matching, (3) SR enhancement using iterative
back projection. The proposed SR method is summarized in Algorithm 1. The details in
each step of the algorithm are as follows:

3.1 Generating Example Data

It is the most fundamental and important step for learning-based image SR to select the
appropriate HR-LR training image pairs. In this paper, utilizing the self-similarity
redundancy of the natural image, the HR-LR image pairs can be extracted from the LR
input image.

For an observed LR image Y, the problem of image super-resolution can be modeled
as:

(4)

where H and D is the operator of blurring and down-sampling, respectively. X is the HR
image, and  is the noise term.

In the process of image reconstruction, we magnify the LR image to the desired size
with a gradual scheme. The scale parameter is set to be ,
where  and  are the overall and gradual up-scaling factors, respectively. To obtain
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example image pairs, we firstly regard the original LR input image  as the HR image
. Then the corresponding LR image  can be obtained by down-sampling  and

up-scaling the down-sampled image to the size of  using the bicubic interpolation:

(5)

where  is the blurring kernel,  and  are the up-scaling and down-scaling operators
with the factor of . Then  and  are treated as the initial example image pairs for
learning-based algorithm. Iteratively, to obtain the HR image , we produce 
through magnifying  using bicubic interpolation with a factor of . With the similarity
assumption, for each patch in , we can find several similar patches in . The HR
patch in  can be linearly represented by the image patches in  which correspond
to the patches found in .  and  are then taken as the HR-LR pairs for succeeding
learning. The synthesis processes are repeated until the HR image at scale

 is obtained.

3.2 NE-Based Relationship Learning with in-Place Patch Matching

Once the training example pairs are formed, the relationship between the HR and the
corresponding LR images can be estimated from the pair mappings. In this paper, we
take advantage of the NE-based method for this purpose.

For learning the relationship between HR-LR pairs, K-nearest neighbors (K-NN)
search was used to find several of the most similar patches in the training set for each
LR image patch. Contrary to previous methods which need to search in a vast external
example set or the whole image, we conduct the similar patches search in a restricted
local region which is built on the patch matching with small scaling factors is in-place.
Thereby, the time efficiency of image reconstruction is improved by narrowing the
searching scope. For an image patch at the location  of , we can find the 
most similar patches around its original coordinates  in image , where

 and . Then we use the LLE algorithm to compute the
reconstruction weights between the image patch in  and the matched similar image
patches in  by minimizing the reconstruction error. Then the HR patch can be recov‐
ered by using the reconstruction weights and the corresponding HR neighbor patches.
Once all the HR patches are generated, the HR image can be obtained through merging
HR patches.

3.3 SR Enhancement Using Iterative Back Projection

In each step, due to the unavoidable reconstruction error, the reconstruction result which
is fed to next step directly usually leads to the accumulation of errors. Thus, through the
iterative back projection (IBP) algorithm we reduce the reconstruction error at each step,
and ensure that image reconstruction is conducted along the right direction. The recon‐
struction error can be formulated as:

(6)
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where  is the estimated HR image,  is the LR input image, and  represents blurring
operator.

This problem can be efficiently solved by the gradient descent method, and the
updating equation for this iterative method is:

(7)

where  is iteration index,  is back-projection filter, and  is the HR image at the 
iteration.

4 Experiment Results and Analysis

In this section, the experiments on several benchmark images are shown to validate our
proposed method. Several state-of-the-art learning-based SR methods are used as
comparison baselines, including NE-based [3], SC-based [7], Glasner’s method [13] and
Zhang’s method [6]. Peak signal-to-noise ratio (PSNR) and structural similarity (SSIM)
are adopted to evaluate the objective quality of the SR results, and reconstruction time
is used as the indicator of reconstruction efficiency.
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4.1 Experimental Settings

In our experiments, the LR images are generated from the original HR images through
down-sampling by bicubic interpolation with a factor of 3. Since human vision is sensi‐
tive to brightness changes, the SR reconstruction is only conducted in the gray-channel
for color images, and the images in the remaining color channels are directly magnified
to the desired size using bicubic interpolation. In the reconstruction phase, the LR patch
size is set as  pixels, and 3 pixels are overlapped between adjacent patches. The
neighborhood size  is set to be 3, and when conducting the similar patches search across
different scales, the search scope is set as  pixels around the corresponding coor‐
dinates. For all the SR experiments, the up-scaling factor  is set to be 3, and we magnify
the LR image step-by-step by the factor  which is set to be 1.25. At each step, we use
the IBP algorithm to enhance the quality of the reconstruction image, and the number
of iterations is set to be 20.

4.2 Experimental Results

Table 1 lists the PSNR and SSIM values of various SR approaches. From Table 1, we
can see that our proposed method can obtain the best performance of PSNR and SSIM
on most of benchmark images. This fact indicates that with the LR image itself, we can

Table 1. The PSNR and SSIM performance on eight test images of super resolution of 
magnification
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recover the HR image and obtain promising results. The reason is that similar patches
across different scales are beneficial to recover faithful details.

We also assess the visual quality of the SR methods. Figures 1 and 2 show the SR
images obtained by different SR methods on the test images of butterfly and lenna,
respectively.

Fig. 1. The SR images( ) of the butterfly image by various methods. Top row: the ground truth
HR image, NE-based [3], SC-based [7]. Bottom row: Glasner [13], Zhang [6], and ours.

Fig. 2. The SR images( ) of the lenna image by various methods. Top row: the ground truth
HR image, NE-based [3], SC-based [7]. Bottom row: Glasner [13], Zhang [6], and ours.
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In addition, we use computation time to evaluate the reconstruction efficiency.
Table 2 lists the reconstruction time of different SR methods. From the table, we can
see that our method takes the least computation time, and possesses the highest recon‐
struction efficiency. This improvement is due to the adoption of in-place patch matching,
which reduces the searching scope for similar patches. Thus, our method is more feasible
in real applications, comparing with other state-of-the-art SR methods.

Table 2. The reconstruction time(seconds) of different SR methods.

4.3 Experimental Analysis

As one type of learning-based SR methods, the NE-based algorithm is employed in our
method to build the relationship between the HR and LR image patches. So, the neigh‐
borhood size  is a variable parameter in our method. To study the effect of neighbor‐
hood size  on reconstruction performance, we take different  values to test our method
on the benchmark images. The PSNR and SSIM results are presented in Fig. 3, from

(a)     (b) 

Fig. 3. Performance comparison of testing images with different neighborhood sizes. (a) PSNR
value with different neighborhood sizes (b) SSIM value with different neighborhood sizes.
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which we can see that our method yields better results when the neighborhood size  is
set to be three.

5 Conclusion

This paper presents a novel single image SR framework by incorporating both similarity
redundancy and in-place patch matching. The similarity redundancy across different
scales is used to generate example data for the learning-based reconstruction, and in-
place patch matching is utilized to fulfill the similar patches search in order to improve
the reconstruction efficiency. To exploit the similarity redundancy across different
scales, we magnify the LR image to the desired size with a gradual scheme, and use the
IBP algorithm to reduce the reconstruction error at each step. The experimental results
indicate that our method can obtain highly satisfactory performance in objective eval‐
uation, while maintaining relatively high reconstruction efficiency.
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