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Abstract. Feature selection is a key point in text classification. In this paper a
new feature selection method based on feature clustering using information
distance is put forward. This method using information distance measure builds
a feature clusters space. Firstly, K-medoids clustering algorithm is employed to
gather the features into k clusters. Secondly the feature which has the largest
mutual information with class is selected from each cluster to make up a feature
subset. Finally, choose target number features according to the mRMR algo-
rithm from the selected subset. This algorithm fully considers the diversity
between features. Unlike the incremental search algorithm mRMR, it avoids
prematurely falling into local optimum. Experimental results show that the
features selected by the proposed algorithm can gain better classification
accuracy.
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1 Introduction

Text classification is one of the important branches of data mining. Its target is to
classify the text sets according to a certain standard or system automatically [1, 2]. In
text data, Vector Space Model (VSM) [3–5] is widely used to represent the text.
The VSM of text data often has high dimensionality. In order to exactly classify the
text, it is necessary to reduce the dimensionality of text data by feature selection [6].
Feature selection can remove the irrelevant features, at the same time redundant fea-
tures also are effectively eliminated. Finally the feature subset composed of features
with strong distinguishing ability can be selected, and the accuracy and speed of
classification are improved.

Feature selection based on information theory has always been a hot research topic,
and a number of classical mutual information (MI) based algorithms have been pro-
posed. Battiti proposed an algorithm called MIFS [7] which takes into account both
feature-feature and feature-class mutual information for feature selection. MIFS works
well when the penalty parameter is set appropriately. Peng and Ding put forward the
classic mRMR algorithm [8]. The idea of mRMR is to maximize the correlation
between feature and class, while minimizing the redundancy between the selected
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features. In mRMR, the multivariate joint probability density estimation problem of
high dimensional space is replaced by the probability densities of couples. FCBF
algorithm [9] uses the symmetrical uncertainty (SU) to measure the correlations of
feature-class and feature-feature. In the original feature set, the features whose SU
values with the class are less than the given threshold are deleted, and then the
redundancy analysis is carried out in the remaining features. The final feature subset is
obtained after the redundant features are eliminated. The CMIM algorithm [10] pro-
posed by Fleuret takes the conditional mutual information as the measure to select
features. Fleuret thinks that the more conditional mutual information the feature has in
the case of selected subset, the more information about class the feature carries. The
idea of CMIM is to select the feature with maximal conditional mutual information in
the case of selected subset. Literature [11] made a more comprehensive and detailed
summary of the feature selection based on mutual information.

Information measurements can be used to measure the uncertainty and the
non-linear relationship between the features in quantitative form [12, 13]. As a result
the information measures are widely used in feature selection. These above algorithms
employ relevant metrics to measure the relationships of feature-class and
feature-feature. Their common basic idea is to select those features relevant with class
and irrelevant between selected features. These algorithms take advantage of the greedy
algorithm which is easy to reach a local optimum. From the overall situation, clustering
analysis on the original feature set can be considered. If the clustering analysis is
applied to feature selection, the prematurely local optimal solution may be avoided.
Firstly, clustering is performed on the original feature set. The features with high
correlation and high redundancy are clustered together, and features in different clusters
have larger diversity. The feature strongly associated with the class is selected into a
feature subset from each cluster. In this way, the redundant degree of the selected
feature subset is relatively low, and the correlation with class is strong. The process of
feature selection based on feature clustering almost starts with calculating the corre-
sponding measure of the specified data set. Features are clustered according to specified
clustering algorithm. At last the representative features of each cluster are selected to
compose the final feature subset.

Au and Chan proposed the ACA [14] algorithm, it chooses the information mea-
surement R to measure the correlation between the features. They use K-means to
cluster the features, and then select the representative feature of each class. The
algorithm is very perfect in the classification of gene data. The disadvantage of this
algorithm is that sometimes the clustering may enter a dead cycle, and it is needed to
specify a certain number of iterations to terminate the clustering process. Song
developed an algorithm FAST [15] which uses hierarchical clustering method. In this
algorithm, many minimum spanning trees are built with the measure SU and each tree
is treated as a class cluster. FAST is suitable for high dimensional data. The disad-
vantage is that the number of selected features is determined by the data. Liu also
introduced a feature clustering feature selection algorithm MFC [16] based on mini-
mum spanning tree. Different from FAST the measure of MFC is Variation of Infor-
mation (VI). Obviously, using the diversity between features in feature selection has
already become a hot spot.
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2 Information Distance Measure Based Feature Clustering

2.1 Basic Idea

The algorithm proposed in this paper mainly considers the diversity between the fea-
tures. The diversity metric namely the information distance is used to measure the
redundancy of the feature subset. The greater diversity the feature subset has, the lower
redundancy it has.

Information distance [17–19] is a kind of diversity measurement based on infor-
mation theory. In the literature [17], the paper listed the most commonly used measures
based on information theory. Here we choose the measure D:

D ¼ 1
2
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In formula (1), X and Y are random variables, HðXÞ and HðYÞ are the information
entropies of X and Y, and IðX; YÞ is the mutual information between X and Y. The
conditional entropy HðXjYÞ represents the conditional uncertainty of X given Y. pðxixjÞ
is the joint probability density between xi and xj. pðxijxjÞ is the conditional probability
density of xi given xj.

The standard distance measure must satisfy the three properties: non-negativity,
symmetry and triangle inequality. It had been proved that the information distance D is
in line with the three properties in the literature [17].

DðX; YÞ� 0ðnon� negativity) ð2Þ

DðX; YÞ ¼ DðY ;XÞðsymmetryÞ ð3Þ

DðX; YÞ�DðX; ZÞþDðY ; ZÞðtriangle inequalityÞ ð4Þ

Essentially, it has been recognized that feature selection needs to select a subset
with strong discriminatory power. The features have high relevance with class should
be chosen. However, experiments had proved that the m best features are not the best
m features [20, 21]. There is redundancy among these features. Therefore, the selected
subset should achieve a balance point between the relevance about class and the
redundancy among features. If a feature subset S has been selected, the relevance
between S and class is Rel, and the redundancy among S is Red.
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Rel ¼ 1
jSj
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MRMR : maxðRel� RedÞ ð7Þ

In order to reach the balance, on the one hand the selected subset of features should
guarantee the most relevance with class, while on the other hand the degree of
redundancy among the feature subset must be lowest. The criterion combing the for-
mulas (5) and (6) is MRMR. In practice, incremental search algorithm mRMR was
used to find the near-optimal feature subset. Assuming that the original feature set is F,
the subset Sm�1 of the m-1 features is selected. Now the target should be to choose the
mth feature from the feature subset fF � Sm�1g which satisfies formula (8). Here,
mRMR is employed to select features from a refined feature subset that produced by
feature clustering using information distance measure.

max
fj2F�Sm�1

½Iðfj; cÞ � 1
m� 1

X

fi2Sm�1

Iðfj; fiÞ� ð8Þ

2.2 K-medoids Based Feature Clustering

Clustering is a commonly used unsupervised learning method of data analysis. It can
divide the data according to the diversity between each other. Similarly, cluster analysis
can also be applied to the features. Actually feature clustering has been widely used in
feature selection methods.

K-means and K-medoids are two classic unsupervised clustering algorithms based on
partitioning. According to distance between the objects in data set, K-means could divide
the objects into several clusters. The distance measure generally use geometric distance
such as Minkowski distance, Euclidean distance, Manhattan distance. Suppose the
Euclidean distance is chosen as the distance measure. After deciding the k center ran-
domly, the non-center points of data set are divided to the nearest center point. Clusters
are formed after every object has been assigned. The average geometric coordinate value
of each cluster is set to be the new center point of the cluster. Repeat the process until the
clusters are stable. However, Features are a set of discrete points in the feature information
distance space, and the features have no coordinate. Therefore, K-means algorithm can’t
be used for feature clustering, and K-medoids clustering algorithm is adopted for feature
clustering. The measure employed is the information distanceDmentioned above. In the
iteration process, the values of the D between the features are constant and just need
calculate once, which greatly reduces the computational complexity of the algorithm.

Unlike K-means, K-medoids algorithm selects actual object as the cluster center,
rather than using the mean as the center in the cluster. K-medoids clustering algorithm
is based on the principle that minimizes the degree of diversity between cluster center
and all the objects in data set. Corresponding to the feature cluster, the information

A Clustering Based Feature Selection Method 125



distance sum within the cluster should be smallest. An error criterion is designed in
formulas (9) and (10) to measure the cost of replacing the original center by any of the
non-center features in the cluster.

E ¼
Xk

i¼1

X

f2Ci

Dðf ; oiÞ ð9Þ

T ¼ Ef � Eoi ð10Þ

E is the sum of the information distance between all the features and corresponding
center in the data set. Dðf ; oiÞ is the information distance between feature f and nearest
center oi. T is the cost of the cluster center oi replaced by a non-center feature f. At the
initial stage of the K-medoids k features are selected randomly as the center, and then
the remaining features are assigned to the nearest center in information distance. In the
iterations, for each non-center feature calculate the cost T of replacing the center in each
cluster. If the cost T is negative, the actual error E must be reduced, and the current
center feature can be replaced by this feature. Here the original center should be
replaced by the one with the minimal T in which the convergence speed can be
accelerated. Conversely the center won’t be changed. If all the centers don’t change any
more, clustering process is over.

3 Algorithm and Steps

According to the above mentioned, we propose a text data feature selection method
called Information Distance Measure based Clustering for Feature Selection
(IDMCFS). Its process framework is described as Fig. 1.

IDMCFS is divided into two stages: clustering stage and selecting stage. The
clustering stage: assuming that the size of ultimate target features is m, the original
feature set is clustered into k clusters using K-medoids. k is much larger than m. From
each cluster select the feature whose mutual information with the class is largest to
form the candidate feature subset S0. In the selecting stage, m features are selected from
subset S0 according to mRMR. The redundancy of selected features are further reduced
and the diversity between the features are guaranteed. The final m features is the
solution of IDMCFS. Algorithm is described as follows.

Feature 
clustering

Select 
representative 

feature

Select features 
according to 

mRMR

k clusters m features

Fig. 1. The process framework of IDMCFS
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The complexity of each iteration in the clustering phase of IDMCFS algorithm is
Oðkðn� kÞ2Þ (k is the number of clusters and n is the number of features in data set).
Assuming that the total times of iterations is l, and then clustering complexity is
Oðlkðn� kÞ2Þ. Because the feature with minimal T value is selected as the new center
in iteration, thus the convergence speed is greatly accelerated and the number of
iteration is very small. The complexity of selecting representative features and running
mRMR are OðnÞ and OðkmÞ respectively. Overall speaking, the complexity of
IDMCFS algorithm is Oðlkðn� kÞ2Þ. When the cluster number k is much smaller than
the original feature number n, the complexity will be Oðn2Þ.

4 Experiment Analysis

The experimental data sets are derived from the open data set (http://www.tunedit.org/
repo/Data/Text-wc). These data sets are designed to test the classification performance
of text data. In order to facilitate the calculation of mutual information, the data are
discretized by MDL [22] discretization method. The information of data sets after
discretized is displayed in Table 1. All the experiments are carried out on the exper-
imental platform of Matlab2014a and Weka3.7. Weka is used to discretize the data and
gain the classification accuracy rate of the final feature subset. The main procedure of
IDMCFS is realized by Matlab2014a.

In order to eliminate the influence of generating initial center randomly in
K-medoids algorithm to the clustering results, the experiment was repeated 50 times
and took the average value as the final result. The performance of IDMCFS was
compared to mRMR, CMIM and ReliefF algorithms on the same data sets. To check
the performance of selected feature subset, the Naive Bayes classifier and 10-fold cross
validation were adopted to test the accuracy rates of classification.

Table 2 shows the analogy of IDMCFS algorithm in different data sets and different
parameters. It can be seen that in each data set there is an identical tendency. With the
number of selected featuresm growth, the classification accuracy rates have increased. As
we all know, more features often have greater distinguishing ability. Moreover, if the
number of target features m is determined, the accuracy rates of classification don’t

Table 1. Information of datasets

Dataset Features Instances Classes

tr12.wc 126 313 8
tr11.wc 250 414 9
wap.wc 545 1560 20
la1s.wc 1438 3204 6
la2s.wc 1438 3075 6
fbis1.wc 1138 2463 17
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increase as the increasement of cluster number k. The performance of IDMCFS is not
related to the cluster number k. As a result it is more likely to get the global optimal
solution.

Figure 2 represents the comparisons of the proposed algorithm IDMCFS and
mRMR, ReliefF, CMIM algorithms performance in different data sets. Overall, the
trend curves of four algorithms are similar. The classification accuracies are improved
with the increase of the selected feature number. When m is determined, CMIM and
mRMR have their own advantages in different data sets, and the results of ReliefF are
slightly worse. The classification accuracies of IDMCFS on most data sets are higher
than that of mRMR, CMIM and ReliefF. This shows that the IDMCFS algorithm can
select a feature subset which has greater ability to distinguish the text. According to the
theory of IDMCFS, if cluster number k equals to the feature number of the original data
set IDMCFS becomes mRMR. However, the experimental results demonstrate that the
performance of IDMCFS is better than mRMR and CMIM. It’s believable that better
feature subset can be selected by fully considering the diversity between the features.
Of course, the results in the table are just the best results got in the experiment, as long
as the parameter k set properly, the actual effect of IDMCFS may be further improved.

Table 2. Classification accuracy (%) of IDMCFS in different situations (m number of selected
features, k number of clusters)

m k tr11.wc tr12.wc wap.wc la1s.wc la2s.wc fbis1.wc

10 20 80.19 79.36 49.85 57.18 58.86 59.31
30 81.37 83.28 51.36 58.65 60.35 60.09
40 82.56 83.18 52.20 60.74 61.58 61.59
50 82.29 83.16 53.06 60.46 61.59 61.66

20 30 82.31 84.02 58.68 63.97 65.84 65.63
40 83.38 86.91 61.07 64.93 66.16 66.22
50 84.23 87.82 59.84 65.66 66.76 66.78
60 85.53 88.12 60.31 66.25 65.96 66.15

30 40 83.67 85.43 64.41 68.78 69.98 69.76
50 85.24 86.55 65.01 68.80 70.21 69.89
60 85.85 87.23 65.10 69.00 70.39 70.22
70 85.58 87.20 64.77 69.26 70.44 70.44

40 50 85.26 86.18 63.52 70.44 70.51 68.89
60 86.33 86.35 64.57 71.16 70.77 69.13
70 87.66 87.65 65.69 71.91 70.94 69.97
80 87.46 88.20 66.25 71.90 71.83 70.97

50 60 85.12 86.20 69.45 71.24 70.87 68.93
70 85.55 87.96 70.40 72.64 72.56 69.54
80 86.61 88.17 70.15 72.99 73.70 70.56
90 86.16 88.37 70.09 75.57 76.12 71.44
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5 Conclusion

In this paper, a feature selection algorithm based on feature clustering using infor-
mation distance has been proposed. This algorithm mainly emphasizes the diversity
between features, using an information distance measure to cluster the features. Highly
redundant features are clustered into a cluster, and the features of different clusters are
low relevant, so it is possible to obtain the global optimal solution. IDMCFS algorithm
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Fig. 2. The accuracies of IDMCFS, mRMR, CMIM and ReliefF on each data set
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uses the K-medoids clustering algorithm which only needs the distance between fea-
tures. At the same time, the number of clusters k is much larger than target feature
number m, which assures the high redundancy between features in each cluster. The
clustering process converges quickly. The overall performance of IDMCFS is better
than mRMR, CMIM and ReliefF.

There is a challenge about IDMCFS that how to choose the proper cluster number.
In this paper k was set as several constants which are larger than m. Hence the value of
k may be not optimal. How to find the optimal k value will be the research direction in
the future.
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